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“This book presents an extremely valuable resource, the first of its
kind, for scientists and engineers in addressing all critical aspects of
interdependent power and transportation networks in a
well-organized and strategic manner.”

Prof. M. C. Frank Chang,
President of the National Chiao Tung University, Taiwan

“This book conducts an all-inclusive investigation of the
interdependent power and transportation networks. I highly
recommend this interesting book to those who are exploring futuristic
but realistic ideas.”

Prof. Oleg Prokopyev, Department of Industrial Engineering
University of Pittsburgh, USA;

Co-Editor-in-Chief, Optimization Letters

“The second volume of Sustainable Interdependent Networks depicts
a thorough path towards developing sustainable smart cities, as well
as introducing modern computational platforms to find the globally
optimum operation point of the interdependent power and
transportation networks.”

Prof. Sumi Helal, School of Computing and Communications,
Lancaster University, UK; Editor-in-Chief, IEEE Computer

“Sustainable Interdependent Networks II succeeds to tackle the
future challenges of smart cities with the emphasis on interdependent
power and transportation networks. It is recommended to scholars
from electrical engineering, computer science, civil engineering, and
industrial engineering disciplines who seek to perform research in
the state-of-the-art interdisciplinary research areas.”

Prof. Jose C. Principe, Distinguished Professor,
Department of Electrical and Computer Engineering,

University of Florida, USA;
IEEE Fellow, AIMBE Fellow, IAMBE Fellow
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“This book bridges the gap between theory and practice by providing
a profound vision of interdependent networks. The second volume is
specifically zooming into smart electric grids and intelligent
transportation networks as subsets of smart cities. I would
recommend this book for researchers who are eager to work on
cutting-edge topics on the intersection of various disciplines,
including system engineering, electrical engineering, computer
science, and transportation engineering.”

Prof. Sartaj Sahni, Distinguished Professor,
Computer and Information Sciences and Engineering,

University of Florida, USA; IEEE Fellow, ACM Fellow,
AAAS Fellow, Minnesota Supercomputer Institute Fellow



Preface

Since the concept of Internet of Things leading to smart cities, smart grids, and
other technologies emerged, there has been a need to move towards a sustainable
way of utilizing the technologies. Researchers have tried to answer this question
on the emerging concern regarding the optimal operation of real-world large-scale
complex networks. A smart city is a vision of the top brass of researchers to integrate
multiple information and communication technologies in a secure fashion to manage
a city’s assets including transportation systems, power grids, distributed sensor
networks, water supply networks, and other community services. Our reliance on
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viii Preface

these complex networks as global platforms for sustainable cities and societies
as well as shortage of global nonrenewable energy sources has raised emerging
concerns regarding the optimal and secure operation of these large-scale networks.
Although the independent optimization of these networks leads to locally optimum
operation points, there is an exigent need to move toward obtaining the globally
optimum operation point of such networks while satisfying the constraints of each
network properly.

There has been an emerging concern regarding the optimal operation of power
and transportation networks. In the second volume of Sustainable Interdependent
Networks book, we focus on the interdependencies of these two networks, opti-
mization methods to deal with the computational complexity of them, and their role
in future smart cities. We further investigate other networks, such as communication
networks, that indirectly affect the operation of power and transportation networks.
Our reliance on these networks as global platforms for sustainable development
has led to the need for developing novel means to deal with arising issues. The
considerable scale of such networks, due to the large number of buses in smart power
grids and the increasing number of electric vehicles in transportation networks,
brings a large variety of computational complexity and optimization challenges.
Although the independent optimization of these networks leads to locally optimum
operation points, there is an exigent need to move toward obtaining the globally
optimum operation point of such networks while satisfying the constraints of each
network properly.

The book series, including the first volume that has been published in early
2018, aims at covering wide areas from theoretical toward practical aspects of
interdependent networks. Volumes I and II of this book cover different aspects of
interdependent networks categorized in the following five categories:

1. Classic Optimization and Control Problems—consisting of research articles from
outstanding researchers in the field that discusses and provides an insight into the
classical and theoretical problems that exist in optimization and control.

2. Efficient Methods for Optimization Problems in Large-Scale Complex Networks:
From Decentralized Methods Toward Fully Distributed Approaches—A more
advanced outlook and possible methodologies that could be incorporated in large
networks using various approaches are highlighted through manuscripts from
leading researchers in this field.

3. Modeling the Interdependency of Power Systems, Communication Networks,
Energy Systems (e.g., Gas, Renewables), Transportation Networks, Water Net-
works, and Societal Networks—The ways in which sustainable interdependence
can be achieved across the various networks that span the horizons of smart cities
are explained mathematically in terms of models that could be implemented. All
the articles in this section deal with the interdependency of at least two networks
that are an integral part of realizing a smart city.

4. Application of Power and Communication Networks: Co-simulation Platforms
for Microgrids and Communication Networks, and Smart Grid Test Beds—The
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various papers under this topic highlight the state-of-the-art technologies that are
in place in the area of smart grids.

5. Application of Sustainable Interdependent Networks in Future Urban Develop-
ment: The Tale of Smart Cities—This section constitutes papers that discuss the
aspects to be pondered in the future and the direction in which the current school
of researchers are heading toward realizing ideal sustained and interdependent
networks in the future.
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Miami, FL, USA Kianoosh G. Boroojeni
Miami, FL, USA S. S. Iyengar
Gainesville, FL, USA Panos M. Pardalos
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Chapter 1
Interdependent Networks from Societal
Perspective: MITS (Multi-Context
Influence Tracking on Social Network)

Ramesh Baral, S. S. Iyengar, and Asad M. Madni

Introduction

Overview

The real-world system can be represented in terms of multiple complex and
semantically coherent networks. The networks have some correlation among each
other and complement each other’s functionality. Such correlated networks are
termed as interdependent networks. The notion of a smart city can be represented
as an integration of several interdependent networks that can facilitate secured and
efficient management of a city’s assets, such as transportation, power grids, water
supply channel, distributed sensor networks, societal networks, and other services.
In this chapter, we introduce the societal perspective of interdependent networks,
where the users’ and locations’ networks are exploited to track the influential user
and location nodes.

The task of identifying and tracking influential nodes in the ever-growing
information networks is crucial to real-world problems that require information
propagation (e.g., viral marketing). The exploitation of social networks for influen-
tial node detection has been quite popular in the last decade. However, most of the
studies have focused on networks with homogeneous nodes (e.g., user-user nodes),
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and have also ignored the impact of relevant contexts. The information networks
have heterogeneous entities that are interconnected and complement each other’s
functionality. Hence, the classical techniques popular in modeling the spreading of
epidemics in simple networks may not be efficient.

We propose a model called MITS (Multi-context Influence Tracking on Social
Network) that represents the contextual exploitation of heterogeneous nodes (i.e.,
user-location nodes in Location-based Social Networks (LBSN)), formulates the
locality-aware spatial-socio-temporal influence tracking problem using Brooks-
Iyengar hybrid algorithm, and uses the geo-tagged check-in data to identify and
track the locality influence. The empirical evaluation of the proposed model on
two real-world datasets, using the Susceptible-Infected-Recovered (SIR) epidemic
technique, coverage, and ratio of affection metrics demonstrates a significant
performance gain (e.g., 10–85% on coverage and 14–39% on ratio of affection)
of the proposed model against other popular techniques, such as degree centrality,
betweenness centrality, closeness centrality, and PageRank.

Background and Motivation

The notion of a smart city can be represented using different complex interdependent
networks. The first volume of this book [1] presents the investigation of complex
and interdependent networks from both theoretical and practical perspectives,
including the networked control systems, graphics processing unit, smart cities,
dynamic social networks, electrified transportation networks, and sustainable cam-
pus development. There are many interesting real-world examples of interdependent
networks, such as power grid, transportation network, water supply channel,
communication network, societal network, the Internet and the World Wide Web,
points-of-interest network, phone call network, actor’s collaboration network, co-
authorship collaboration and citation network, genetic, metabolic, and protein
network, and many other relevant services [2–6]. An optimal and secured operation
of resources among these interdependent networks is needed to fulfill the goal of a
smart city. The flow of information among these interdependent networks can play
significant role on our daily life, for instance, the real-time tracking of traffic can be
propagated on social networks, helping travelers to select alternate routes, real-time
tracking of weather from distributed sensors can help residents to plan their outdoor
activities, tracking of information flow on social networks can help to identify
current trend and influential activities (e.g., trends on disasters, such as hurricane,
trends on disease spread, trends on political activities, etc.), the contextual analysis
of distributed sensor data can help in movement of disabled individuals [7], social
network analysis (e.g., social interaction of factory workers [8], phone calls [9],
communication networks on Internet [10], citation network [11]), interdependent
power and transportation networks [12], metabolic networks (e.g., understanding
cancer cell growth [13]), brain networks (e.g., study of brain dynamics [14–16]),
community detection [17], island evolution in large epitaxial systems [18], and
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so forth. Despite the usefulness, the structural complexity, dynamic network and
complexity, diverse nodes and connection are the major challenges behind the study
of complex networks [19]. The interdependent networks are functionally correlated
and the failure of a part of one network can have adverse impact on another. The
exploration of their failures (e.g., blackouts resulting from cascading failures of
power grid, communication systems, and financial transactions) and robustness are
also of great interest [20–30] in the research community.

The graph theory [31–33] is the classical framework applied to solve many
problems related to complex networks. The shortest path between nodes, clustering
index, the degree centrality [34, 35], betweenness centrality [36, 37], closeness
centrality [38], and k-shell decomposition methods [39] account for local or global
topological network structures (see section “Related Research” for detail). The
exploration of social interactions started in the early 90s [40]. The exploration of
student’s choice on the companions [41] and social interactions between factory
workers [8] are some of the early studies in social network analysis. The concept of
random graphs (randomly selecting a node to form a cluster with already selected
nodes) to analyze the topology of graphs [42] was used to model gene networks,
ecosystems of disease and computer viruses [43, 44]. The scale-free networks (mod-
eling the connectedness of nodes) are believed to be robust to random failures [45],
and were explored for therapeutic drugs [46] and metabolic networks [46, 47]. The
comprehensive studies from Boccaletti et al. [6] and Newman [48] present different
phases of development of complex and interdependent networks.

One of the interesting real-world applications of complex network is the social
network (e.g., Facebook,1 Twitter,2 Yelp,3 etc.). The social networks can be
exploited for different practical problems (e.g., friendship recommendation, tag
prediction, opinion-sentiment analysis, location recommendation, item recommen-
dation, etc.). This chapter focuses on identifying and tracking of influential nodes in
LBSN. The task of influential item detection has been a popular research problem
in the past decade. The influence maximization problem in a graph G=〈U,V〉 selects
a set of seed nodes in such a way that the expected spread of information (i.e.,
influence spreads) in the graph is maximized [49]. There are many real-world
problems that exploit influence detection techniques for their business needs. As
an example, in a marketing business, one can identify few influential customers and
distribute promotional items to them. The strategy is to select a smallest possible
subset of customers who can positively influence (e.g., via word-of-mouth effect)
their networks towards the consumption of the promotional items, and propagate
the influence on the network (i.e., viral marketing) to an expected scale.

An interesting example is the exploitation of social networks to identify the
influential candidate in US presidential election. For the 2016 election, several
models predicted ∼80% winning chances of Hillary Clinton. Most of those studies

1www.facebook.com.
2www.twitter.com.
3www.yelp.com.
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exploited user polls, activities and posts from different social networks to capture the
correlation between different parameters and to formulate the influence propagation
for both candidates, and predicted the winning likelihood using their influence
scores. As the correlation need not necessarily imply causation, the actual result
was opposite of the predictions. This implies that those models should have been
impacted by some noisy information from the social networks. For instance, for any
two users, having posts in support of one candidate need not necessarily indicate
their voting decision. A contextual exploitation of information on social networks is
essential to model the influential parameters and to handle the noisy information.

The influential sensor measure to project the correct measure via different
sensor fusion techniques [50–52] is another interesting application. The influence
maximization can also be exploited on Point-of-Interest (POI) domain by exploiting
the check-in preferences (e.g., likes/dislikes, tags, emoticons, reviews, stars/ratings,
etc.) shared on LBSN. The sharing of positive experience can induce the linked users
towards the consumption of relevant items. Intuitively, this gives us the formulation
of influence tracking and influencer identification in LBSN, which can be modeled
to maximize the number of potential visitors to a given POI. In this paper, we study
navigation patterns of users based on LBSN data to determine influential locations
(interchangeably termed as POI in this paper).

Figures 1.1 and 1.2 illustrate the spatial influence of a POI and user to the nearby
POIs. As shown in Fig. 1.1, the spatial influence of the Statue of Liberty is high to

Fig. 1.1 POI grid distance influence
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Fig. 1.2 User grid distance influence

the nearby POIs. This implies most of the users who visit the Statue of Liberty have
high chance of visiting the nearby POIs. The influence decreases with the distance,
i.e. the farther POIs have less spatial influence from it. Figure 1.2 shows the user
influence to the nearby POIs. Whenever a user has some activity on a region or a
POI, the nearby POIs have high chance of being visited by the user. The category of
POI, time of a day, and social relation of user also play crucial role in modeling the
influence of user and POIs.

There are many interesting studies that are focused on finding influential
users [53], popular events [54], or popular locations [55], but our study is focused
on identifying the sets of users and POIs that have high spatial impact on other
POIs. With the growing usage of smart-phones and social networks, exploitation of
spatial information from mobile customers is essential in identifying the spatially
influential entities, and tracking their evolution over time.

The research formulation of influence maximization was first described by
Domingos and Richardson [56]. It was first formulated as a discrete optimization
problem by Kempe et al. [49], who also proved it as an NP-hard problem,
and proposed a greedy optimization algorithm. However, the greedy algorithm
executes a Monte Carlo simulation to approximate the solution of influenced set
size, and is computationally complex. The classical techniques, such as degree
centrality, betweenness centrality, closeness centrality, and k-shell decomposition,
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are quite popular in identifying influential nodes in a network. Some of the classical
techniques, such as the degree centrality [34, 35], betweenness centrality [36, 37],
closeness centrality [38], and k-shell decomposition methods [39], account for local
or global topological network structures, with some limitations. These techniques
mostly shine with large networks, are unable to handle small propagation probability
as they can identify only few central and overlapping nodes as the influential nodes
of the network, do not handle spreading and propagation probability, and are difficult
to model on multi-context and heterogeneous networks.

Furthermore, the existing studies focused on location information in influence
maximization only, exploited location as a simple user property, and did not analyze
the contextually dynamic user mobility behaviors. In this paper, we incorporate
multiple contexts (e.g., categorical, social, spatial, and temporal) of user check-
ins to define the influence scores due to check-ins, and influence scores due to
spatial impact. Such scores are then exploited via optimal region technique utilizing
the Brooks-Iyengar algorithm [57] to find a set of users and POI influencers on
location grids. The optimal region technique also helps to filter out the noisy nodes
from the network. An extensive evaluation on two real-world datasets demonstrates
the efficiency of our proposed model when compared to the several classical
methods, such as degree centrality, closeness centrality, betweenness centrality, and
PageRank-based methods. The core contributions of our study are: (1) it formulates
the location promotion problem as influential user and influential POI tracking
problem, (2) it presents a multi-context influence formulation by incorporating the
social, temporal, categorical, and spatial attributes in the influence tracking task, and
exploits an optimal region technique to find the influencing nodes in a network, and
(3) it extensively evaluates the proposed model with two real-world datasets.

Related Research

The centrality measure technique is one of the classical techniques and is focused
on ranking nodes in networks. A simple centrality measure is the degree centrality
(DC) [58] of a node and is defined as the number of nearest neighbors. This
technique assumes that a node with larger degree is likely to have higher influence
than a node with smaller degree. However, in some cases, this method fails to
identify influential nodes, since it considers only very limited information. The
closeness centrality (CC) [38] measure of a node v is defined as the reciprocal
of the sum of geodesic distances to all other nodes V in the network: Cc(v) =

1∑

v′∈(V −v)

dG(v,v′) , where dG(v, v′) is the geodesic distance between v and v′. Closeness

gives a measure of how long it will spread information from a given node to other
reachable nodes in the network.

The betweenness centrality (BC) [59] is a centrality measure of a node and is
defined as the fraction of shortest paths between node pairs that pass through the
node of interest. It gives a measure of the influence of a node over the information
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spread through the network or the expected load of a node in a transportation
network. For a network G= (V,E) with n = | V | nodes and m=| E | edges, the
betweenness centrality of a node v is defined as CB(v) = ∑

s �=v �=t∈V

σst (v)
σst

, where σst

is the number of shortest paths between nodes s and t, and σst (v) denotes the number
of shortest paths between s and t which pass through node v. Some studies [60–
63] have shown that the betweenness and closeness centrality measures can better
quantify the influence of a node, but have higher computational complexity. They
also claimed that the centralities based on PageRank [61] are even more relevant
but more time-consuming. Though these classical techniques may work for simple
networks, they have no provision for information rich networks, such as LBSN that
contains multiple contexts.

The k-shell decomposition method is another popular approach and is imple-
mented by repeatedly deleting the nodes with degree one, and then nodes with
degree two, and so on. The first iteration of node deletion is repeated until all nodes’
degrees are larger than one. All of these removed nodes are assigned to 1-shell. Then
recursively all the nodes with degree of at most two are removed until all nodes’
degrees are larger than two. The removed nodes are assigned to 2-shell. The process
is repeated until all of the nodes are assigned to one of the shells [64]. In some
cases, the centrality measures can have little effect on the range of the spreads and
can have less impact than the strategically oriented nodes in the center of a network
and with smaller degree. Some of the existing studies [39] have also shown that
k-shell method can outperform the degree centrality index in many real networks.

The Independent Cascade Model (ICM) [49] exploits the propagation proba-
bility in a graph. Given an edge 〈u,v〉, and node u is active at time t, the propagation
of edge 〈u,v〉 at time t+1 is defined as p(u,v). The process starts with some seed
nodes as active nodes and rest as inactive. The propagation is controlled using some
measures, such as node degrees [49], and the process is repeated until some node
gets activated. Barbieri et al. [65] extended a similar concept and incorporated topic-
based information propagation. Zhu et al. [66] proposed the Gaussian-based and
distance-based user mobility models, to formulate the location aware propagation
probability for location promotion. Their model focused on finding seed users that
can influence check-ins to a given location. They did not focus on finding the
influential locations.

Wang et al. [67] proposed a community-based greedy algorithm to find the
influential nodes. They extended the basic independent cascade model and exploited
the dynamic programming and information diffusion among the nodes to split
them into small communities. Lu et al. [60] proposed a random-walk-based model
called LeaderRank and identified influencers in social networks. It outperformed the
PageRank [61] algorithm in identifying the influential nodes for opinion spreading
and protecting from the spammers’ attacks. Such ranking-based models may not
be efficient for undirected networks which will degenerate the degree centrality.
Chen et al. [68] proposed a local centrality measure that used the nearest and
next nearest neighbors. The local centrality CL(v) of a node v was defined as:
Q(u) = ∑

w∈τ (u)

N(w); CL(v) = ∑

u∈τ (v)

Q(u), where τ (u) is the set of nearest neighbors
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of node u and N(w) is the number of the nearest and the next nearest neighbors of
node w. Zhang et al. [69] used the information transfer probability between any pair
of nodes and the k-medoid clustering algorithm for identifying influential nodes in
complex networks with community structure.

Li et al. [70] proposed an in-degree based greedy model that focused on finding
set of influencing users for a query region and the location of users. However, they
did not focus on the mobility of users. The in-degree technique also cannot capture
the set of influential nodes that have smaller degrees but yet contextually relevant
for the target domain. Zhu et al. [55] focused on finding the set of influential users
for location promotion.

The exploitation of k-truss model from Malliaros et al. [71] also demonstrated
better performance against the degree centrality measures. Recently, Wang et al. [72]
proposed a multi-attribute ranking technique by exploiting the neighborhood’s effect
on the influence capability of a node. Wang et al. [73] proposed a fast ranking
method to evaluate the influence capability of nodes using a k-shell iteration factor.
They defined a relation to incorporate the degree and number of neighbors of a node
to represent the influence of a node. The famous k-shell method treats nodes based
on the degree at an instant and is not concerned about the original degree of the
nodes and also does not address the closeness of a node to the core nodes and the
location of nodes in a network.

We can see that most of the existing studies focused on identifying homogeneous
influential nodes in different networks. Furthermore, exploitation of multiple con-
texts for heterogeneous influential node detection is less explored. Our study has
the following uniqueness in comparison with the existing studies: (1) it formulates
the influence identification problem as a heterogeneous graph (i.e., user-POI graph)
and identifies heterogeneous nodes (e.g., user and POI) as influential nodes in a
network, (2) it exploits multiple contexts and defines each node with an interval
of two different types of scores (i.e., score due to check-in influence and score
due to spatial influence). This not only facilitates the incorporation of spatial and
check-in popularity, but also handles the trade-off between the spatial and check-
in influences, (3) it exploits the optimal region technique based on Brooks-Iyengar
hybrid algorithm [57], and eliminates the noisy nodes that have small overlap with
other nodes, and (4) it presents a simple and efficient technique for locality-based
(i.e., influential nodes on different localities) influence maximization in location-
based network.

Methodology

Many of the existing studies have defined a single composite score to identify the
influential nodes in social networks. The LBSN is a special case that has many
implicit factors (e.g, check-in time, location category, social relation, distance to a
location, utility of a location, and so on) that can play a crucial role in identification
of influential nodes. The Point-of-Interest (POI) domain can exploit such implicit
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Fig. 1.3 Left part shows the successive check-ins for POI-checkin influence and the right part
shows the spatial influence of a POI to other POIs

factors and the explicit factors (e.g., the check-in, ratings, reviews, etc.) to define
the contextual scores of a user and POI and identify the contextually influential
nodes in the LBSN. Figure 1.3 illustrates the impact of visits and spatial impact
on check-ins. The left part of the figure shows that if a POI visited at time t has
influence on another POI, then it is most likely to be visited at time t+1. As an
example, if the Statue of Liberty has visit influence on some POIs, then those POIs
will be visited by the users after they visit the Statue of Liberty. The right part of
figure shows the spatial impact. The spatial impact of POI implies that the impact
of a POI to nearby places is higher than that of the farther places. For instance, the
influence of the Statue of Liberty is higher around New York city and New Jersey
city and the influence is less on farther cities.

We divide all the locations into L uniform geographical grids (i.e., L =
{g1, g2, . . . , gL }) as in [74]. We define the following two types of scores of a user
and a POI on a grid (gl) based on the check-in frequencies and the spatio-temporal
influences:

1. POI-grid visit influence (vl
s): It is the score of a POI to a grid due to the check-in

behavior of its visitors (see Fig. 1.3 left part). The visit influence of a POI i to
a grid gl is the number of check-ins from the visitors of i to the grid gl and is
defined as:

y(v)li =
∑

l′∈gl

T∑

t=1

T∑

t ′>t

| Vi,l′,t |
| Vl′,t ′ | , (1.1)

where the term | Vi,l′,t | is the frequency of check-ins to l′ at time t and
succeeding the ones to POI i, and | Vl′,t ′ | is the number of visits made to the
POI l′ at time t’.

2. User-grid visit influence (vu
s ): It is the score of a user to a grid due to her check-

in behavior. The visit influence of a user u to a grid gl is defined in terms of the
number of check-ins from her friends that succeed her check-ins to the common
places, and is defined as:

x(v)lu =
∑

l′∈gl

T∑

t=1

{

α × | Vu,l′,t |
| Vl′,t | + (1 − α) ×

T∑

t ′>t

∑

u′∈uf

| Vu′,l′,t ′ |
| Vl′,t ′ |

}

, (1.2)

where | Vu,l′,t | is the frequency of check-ins made by user u to POI l′ at time t,
uf is the set of friends of u, and α is a constant tuning factor.
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3. POI-grid distance influence (yl
i ): It is the influence score of a POI i to a grid gl

due to the spatial impact (see Fig. 1.3 right part). We define a 2-D kernel density
estimation to represent the influence of a POI to a grid:

yl
i = 1

σ
K

(
d(i, l)

σ

)

, (1.3)

where d(i, l) is the geographical distance between the POI i and the center of the
grid gl , K(.) is a 2-D kernel density estimation, and σ is the standard deviation of
the distances between the locations in the grid gl . We further extend this relation
to incorporate the categorical and temporal contexts, and is defined as:

ylt
i = yl

i + 1

| gl |
∑

l′∈gl

(Cαyl′
i + Tβyl′

i ), (1.4)

where C is the indicator variable to check if l′ is of same category as l, T is the
indicator variable to check if l and l′ have common check-in time, and α, β are
constants such that α+β=1.

4. User-grid distance influence (xlt
i ): It is the influence score of a user to a grid due

to spatial and social contexts. We use a 2-D kernel density estimation to represent
the influence of a user at location i to a grid gl :

xlt
i = ψ × 1

| Vut |
∑

l∈Lu

ηlt
u

σ
K

(
d(i, l)

σ

)

+(1 − ψ) ×
∑

u′∈uf

1

| Vu′t |
∑

l′∈Lu′

ηl′t
u

σ
K

(
d(i, l′)

σ ′

)

, (1.5)

where | Vut | is the number of check-ins made by user u at time t, Lu is the set of
locations visited by user u to the grid gl , ηlt

u is the number of check-ins made by
user u to the grid gl at time t, σ is the standard deviation of the distances between
the locations in the grid gl , and ψ is a constant.

These scores are normalized and each user u is represented by a pair of scores
(min(vu

s , xu
l ), max(vu

s , xu
l )) for each grid/region gl . A similar approach is used to

define a pair of scores (min(vl
s , yi

l ), max(vl
s , yi

l )) for each POI l for each grid gl .
Such pair of scores are defined for each and every user and each and every POIs for
a given region. We then identify the most overlapping min-max pairs. This approach
provides two major benefits, first the computation cost is lowered, second the noisy
nodes with very high or very low min-max scores get filtered out easily in the early
steps of the process. Besides these, the model is simple and can be easily adopted to
other relevant problems.

The high level overview of the proposed model is illustrated in Fig. 1.4. The core
steps of the model are as follows:
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Fig. 1.4 High level overview of MITS

1. The first step is to identify the target network for which the influential nodes
are to be identified. The LBSN provides many contexts that can be exploited
to identify the influential nodes. The LBSN can be represented as a graph that
contains user and POI nodes. The user–user edges exist if the two users have
social link (e.g., friendship) between them. The user–POI edges exist if the user
has a check-in to the POI. The POI–POI edge exists if the POIs have same
category or have distances within some threshold. There are many other contexts,
such as check-in time, location category, etc.

2. Location grid creation: It is difficult to model the contextual influence in the
whole network. Inspired from [74], we divide all the locations into grids/regions
of uniform areas. Each location grid contains a set of locations in the region.

3. Grid visit and grid distance score computation: For each user and POI, we
compute two different scores for each region. One of the scores is due to the
impact of visit and the another is due to the impact of distance. We use Eqs. (1.1)–
(1.5) to compute these scores for each user and POI nodes.

4. Interval preparation: For each region, we need to find a measure that represents
the influence score of the region. As the social network contains lot of noise, it
is difficult to predict the exact score for the influential nodes, so we project an
interval of score. We normalize the scores computed in the previous step and
transform the scores into some buckets or intervals (e.g., {[0, 10], [11, 20], . . .,
[91, 100]}).

5. Influence tracking: We extend the Brooks-Iyengar algorithm (see Algorithm 1)
to compute the interval score that represents a projection of score for a region. If
the score of a node overlaps with the projected interval, then the node is taken as
an influential node. The influence tracking process is independently performed
for user nodes and POI nodes in each region.
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Algorithm 1 provides the detailed steps of the proposed model.

Algorithm 1 Influence tracking

1: INPUT: (U, L, Gi , N, k), U is the set of all users, L is the set of all POIs, Gi is the ith

geographical region, N is the number of users, k is the number of influencers to be identified
2: OUTPUT: Ii , a list of influencer nodes for region Gi

3: get the normalized intervals of scores of all user-item nodes
4: initialize empty lists Ii and Ai to hold the influencer nodes and active nodes respectively
5: sort the user nodes by their minimum scores
6: for each user node ui from step 5 do
7: if ui.min has already been traversed but ui .max has not been traversed then
8: mark this node as active, add it to Ai

9: end if
10: /*remove the first user node whose maximum value is less than or equal to current minimum

value*/
11: if Ai .size > k and Ai [0].max < ui .min then
12: remove Ai [0] /*remove the first non-overlapping node*/
13: end if
14: if Ai .size ≥ k then
15: add the nodes from Ai to Ii , if not already present
16: end if
17: end for
18: sort the k or more min-max pairs in Ii , and use its lowest min score and highest max score to

define the lower and upper influence bound of Gi

19: For the k min-max pairs in Ii = 〈(l1
i , h1

i ), (l
2
i , h2

i ), . . . , (l
k
i , hk

i )〉, find a score vi =
k∑

n=1

(ln
i

+hn
i
)∗wi

2

k
, where wi is the weight of the corresponding interval of min-max scores in

Ii . The score vi represents the threshold influence score of the region, and the pair (l1
i , hk

i )
represents the interval estimate of the influence score.

Explanation of Algorithm 1 The step 3 uses Eqs. (1.1)–(1.5) to get the min-max
pair scores and normalizes them. In step 4, we initialize lists to hold the active and
influencer nodes. In step 5, we sort the min-max pairs. The step 6 traverses the sorted
nodes. The step 7 keeps track of the traversed pairs and marks the nodes as active
if their min score is already traversed and max score is not traversed. This is useful
to keep track of the overlapping nodes. In step 11, the first non-overlapping pair is
removed from the current active list. As we keep on adding new nodes to the active
list Ai , we check if the first node overlaps with the current node or not. There is
an overlap if the pair of scores of the two nodes intersect. The higher the overlap of
a pair of score, the higher the chance of it being an influential node. If there is no
overlap, then the node is removed from the active nodes list. If the node was not an
outlier, then it should be from an interval with high weight.

Removing the earlier entries of an interval will not be a problem because there
will still be other entries from this interval with high min-max value. If the node
was an outlier, then there will be only few or none entries left from this interval,
hence removing the first entries with smaller max score should not be a problem.
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The step 14 accumulates the active nodes into the influencers list Ii . The step 18
uses the k or more min-max pairs stored in Ii list to find the lowest min and highest
max score to define a low-high bound for the potential influencer nodes. This bound
gives the estimated measure of the influence score interval, i.e. any node having the
score overlapping with this interval is considered as a potential influencer. If we
want to ensure that only top-k min-max pairs are included in the low-high bound,
we can get the last k entries from the Ii .

In step 19, we use the min-max pairs and their weight/frequency from Ii to
find the average value of the influence score. This average value can be used as an
aggregated score of influencing nodes and can be used to the scenarios that generate
a single composite score. If a node’s composite score falls within some range of
this aggregate score, then the node can be taken as influential node. As the user and
POI nodes can have different measure for the influence scores, the Algorithm 1 is
independently executed for user and POI nodes.

Complexity Analysis

For each region, the sorting step takes O(NlogN), where N is the number of min-
max pairs. Algorithm 1 has an additional step that removes the active nodes whose
max score is less than the min score of the currently processed node. The extra step
incurs a cost of removing the first item from the active list, and depending on the
data structure used, the cost can range from O(log N) in the best case to O(N) in
worst case.

Evaluation

This section presents the dataset, evaluation metrics, evaluation baselines, experi-
mental settings, and results and discussions.

Dataset

We evaluate our proposed model MITS with two real-world datasets Weeplace 4

and Gowalla [75]. The statistics of the datasets is shown in Table 1.1. The datasets
are well organized and have all the attributes relevant to our model.

4http://www.yongliu.org/datasets/.

http://www.yongliu.org/datasets/
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Table 1.1 Statistics of the datasets

Dataset Check-ins Users Venues Links Location categories

Gowalla 36,001,959 319,063 2,844,076 337,545 629

Weeplace 7,658,368 15,799 971,309 59,970 96

Evaluation Metrics

We used the following evaluation metrics to evaluate the performance of the
proposed model:

1. Coverage: It measures the fraction of check-ins on a region that is induced due
to the influencing user and influencing POI. We find the fraction of check-ins on
test set that are done after the check-ins done on the influencing POIs. We also
find the fraction of check-ins from their friends that are done after the check-ins
done by the influencing users. The process is repeated for different time windows
(e.g., t = 2, 5, 10). The coverage of a region Gl due to a user u is defined as:
T∑

t

T∑

t<t ′
(
∑

l′∈Gi
l′∈Lu
u′∈uf

| Vu′,l′,t ′ |/| Vu,l′,t |). The coverage of Gi due to a POI l is defined as:

T∑

t=1

T∑

t ′>t

(
∑

l′∈Gl

| Vl,l′,t ′ |/| Vl′,t |).
2. Ratio of Affection (RA): For a user u, this measures the fraction of friends that

followed the check-ins of u to a region Gi , and is defined as:
∑

l′∈Gl
l′∈Lu

(
∑

u′∈uf

| I (Vu′,l′) |

/ | uf |), where I (.) is an indicator function. For a POI i, RA measures the
fraction of POIs from a region that follow the check-ins made at i and is defined
as:

∑

l′∈Gl

(| I (Vi,l′ ) | / | Gl |).
3. SIR (Susceptible, Infected, Recovered) model - In this model, for each region, a

user-POI graph is built with the edges between user–user if there is a friendship
relation, POI–user if there is a check-in by the user to the POI, and POI–POI edge
if they are of same category and are within some threshold distance. The weight
of the edges is determined by the fraction of common check-ins between two
nodes. The influencing user and POI nodes are taken as the infected nodes and the
spread propagation is simulated for each influencing node independently. Each
influencing node undergoes 100 simulations and the average of all simulations is
observed as the final measure. At a single instance of time, each infected node
can infect one of the randomly selected neighbor nodes with probability (i.e.,
infection rate) equal to the edge weight. The infected nodes get recovered with
probability λ (i.e., recovery rate) which is defined using the normalized weight
of the neighbor nodes that were not infected in the original graph. The process is
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repeated till there is no new infected node in the graph. We observe the average
infected nodes for each region and the average recovered nodes after the network
gets stable.

Evaluation Baselines

We used the following relevant models to evaluate the performance:

1. Degree Centrality: It uses the number of nearest neighbors of a node to compute
the influence score. This model assumes that a node with larger degree has higher
influence than a node with smaller degree (see section “Related Research” for
detail).

2. Closeness Centrality: It measures the reciprocal of the sum of the geodesic
distances to all other nodes in the network (see section “Related Research” for
detail). The node with high closeness centrality measure is taken as the highly
influential node.

3. Betweenness Centrality: It uses the fraction of shortest paths between node pairs
that pass through the node of interest. The higher the fraction of shortest paths,
the more influential is the node to the node pairs (see section “Related Research”
for detail).

4. PageRank [61]: The PageRank algorithm is a very popular ranking algorithm. It
uses the incoming and outgoing degrees of a node in a graph to compute the rank
of the node. The rank of nodes are iteratively updated until the graph converges
(i.e., there is minimal or no change in the rank of the nodes).

Experimental Settings

We divided all the locations into 1000 grids/regions with uniform area. Using the
grid search technique, the parameter α in Eq. (1.2) was checked for {0.25, 0.5,
0.75}and the best result was found with the value of 0.5. Similarly, the values for
parameters α and β were checked on the set {0.25, 0.5, 0.75}. The best result was
achieved when α = 0.25 and β = 0.75. For each of the identified influential nodes,
we ran the SIR measure for 100 times and averaged the results. The SIR measure is
observed for different time steps (i.e., t = 2, 5, 10, 15, 20, 25, 30).

Experimental Results and Discussion

We observe the evaluation of the following models: degree centrality, betweenness
centrality, closeness centrality, PageRank [61], and our proposed model MITS.
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Table 1.2 Coverage of
different models on Weeplace
and Gowalla dataset

Models POI coverage User coverage

Weeplace

DC 0.2451 0.2241

CC 0.3626 0.2377

BC 0.3827 0.2403

PageRank 0.4106 0.2551

MITS 0.4538 0.2802

Gowalla

DC 0.2590 0.2361

CC 0.3704 0.2405

BC 0.3883 0.2493

PageRank 0.4216 0.2627

MITS 0.4637 0.2928

The bold values indicate statistically significant at 95%
confidence level.

Table 1.3 Ratio of affection
(RA) of different models on
Weeplace and Gowalla
dataset

Models POI RA User RA

Weeplace

DC 0.2029 0.2035

CC 0.2271 0.2276

BC 0.2375 0.2337

PageRank 0.2471 0.2401

MITS 0.2816 0.2618

Gowalla

DC 0.2147 0.2161

CC 0.2306 0.2306

BC 0.2488 0.2391

PageRank 0.2552 0.2517

MITS 0.2959 0.2704

The bold values indicate statistically significant at 95%
confidence level.

We divided all the locations into 1000 grids and observed the average values of
coverage, RA, and SIR score on all of them. The coverage performance of different
models on Weeplace and Gowalla dataset is shown in Table 1.2. The coverage of
DC technique is least of all the models. The PageRank-based model outperformed
all other models except our proposed model. In both datasets, MITS outperformed
all the other models. This implies that the influence propagation of MITS reaches to
broader set of nodes when compared to the relevant models.

The ratio of affection (RA) performance of different models on Weeplace and
Gowalla dataset is shown in Table 1.3. MITS outperformed all the other models in
terms of RA metric. This implies that the influential user nodes generated by MITS
can impact the check-in of larger number of friend nodes in the same region. This
also implies that the influential POI nodes generated by MITS can impact the higher
number of successive check-ins to the POIs in the same region.

The SIR-based evaluation of different models is shown in Table 1.4. It shows
the average number of infected nodes of all regions and all simulations for different
time steps. We can see that the average number of infected nodes increases with time
for all the models, until the network gets stable. The value for the DC model grows
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Table 1.4 Average no. of infected nodes on different time steps

Timesteps

Dataset Models 2 5 10 15 20 25

Weeplace

DC 127.26 172.38 205.17 258.71 433.51 430.25

CC 141.81 191.50 227.20 271.92 451.61 429.01

BC 159.20 199.29 235.39 274.99 469.28 418.30

PageRank 165.91 218.20 242.29 291.69 485.97 410.29

MITS 175.19 230.39 269.20 355.10 525.01 401.04

Gowalla

DC 257.46 1392.38 2281.67 2018.18 1544.51 1130.25

CC 371.01 1471.91 2347.02 2002.20 1504.94 1115.66

BC 402.79 1488.47 2388.83 1980.72 1483.81 1100.05

PageRank 494.93 1527.37 2472.04 1959.37 1407.49 1063.69

MITS 583.94 1605.70 2584.20 1920.84 1345.40 1017.47

slowest in comparison with other models. The value for our model grows faster
and stabilizes faster. After gaining stability, there is no infection triggered and only
recovery is triggered. We can see that our model achieves faster recovery because it
gets stable earlier due to the high spreading capability and the recovery also starts
earlier. As the Gowalla dataset is larger, it has more social connections, has more
user and POI nodes on each grid/region, hence the average number of infected and
recovered nodes is higher than that of Weeplace.

The trend on SIR technique-based influence spread over time or iteration is
shown in Figs. 1.5 and 1.6. In the Weeplace dataset (see Fig. 1.5), all the models
gain their maximum spread during time span 20. Though all of the models gain
the maximum spread at this state, the number of nodes influenced varies among the
models. The DC model has least number of influenced nodes. The MITS has highest
number of influenced nodes. As the time or iteration increases, the influence spread
stabilizes because no new nodes are infected and the infected nodes get recovered.
We can see that the rate of recovery is fastest with MITS and is slowest with the
DC model. The faster recovery leads to faster stability of the network. We can
see that the PageRank and MITS models are almost stable after 35 iterations but
the other models still have changes in the influence spread. Using the terms from
SIR technique, we can say that the spread of infection and recovery are faster in
MITS, when compared to the other models. This also implies a better influence
propagation.

The influence spread trend on Gowalla dataset (see Fig. 1.6) has a spike during
time span of 15 for all the models. Although all the models achieve the maximum
spread at this time, the number of nodes influenced varies among the models.
Similar to Weeplace dataset, the influence propagation of MITS model is better,
when compared to the other models. As the Gowalla dataset is larger than Weeplace
dataset, the number of influenced nodes is higher for all the models. In summary, the
influence propagation of MITS is better than the relevant models when evaluated on
both Weeplace and Gowalla dataset.
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Fig. 1.5 Influence spread
trend in Weeplace dataset
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Fig. 1.6 Influence spread
trend in Gowalla dataset
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Conclusion and Future Work

We presented a societal perspective of complex interdependent networks by formu-
lating the influence maximization problem on heterogeneous network (i.e., LBSN)
using the optimal region maximization technique. We divided the locations into
uniform grids and defined multi-context check-in based score and spatio-temporal
scores for each user and POI nodes. The optimal region maximization technique
was independently executed to find the influencing user and influencing POI nodes.
The extensive evaluation on two real-world datasets and performance metrics,
such as SIR, coverage, and ratio of affection demonstrates the efficiency of our
proposed model over several popular techniques. As a future work, we would like
to incorporate the opinion and sentiment of users expressed in the user reviews.
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Chapter 2
A Panorama of Interdependent Power
Systems and Electrified Transportation
Networks

M. Hadi Amini

Introduction

Overview

There has been an emerging concern regarding the optimal operation of power and
transportation networks. In this chapter, a big picture of emerging challenges in the
interdependent power systems and electrified transportation networks is introduced.
The introduced networks will collaborate together to achieve sustainability in terms
of operating in a more intelligent and efficient manner, providing more realistic
models of interdependent networks, and modernizing the conventional frameworks.
Further, an example of electric vehicle routing problem is provided to identify
various effective networks in the broader context of sustainable interdependent
networks.

In the second volume of Sustainable Interdependent Networks book, we focus on
the interdependencies of power and transportation networks, optimization methods
to deal with the computational complexity of them, and their role in future smart
cities. In a related context, we further investigate other influential networks, such
as communication networks. The considerable scale of such networks, due to
the large number of buses in smart power grids and the increasing number of
electric vehicles in transportation networks, brings a wide variety of computational
complexity and optimization challenges. Although the independent optimization of
these networks leads to locally optimum operation points, there is an emerging need
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to move towards obtaining the globally optimum operation point while satisfying
the constraints of each network.

Motivation

Sustainable interdependent networks generally refer to a group of highly inter-
connected networks with specific objective and constraints, which interact with
each other in a real-time fashion to achieve certain goals. As there are several
time-varying components, these networks are complex and their optimal operation
requires efficient computational methods [1]. They also need well-established
policies to make sure that these interdependent networks are managed and operated
in a cost-effective manner.

According to [2], interdependencies among networks can be classified into
four major groups: Physical Interdependency, Cyber Interdependency, Geographical
Interdependency, and Logical Interdependency.

There are several emerging challenges in optimal planning and operation of
interdependent networks. Interdependent infrastructures can be views as interacting
dynamical systems [3]. They continuously collaborate together via the communi-
cation networks and physical links to achieve sustainability. One of the examples
of the emerging evolution from the stand-alone optimization of each of these
networks towards a collaborative optimization approach is the transition towards
smart cities by modernizing the conventional metropolitan areas and considering
the effect of various networks on the others, e.g., power systems, energy networks,
water networks, communication networks, and transportation networks [4]. The
ultimate goal is to upgrade the current conventional cities to more intelligent,
environmentally friendly, and economic cities. This will enhance the quality of life
and increase the social welfare.

In this introductory chapter, I provide the potential solutions to address the
challenges caused by integration of these networks. I also introduce smart city as
a prominent example of sustainable interdependent networks. The main goal is to
identify a roadmap towards sustainable development, not only for a smart city, but
also for the whole globe.

Since the concept of Internet of Things leading to smart cities, there has been a
motivation to employ sustainable ways of utilizing various technologies [5]. This
paves the road towards efficient, optimal, and economic development of future
cities.

Policy makers, potential stakeholder, and researchers have tried to answer
questions on the emerging concerns, such as optimal operation of real-world large-
scale networks. A smart city is a vision of several organizations to integrate multiple
information and communication technologies [6]. It also aims at managing a city’s
assets including transportation systems, power grids, distributed sensor networks,
water supply networks, and other community services. These complex networks act
as global platforms for sustainable cities and societies. Although the independent
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optimization of these systems leads to sub-optimum operation points, there is a
crucial need to move towards obtaining the globally optimum solution. This solution
takes into account all the complexities and meets the operational limits.

A Review of the First Volume: Sustainable Interdependent
Networks—From Theory to Application

The first volume of this book mainly addressed high-level concerns of the inter-
dependent networks; provided a big picture of smart cities; introduced a scalable
sustainable campus development strategy by Dr. Julie Newman, Director of Sustain-
ability at MIT [7]; introduced security challenges of the networked control systems
[8] and emerging computational techniques to deal with large-scale optimization
problems; addressed the electrified transportation networks; and concluded by some
of the methods to enable sustainability of power systems. Further, the social aspects
of dynamic networks have been address in the first volume [9]. In [9], the importance
of dynamic nature of online social networks as a remarkable factor in important
problem of detecting community structure in a real-world scenario is highlighted.
Based on [9] by ignoring the dynamic aspect of a social network, we would be
unable to capture its evolution and consequently incapable to predict the future states
of its actors. In this work, Javadi et al. [9] proposed to exploit an important charac-
teristic of real-world social networks which is the presence of leaders. Leaders, or
influential actors, are defined as high central nodes with a high potential to attract
other members and hence to form a community. Considering leaders as a backbone
of a community, they propose an incremental dynamic clustering method to detect
new communities based on the formation and membership of leaders on the previous
time step. This approach preserves temporal smoothness of the detected community
structures which makes them consistent to track their evolutions over time. Note that
the interdependency among networks might go beyond the explored networks in the
first volume. For instance, in [10], the interdependent nature of cell aggregates is
determined by the nonlinear feedback processes among neighboring cells. As this
work demonstrates, these interdependencies lead to emergent phenomena that were
not predictable at the individual cell level [10].

Besides social networks, the structure of physical networks by itself can influence
the functionality of the network. For instance, in transportation infrastructure net-
works flow and wayfinding are highly correlated with the structure of the network.
Modeling the structure of the network [11] and measuring spatial accessibility to
different locations [12] provide effective tools for evaluating the network. Further in
Volume I of this book, Morales et al. [13] presented a review of a proposed model for
smart grid implementation on the Galapagos Islands. Unique characteristics of the
Archipelago such as difficult-to-transport consumables and fuel from the continent,
the stress on public services produced by tourism, and the sensible native flora and
fauna turn the grid operation in a delicate task. An exhaustive model for considering
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the influence in the network of new services (distributed generation, power storage,
and electric vehicles) is presented. Results of simulations of real feeders with
proposed scenarios are presented; the results and the economic analysis confirm
the advantages of introducing new concepts in the traditional grid transforming it
on a smart grid, even so, when these benefits are easily observable and measurable
(more information about the presented smart grid model for Galapagos Island can
be found in [14, 15]). Security of power system operation plays a pivotal role in
future power networks [16], especially in the case. In [17] authors addressed the
transient stabilization of power networks using static VAR compensator (SVC) as a
cost-effective and efficient solution.

There are some challenges regarding the computation burden of the emerging
large-scale dynamical networks. Over the recent decades, there has been a dramatic
shift with search, storage, and computing moving into datacenters by large-scale
Internet service providers, and also numerous number of small- and medium-sized
organizations. Today’s datacenters can contain thousands of servers and typically
use a multi-tier switch network to provide connectivity among the servers. Our
today’s world of modern datacenters still faces a number of challenges to maintain
scalability, efficiency, and applications’ performance. Applications running in data-
centers are diverse in terms of CPU, memory, data, and communication bandwidth
consumption. The principal bottleneck is often the communication requirement for
exchanging the intermediate data pieces among the servers, as a result of running
these applications in datacenters. Such communications can account for a large
portion of the job completion time, and hence can have a significant impact on
application latency. Therefore, to maintain efficiency and quality of service, we
need efficient algorithms to make better use of both network and server resources
in datacenters. There has been significant research on designing low-complexity,
congestion-aware flow scheduling algorithms that make better use of network
resources (for more details see [18]). Shafiee and Ghaderi [18] proposed a low-
complexity, congestion-aware algorithm that routes the flows in an online fashion
and without splitting them among available paths in the network.

In the first volume of this book, Khorasani [19] addressed high performance and
scalable graph computation. In this chapter, he discussed challenges of processing
large and real-world graphs such as social networks using GPUs. Efficiently exploit-
ing GPU parallel computing power necessitates revisiting existing data structures
and solutions. To this end, he introduced GPU-friendly graph representations that
better fit GPU off-chip memory access requirements. These representations and the
performance they provide are extensively evaluated in [20]. Khorasani et al. also
presented a dynamic task decomposition scheme inspired by CTE technique [21]
for GPU threads to effectively parallelize computing the irregular-sized neighbor
list of vertices. KiTES [22] analyzes the supremacy of this technique. In addition,
they offered an approach that allows scaling of computation over multiple GPUs.
More information on vertex refinement technique is presented in [23] elaborately.
These solutions are agnostic with respect to the underlying graph features such
as levels of sparsity, and therefore well suited for processing real-world graphs
with power law degree distribution. In the context of power and transportation
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networks, there are several studies focused on distributed algorithms to deal with the
complex nature of the optimization problems in these two networks. Lagrangian-
based decentralized solutions to solve economic dispatch in power systems are
discussed and compared in [24]. Mohammadi et al. [25] presented a novel approach
to deal with the collaborative optimal power flow considering both distribution
and transmission system operators. Further, Mohammadi et al. proposed a class
of distributed algorithms to deal with the large-scale optimization problems in
transportation networks (to solve the cooperative charging scheduling of electric
vehicles [26]). An overview of decoposition methods to deal with the large-scale
optimal pwoer flow problem is provided by [27]. A comprehensive review of
distributed algorithms for power networks is provided in [28]. A multi-agent-based
framework is presented in [29] to reduce the computation burden of centralized
optimization problem for power distribution network load management. Further,
Amini et al. [30] presented a hierarchical solution to deal with the large-scale
optimization problem of electric vehicle charging station. Their method leverages
the decomposable structure of the optimization problem to implement Dantzig-
Wolfe decomposition and solve the small-scale problems of each electric vehicle
locally while exchanging limited information with the central unit at the charging
station.

Another aspect of interdependent power and transportation networks is privacy
and security of power systems [31, 32] as well as information privacy in transporta-
tion networks [33].

Detection and localization of fault events in power grids are carried out by
collecting voltage and current measurements from the network. While local mea-
surements potentially provide relevant information about the fault events, collecting
more measurements may lead to more reliable decisions. However, due to the large-
scale and geographical expansion of power grids, data collection is expensive and
time consuming. On the other hand, fast detection of fault events plays a pivotal
role in enhancing the overall reliability of power grid. In order to strike a balance
between the quality of the decisions and the costs of data collection, a subsection
of the grid that is more informative about the underlying fault event should be
observed. Authors in [32] provide a stochastic framework for specifying the optimal
data collection. This line of work capitalizes on the strong correlation structures
observed in the measurements from different buses of the network. A sequential and
data-adaptive approach is devised, which collects data over time and progressively
identifies the most likely locality that may be faulty, from which it collects more
data. It is shown that the correlation structure of the measurements is governed
by the topology of the grid as well as the transmission-line reactance values. The
proposed selection rule for data collection assigns a metric to each bus, which is
a function of the observed data and the parameters of the correlation structure.
Further, an error detection method is proposed in [34] which leverages the sparsity
of admittance matrix.

In the first volume of the book, Najafi et al. [35] proposed a decentralized control
of DR using a multi-agent method based on a Q-learning algorithm. This algorithm
can guarantee end-user privacy and make them independent of aggregation entities.
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Each agent is participating in the electrical market with implementing a market
strategy. In this strategy, DR-enabled customers will participate in the market based
on their energy requirements. In other words, every single consumer adapts its bid-
ding and buying strategy over time according to the market outcomes, considering
energy supply such as small-scale renewable energy generators. The results of the
decentralized method are compared with a centralized aggregator-based approach
that shows the effectiveness of the proposed decentralized DR market. Decentralized
control strategies are measures of future smart systems in terms of economic and
technical aspects that provide high speed and low computation cost, and preserve the
privacy. From the economic perspective, a market-based control scheme is presented
in [36] to minimize the billing costs of responsive demands with the minimum
impact on their privacy and satisfaction. The responsive demands are modeled as
agents who bid to the day-ahead and real-time electricity markets through their
energy management systems. In order to maintain the satisfaction and privacy of
consumers in the demand response programs, a decentralized DR-based algorithm
is developed considering the competition-based participation of consumers by a
performance-based reward and recognition strategy. From the electricity market
perspective, a multilayer agent-based model is proposed in [37] for modeling
the behavior of market participants. Further, in [38], a decentralized approach is
presented to model the uncertainty of renewable generation unit using conditional
value at risk.

In the first volume of the book, Rahman et al. [39] provided a brief summary of
bio-inspired computational intelligence (CI) techniques for plug-in electric vehicle
charging optimization. From the many concerns regarding PEV charging optimiza-
tion, this chapter is devoted to the following major issues: the application and
performance of bio-inspired CI techniques as well as the necessity of PEV charging
optimization in smart grid environment. Additionally, the chapter also addresses
the applications of bio-inspired CI for PEV charging optimization. It also classifies
the optimization problems in terms of various charging alternatives. Further, in
[40], gravitational search algorithm (GSA) and particle swarm optimization (PSO)
technique were applied for intelligent allocation of energy to the plug-in hybrid
electric vehicles (PHEVs) considering constraints such as energy price, remaining
battery capacity, and remaining charging time; they optimized the state of charge
(SoC). Simulation results found for maximizing the highly nonlinear fitness function
assess the performance of both the methods in terms of computation time and global
best fitness values. The simulation results in [41] evaluated the performance of
standard PSO, accelerated version of PSO (APSO), GSA, and the hybrid PSO-
GSA. This research study suggests that PSO-GSA technique has a great future for
SoC optimization although it is computational exhaustive. Another chapter in the
first volume describes the invention of vehicle-to-grid technology (V2G), whereby
electric vehicles such as BEV and PHEV are connected to a system which can
interchangeably charge the vehicles or send electricity from the vehicles to the
power grid [42]. This bidirectional communication setup allows PHEV to obtain
electricity through the power grid while the extra electricity from the vehicles can
be liquidated into the grid [42]. This technology is developed in response to the
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challenges for conventional vehicles which rely on fossil fuel to be operated. High
and volatile oil price is taking its toll on the consumers who have to fork out more
money to use their vehicles. Furthermore, the technology can add capacity to the
power-driven grid during peak times [43]. More importantly, the dependence on
oil to run vehicles has its adverse disadvantages of polluting the environment and
contributing to the climate change [44, 45]. This chapter then introduces its objective
that is to classify the problems of V2G adoption and their root causes, by observing
the consumer adoption perception regarding the V2G technology. Theory of planned
behavior has been used as the framework for the study. The results have shown the
important factors hindering consumers from adopting the technology such as lack
of information such as on potential hazards of the new products, vehicle efficiency,
price, and size [42]. To solve this, the author recommends utilizing social media
or mass media and social networks to penetrate the market with information on
the technology. Consumers who are concerned with the potential cost of adopting
can be addressed with economic assistance. Lastly, awareness on ecological and
environmental conservation might sway the consumers to adopt the technology too.

In another study, [45] produced a review study on the adoption behavior
of consumers towards PHEV/EV in Malaysia. As mentioned above, the V2G
technology depends on initial adoption of PHEV/EV which allows the vehicles to
connect to the electrical grid for the transfer of electricity to and from the vehicles
[42]. This study used the framework of theory of planned behavior (TPB) to explain
the adoption trend of PHEV/EV among Malaysian consumers. To add to the depth
of the discussion, environmental concern is incorporated into the theory to explain
its influence in the adoption decision of the consumers towards PHEV/EV [46].
This is because the technology is expected to improve the environment and reduce
the dependency on fossil fuel. Thus, this study looks into the literature, searching
for publication documents related to the adoption of PHEV/EV. The results have
revealed several key notes for the adoption decision among consumers. It has been
found that the level of awareness on environmental concern is important according
to the literature. Other factors, including age, gender, education level, willingness
to pay, and income, also have been found to be influential, although they are not
directly related to environmental awareness [45]. The implication of the paper
highlights the need to promote the technology as environmentally friendly as well
as cost effective.

Another paper by [43] delves into the adoption of PHEV/EV technology,
specifically looking at the effectiveness of the PHEV/EV charging infrastructures.
The charging component is a major issue as it combines two technologies together,
that is, PHEV/EV technology and V2G technology [42]. The charging system is
thus critical to the operation of electric vehicles. Conventional power grid might not
be able to handle the charging of the PHEV/EV in the future when it is expected
to supply enough energy to a mass number of electric vehicles as predicted by
researchers. In order to solve the load burden of the electric grid, researchers utilize
optimization techniques. This paper hence reviews literature documents in which
researchers used optimization methods to solve the charging infrastructure issue.
From the review, the author has found that the optimization methods used are
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numerous, indicating the lack of central approach to the issue [53]. The results
from the optimization revealed a need for a smart integrated charging system which
can optimize its usage while maximizing revenue to aggregators as well as giving
easiness and peak load shaving to the utility provider at low charges for the vehicle
charging. The author also points out the need to integrate electricity generated from
diverse renewable resources into the charging system [47].

Decentralized energy systems provide promising opportunities for deploying
renewable energy resources which are locally available, particularly in the urban
areas. They can be used as an alternative solution to the existing centralized
energy system (e.g., fossil fuel power plants). For example, solar photovoltaic (PV)
deployment on the existing building rooftops has been proven to be one of the
most viable sustainable solutions. Decentralized energy systems require, however,
the design of smart grids along with the estimation of both energy supply and
demand values in the location of interest in order to be efficiently implemented.
A thorough review of different methods so that to estimate large-scale solar rooftop
PV potential for smart grid integration was conducted by Assouline et al. [48]. The
study, included in the first volume of the book, discusses both the main concepts
and the application of different methods to estimate large-scale solar rooftop PV
potential. More specifically, the chapter discusses various methods to estimate (1)
the physical potential, which represents the total energy received from the sun by
urban areas; (2) the geographic or urban potential, which reflects the constraints on
the locations where the solar energy can be captured and used for PV installations;
and (3) the technical potential, which translates into the final electrical energy output
obtained from the system, using the technical characteristics of the PV technology.
In these steps, the difficulty resides in the estimation of a few critical variables,
which are mainly (1) the horizontal global, diffuse, direct, and extraterrestrial
solar radiation; (2) the shadowing effects over rooftops; (3) the rooftops slope and
aspect distributions; and (4) the available roof surface area for PV installation.
The discussed methods include the following: the use of predefined coefficients,
geographic information system (GIS) processing, sampling methods using building
types, remote sensing data processing, particularly LiDAR (light detection and
ranging) data and satellite images, and more recently machine learning methods
(e.g., support vector machine and random forests) [49–51]. After the concepts
behind the methods are explained, they are compared with their main advantages
and disadvantages highlighted. A small guide is also provided for when to use them,
depending on the available data and the situation at hand.

Assouline et al. [49] recently presented a new methodology combining machine
learning, GIS, and physical models to estimate the solar technical rooftop PV
potential, and applied it to Switzerland in order to estimate its PV potential for
each of its municipalities [49]. The methodology aims at using remote sensing and
GIS data so as to build machine learning that allows the estimation of multiple
variables of interest (horizontal solar radiation, shadowing effects, slope, direction,
shape of rooftops, and available rooftop area for PV installation) over the whole
territory. These variables of interest are then combined using classical solar physical
models. An improved strategy was also suggested [50] to estimate the potential
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at 200m x 200m pixel level. This new strategy includes a roof shape, slope, and
direction classification at the national level [51].

Intelligent transportation networks include several aspects. Khazraeian et al.
[52] proposed two incident detection methods using connected vehicle data. The
first method referred to as “average acceleration distribution method” uses the
distribution of vehicle acceleration in each segment under no incident condition and
detects the abnormality in the acceleration behavior by comparing the measured test
segment average acceleration with a percentile threshold of the used distributions.
The second proposed method uses the likelihood ratio method to detect the inci-
dents. The method, referred to as likelihood ration test (LRT) method, measures the
likelihood of the measurements belonging to the incident case and no incident case.
If the likelihood ratio is more than a threshold, the incident occurrence is declared
in the corresponding. The results showed that the second method outperforms the
first one. Following the incident detection research, Khazraeian et al. [53] extended
the research to the back of queue estimation. The back of queue resulted from the
incident was estimated using connected vehicle data and compared to the ones
estimated by the point detector data. Vehicle speed measurements were used for
back of queue estimation. The study also investigated the safety benefits of queue
warning system (QWS) in the presence of connected vehicles in the traffic stream.
The results indicated that a relatively low market penetration, around 3–6%, for
the congested freeway examined in this study, is sufficient for accurate and reliable
estimation of the queue length. The safety evaluation of the QWS showed that the
number of rear-end collisions was reduced by 15% due to the activation of queue
warning system and dissemination on the back of location to the drivers upstream
of the incident. Another aspect of modern transportation networks is the large-
scale interaction of electric vehicles and its effects on power networks. In [54], a
comprehensive framework and its required methodologies are proposed to solve an
iterative least cost routing problem for electrified vehicles. This framework assumed
the availability of communication infrastructure between the electrified vehicles and
charging stations. It also takes varying electricity price signals, charging demand,
arrival time, traffic conditions, and power network constraints into account. In [55],
a framework for modeling electric vehicle parking lots in expansion planning of
power distribution networks is proposed. This approach models the uncertainty of
vehicle-to-grid (V2G) technology using Z-number. In [56] a two-stage framework
is proposed to find the optimal location and size of electric vehicle parking lots and
distributed renewable resources simultaneously. The proposed approach not only
takes the economic objectives of parking lot investor but also considers the technical
constraints of power distribution network, such as loss minimization [56].

There have been several efforts in the literature to solve computationally
expensive and large-scale optimization problems. Chaovalitwongse et al. in [57]
proposed an approach to reduce the multi-quadratic 0–1 programming problem to a
linear mixed 0–1 one. Further, Prokopyev et al. [58] investigated the complexity of
0–1 programming problems. They have shown that determining a global maximizer
to these problems with unique solution is NP-hard. According to Veremyev et al.
[59], critical element detection of graphs has been investigated through an integer
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programming approach. Their proposed approach aims at minimizing the connec-
tivity and cohesiveness of the analyzed graph [59]. Bilevel optimization is a field
in the mathematical programming that attracted several real-world and theoretical
attentions [60]. Bard in [61] and Colson et al. [60] provided comprehensive reviews
of the applications for bilevel optimization. In [62] the application of modified
simplex method to solve bilevel optimization is investigated. Beheshti et al. in [63,
64] proposed an algorithm to obtain the exact solution to a class of nonlinear bilevel
problems. Moreover, branch-and-bound method has been deployed to solve linear
bilevel programming [65]. Deb et al. [66] proposed an evolutionary algorithm to
solve bilevel multi-objective optimization problems.

An Example of Interdependent Power
and Transportation Networks

Here, I introduce the conceptual framework of interdependent power systems
and electrified transportation networks. More specifically, I start with these two
existing interdependent networks, as subsets of smart cities, which are modelled
independently in the current frameworks and practical solutions. It means their
interdependencies are ignored in the current setting. I will then explain how the
interaction of these two networks and the corresponding interdependencies can
improve the operational performance of each network, enhance the feasibility of
the obtained solutions (compared with the real-world scenarios rather than current
models with different orders of simplification), increase the social welfare, and
minimize the cost for the end users. Note that having a comprehensive vision about
the interdependencies among multiple networks does not only contributes to optimal
operation of all subsets, but also enhances the secure operation of each network.
For instance, power system resiliency could be ensured by properly capturing the
interdependent interaction of power systems with other networks [67].

Power systems are mainly designed to provide reliable electricity to the cus-
tomers using the available resources, including generation units, transmission
networks, and distribution systems. There has been an emerging concept, referred
to as smart grid, which aims at upgrading the conventional power systems by taking
advantage of advanced metering infrastructure, communication networks, and
intelligent computation techniques. There is also a promising transition from fossil
fuel-based transportation networks towards electrified transportation networks. This
relies on electric cars to improve the energy efficiency, reduce the air pollution,
and also reduce the total travel cost for each trip. All in all, these transitions
(from conventional power grids to smart grids, and from conventional transportation
networks towards intelligent electrified transportation networks) are under the
umbrella of network of networks, i.e., there is an emerging transition from the
independently operating networks in the conventional cities to interdependently
operating network of networks in the smart cities framework.
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Currently, various large-scale networks are optimizing their operation point only
considering their own limits, decision parameters, and objectives. They just consider
the influential factors which are directly affecting their solution. For instance, power
system operators solve their optimization problem to achieve certain objectives,
such as minimizing the cost of generating electricity, minimizing the greenhouse
gas emissions, increasing the portion of renewable resources, or increasing the
reliability of the power supply. Another example is the transportation network.
Currently, there are several applications to find the optimal route to travel between
two points on the geographical map. These solutions have some limited preferences,
such as traffic condition modeling, choosing the fastest route, or minimizing the
number of traffic lights. However, there is a highly missing dimension in all these
operational optimizations.

In order to analyze the critical infrastructure and interdependent networks,
the first step is to determine the common variables, and mutually influential
factors among these networks. For instance, I take an in-depth look into the
two mentioned networks, power and transportation. Electric cars are the common
point that connects these two networks. Their routing optimization is affected by
transportation networks. Further, their battery charging preference is affected by
power systems. On the other hand, their routing decision affects the transportation
networks. Further, their charging decision affects the electric load demand in the
power systems. Consequently, the main connecting point of power systems and
electrified transportation networks is electric vehicle. So far, we only could identify
two layers of interdependency in the electric car’s route optimization/charging
scheduling problem. Each car needs to share some information with the charging
station agent, each charging station operator needs to talk with power system agent,
and transportation network operators should update the traffic database according to
the optimal decision of each driver. Hence, we need an efficient communication
platform to enable the required information exchange among electric vehicles,
charging stations, power systems, and transportation networks, more specifically,
among drivers, power system operators, transportation network operators, and
charging network operators. Moreover, due to the real-time nature of the information
sharing, we need to make sure that the privacy of various agents is not compromised
due to the information sharing, such as the location privacy of the vehicles. This
will add another layer to the layers that I explained so far. We have power systems,
transportation networks, charging stations network, communication infrastructure,
and information security layer.

There is still an influential network, which is missing from our puzzle to
fully model and illustrate the routing decision from the starting point to the
destination. This influential layer is societal network, i.e., the interaction of the
human behavior with the mentioned layers. Societal network is the key to smart
cities and interdependent networks! This is, in my view, by far the most complicated
network that should be taken into consideration. Decision-making of each social
actor (such as individuals and organization) and the social interactions among these
actors are highly stochastic. This happens because of the various decision-making
parameters. Figure 2.1 represents an overview of these interdependencies among
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Fig. 2.1 Overview of interdependencies among power, electrified transportation, societal, and
communication networks

power, electrified transportation, societal, and communication networks. Although
all these networks are involved in the decision-making of an EV driver, there
have been few studies with the main goal of considering all these networks and
their corresponding interdependencies (see [54] for example). On the other hand,
there is an extensive literature on the effects of electrified vehicles on smart grids
while ignoring the there networks, such as societal network or communication
networks [68–75]. In [76], authors addressed the missing dimension of vehicle to
grid technology by investigating the consumer acceptance1. Further, the large-scale
nature of social networks makes them more complicated.

How does the society react to a specific charging strategy with a specific pricing
scheme? How flexible are the users facing these emerging technologies? These are
examples of open questions in the context of interdependent power systems and
electrified transportation networks.

Further research is required to identify the impact of social network dynamics on
the interdependent networks.

1More recent studies in [77–97] tackled different aspects of integrating electric vehicles into power
systems.
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An Overview of the Second Volume

The second volume of sustainable interdependent networks is organized to first
introduce complex networks and their corresponding challenges.

This volume is organized in three major parts:

Part I: Complex Networks: Theory and Real-World Applications

This part includes Chaps. 3, 4, and 5. Chapter 3 introduces smart cities as
emerging real-world examples of interdependent networks. Chapter 4 introduces
the powerful machinery of renormalization group theory developed to investigate
phase transitions in many-body systems of condensed matter physics and justifies
the applicability of renormalization group to the study of interdependent networks.
Chapter 5 complements Chap. 4 by providing proof of concept for the renormaliza-
tion concept.

Part II: Intelligent Electrified Transportation Networks

This part addresses various aspects of modern transportation networks, from the
autonomous cars to intelligent transportation systems development. It includes
Chaps. 6, 7, 8, and 9. Chapter 6 investigates two emerging applications for
connected vehicles in the context of intelligent transportation systems (ITS), i.e.,
queue warning and automatic incident detection. Chapter 7 studied the promising
technology of autonomous vehicles by highlighting the ethical implications of the
autonomous technology to be further researched and scrutinized in order to establish
trust between human and machine. Chapter 8 proposed an approach for trajectory
analysis which is an essential function in intelligent transportation systems and by
applying it for the spatial trajectory data, a wide range of transportation problems
can be solved. Finally, Chap. 9 concludes this part by investigating the application
of vehicle-to-grid technology for primary frequency control in power systems. This
chapter is a notable example of interdependent interaction of power systems and
electrified transportation networks.

Part III: Sustainable Power Networks

The last part of this volume addressed emerging topics in modern power systems.
Chapter 10 provides a thorough review on demand response programs. Chapter 11
analyzes the impact of electricity consumers’ behavior on power system reliability.
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Chapter 12 proposed to deploy system of systems concept for complex power
system optimization problems. Chapter 13 proposed a sustainable supply chain
management which is applicable to various range of practical problems in the con-
text of sustainability. Finally, Chapter 14 studies protection schemes in sustainable
microgrids.
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Chapter 3
Sustainable Smart Cities Through
the Lens of Complex Interdependent
Infrastructures: Panorama
and State-of-the-art

M. Hadi Amini, Hamidreza Arasteh, and Pierluigi Siano

Introduction

Overview

Smart cities are developed to enable modern functionalities (e.g., sustainable energy
systems, smart power grids, and electrified transportation networks) and focus on
the information and communication technologies (ICTs) in order to improve the
operation and efficiency of the future cities. Proper operation of the smart cities
relies on a wide range of complex interdependent infrastructures. These critical
infrastructures operate in a collaborative manner to improve the performance of
this interconnected network of networks, which ultimately translates into enhancing
quality of life for the citizens. The Internet of Things (IoT) is one of the key
players for upgrading current urban areas to smart cities. Further, the concept of
smart cities is developed to integrate smart technologies and solutions with the
foremost goal of improving the quality of life. The advanced metering, control,
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information, and communication technologies are the backbones of smart cities
that are utilized to gather and analyze the data in order to provide energy-efficient,
cost-efficient, reliable, and secure services. Smart cities focus on the coordination
between different sectors including energy and transportation systems, water supply
networks, and healthcare in order to enable more efficient applications. This chapter
aims to provide a review on the smart cities and the needs of sustainability for
the future cities, as well as the ongoing challenges for smart city implementation.
Furthermore, an overview is provided to explain the interdependent power and
transportation networks, as one of the key elements of future smart cities. Regarding
the applications of smart cities, increasing amount of information should be gathered
from the cities and community via distributed sensors, as well as the control
devices. Privacy and security issues will rise due to the concerns regarding the
protection of the collected data and transmitted control signals against the malicious
behaviors. Such issues are also covered in this chapter. Thus, although smart cities
can benefit citizens in a variety of aspects, there are some privacy and security
concerns regarding the possible data leakage and malicious attacks. To enhance the
acceptability of the high penetration of smart cities and their real implementation
potential, all the presented aspects are addressed.

The concepts of smart cities and sustainability have been focused worldwide due
to their importance to satisfy the challenges of the future cities [1]. The concept of
smart sustainable cities emerged in order to cope with the high rate of urbanization
and ongoing issues (e.g., to provide the increasing electricity demand, reduce
the emission rate, and decrease the use of fuel resources) [2]. The sustainability
is a matter of actions in a multidimensional and multidisciplinary axis in each
contemporary city to avoid the environmental impacts and face the climate change
and the corresponding issues such as the increasing CO2 emissions. The initial idea
of smart cities has been introduced in the literature [3–5]. Heng et al. [5] defined
Singapore as an “intelligent city” in their study by focusing on the significance of
telecommunication and information.

Kitchin [6, 7] defined smart cities as a concept that involves several stakeholders
from areas such as academia, business, and government. In [6], smart cities are
defined as a complex combination of efficient computational capacity, as well
as emerging technologies that are motivated by economic benefits as well as
social gains. Further, he discussed how smart cities are operating utilizing digital
technologies to achieve sustainability, reliability, energy efficiency, and productivity.
He also discussed the key role of big data to address these challenges that are
categorized as the politics of big urban data; corporatization of city governance and
a technological lock-in; buggy, brittle, and hackable cities; technocratic governance
and city development; and panoptic city. In Kitchin [7], a big picture of smart cities
and the corresponding concepts is depicted, which provides a general overview of
entities and technologies in the smart cities. Kitchin et al. [8] investigated urban
development in terms of providing the trend to upgrade the way that the cities are
currently operated. In other words, they described how and to what ends indicator,
benchmarking, and dashboard motivations can be deployed by cities to improve
the overall performance of the cities. According to their study, although these
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motivations aim to promote the urban development to more transparent systems
while ameliorating the decision-making procedure for entities in the city, the current
methods for decision-making have the issue of insufficient information as well as
technical challenges. Previous studies focused on the concept of smart cities from
theoretical point of view. However, there is a crucial need for specifying stakehold-
ers and their corresponding roles and benefits in the smart cities’ framework. To
this end, Coletta et al. [9] introduced practical smart city environment in Dublin,
Ireland, and evaluated the interaction among four major authorities in this specific
framework. Cardullo and Kitchin [10] mainly appraised the role of the citizens of
smart cities in their living environment. They also presented the remedies to unveil
the required approaches to frame the citizens from the smart cities’ decision makers’
perspective. Shelton et al. [11] deployed an evaluation of case studies in Louisville
and Philadelphia, to illustrate the application of the policies in real-world cities,
rather than conceptual smart city models. The advantage of their study is being
adaptive to the available actual models.

Batty [12, 13] defines smart cities as a transition to improve the livability of
cities in the twenty-first century. Batty [12] presented that there is a considerable
gap between physical and social aspects of smart cities. Batty et al. [14] investigated
novel approaches based on data analysis to perceive the concept of smart cities. To
this end, they built on the large number of deployed sensors, which are being used to
increase the observability of modern cities by providing valuable knowledge about
the status of the network in a city. Calzada and Cobo [15] introduced the novel
concept of unplugging, which according to them mainly refers to fundamentally
assess the technological aspects of the smart cities. To this end, a conceptual
framework is proposed to revisit the basic requirements of smart cities [15].
According to [16], empirical study based on real-wrold data presents that there is a
general rule for processes relating urbanization to economic development. Further,
according to [17], the urbanization rate was 30% by 1950; now, it reached more than
50% worldwide which shows the growing trend toward urbanizing the population.

The concept of the smart cities is to incorporate Information and communication
technology (ICT) as well as the Internet of Things (IoT) in a secure way for the
optimal operation of the existing assets (such as transportation network, healthcare
(hospitals), power plants, and water supply systems) [18]. Mitchell [19] mentioned
to the role of smart technologies (e.g., the telecommunication networks, sensors,
and software) to enhance the smartness of the cities. Such technologies will appear
by developing the idea of online communication using Internet, wireless sensor
networks, the World Wide Web (WWW), smartphones, digital cameras, and global
positioning system (GPS). The aim of smart cities is to enhance functionalities
by using the novel technologies, i.e., the emerging technologies that expedite the
transition towards smart cities (such as smart devices, smartphones, street cameras,
sensors). The ICTs will provide the possibility to manage and monitor the city in
order to improve the quality of life. By using the sensors and real-time monitoring
systems, the data of the people and objects are gathered, processed, and analyzed
to enhance the efficiency of the smart cities [20]. The mentioned data covers a
wide range of measurements (e.g., smart metering infrastructure, GPS information



48 M. H. Amini et al.

of the mobile objects such as electric vehicles, healthcare device measurements),
available data of citizens (e.g., personal identity, living habits), and historical
information from various infrastructure (e.g., historical electricity demand profile,
historical driving habits, historical weather information). For instance, if the data
of driving patterns and traffic jams could be gathered and effectively analyzed,
the transportation services can be planned better or the city development can be
performed in a better way. ICT could improve the functionality of services, reduce
the energy usage and total costs, and facilitate the communication among people
and government [21].

The terms “smart cities” or alternatively intelligent cities are introduced to face
with the increasing challenges in a cost-effective and environment-oriented manner
[22]. Caves and Walshok in [23] and Caves in [24] addressed the digitalization
as an important issue towards smart communities. Also, “intelligent cities” and
“knowledge cities” are discussed in [25–27]. Different domains of local government
(e.g., services and development policies) are investigated in [27]. Anttiroiko et al.
[22] developed the idea of intelligent public services and the service economy is
presented as a platform for the governments. This study provides a framework to
comprehend the principles and applications of smart services. Komninos et al. [28]
referred to the intelligent cities as a gradual forming of a planning scheme related
to the expansion of sustainable cities and novel management system (i.e., upgraded
management systems that are benefiting from modern information technologies to
improve the required procedures). Regarding the technological perspective, smart
cities focused on the advanced devices placed in the city to build modern systems
[25, 29]. In order to explore novel applications and emerging services, EU research
intends to understand the novel services on the basis of ICTs [30]. Yigitcanlar [30]
investigated the effect of advanced technologies in the development of smart cities
and also undertook a critical survey about smart cities’ models. Lee et al. [31] and
Yigitcanlar and Lee [32] investigated ICT-based technologies with an application in
the smart cities.

Conspicuous concepts and features of smart cities are defined by Giffinger
et al. in [33] and developed by Boyd Cohen in [34] through the introduced Smart
Cities Wheel. According to [34], the main components of the smart cities are (1)
smart people; (2) smart economy; (3) smart environment; (4) smart governance;
(5) smart living; and (6) smart mobility. There are indicators to describe these
components [35]. Boyd Cohen [34] provides a framework to understand the smart
cities’ classifications and elements. It contains the potential of all six components
in the smart cities. The components of the Boyd Cohen’s Smart Cities Wheel are
shown in Fig. 3.1 [35]. It is worth noting that the Smart Cities Wheel is a start point
to construct a framework for developing smart cities [35]. This framework has been
developed to assess the smartness of the cities [36]. Other approaches have been
presented to assess the performance of the smart cities [37–39]. Debnath et al. [40]
have proposed special frameworks to evaluate the smartness of the cities based on
their transportation networks. Garau et al. [41] proposed a method to evaluate the
smart transportation system and employ it to assess several cities of Italy.

Smart cities are highly interested in recent years due to their ability to respond
the upcoming urban requirements [1, 42]. The United Nations forecasted that until
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Fig. 3.1 The components of the Boyd Cohen’s Smart Cities Wheel [35]

2050, 66% of the world’s population will live in urban areas [43] that could have
important environmental and social effects [44]. Since cities are major energy users
(because of the density of residents in cities), the sustainable planning of cities is
also focused to overcome the raising challenges. Therefore, the long-term plans
should consider the sustainability of the cities in order to better satisfy the future
requirements [45].

In addition, the growing urbanization raises many issues related to the rate of
pollution, transportation network, resource reduction, community vulnerability, and
people’s well-being [1]. Therefore, it is necessary to provide innovative solutions
and infrastructure to overcome the future problems. For this purpose, advanced
metering and smart devices are used to enhance the efficiency of the smart
cities’ applications, such as transportation (by improving the traffic management
activities), parking lots (by developing the parking lots based on the information
about the arrival and departure patterns of cars), and environmental monitoring
(by analyzing the accurate data about temperature, rain, and water level of lakes)
[46–48]. Hence, emerging technologies and services are needed in order to satisfy
the new requirements by citizen, such as a pivotal need for highly reliable power
supply to maintain proper operation of digital devices. Many digital devices (such
as sensors and actuators) are developed in response to the necessities of the smart
cities that are able to be connected via Internet [49]. Small scale power grids, with
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the abiloity of grid-isolated operation without interruptions, are one of the solutions
to increase the reliable power supply in the digital world [50, 51].

While by using the current Internet infrastructure people are connected with
each other, the future revolution of the Internet will provide the possibility of the
interconnection between devices. In 2011, the number of interconnected devices
was more than the population of the cities [52, 53].

The IoT paradigm is based on the smart devices interconnected by using advance
infrastructure. The IoT could be defined as distributed agents provided to enhance
the reliability level and improve the functionality of the smart cities [53]. Here,
the term agents is referred to smart elements (such as smartphones and sensing
components) and other elements (such as tools, statues, landmark, and artist’s work)
that could work with each other for providing a specific goal (that the IoT is
employed to provide it) [46, 54, 55]. A sample of interconnections based on the IoT
is illustrated in Fig. 3.2 [46, 52]. Therefore, IoT has an important role in the different
aspects of people’s life (such as well-being, security, and transportation), as well as
the policy targets (such as energy efficiency, needed infrastructure, and pollution
reduction). Consequently, IoT is essential to provide more efficient, economic, and
secure operation of the smart cities’ systems (such as transportation and electrical
systems) on the basis of various features, such as energy efficiency plans (strategies
that are considered as the policies of the smart city development in order to decrease
the energy consumption in different sectors such as residential, industrial, and
agriculture), economical aspects, and reliability indices.

Fig. 3.2 Interconnections on the basis of the Internet of Things [46, 52]
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Fig. 3.3 The key features of the smart cities [46, 56]

Currently, cities are smarter than the past, because of the dramatic progresses of
the digital technologies, and contain different aspects of life as shown by Fig. 3.3
[46, 56]. Modern smart devices (such as street cameras for monitoring systems,
sensing devices for transportation networks, and advanced metering infrastructure in
power and energy systems) are employed by the smart cities. On the basis of the IoT,
objects could be incorporated regarding the geographical position and investigated
through analyzing systems. Sensor services (to gather data) could be utilized with
many schemes by the consideration of the behavior of cyclists, drivers, and public
parking lots. The IoT infrastructure is employed with numerous service domain
applications with the aim of facilitating the actions regarding the pollution reduction
policies, transportation, and monitoring systems [46].

The aim of this review paper is to focus on the potential of smart cities (to
improve the performance of services, make the cities to be more sustainable, and
finally enhance the quality of life), as well as their main challenges and barriers.
The ICTs and IoT are highly focused in this chapter as the backbones of smart
cities. The common architecture of the smart cities to support the presented goals is
introduced. It should be noted that, here, the meaning of the common architecture
is the general view and functionalities of the cities that could be considered to lead
the cities towards the smart ones. Also, some examples and definitions of the smart
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city architectures are presented in this section. Moreover, the applications of the
smart cities in different domains (including energy, environment, industry, living,
and services) are described. In addition, the interdependent power and transportation
networks are investigated as an essential part of the smart cities. However, when the
concept of smart cities and high utilization of smart technologies are being studied,
the major concern is about the privacy and security (due to the high amount of data
related to people’s life, and control signals). Such issues may be the most important
barrier for the high utilization of smart devices and the acceptance of people. Hence,
based on the explained features and components, the chapter addresses the privacy
and security issues as the main challenges of the smart cities’ penetration level.
The chapter is organized as follows. Section “Smart Sustainable City” presents the
concept of smart sustainable cities and the role of advanced technologies in the
sustainability of the cities. In order to introduce the architecture of the smart cities,
as well as their applications in different domains (as introduced above), Sections
“Smart Cities Architecture” and “Smart City Applications” are elaborated. Section
“Interdependent Power and Transportation Networks in the Context of Smart Cities”
addresses the interdependent power and transportation networks in the smart cities.
In section “Interdependent Power and Transportation Networks in the Context of
Smart Cities,” the security and privacy problems of smart cities are discussed as
the barriers of the high penetration of the smart cities’ technologies. Finally, the
conclusion remarks are drawn in section “Conclusion.”

Smart Sustainable City

There are many efforts to define the concept of smart cities. The content analysis
makes it possible to compare the definitions, visions, elements, and goals of
the smart cities [2]. Although there are many definitions around the smart cities
and sustainable city, the exploration of combined smart and sustainable city is
difficult because of the multiplicity and variety of the presented definitions [2, 57].
According to [1], smart sustainable cities employ smart devices to provide the high
quality of life, efficient operation and services, and competitiveness. Furthermore, it
aims to overcome the requirements of the current and future systems. However, the
economic, social, and environmental considerations should be met. The final goal is
to develop more efficient and sustainable system. ICT is a key driver to cope with
the challenges of sustainability and the development of the city. It offers significant
contributions associated with such plans. In fact, a city is a smart sustainable, if
smart ICTs are utilized to make them more sustainable [58]. The success of smart
cities to overcome their problems by using the ICT (for instance, if the driving
patterns could be analyzed by using the collected data, the traffic problem may be
managed better to avoid heavy traffics and also the allocation of charging stations
could be planned in an optimal way) shows the advantages of the smart cities as
the urban planning policies. However, still it is necessary to provide researches
to address the necessity, priorities, timeliness, and important issues of the current
models of the smart sustainable city.
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Sustainability is presented as one of the objectives in the future [25]. Energy
saving, the utilization of different energy resources (e.g., wind generations and
photovoltaic), the reduction of environmental pollution, and the preservation of
ecosystems are introduced as the needs of this objective [59]. Smart cities are
considered to cope with the upcoming challenges and provide the optimal solution.
The concept of smart sustainable city is to converge the sustainable development,
urbanization, and technological progress [58]. In order to obtain the multidimen-
sional urban sustainability, people’s behavior as well as governmental actions are
changed to be more intensive towards this direction (for instance, Mexico City has
a large metro, but it does not serve several places of the Mexico City metropolitan
area). Therefore, the design patterns provide solutions to transportation problems,
robust and flexible enough in unpredictable environments and sustainable to provide
safe and economical access to citizens and locations to satisfy the environmental
concerns and natural ecosystems [60, 61]. Practically, psychologists can have an
important role to change human behavior towards the goals of smart sustainable
cities [60, 62, 63]. McFarlane [64] conceptualized the learning on the basis of
translation, coordination, and dwelling.

In the smart cities, the ICT can improve the citizens’ access to the information
and services [60]. High utilization of advanced ICT is a key feature of the smart
sustainable cities that enables cities to be smarter and more sustainable and enhances
the quality of life. Hence, cities can be remained sustainable by employing ICTs
to cope with rapid urban development and the corresponding changes. Since
cities are complex systems, their development towards sustainable cities demands
modern technologies provided by ICTs [65–67]. Therefore, ICTs have an essential
effect in the sustainability of the cities and offer new ways to understand and
address the existing issues [68]. So, the aim of smart sustainable city is to achieve
an optimal solution of using the smart technologies to address the aims of the
sustainable development (generally, sustainability is a relation among people and
their surrounding environment to ensure that the people requirements are satisfied in
both short-term and long-term horizons; hence, the term “sustainable development”
indicates that the human requirements are met at present and future [69, 70]). It is
worth mentioning that ICTs can be deployed to optimize the energy consumption by
improving activities such as plant watering and monitoring of buildings to manage
the appliances in an optimal manner [71]. In agriculture, ICTs could be utilized
to minimize the amount of wastewater (smart sensors could detect and measure
useful information such as the soil moisture to improve the irrigation) [72]. Hence,
the comprehension of the ICTs’ effects on the sustainability can lead towards the
optimum use of new technologies to obtain relevant benefits.

It is worth noting that the sustainable development has three aspects: society,
environment, and economic aspects. Each society will benefit from a sustainable
development by having access to more efficient services with lower costs and
improving the social welfare. Further, it reduces the air pollutions and greenhouse
gases and paves the way towards green environment. Last but not least, sustainabil-
ity has an economic aspect, which refers to optimizing the operation cost of the
infrastructure in smart cities by deploying efficient computational algorithms.
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The existing models of smart cities still have many issues regarding the appli-
cability. Hence, more novel approaches are required in order to cope with these
problems. The ICT could have a key role to address these issues. Current smart city
projects highly rely on ICT as the main component to design and construct smart
cities [73]. In the context of smart cities’ development, the ICT denotes the set of
urban infrastructure, architectures, applications, systems, and other smart devices.
Such elements are developed to handle different tasks like sensing, processing,
analyzing, and managing the information in order to monitor and plan modern cities.
The purpose of ICT implementation is to improve the management and functionality
of the system [1].

Technically, the urban ICT contains hardware components (e.g., sensors, Internet
infrastructure, and database systems) and software elements (including software
applications, big data analytics methods, decision-making systems, communication,
and networking protocols) [1].

A deep investigation is needed to realize the effect of the ICT in the smart cities,
and citizen health as well as quality of life. Such influences could be categorized in
two major groups [2]:

The Role of ICT in Smart Cities’ Applications

It contains the importance of the ICT to provide the leading technologies in smart
city schemes as well as the effectiveness of the ICT as the asset of widespread and
supporting technologies related to the different domains of the smart cities (e.g.,
smart transportation and energy systems) [2].

The Role of ICT on the Smart Cities’ Well-Being

It describes the role of ICT to generate public and individual tools, artifacts, or
services in order to improve the living of the citizens of the smart cities, and to
provide profits and a higher well-being. This may be considered as the main aim of
the smart cities that could bring many benefits to the citizens such as the reduction
of the pollution (environmental benefits), reduction of traffic congestions (it can
improve the quality of life), and providing of higher well-being.

However, the real effectiveness of ICT to provide public value in smart cities
depends on the strategic plan to connect smart cities with ICT. The cities’ readiness,
and the people’s intensity of use, as well as the effect of the ICT on the quality of
life, is taken into account to evaluate the real potential of ICT-based smart projects.
Hence, these investigations are necessary to ensure about the results of the smart
cities’ implementation for enhancing the quality of life [2].
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Smart City Architecture

The smart city architecture is able to use the high amount of gathered data to
exploit and analyze it in order to make the optimal decisions [74]. The architecture
of the smart cities has been investigated by previous studies. Wenge et al. [75]
proposed an architecture based on the data viewpoint. On the basis of human-
system communication, a pyramid architecture is introduced in [76]. The first
layer is named “smart infrastructure” containing several networks (electrical, gas,
water, and communication). The next level is referred to as intelligent data storage
consisting of servers to store the data, completing data storage units. Layer three
is intelligent residential energy management system including automated control
systems. Layer four is called the intelligent interface that includes integrated online
platform. The fifth layer of the pyramid is the “smart cities” that should combine
and integrate other layers [74, 75]. Anthopoulos and Fitsilis [77] proposed a five-
layer generic architecture based on the logical and physical perspectives. Krylovskiy
et al. [78] presented a comprehensive framework, referred to as the DIMMER
system. This system interacts with building information as well as power utility
companies to integrate the real-time data from distributed sensors installed at the
power network and building layers. They further introduced the DIMMER Smart
City project that aims to construct a platform and some additional applications
to involve stakeholders to ameliorate the energy efficiency in future cities [78].
According to their proposed service platform for smart cities, there are three
crucial district information models: geographic information systems (GIS) and
building information models (BIM), and system information models (SIM). Here,
the concepts of BIM and GIS, and their role in smart city development, have been
investigated. According to Liu et al. [79], on the one hand BIM represents the digital
representation of the physical and functional features of a facility in building. On
the other hand, GIS is introduced to control and evaluate spatial data based on
geographically labeled information. Although GIS enables spatial analysis at the
large-scale outdoor applications, it suffers from a detailed knowledge regarding the
buildings and indoor information [79]. To tackle this issue, Liu et al. proposed to
deploy BIM systems that provide the system operators with elaborated and accurate
information about each application in the building, including pipeline networks.
Further, Tan et al. [80] deployed BIM technology and improved A* approach
to minimize the lift path for offshore oil and gas platforms during disassembly.
According to them, BIM provides accurate component-based geometric data that
can be leveraged for improving the lift path optimization problem. In a related
context, Soto et al. [81] presented a smart city platform, referred to as ALMANAC,
as an effective solution to take the existing services, sensors, and infrastructure
into account. According to their study, it is inevitable to consider stakeholders with
their own objectives and requirements while collecting and analyzing the data for
the smart city applications. Lohan et al. [82] identified the role of location-based
services in smart cities’ context. To this end, they provide a thorough and inclusive
overview of the issues and solutions regarding the collection, storage, analysis, and
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visualization of the movement data of moving people in the smart cities. They
also outlined the potential applications of user movement data in the following
three contexts: smart cities, IoT, and Internet of People (IoP). A comprehensive
review of BIM concept is provided by Volk et al. [83]. According to their review of
over recent 180 publications on the BIM, BIM utilization in the current buildings
introduces three key challenges: high modeling requirement from collected building
information into semantic BIM objects, converting the data to integrate and deploy
into the BIM platform, and handling the stochastic nature of data in existing
buildings. Zdraveski et al. [84] developed an ICT infrastructure on the basis of the
ISO 37120 standard in order to integrate data (from numerous sensors, and social
networks, as well as other data sources) with the aim of creating a context-aware
and energy-efficient IoT/big data/cloud platform. However, due to the complexity of
the smart city infrastructure, more explorations are needed to provide architectural
patterns/designs to support smart cities’ services (that support and make it possible
to provide smart city services).

Smart cities employ sensing components, heterogeneous networks, and process-
ing units, as well as control and operating elements, and are able to gather and
utilize the data that is obtained from the physical world, transferred through the
communication world, and processed in the information world to provide efficient
services [85]. These components are briefly described in the following.

1. Sensing components: Smart components contain different smart devices (includ-
ing sensing elements, smartphones, smart meters, and video surveillance cam-
eras) for measuring data from the physical world and submit them to the
processing units [86]. It is noteworthy that, because of some constraints of
these devices (including their sizes, batteries, and processing abilities), such
components often process or compress the real-time and granular data at first,
and then send it to the network [85].

2. Heterogeneous networks: The heterogeneous networks are the connections
between the physical and information worlds (communication world). They
have a key role to support the sensors and applications in order to collect the
sensed information [33]. It incorporates cellular networks, wireless local area
networks, wide area networks, device-to-device communications, millimeter-
wave communications, and sensor networks, and enables seamless switching
between systems [85].

3. Processing unit: The analyzing and processing of the sensed data from the
physical world are handled by the processing unit that employs powerful cloud
computing servers, numerous databases, and special control systems to manage
the information world. The processing units manage the information worlds of
the smart cities. Entities have the specific authorizations to access the data and
are able to specify the strategies for decision-making and control in the smart
cities [85].

4. Control and operating elements: The control and operating components are
employed to handle the physical world by using the corresponding devices
(including servo actuators, smartphones). Such components adjust the physical
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Fig. 3.4 The architecture of the smart cities [85]

world to provide a high-quality life. For instance, in the transportation network,
reducing the traffic congestion will enhance the quality of life. Furthermore, they
employ the relevant devices to have the knowledge regarding the physical world,
and monitor and manage the components to smartly operate the system [85].

Figure 3.4 schematically illustrates the introduced architecture of the smart
cities [85].

As the physical and information worlds are connected together through the
smart cities, numerous intelligent applications could be enabled. The next section
is provided to highlight such new application.

Smart City Applications

Future smart cities will provide novel information technologies and communication
infrastructure, which enable more efficient control and optimization of available
resources. In this context, smart power grid and its corresponding technologies
are evolving as a dynamical complex system that can take advantage of emerging
resources in smart cities to improve its optimal operation [87]. Karnouskos et al.
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[87] provided a comprehensive JADE-based simulator that analyzed, designed, and
built on software agents to elaborately model the dynamic behavior of a smart city
and its agents, including smart grids and electrified transportation networks. Their
main focus was on the power grid as a pioneer towards upgrading its available
technologies to more intelligent, efficient, and reliable ones to boost the energy
efficiency. Moreover, Morvaj et al. [88] described smart houses, as pivotal parts
of smart grids, with four major characteristics: (1) demand-side management and
demand response, (2) small-scale renewable energy resources (e.g., rooftop solar
panels), (3) small-scale energy storage units, and (4) local controller for energy price
optimization (see [89, 90] for more details on demand response, load management).
In their framework, smart houses are responsive to the price signals from the power
grid to adjust their consumption in an optimal manner. Smart power grids are
introduced at different levels including transmission networks modernization and
smart distribution networks. Some studies developed game theoretic frameworks to
study smart grids [91–93].

Different applications are introduced for the smart cities that could provide
benefits in the related domains including energy, environment, industry, living, and
services [85]. These applications are briefly introduced in the following.

Smart energy: High utilization of smart devices and sensors will make it possible
to monitor the energy delivery-chain systems, reduce the energy consumption, and
prevent the failures of energy systems and blackout of the power systems [94].

Smart environment: The utilization of widespread sensors as well as smart
climate management; different environmental issues such as waste gas, greenhouse
gas, and city noise, air, and water pollution; and conditions of the forests could be
monitored to provide the smart and sustainable planning of smart cities [86].

Smart industry: One of the aims of smart cities is the sustainable development
of industrial sections. In this regard, the optimum generation and manufacturing are
focused as well as the efficiency and robustness of the industries. Smart industries
will limit the consumption of materials (for instance in the production lines)
and resources (for instance labors and times), avoid the waste of energy, and so
prevent the high value of emission. The sensors and control devices demand online
feedbacks and accurate actions. Hence, all the components of smart industries are
able to provide accurate controls [85].

Smart living: Smart living means the effective management of appliances in
order to enhance the energy efficiency level and provide a comfortable home [95].
Smart devices in home areas can activate the remote control of home appliances,
temperature modification, and energy saving. Furthermore, smart living can offer
intelligent management of waste recycling, social networking, and parking for
providing the smarter communities with pleasant lives, satisfying services, and
sustainable environment [85].

Smart services: Smart services contain numerous public facilities and services
to benefit the citizens (such as smart transportation to prevent the congestion of
road traffic, smart healthcare to continuously control the health of the smart cities’
citizens) [85, 96–98]. Clough and Casey [99] have defined mHealth as the utilization
of mobile technologies to provide healthcare that could enhance the patient’s
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Fig. 3.5 Smart cities’ applications [85]

access and engagement in psychological therapy. In recent years, the utilization of
smartphones in psychotherapy as one of the expanding fields is examined [99].

Fig. 3.5 illustrates the introduced applications of smart cities [85]. As this figure
shows, smart cities cover a wide range of application from the end users to the large-
scale applications such as smart power grids and intelligent governments.

Interdependent Power and Transportation Networks in the
Context of Smart Cities

Future power systems, referred to as smart grids, and electrified transportation
networks are coupled through electric vehicle (EV) charging demand [100]. Due
to the increasing charging demand of EVs, large-scale integration of EVs has
been a challenging task for power system operators as well as transportation
network operators [100]. From a general perspective, EV integration will increase
the stochastic nature of load demand [101–103]. However, interdependent power
and transportation network operators can leverage the flexible nature of this
demand to ameliorate the reliability of the corresponding networks [104]. From
the power system operator’s perspective, flexible EV demand can be deployed for
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frequency control applications, ancillary service, loss minimization, peak shaving,
and demand-side management strategies [105]. From the transportation network
point of view, EV drivers can reduce their charging cost by using optimal strategies
based on the provided incentives from the power system operator. For instance,
a smart routing algorithm is proposed in [104] that not only takes the traffic
conditions, driver’s priorities, and charging station locations into account, but also
considers the charging electricity price while finding the optimal route between
the starting point and destination. Amini and Karabasoglu [104] have introduced
a simulation platform to investigate the effectiveness of this approach based on
IEEE standard test system for power network as well as a part of Shanghai
transportation network for the routing evaluation. According to Viswanath and Farid
[106], transportation electrification can be studied as a hybrid dynamic system.
One of the major challenges of integrating EVs into future smart cities is to
allocate the charging stations and renewable resources simultaneously [107, 108].
Weak emergence are those emergent properties that are only accessible through
direct computer simulations (see [109] for an example of such a weak emergent
phenomena).

Hence, another player in smart grids is the electrified transportation network.
Recently, there has been a number of studies on developing efficient methods to
address energy management concerns [110], enable advance sensing [111], and
accommodate the electrified vehicles into power systems in terms of optimal EV
scheduling [112, 113], mobile cloud computing for vehicular technologies (such
as electric vehicles) in smart cities [114], and smart infrastructure design for
smart cities while integrating intelligent transportation networks and smart grids
[115]. Kamienski et al. [110] presented an Internet of Things-based framework to
implement energy management in smart cities. Further, Cerna et al. [112] proposed
mixed integer linear programming (MILP) approach to minimize the maintenance
costs and extra hours to schedule a group of electric vehicles (EVs), considering
the routing constraints along the path from starting point to destination. Mazza
et al. [114] proposed biased randomized algorithm to achieve efficient and fast link
selection with the application in mobile devices operated in a smart city platform.

Security and Privacy

Overall Descriptions

In the smart cities’ environment, there are some privacy and security issues such
as malicious attacks that could disrupt the operation of the smart devices and
damage the quality of their services. A notable example of the requirement for
secure operation is ensuring power networks resilience. In [116] a comprehensive
overview of this concept is provided. Further, an overview of security and privacy
issues in modern pwoer systems is provided in [117]. Moreover, the numerous
existing photos and videos in a smart city, and the collected data of smart homes,
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may disclose the lifestyle of the customers. Such problems are related to the ethical
issues. Malicious attackers may use this data and violate the privacy of the residents
[118]. For instance, they may have access to the data of the people and disclose
private images, videos, etc. Moreover, by using the data mining investigations,
malicious attackers may recognize the typical behavior of citizens (such as the
departure or arrival times) that could affect the citizens’ life. Therefore, without
suitable protections against privacy and security issues, residents may not accept
the smart cities’ penetration.

Indeed, the smart cities should protect the collected data from illegal access
to ensure the security and privacy of the smart cities. A smart city gathers the
data of the citizens’ health as well as their environment, processes it, and affects
the citizens’ lives. Hence, because of these special features, security and privacy
are puzzling concerns that could be considered as the barriers of the smart cities’
penetration level. Privacy leakage, secure data storage and processing, as well as
dependability in control are some important issues [85].

1. Privacy leakage
Due to the collection, transmission, and process of private information in the

smart cities, the private leakage may disclose people’s identity, location, and
lifestyle and make the smart cities vulnerable against the malicious attacks. To
keep the privacy of the users, suitable methods (that are able to guarantee the
privacy) are employed (e.g., encryption, anonymity, and access control) [119,
120]. An efficient protection mechanism is able to cope with the outside attackers
as well as the inside attackers (like agents, employees, and security members,
who have access to the data) [119]. Furthermore, due to the various types of the
data (as above-mentioned) in the smart cities, the protection scheme is adjustable
enough to keep the privacy and security [85].

2. Secure data storage and processing
Since the storage and processing of the information are handled by using the

cloud servers, they may face security dangers because of the unreliable servers
[121]. One of the methods to cope with these types of threats is to encode the data
to prevent the direct access to the untrusted cloud servers to it [52]. However, the
cloud servers are not able to analyze the encoded data and perform impressive
analytical operations for smart cities’ applications [85].

In addition, there are other security concerns related to the data sharing and
access control (such as transportation data) that is difficult to provide the access
procedure and support protected data sharing between the agents [85].

Hence, the privacy and security threats in the storage and processing of the
data of the smart cities need vast investigations.

3. Control dependability
The control systems of the smart cities could be considered as the attractive

objectives by the malicious attackers [122]. The operation and control func-
tionalities of the smart cities could be affected by such attacks. Although the
dependability of control is investigated by some studies [85, 123], the efficient
and fast detection of malicious attacks and the malfunction of the control systems
require extensive researches [85].
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Conclusion

This chapter aims to expedite the collaboration of different parts [as prementioned,
such as transportation network and healthcare (hospitals)] in order to develop and
manage the sustainable and smart cities containing smart technologies. The concept
of smart cities is a multidisciplinary science that attracted high attention in recent
years due to its potential to affect various domains (such as energy, environment,
and industry) to overcome the upcoming issues (like urbanization and limitations of
fuel resources) and improve the quality of citizens’ life. Smart cities leverage the
interdependencies among several networks, such as power systems, transportation
networks, healthcare, energy systems, and societal networks, to improve the social
welfare, upgrade the current cities to more environmentally friendly cities, and
minimize the system operation cost of these networks. In this chapter, the concept
of emerging smart and sustainable cities is addressed and the key characteristics are
thoroughly categorized. Furthermore, the architecture of smart cities that supports
the connection of above-mentioned domains is introduced. Then, the corresponding
applications are described to highlight the pivotal advantages of the smart cities
as well as their main components. Although ICT is introduced as the key element
of smart cities, the real capacity of these technologies depends on the strategies
that connect the results with people’s health and social welfare (that is the ultimate
goal of smart cities’ implementation). Moreover, an overview of the interdependent
power and transportation networks as one of the key elements of future smart cities
is provided. We also conclude that due to the large volume of collected data via
real-time measurements from the people, community, and control systems, there is
an exigent requirement for big data analysis methods to manage the smart cities
properly. Future research can be performed in three major directions:

• Optimizing the operation of smart cities while taking the interdependencies
among the existing infrastructure, such as water networks, energy systems, and
communication network.

• Proposing an efficient optimization algorithm that is capable of handling the
large-scale cost minimization, emission reduction, or social welfare maximiza-
tion problems.

• Developing a new model for smart cities considering the emerging technologies
in the elements of smart cities, such as smart measurement units in power
systems, electrified vehicles in transportation networks, and accurate behavioral
model of citizens.
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Chapter 4
Towards a Tensor Network
Representation of Complex Systems

Pouria Mistani, Samira Pakravan, and Frederic Gibou

“It is not the strongest of the species that survives, nor the most
intelligent, but the one most responsive to change.”

Charles Darwin (1809)

Introduction

Overview

Complex networks are composed of nodes (entities) and edges (connections)
with any arbitrary topology. There may also exist multiple types of interactions
among these nodes as well as each node may admit different states in each of
its interactions with its neighbors. Understanding complex networks dwells on
understanding their structure and function. However, traditional representations
of complex networks model nodes as single-state entities that are connected to
each other differently and treat their dynamics separately with some differential
equations. Alternatively, a unified framework might be accessible using the tensor
network representation that is already utilized in physics communities. In a sequel
of chapters we introduce tensor network representation and renormalization of
complex networks as an alternative framework to explore the universal behaviors
of complex systems. We hope that tensor networks can particularly pave the way
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for better understanding of the sustainable interdependent networks [2] through
proposing efficient computational strategies and discovering insightful features of
the network behaviors.

Network Structure During the past two decades, structural studies of real complex
networks revealed several universal characteristics: (1) scale-free degree distribu-
tion, (2) power-law decay of interaction probability over distance, (3) modularity
or community structure, (4) embedded dimensionality, (5) small world feature, (6)
fractal structure, and more. Here we briefly review a few of these properties.

Scale-free networks are characterized by a power-law for the degree distribution
of the nodes. In such networks, the probability of having k edges for each node
drops according to P(k) ∼ k−γ . The vast spectrum of complex natural and
artificial phenomena can be modeled as complex scale-free networks such as genetic
networks, nervous systems, World Wide Web, social networks, and many more
[1, 6].

Also, it has been shown that most real complex networks not only exhibit power-
law distribution for their connectivities but also the length distribution of the edges
follows some power-law form, i.e. P ∼ r−δ , where δ = 0 resembles long range
interactions while δ → ∞ represents short range interactions [17]. For instance, in
a mobile phone network the communication probability of two customers decays
with a gravity-like model of P ∼ r−2 and the degree distribution exhibits another
power-law with P ∼ k−5 [32], or in an airline network the probability of direct
flights drops with P ∼ r−3 [9].

Modularity refers to the clustering of smaller communities in a network that
are relatively loosely connected to the rest of the network. Subsequently, these
communities could join to form metacommunities in a hierarchical structure [30].

Furthermore, Daqing et al. [17] have shown how the degree distribution and
edge lengths can effectively determine a dimension for the spatial embedding of
the complex network. Such a spatial embedding generates a df -dimensional regular
lattice representation for arbitrary complex networks.

The ultimate goal of network science is to understand the behavior of network
systems in terms of processes that are performed by these networks. For example,
in the case of power grids we are interested to know how the grid structure affects
power distribution and the resilience of the network to failures or how an avalanche
of failures occur in the network, or in the case of WWW one is interested to know
how the architecture of the network affects internet surfing. Hence, despite the
aforementioned tomography of complex networks, attempts have also been made
to analyze network stability against damage to its underlying structure, i.e. through
failure of nodes or removal of connections such as failure in transmission lines in
power grids or failure in routers in the case of WWW. To this end, percolation theory
from statistical physics has been extensively used to understand the resilience of a
network during a percolation process via finding the critical fraction of nodes where
the network fragments into disjoint clusters [12, 15]. Consequently, percolation
provides a means to design robust network topologies. We note that percolation
is the simplest example where continuous phase transitions occur in statistical
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physics because interactions in the network are ignored in this process and only
the occupation fraction plays a role [23].

Network Functionality Despite quantifying the structure of complex networks,
it is also important to understand, model, and predict their functionality as an
individual entity. Even though many universal properties of network structures have
been found, few attempts have been made towards a unifying framework to analyze
network dynamics, e.g. look at [7] for a perturbative approach. Perhaps this is
because an understanding of network functionality logically proceeds understanding
the structure of networks. So far, experimental studies have mostly focused on
measurements of the correlation matrix Gij between nodes i and j . Gij captures
the linear response of the dynamical value at node j , for example some reactant
concentration in the case of biochemical networks, to a perturbation at the value of
node i [37]. This is formally defined as:

Gij = d(log xi)

d(log xj )
, (4.1)

Interestingly, many measurements of the distribution of this pair-wise correlation
function discovered another power-law form [7]:

P(G) ∼ G−ν . (4.2)

In these two chapters, motivated by these scaling laws we will investigate the
asymptotic behavior of complex systems at large scales, i.e. or at thermodynamic
limit as in the terminology of statistical physics, and review some of the literature
concerning the universality of behaviors in complex systems. In the next chapter,
we will introduce the powerful machinery of renormalization group (RG) theory
primarily developed to investigate phase transitions in quantum many-body systems
and try to explain emergence of power-law scaling functions. We aim to justify
the exciting opportunities that applications of real space renormalization group
methods [25] provide for the study of asymptotic behaviors of complex networks.
RG methods can be used to find the universal behavioral classes for complex
systems that is essentially dictated by network topology, its dimensionality, and the
underlying symmetries in the interactions.

Other Resources on Complex Networks

Here we do not aim to review the huge literature on complex networks and rather
only focus on modern ideas from statistical physics and their possible application to
studies of complex systems. For standard reviews of the field from the perspective of
statistical physics, we refer to Albert and Barabasi [1] or Dorogovtsev and Mendes
[24]. These references mostly concentrate on models of growing graphs, however
we find the review by Newman [44] of particular importance as it focuses on both
structure and dynamics of complex networks.
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Collective Behavior of Self-organized Systems

In this section we present a perspective to understand the different behaviors
observed in complex systems. We will focus on two of the most prominent ones:
scale-free and hierarchical or modular behaviors. The key concept in discerning
among these states is the behavior of the “correlations” among individuals. Yet
another important concept is that of “order.” First we try to explain how correlations
discern among many asymptotic behaviors and later we will discern between the
notion of order and correlation.

Collective Behaviors and State of Maximum Responsiveness

Scale-free correlations have been observed in a myriad of complex systems: in large
flocks of starlings [13], flocks of birds [8], road networks [42], neural networks [55],
etc. Particularly, Mora and Bialek [43] have shown that natural systems operate near
critical points in their parameter space. The hallmark of systems at criticality is the
presence of scale-free correlations. Remarkably, it has been shown that scale-free
behaviors provide the maximal responsiveness of individuals in a system to their
environment [13].

As pointed by [13], self-organized natural systems need to respond collectively
to, for instance, perception of a threat by any member of the group, for example
a flock of starlings has to dodge a falcon’s attack in synchrony. In this view, it
is the requirement of maximal sensitivity and responsiveness in a natural system
to its environment that induces scale-free correlations in the system via a self-
organization process. In such systems information is accessible by all elements
such that the functionality of each element is affected by all others regardless of
the physical distances among them. Furthermore, in these systems control occurs
by the collective interactions among the elements. This is eventually observed as an
infinite correlation length or the scale-free property of complex systems.

However, the correlation length of systems observed in nature is not always
infinite, or bigger than the group size. For example, in the case of the collective
swimming of herds of bacteria observed at high cell concentrations, [14] have
shown the correlation length is smaller than the size of the swarm of bacteria.
This effectively separates different communities of bacteria which are only weakly
interacting with each other. In the case of smaller correlation lengths, the system
can be effectively divided into sub-systems that each behaves independently to the
perturbations in their environment. This feature also resembles the hierarchical
nature of some complex networks. In hierarchical systems, control is centralized
and information/organization flows from leader to lower levels of the hierarchy, e.g.
examples are mostly observed in social settings and organizations. In hierarchical
organizations, the system will respond to environment only if the leader perceives
the perturbation.
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Counterintuitively, maximal order does not necessarily follow from the maximal
correlation among individuals in the system. As argued in reference [13], for
example in the case of ferromagnetism the disorder parameter (i.e., temperature)
must be set to its Curie value in order to observe maximal correlations among
spins, i.e. note that this is a nonzero value for disorder/noise in the system. It is
important to emphasize that the state of maximum correlation does not correspond
to the absence of noise in the system, nevertheless some amount of the disorder
parameter is necessary to maintain a scale-free response.

In statistical physics sense, it is in the vicinity of the critical fixed points
of a system that scale-free behaviors emerge via symmetry breakings. Hence,
biological systems living at criticality exhibit the highest evolutionary chance of
survival. Particularly, Longo et al. [34] have proposed that “biology is characterized
by a relentless breaking of symmetries” and they bridge between physics and
biology through the notion of extended criticality. Extended criticality might be the
distinguishing factor between inert and the living state of matter [33]. We highly
recommend the interesting paper by Longo et al. [34] for a discussion of how
these concepts from physics can be generalized to improve our understanding of
biological systems.

Effective Perception Range Through Feedback

As discussed above, scale-free systems exhibit correlation length-scales comparable
to the size of the system. However, in the formation flight of starlings every indi-
vidual bird is only monitoring a few of its nearest neighbors in a topological sense
[8] via some sensory modalities such as vision, sound, pressure, and odor detection.
Despite this limited range of actual sensory devices, the group of birds manage to
act in harmony in a way that a localized change in direction is felt throughout the
entire group. It is through positive feedback that information mediates in the group
and the collective mindfulness emerges [16]; see Fig. 4.1. The effective perception
in a complex system emerges out of the collective interactions of its constituents. In
the most basic case where elements of the system act absolutely independently to
contribute to a net output for the system, the output is equal to the sum of its parts
plus or minus a standard deviation proportional to the square root of the number
of elements. This is the celebrated “central limit theorem” which hypothesizes a
normal distribution for such collective phenomena:

Normal pdf : P(x) = 1√
2πσ 2

exp
( − (x − μ)2

2σ 2

)
,

expectation value : μ ∼ N,

uncertainty : σ ∼ √
N.



74 P. Mistani et al.

Fig. 4.1 Collective mind of starlings through information feedback. This image is adopted
from [16]

It is in this spirit that the normal distribution serves as a null hypothesis for
measuring the degree of independence in a system and the amount of deviation
from it determines the degree of interdependence. This interdependence is usually
in the form of feedback that leads to self-organization [52, 54] (Fig. 4.1).

Feedback comes in different forms [10]: (1) “positive feedback” or “amplifica-
tion” through recruitment or reinforcement of individual events, e.g. trail laying
and trail following mechanisms in ant colonies for food recruitment, (2) “negative
feedback” which works against positive feedback to stabilize the collective pattern,
e.g. food exhaustion or some sort of competition.

An interesting example of feedback arises in epidemic outbreaks (Fig. 4.2). In
this case, the interplay occurs between contagious processes and social networks.
Social networks can increase awareness with respect to the disease such that
preventive actions are more likely to be taken by susceptible population, this
subsequently reduces infection rates and helps to stop the epidemics. Awareness
models consider oblivion over time and updating of awareness via infection of more
population as more sources of news chains. This produces a feedback loop in which
spread of a disease raises awareness, which subsequently reduces infection rates,
however less infected people lead to insensibility to the infection which might cause
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Fig. 4.2 Syndemics with news propagation in a two-layer interdependent network. (a) shows
different levels of awareness regarding the disease, (b) is the contagious process where S is the
susceptible population, A and B are two diseases populations, and AB is the population infected
by both A and B contagions. The interdependence between the two layers (c) occurs by changing
infection and recovery rates, as well as providing sources for extra news chains when infection
appears. Note that in (c) the same nodes exist in both social and geographical networks

the next phase of an outbreak. Due to this competition, there will be phase transitions
between different dominant phases for the epidemic [29, 36, 38].

Of course there are many factors that are responsible for the collective patterns
observed in complex systems, a few other factors are: integrity and variability,
response thresholds, leadership, redundancy, synchronization, inhibition, selfish-
ness, and maybe more. Look at the classic review of Sumpter [54] for an extensive
description of responsible factors in self-organization.

On the other hand in interdependent networks, networks of networks are
connected by dependency links. The distinguishing aspect of dependency links is
that they only represent mutual dependence between nodes of different networks,
i.e. if one end fails the other will fail too, in contrast to the usual connectivity of
nodes in a network which implies a flow between the connected nodes. For instance,
a power station in an electric power grid depends on the energy network by receiving
fuel for maintaining its generators as well as providing the required electricity to
maintain the control system and storage for the energy network. Even though such
dependencies do not explicitly change the flows in the network, but they interact
with the flows going through each node via a feedback loop [3, 39, 41].
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An Alternative Framework

In current network representations, there are two inherent deficiencies: (1) nodes are
single-state entities, and consequently (2) an edge represents a binary interaction
determined by the singular state of the connected nodes. The ignorance of current
network models to respect multiple states for each node, e.g. characterized by
different levels of functionality, and ignoring different interactions between them
prohibit realistic analysis of complex networks in many different ways.

For example in a power grid, malfunction of a power station due to a deficiency in
a dependent ingredient may not lead to its total shutdown but rather to a reduction
in its efficiency. However, the lowered performance of this node may propagate
throughout the network and cause a cascade or avalanche of failures at more
sensitive nodes by overloading them beyond their tolerance. These nodes might
not be spatially correlated, i.e. “action at a distance,” or even be in the same
network. Such an avalanche happened in the USA in August 1996 from a power
outage in El Paso, Texas, that spread to over six states in the western USA. This
phenomenon is also observed in the case of the protein-protein-binding network in
yeast Saccharomyces cerevisiae where a perturbation in the concentration of one
node propagates to considerably distant nodes up to four steps away [37].

Note Multiplex networks are a sub-class of interdependent networks that same
nodes are replicated in different layers with different connectivities. Here layers
represent different interaction types and depend on each other. Attempts to represent
multiplex networks have utilized a tensorial framework (see references [21, 22, 59]).
However, nodes on these networks are single state entities, while here we propose
an alternative framework where each node is itself a multi-state entity. This may
facilitate understanding dynamics of interdependent networks.

For a comprehensive study of correlations in multiplex networks, look at [45]
and for an example of studying infectious processes on multiplex networks using
this framework, see [20].

Tensor Network Representation of Complex Systems

To circumvent these deficiencies an alternative proposal might be to represent
complex networks with tensor networks in which each node is modeled as a tensor
operator that is connected to other tensors. In this approach, each link may carry
χ number of discrete values and hence represents a state-vector in a χ-dimensional
vector space. The nodes act as operators among their adjacent vector spaces. In
quantum mechanics terminology, tensor networks constitute the building blocks of
the wavefunction describing the overall state of the system [46].

We mention that the idea to use a field theoretic renormalization group theory
(FTRG) for complex graphs has been proposed in the interesting work of [4]. In their
approach, “The idea is to expand order parameter fluctuations in eigenvectors of
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the graph Laplacian, write down the equivalent of a Ginzburg-Landau Hamiltonian,
and then perform partial summations over the partition function, to eliminate the
high-eigenvalue components” [4]. However, we are focusing on the possibility of
using tensor network renormalization group methods as a numerical coarse-graining
strategy to find fixed points of complex systems.

In the following subsections we will lay out the conceptual foundation to justify
the tensor network representation of complex systems.

Von-Neumann Entropy and Entanglement in Complex Networks

Density Matrix In quantum many-body systems the density matrix ρ encapsulates
all the accessible information about the system. Density matrix is a Hermitian
and semi-definite matrix with a unitary trace. This matrix admits a spectral
decomposition:

ρ =
N∑

i=1

λi |φi〉 〈φi | ,

where {φi} is an orthonormal basis and λi’s are non-negative eigenvalues that have
the property

∑N
i=1 λi = 1. Given this matrix, one can evaluate the Von Neumann

entropy that essentially extends the Shannon entropy to quantum systems:

S(ρ) = −Tr
(
ρ log2 ρ

) = −
N∑

i = 1

λi log2 λi.

whose maximum value is bounded by 0 and log2N [60]. A candidate for density
matrix of a complex network which satisfies the mathematical constraints was
proposed in the seminal work of [11]. They have shown that for an undirected
complex network, the combinatorial graph Laplacian L = D − A where A is the
adjacency matrix and D its degree distribution can be used to construct a density
matrix as follows:

ρ = L

Tr
(
L
) .

Obviously this definition is symmetric and positive semi-definite and has unitary
trace. Notably this definition has been used by [22] for monoplex and multiplex
networks. However, we note that this definition for density matrix does not satisfy
the subadditivity condition of the Von Neumann entropy in some special cases, as a
result the very interesting reference [19] has proposed another density matrix based
on the diffusion operator e−τL at time τ :

ρ = e−τL

Tre−τL .



78 P. Mistani et al.

Fig. 4.3 The composite system AB can be partitioned in two parts, the amount of entanglement is
proportional to the area of the boundary ∂A

This new density matrix corresponds to the so-called spectral entropy which satisfies
the subadditivity condition at all situations.

Entanglement In a bipartite quantum system, Fig. 4.3, the amount of entanglement
of a subregion A with the rest of the system is measured by the entanglement
entropy:

S(A) = −Tr
(
ρA log2 ρA

)
,

where ρA is the reduced density matrix by summing over the rest of the system
denoted by B in the ground state |ψGS〉:

ρA = TrB
( |ψGS〉 〈ψGS|〉).

where TrB
( |A〉 〈A|〉 |B〉 〈B|〉) = |A〉 〈A| Tr

( |B〉 〈B| ). The Von Neumann entropy is
defined:

S = −Tr
(
ρ log2 ρ

)
.

and is interpreted as the entanglement of the statistical ensemble of pure states
where each pure state can be seen as an edge in the graph [18]. The bigger this
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quantity, the more entanglement exists in the network. A Von Neumann entropy of
zero corresponds to a fully pure state.

Area Law The most remarkable aspect of entanglement entropy is due to the
locality of interactions in the hamiltonian of the system which impose the area law
constraint on the accessible ground states to the realistic systems [53]. Specifically,
the entanglement entropy of a large enough region in a D-dimensional lattice scales
with the size of its boundary and not its enclosed volume:

S(A) ∼ |∂A| ∼ LD−1.

In this subsection we have seen how one can measure the amount of entanglement
entropy in a given complex system using an information theoretic approach
to complex networks. For our purposes we only mention that the structure of
entanglement in the system is a key aspect in proceeding with the tensor network
representations and here we have only touched upon the conceptual foundations that
one needs in this venue.

Representational Power of Tensor Network States

A tensor network state is a collection of tensors that are interconnected according
to a network topology which in turn captures the entanglement in the system.
Depending on the dimensionality of the underlying lattice one has many types of
tensor network ansatz: in 1D lattice systems there are matrix product states (MPS)
[27, 47, 48], the multi-scale entanglement renormalization ansatz (MERA) [57, 58]
as well as tree tensor networks (TTN) [50]; one can also generalize these states to
higher dimensions D > 1. For example, the projected entangled pair states (PEPS)
[56] is the generalization of MPS to higher dimensions. It has been shown that
MPS architectures can precisely reproduce the ground state of the 1D many-body
systems for high enough values of χ . Same is true for MERA which is also capable
to reproduce the large scale ground state properties of scale-invariant systems, e.g.
for example the two-point correlators are easily reproduced. Notably MERA is able
to capture both infinite and finite correlation length-scales, ξ .

Evenbly and Vidal [26] have argued that the physical and holographic geome-
tries of tensor network states determine the asymptotic decay of correlations in
homogeneous MPS and MERA for D = 1 systems, respectively, i.e. asymptotic
behaviors are the power-law or the exponential modes as introduced earlier. The
physical geometry is only determined by the patterns of interactions in the system
and is essentially identical to the underlying lattice. In a familiar sense, MPS and
PEPS can also be considered as the one- and two-dimensional discretizations of the
continuous space. On the other hand, the holographic geometry is determined by the
pattern of entanglements in the ground state of the system.
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Fig. 4.4 (a) A 1D MPS composed of homogeneous tensors. (b) The homogeneous and scale
invariant MERA for a 1D lattice. The vertical direction exhibits the entanglements/correlations
as they appear in different length-scales of the system. The horizontal direction corresponds the
spatial configuration of the lattice. There are two types of tensors in MERA: disentanglers in green
and isometries in red. In both networks the geodesics are highlighted as the shortest path between
any two positions in the lattice

The holographic geometry is usually captured by adding an extra dimension to
the physical lattice which is incorporated to the wiring of a MERA architecture.
Inspired by the holographic principle [35] the logarithm of length-scale z = log2 b

is usually adopted as the extra dimension. See Fig. 4.4 for an illustration of MERA
for a one-dimensional lattice model.

As in Fig. 4.4 the correlation lengths for the MPS and the scale-invariant MERA
can be computed by observing that:

MPS : Dphys(x1, x2) = |x1 − x2| → CMPS
2 (x1, x2) ≈ e−Dphys/ξ ≈ e−|x1−x2|/ξ ,

MERA : Dhol(x1, x2)= log2
(|x1 − x2|

)→CMERA
2 (x1, x2) ≈ e−αDhol ≈ |x1−x2|−γ .
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These notions emphasize that the representational power of the correlations in
these families of network states is hidden in the geometry of these networks and
does not depend on the choice of variational parameters.

Modeling Interactions

The first challenge in this approach is to construct a suitable hamiltonian for the
interactions in the system. Here we will review the generic strategy for complex
systems with only pair-wise correlations as proposed by [49]. Practically, the
strategy is to capture the low-order global statistics of the network up to the one-
point correlators <Si> and two-point correlators Cij =<SiSj > in the hamiltonian
[5]. The resulting Hamiltonian reads:

H =
∑

i

hiSi + 1

2

∑

i �=j

Jij SiSj ,

For example, this model has been shown to be an exact mapping in the case of
spikes in a neural population in the vertebrate retina [49]. The maximum entropy
principle provides the least structured model consistent with observations on the
system. Consequently, the minimalistic distribution function consistent with a
known average energy < E > is the Boltzmann distribution:

P ∼ exp
{(

− E/KBT
)}

where kB is the Boltzmann constant and T is temperature. The generalized version
of a Boltzmann distribution when averaged values of multiple observables fi are
available reads:

P ∼ exp
{(∑

i

gifi

)}

where gi are the Lagrange multipliers for each constraint/observation on the system.
Following Azhar et al., this reduces to an inverse statistical mechanics problem to
find the probability distribution function:

P(Si ) = 1

Z({hi, Jij }) exp
{(∑

i

hiSi + 1

2

∑

i �=j

Jij SiSj

)}
,

where {hi, Jij } are the Lagrange multipliers fixed by constraining the first two order
correlators. Here, Z({hi, Jij }) is the partition function defined as the ensemble sum
of all configurations:

Z({hi, Jij }) =
∑

{Si }
exp

{(∑

i

hiSi + 1

2

∑

i �=j

Jij SiSj

)}
.
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For completeness, we also mention that in a game theory problem as in many real
networks where a normal form formulation of the game is available, the interaction
hamiltonian is the payoff function by which nodes interact and the renormalization
should be performed on the space of strategies. RG will find fixed points of the best
response dynamics which are also the Nash equilibria of the game [28, 51].

We note that game theoretic approaches have recently been used to understand
the interdependent electric power grids, for example see, for example look at
[31, 40].

We end this section by emphasizing that the statistical distribution found above
is used to define the thermodynamic quantity of free energy, F , as the logarithm of
the sum, or trace as a linear operator, of the Boltzmann weights over all possible
configurations:

Z = e−βF = Tr{Si}e−βH {Si},

Here Z is the aforementioned partition function. Partition function or equiva-
lently the free energy are the quantities that are explicitly preserved through
the renormalization transformation whose significance is that they encapsulate all
thermodynamical observables of the system such as the correlation functions, phase
transitions and critical exponents, universality classes, ensemble averages, etc.

Conclusion

In the broad field of self-organization, inspired by the similarities in between the
natural complex systems researchers have been in pursuit of a unifying theory
or an ultra-calculus as Sumpter puts it. So far, we have laid the foundation for
an alternative representation of complex systems using tensor networks that is
inherently capable to model the universal behaviors of complex systems.

In the next chapter we will borrow another tool for understanding phase
transitions from statistical physics, namely the renormalization group (RG) theory,
in order to find the fixed points of complex system dynamics. Hence, RG seems to
be a promising ultra-calculus which can detect the universalities among the myriad
of complex systems.
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Chapter 5
Tensor Network Renormalization
as an Ultra-calculus for Complex System
Dynamics

Pouria Mistani, Samira Pakravan, and Frederic Gibou

“The belief on the part of many that the renormalisability of the
universe is a constraint on an underlying Theory of Everything
rather than an emergent property is nothing but an unfalsifiable
article of faith.” Laughlin and Pines [32]

Introduction

Overview

In this chapter, following the previous one, we briefly present the modern approach
to real-space renormalization group (RG) theory based on tensor network formula-
tions which was developed during the last two decades. The aim of this sequel is
to suggest a novel framework based on tensor networks in order to find the fixed
points of complex systems via coarse-graining. The main result of RG is that it
provides a systematic way to study the collective dynamics of a large ensemble
of elements that interact according to a complex underlying network topology. RG
explicitly seeks the fixed points of the complex system in the space of interactions
and unravels the universality class of the complex system as well as calculates a
plethora of important observables. We hope that tensor networks can particularly
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pave the way for better understanding of the sustainable interdependent networks
[1] through proposing efficient computational strategies and discovering insightful
features of the network behaviors.

Hierarchy of Realities in Complex Systems

Complex systems are collections of elements that interact in many ways and become
a unity owing to their shared characteristics as a whole. These systems demonstrate
emergent phenomena [42], i.e. novel and robust behaviors of a system that appear at
the limit of some parameter in the system [5, 6]. Here we emphasize that emergence
is a feature of the system as a whole and not associated with the details of individual
elements. We emphasize that emergent properties appear at different scales and are
real in their own right. These levels of reality, i.e. set of properties of elements plus
their interaction rules, are independent of the details of the lower levels. In this
section we will present historical examples to clarify this hierarchy of realities in
complex systems.

Condensed Matter Physics The earliest hard-core scientific discipline to confront
the issue of emergence is of course condensed matter physics where attempts to
apply quantum mechanics to many-body systems have been historically made. For
instance, it has been shown that the classical concept of molecular structure is not
trivially compatible with quantum mechanics. For example, [15] have suggested
that symmetric molecules such as AsH3 are, in contrast to a naive application of
quantum mechanics, localized in one of their configurations due to the perturbations
caused by the environment. In this view, molecular structures are emergent and
cannot be understood merely by solving Schrodinger’s equation for the nuclei and
electrons in the molecule, but rather they emerge as a result of an interplay with
environmental effects.

Fluid Dynamics In 1986, Frisch et al. [25] have proposed a lattice-gas automata
model that reproduces the Navier-Stokes equation at macro-scale. This model
represents the microscopic world in at least two un-realistic ways: (1) particles
move according to probabilistic rules and not according to the deterministic laws
of classical mechanics, and (2) every particle moves on an underlying lattice with a
velocity chosen from a limited set of discrete values ignorant to all the continuous
possible values they can take. The astonishing aspect about this model is that
even though it makes very crude approximations to not only the properties of the
constituent particles but also their interactions, it still succeeds to reproduce the
governing equations of motion at the large scales. This example demonstrates to
what degree the microscopic details of a system could be irrelevant to the collective
behavior of the system as a whole. This demonstrates how the multitude of the
underlying degrees of freedom of a system is an independent world when observed
at different length-scales. These are independent levels of reality.
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Material Science Epitaxial growth is a complex, multiscale process in which
a material is deposited on top of another one and conforms to the crystalline
orientation of the substrate. Many physical processes occur during epitaxial growth
including nucleation, growth, and coalescence of two-dimensional islands. Close to
thermodynamic equilibrium, homoepitaxial growth proceeds atomic layer by atomic
layer. However, growth is far from equilibrium for many homoepitaxial systems, and
in particular, multilayer growth may become unstable which leads to formation of
mounds. Mistani et al. [39] have successfully reproduced the multiscale features of
epitaxial growth using the island dynamics model (IDM) [9, 26] which is essentially
derived by coarse-graining of the atomistic dynamics in the lateral directions and
retainment of atomistic detail in the growth direction.

The observed novel behaviors at larger length-scales demonstrate an example
of emergent phenomena in this case. Importantly, the fact that the large-scale
statistics of the epitaxial system are reproduced in agreement with experiments,
while removing small-scale details through a coarse-graining procedure, is another
example where a new reality appears regardless of the details of the elements.
We also emphasize that multi-scale simulations are the only viable approach to
investigating this class of emergent phenomena.

Biology Furthermore, this neutrality of the higher level behavior to the details
of the lower level description has also been found in biological experiments of
Wegsheid et al. [57]. They perform in vivo experiments on bacteria Escherichia
coli and Bacillus subtilis that have very distinct three dimensional architecture,
as well as biogenesis, biochemical/biophysical properties and enzyme function in
vitro. However, they observe that structural type A and B bacterial ribonuclease
P (RNase P) RNAs can fully replace each other in vivo despite their many reported
differences in vitro.

Cell Aggregates Mistani et al. [40] have successfully reproduced the multiscale
features of a complex cell aggregate (i.e.composing a sample tissue) under an
external electric field. The overall result of the nonlinear interactions among tens of
thousands of cells and the electric field leads to emergent phenomena for the tissue
response such as the collective permeabilization pattern or the overall impedance of
the tissue that are independent of the micro-scale details of the cells in the aggregate.

Carcinogenesis Another intriguing field of active research exploiting complex
systems is carcinogenesis, i.e. or identifying the causes of cancer. Recent advances
in the research on carcinogenesis has proposed to replace the century old Somatic
Mutation Theory (SMT), which perceives genetic mutations as the cause for cancer,
with Tissue Organization Field Theory (TOFT), which considers carcinogenesis
as “development gone awry” [2]. TOFT is an exciting testbed whose success or
failure will both be fruitful in a broader pursuit of a unifying “theory of organisms”
[35, 55, 56]. While TOFT is a holistic theory, SMT is a reductionist version. This is
because TOFT identifies disruptions to the interactions with the cell environment as
the cause for carcinogenesis [2]. As summarized in [2], these disruptions can occur
in different types of interactions: intercellular chemical signals, mechanical forces,
and bioelectric changes.
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Morphogenesis Furthermore ample experimental evidence suggests that electric
fields can regulate pattern formation in biological organisms [29, 33, 36–38, 48].
For example, in the case of cancer as in the above paragraph, [13] have shown
that tumor suppression is governed by the overall bioelectric state of the tissue.
Or even more interestingly, Pietak et al. [47] have recently shown the axial
transmembrane potential gradient along the planarian flatworms plays a key role
in their regenerative process. These holistic frameworks not only provide novel
paradigms to treat the issue of morphogenesis but also can help to reveal new rules
of life, and consequently suggest novel methods to induce changes to or normalize
abnormalities in complex systems. For a comprehensive review of this matter in the
case of cancer, look at [12].

Among these examples we notice a repeating theme for what we call emergent:
the novel behaviors that these systems exhibit at larger scales. There is a vast
literature on reduction and emergence. However, in these chapters we attempt to
follow Jeremy Butterfield’s reconciliation of this issue to adopt a Nagelian view
to reduction (as deduction accompanied with appropriate auxiliary definitions)
and understand emergence as novel and robust behaviors (or theories) that appear
at some limits of the descriptive theories. Particularly, Butterfield [5] combined
emergence and reduction by taking one theory as the limit of another in some
parameter, such as number of degrees of freedom or length-scale.

It is very remarkable to assert that in Butterfield’s view reduction and emergence
are independent and compatible notions, i.e. both can occur simultaneously. Fur-
thermore, Butterfield (2013) has shown that renormalization in the case of quantum
field theory reflects a unified family of Nagelian reductions. Hence, we must clarify
that we treat renormalization as a procedure to deduce emergent behaviors that are
also reductive.

In the case of Renormalization Group theory, we are considering situations where
novel behaviors arise at the limit of large length-scales, when L → ∞. For a
philosophical discussion, see [7]. We should warn that neither this characterization
necessarily generalizes to all instances of emergence (for example look at [24]), nor
does renormalization provide a sufficient methodology to find emergent theories in
all cases. However, this approach provides a viable means to investigate the class of
novel behaviors that arise at the large limits of systems.

To understand the different levels of reality we introduce the powerful machinery
of renormalization group (RG) that essentially transforms the lower-level realities
to the higher-level realities as they manifest in complex systems by identifying and
removing the irrelevant aspects of the lower levels. In the hierarchy of realities,
RG is a ladder that reconciles different levels of complex systems and reveals their
ultimate reality hidden at their largest scales.

The novelty of this sequel is to suggest the application of tensor network rep-
resentation and renormalization to the case of interdependent networks. Especially
where nodes can take many different states, and interact in many different ways.
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Renormalization Group and Effective Theories

Complex systems exhibit a spectrum of effective theories when observed at different
scales. Renormalization Group (RG) method is a mathematical apparatus to specify
the coarse-grained functionality of complex systems and find the universal behavior
of the system in the neighborhood of its critical fixed points in the space of possible
theories. RG achieves this by identifying and removing the irrelevant behaviors of
the system at lower scales in order to derive effective theories at larger scales.

Historically, it was around 1950s when the idea of renormalization appeared in
the work of Dyson, Feynman, Schwinger, and Tomonaga [17, 18] as a criterion
to select valid theories in order to avoid the problem of infinities in quantum
electrodynamics. After two decades, around 1970s, Wilson [61–63], Kadanoff [30],
Fisher [23], and others introduced a different version of RG where the core idea was
to distinguish between the relevant and irrelevant interactions among the particles,
such that non-renormalizable interactions do not contribute to the lower energies
accessible to physical processes (for an illuminating discussion, we refer to [7, 8]),
i.e. lower energies correspond to larger length-scales.

In essence, RG is a mathematical apparatus that transforms the lower-level
realities to the higher-level realities as they manifest in complex systems by
identifying and removing the irrelevant quantities [49]. A cartoon picture of
an RG transformation is illustrated in Fig. 5.1. For instance, in the class of
phenomena described by the stochastic Navier-Stokes equation quantities such as
viscosity, mass, and noise couplings grow with increasing length-scale, hence they
are examples of relevant parameters [44, 46]. RG is perhaps the most powerful
idea to unravel the relationships among effective theories at different levels of
reality [63]. During the past half a century, RG has significantly contributed to
many disciplines of physics such as quantum field theory, phase transitions and
critical phenomena in statistical physics, universality, turbulence, etc., as well as
fundamental philosophical impact on the notion of reductionism [8].

Fig. 5.1 Renormalization Group (RG) transformation of the observational frame (adapted from
[49])
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Renormalization Group Theory in a Nutshell

Basically, RG starts from a microscale model for the interactions; i.e. interactions
are identified by some coupling constants represented as (K1, . . . , KN). between
the elements of the complex system and seeks the variations of these constants at
coarser resolutions. Hence, RG captures the evolution of coupling constants with
scale. The dependence of couplings on scale originated from Leo P. Kadanoff in
1966 [30] and was later elaborated by Kenneth G. Wilson who computed the exact
dependence and cast Kadanoff’s argument in differential form [61, 63].

The vector of coupling constants runs through the “space of theories” along a
trajectory, i.e. space of theories is spanned by the coupling constants in which every
point identifies the parameters of a Hamiltonian. Furthermore, this trajectory can
be conceived as a dynamical system that evolves with increasing the logarithm of
length-scale via coarse-graining. In this regard, RG is the coarse-graining operator
that evolves the dynamical system and determines the couplings of the original
model at larger scales [7, 8, 10, 58].

Formally, one can define the renormalization group transformation, Rb , as [27]:

�K(n) = Rb
�K(n−1), and b > 1, (5.1)

where b is the coarsening scale factor. As a result, one RG iteration transforms the
generic hamiltonian H to H′:

Original Hamiltonian : HN = NK0 + h
∑

i

Si + K1

∑

ij

SiSj

+ K2

∑

ijk

SiSj Sk + . . . ,

Renormalized Hamiltonian : H′
N′ = N ′K ′

0 + h′ ∑

i

S′
i + K ′

1

∑

ij

S′
iS

′
j

+ K ′
2

∑

ijk

S′
iS

′
j S

′
k + . . . ,

where N ′ = N/bd with d being the dimension of configuration space. Furthermore,
the exponential reduction in the number of irrelevant degrees of freedom from
the system is the core utility of the renormalization group theory. Note that in
this procedure even if the original hamiltonian does not exhibit any three element
interaction, K2 = 0, however after renormalization we may end up with a three
block interaction with K ′

2 �= 0. We also emphasize that such general form
for the hamiltonian of a many-body system on a lattice inherently encapsulates
contributions from the multitude of interactions among the constituents.

The set of all trajectories in the space of couplings produces a renormalization
group flow. Also as scale increases, the coupling vector traces a trajectory and
if renormalizable will be eventually attracted to a fixed point. At fixed points,



5 Tensor Network Renormalization as an Ultra-calculus for Complex System. . . 93

Fig. 5.2 A cartoon illustration of flow diagram of Ising model with nearest neighbor and next
nearest neighbor interactions [27]. K1 is the coupling constant with the nearest neighbor and K2 is
the coupling constant with the next nearest neighbor

the system becomes scale invariant, i.e. changing the scale doesn’t change the
properties of the system anymore, or:

�K∗ = Rb
�K∗, (5.2)

The final fixed point of the system depends on the initial values of the couplings in
this space which motivates the notion of basin of attraction for each fixed point. For
example, Fig. 5.2 illustrates a slice of the three-dimensional space of couplings at
h = 0 plane for a 2D Ising model with next nearest neighbor, n.n.n, interactions in
an external magnetic field. The Hamiltonian for this system reads:

H = K1

∑

<ij>

SiSj + K2

∑

ij=n.n.n

SiSj + h
∑

i

Si (5.3)

where K1 and K2 are the coupling constants and h is the external magnetic field.
It is important to emphasize that despite finding effective couplings, RG also pro-

vides differential equations for the probability distribution functions for the system
or the n-point correlation functions as other collaterals. For example, the two-point
correlation function is of utmost significance when looking for phase transitions in
complex systems. Also the maximal values for the two-point correlation function
can be used to determine the clustering length-scales in complex systems such as
characteristic length-scales for structures in the Universe and perhaps in biological
systems [16, 46].
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To illustrate some of the possible outcomes of RG, let us consider the standard
example of a spin system. For an Ising system we define the reduced temperature
as:

t = T − Tc

Tc

In the absence of external magnetic field in the vicinity of critical points of the
system the magnetic susceptibility and specific heats read:

χ ∼ |t|−γ , CH ∼ CM ∼ |t|−α

and the average spin, S̄ =< S >, for h = 0 and h �= 0 reads respectively:

S̄ ∼ |t|β,

|h| ∼ |S̄|δ,
Furthermore, for small t the correlation length-scales as:

ξ ∼ |t|−ν, and ν = 2 − α

d
.

where d is the space dimension. The two-point correlation function, C2, effectively
determines the correlation length, ξ , for the system under consideration. For an Ising
system it reads:

C2(r, t) = 1

rd−2+η
C∗(r/ξ).

in which C∗(x) = constant for x << 1, and decays exponentially otherwise, C∗ =
exp(−x). The critical exponents are:

(2D) : γ = 7/4, α = 0, β = 1/8, δ = 15, η = 1/4, ν = 1,

(3D) : γ ≈ 1.24, α ≈ 0.10, β ≈ 0.33, δ ≈ 4.75, η = 0.03 − 0.05, ν ≈ 0.63.

Under RG, the correlation length transforms according to:

ξ [K ′] = ξ [K]/b,

ξ [K∗] = ξ [K∗]/b,

so at the fixed point, the correlation length is either zero, a trivial fixed point, or
infinity, a critical fixed point. The trivial fixed points determine the global structure
of the phase diagram for the system while the critical fixed points determine the
universality class for a given system. The asymptotic dynamics of the system’s
observables in the vicinity of the critical fixed points are given by some universal
scaling laws and critical exponents. We note that, in general, critical exponents are
determined by only the symmetries and dimension of the system.
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In this brief subsection we only introduced the RG theory in order to motivate
the next topics. For a thorough discussion of RG theory, we refer the reader to
Nigel Goldenfeld’s lectures on phase transition and renormalization group [27] as a
standard reference.

Asymptotic Behavior of Complex Systems

Complex systems can exhibit a variety of behaviors when observed at large scales.
Most notable ones include self-similar and hierarchical structures. In this subsection
we will demonstrate that the two-point correlation function, C2(r), is a good
measure to classify the asymptotic behavior of complex systems. This should also
motivate the application of RG methods to studies of complex systems. Here we
also mention the morphological information encoded in such correlation functions
empowers the accurate reconstruction of random realizations of the system under
investigation. This has been shown by Yeong and Torquato [65]. Their procedure is
generally applicable to multidimensional, multiphase, and anisotropic structures.

Self-similar Structure

Let’s consider a rather general form for real two-point correlation function far from
criticality:

C2(r) ∼ e−r/ξ

rp
(5.4)

C2(r) essentially demonstrates the correlation between two elements at a distance
r . In this definition ξ is the correlation length, which determines how far any two
elements of the system can feel each other. This effectively allows one to partition
the system into subsystems of size ξ . However, at a critical point phase transition
occurs during which the system is scale-invariant. Consequently, this resembles
itself as the divergence of the correlation length, ξ → ∞, i.e. all constituents are
correlated. Hence, the exponential term vanishes and complex systems at criticality
exhibit power-law behavior for the two-point correlation function:

C2(r) ∼ r−p (5.5)

Power-law scalings are the hallmark of self-similar systems at criticality. Despite
complex networks this behavior has been observed in many natural systems [41]. We
refer to the technical paper by [14] for dozens of examples of power-law governed
systems in nature as well as the statistical methods to detect such behaviors. Another
interesting example is the scale-invariance of natural images [51] which can be used
as ansatz for the structure of images to be detected in machine-learning algorithm
design.
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Hierarchical Structure

A different type of behavior is hierarchical behavior. Hierarchic systems are an
agglomeration of interdependent subsystems that exhibit ordered behaviors in their
own right. As defined by Simon [53], each subsystem at any level of the hierarchy
is itself hierarchical until we reach some elementary subsystem. By this definition,
many complex systems are actually hierarchical: quarks, nuclei, atoms, molecules,
cells, tissues, organs, living organisms, social organizations, scientific organizations,
ecologies, all the way to large structures in the universe such as galaxies that are
subsystems of clusters of galaxies and so on. Look at Fig. 5.1.

Hierarchies typically occur in out-of-equilibrium many-component systems and
can be captured via coarse graining. Hierarchical systems are usually resulted from
some sort of phase transition from a non-hierarchical state to a hierarchical one [11],
see Fig. 5.3. As was demonstrated by Dominguez et al. [16] and Perez-Mercader
[46] the hierarchical behavior can be attributed to the emergence of complex fixed
points in the space of couplings that subsequently leads to a complex component
for the correlation functions. Furthermore, the reality of probabilities along with a
tendency for maximal correlations among constituents translate into a power-law
damped oscillating two-point correlation function with a log-periodic argument,
whose maxima are in surprising agreement with scales of the hierarchical structures
in the Universe.

Fig. 5.3 The evolution of an open system and the extent of its departure from equilibrium.
Through an evolutionary process, implied from the time axis, free energy flows through the open
system until at certain critical energies, depicted by Ec, system bifurcates to non-equilibrium
states. The acquired state and hence the subsequent structure of the system is determined by the
stochasticity present in the environment. This figure is adapted from [11]
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In the case of structures in the Universe, [46] argued that the scaling law for an
observable of a system can be generically cast into the following form:

f (x) = 1

a
f (bx), (5.6)

where b is the scaling factor as mentioned earlier. The general solution of this
equation reads:

f (x) ∼ xσ ,

σ = log a

log b
+ i

2nπ

log b
, where n = 0, 1, 2, . . .

After coarse graining the Navier-Stokes equation for a non-equilibrium stirred fluid
with a damping proportional to velocity, which is assumed as a model for the
dynamics of the structure formation in the Universe, one derives the following
behavior for the two-point correlation function [46]:

C2(r, t; r ′, t) ∼ |r − r ′|2α. cos
(
β + 2ζ log

( |r − r ′|
r0

))
(5.7)

whose maxima occur at the following length-scales:

|rn − r ′| = r0. exp
(arctan(α/ζ ) − β

2ζ

)
. exp

(
nπ

2ζ

)

. (5.8)

or

|rn − r ′| ∼ bn. (5.9)

Here we note that the scaling factor b is exactly computable from RG. This relation,
for b ∼ 0.9, perfectly matches the scaling law for the sizes of the hierarchy
of structures in the observed universe from molecular clouds to superclusters of
galaxies.

Network Renormalization

In the previous section we showed application of RG to determine the structural
correlations as they appear in complex systems. Now we turn our attention to
another application of RG to characterize the dynamics of complex networks in the
vicinity of their fixed points. Our aim is to demonstrate how RG can provide a means
to assess dynamics of complex systems by investigating the stability conditions of
their fixed points.
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Rozenfeld et al. [50] have applied the RG theory to complex networks and
demonstrated the existence of a small-world-fractal transition by identifying the
fixed points of the graph and their dependence on the degree of long-range
interactions within the network.

The small world feature of scale-free networks corresponds to the logarithmic
scaling of the average diameter of the network as r̄ ∼ log(N0) with N0 being the
total number of nodes in the network. However, a fractal feature appears at finite
scales of the network and corresponds to a different relation where diameter scales
with r̄ ∼ N

1/dB

0 . Here dB is the fractal dimension or box dimension up to the global
scale of the network where small world behavior is recovered. We note that this is
different than df which is determined by choosing a seed node and a cluster of nodes
centered on this node with a minimum distance l is calculated. The average number
of nodes within these clusters determines the fractal cluster dimension, df , by
< M >∼ ldf . [54] have shown for complex small world networks df → ∞. How-
ever, for homogenous networks, with narrow degree distribution, one can assume
dB = df .

In their approach, Rozenfeld et al. deploy the “box covering” renormalization
method introduced by Song et al. [54]. This procedure starts by choosing a scaling
factor b, and proceeds by partitioning the whole network into non-overlapping
tiles whose maximum diameter is less than b. Then each tile is replaced with a
“supernode” and is connected to other “supernodes” only if there has been at least
one link between their progenitor boxes. This procedure is schematically shown in
Fig. 5.4. This is equivalent to an RG transformation, Rb, where an initial network
G0 is successively coarse-grained to a new network Gb:

[Gb] = Rb[G0], (5.10)

In the general case, successive iterations of RG transformation will eventually
generate a scale-invariant version of the network, G∗, which:

[G∗] = Rb[G∗]. (5.11)

G∗ is the fixed point of the RG transformation for the given system. Furthermore, if
G0 exhibits fractal structure its topological features will not change through coarse
graining.

Fig. 5.4 Box covering RG technique
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Fig. 5.5 The three fixed
points of small-world-fractal
networks and their stabilities

If one adds shortcuts to the initial fractal G0 according to a certain power law
P(r) ∼ r−α to build G′, Rozenfeld et al. have shown that depending on the exponent
α, RG procedure will coarse grain G′ to G0 or to a complete graph where all nodes
are connected. Hence, G0 and the complete graph are two fixed points in the space
of networks. Further analysis reveals a third nontrivial stable fixed point consisting
of the original network G0 with highly probable shortcuts following P(r) ∼ 1 −
exp

(−Ar−2dB
)
. Figure 5.5 illustrates these fixed points and their stability. For more

details, look at [50].

Tensor Renormalization

In the previous section we showed how simple implementations of RG provide
invaluable information on the asymptotic behaviors of some complex systems. In
this section, we introduce tensor renormalization techniques as an extension to the
“box covering” technique in the previous section. This new formalism allows for
consideration of more complex interactions among nodes in a network: which is
demanded in the case of interdependent networks as well as in the case of having
multiple states for each node.

Tensor networks are composed of intertwined tensors that are connected with
shared indices. Every index in the tensor corresponds to the number of states of
a statistical observable of an element. The number of possible states determines
the bond dimension or χ and possible values for each index are drawn from
{1, 2, . . . , χ}. Tensor network states are usually used to approximate the ground
states of hamiltonians on a D-dimensional lattice. For example, consider the
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Fig. 5.6 A tensor network representation of a classical Ising model on a 2D lattice. The middle
panel is the corresponding dual lattice for the original lattice. This image is adapted from [22]

simplest case of a classical Ising model on a 2D regular lattice as shown in Fig. 5.6:
the locality constraint on the hamiltonian of the system justifies the partitioning of
the system hamiltonian as the sum of blocks composed of only the neighbors that
are in range for local interactions. In doing so one can write:

Z = e−βF = Tr{Si }e−β
∑

blocks Hblock = Tr{Si }�blocke
−βHblock,

next, one can combine the interaction hamiltonians participating in each block to
get the tensor representation of each block, i.e. the four-dimensional T tensors:

H({σi}) = −
∑

<i,j>

JSiSj ,

Tijkl = eβJ (SiSj +Sj Sk+SkSl+SlSi)/2,

According to the specific interaction in the system one can find such tensor
representation of the interactions. In terms of T , the generic equation for the
partition function reads:

Z = e−βF =
∑

i,j,k,...

�
(
Tijkl

) = tTr
(⊗N

x=1 T
)
. (5.12)

where tTr is the tensor trace. By the observation that it is not a single spin that
matters but the relative pairwise state of spins that contributes to the hamiltonian,
one might equivalently use the dual lattice with defining a new variable σij = SiSj

to characterize each bond instead of the nodes, Fig. 5.6. It is important to note that
in this formulation the product of the four vertices around each loop is constrained
to satisfy σij σjkσklσli = 1. This simplifies the fundamental tensor to:

Tijkl = 1 + σij σjkσklσli

2
eβJ (σij+σjk+σkl+σli )/2.
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As is clear in Fig. 5.6 each index explicitly corresponds to an element in the
network. The basic operation of our interest is the renormalization transformation of
a tensor network. However, it has been shown that explicit evaluation of Eq. (5.12)
is NP-hard [52], this motivates advent of efficient approximate algorithms. Such
transformations are essentially achieved by a proper coarse-graining procedure. A
proper transformation not only preserves the free energy of the system but also must
totally remove the short-ranged correlations/entanglements in the description of the
system at each iteration.

As was mentioned earlier, a renormalization transformation Rb effectively
transforms the vector of couplings �K of the original hamiltonian to a coarse-grained
set of couplings denoted by �K ′:

�K ′ = Rb
�K.

Each iteration of coarse-graining rescales the distance between neighboring lattice
points by a factor b. One can analyze the correlations between couplings and their
coarse-grained counterparts to characterize the renormalization flow around the
fixed points �K∗:

Gij = dK ′
i

dKj

| �K∗,

The eigenvalues, λs, of G give rise to the critical exponents observed in the vicinity
of the fixed points:

λα ∼ bd−x.

where d is the dimension of the network and x is the critical exponent. An operator
will contribute to the asymptotic behavior of the complex system as it converges to
the fixed point only if its critical exponent satisfies x < d . In this case it is called a
relevant operator but will be irrelevant otherwise [31].

In the next section we will briefly scratch on the surface of tensor renormalization
group (TRG) as the simplest of such transformations which also serves as the
backbone of the more recent methods. For a comprehensive overview of the real
space renormalization methods in statistical mechanics, we refer to the reference by
Efrati et al. [19]. For a recent and more pedagogical review, look at [4]. Especially
a practical introduction to tensor networks is the one by Roman Orus [45].

Tensor Renormalization Group (TRG) Method and Correlation
Function

There are many algorithms to properly renormalize a tensor network, for a review
of these methods, we refer to [20]. In this section we only introduce the tensor
renormalization group (TRG) introduced by Levin and Nave [34].
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Fig. 5.7 Illustration of a TRG step for a rank four tensor network. Each sublattice is rewired
according to the decompositions A or B shown in the above panel. Then, the cyan squares are
decimated

TRG is a generalization of the celebrated DMRG method of Steven White
[59, 60] for one-dimensional quantum many-body systems to higher dimensions.
Basically, the TRG algorithm has two steps: rewiring and decimation, look at
Fig. 5.7. In the rewiring step one decomposes each tensor T by either of two pairings
of the four indices:

T A
(il),(jk) =

D2
∑

α=1

S2,ilαS4,jkα,

T B
(kl),(ij) =

D2
∑

α=1

S1,klαS3,ijα .

we note that one shall not confuse these S tensors with spins in the lattice. Next, in
the decimation step one can approximate S matrices using SVD decomposition of
tensor T and only keeping D′ = min(D2,Dthreshold) largest singular values:

T A
(il),(jk) = U�V † ≈

D′
∑

α=1

(√
λαUil,α

)(√
λαV

†
jk,α

)
,

T B
(kl),(ij) = U�V † ≈

D′
∑

α=1

(√
λαUkl,α

)(√
λαV

†
ij,α

)
,

Eventually, the smaller plaquettes portrayed as cyan squares in Fig. 5.7 will be
contracted, i.e. summed over their shared indices, in order to get the coarse-grained
tensor T ′:
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T ′
ijkl =

D∑

α,β,γ,δ=1

S1,αδiS2,αβjS3,βγ kS4,γ δl.

Note that through this procedure the number of tensors has reduced by a factor
of 4. It is important to appreciate that without the decimation step the bond
dimension of the coarse-grained tensors grows exponentially and very quickly
becomes computationally intractable. It is this step which determines the success
of TRG to remove irrelevant correlations in the system.

This finalizes one iteration of TRG by defining the transformation T → T ′.
Successive iterations produce the RG flow for the system until the flow converges to
fixed points. For completeness we emphasize that the accuracy of TRG suffers in the
vicinity of the critical points in the RG flow. This is a great challenge that prohibits
accurate computation of fixed points which is the main goal of this chapter. The
alternative algorithms that fix this problem are the Tensor Network Renormalization
(TNR) algorithm [22] or alternatively the loop optimization for tensor network
renormalization (Loop-TNR) algorithm [64] but we leave these methods to the
interested reader.

As was first shown by Gu et al. [28] tensor renormalization groups can be used
to compute correlation functions. For an explicit example, we refer to the work of
[43] where they compute the correlation function for a 2D classical Ising system
by introducing the “impurity” tensor [28] into the lattice. We conclude this section
by recommending the reference by Evenbly and Vidal [21] to gain a fundamental
perspective on correlations and their relationship to different families of tensor
networks.

Conclusion

Traditional methods have long been used in order to study topology of complex
networks, usually in pursuit of robustness of the network. However, dynamics of
nodes in a network are also of significance when coupled to network architecture.
In this spirit, renormalization group methods on tensor networks seem to be a
promising avenue to discover the asymptotic behaviors of complex networks where
nodes interact in many different ways.

Furthermore, the idea of using RG methods for studying complex systems has
been advocated by many authors, among most recent ones are Bradde and Bialek
[3] who have also shown its applicability on neural networks and financial markets.
In this chapter we introduced the possibility to use tensor network renormalization
methods to analyze asymptotic dynamics of natural networks via finding their fixed
points in the space of models. This is in contrast to other dimensional reduction
methods such as principal component analysis (PCA) that seek fixed points in the
space of dynamical variables.
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Chapter 6
Intelligent Transportation Systems
in Future Smart Cities

Samaneh Khazraeian and Mohammed Hadi

Introduction

Overview

Intelligent transportation systems (ITS) are state-of-the-art applications to improve
the transportation safety and mobility, as well as move towards an environmentally
friendly system. ITS plays a pivotal role in future smart cities in terms of providing
the users with more informed, safer, more secured, and cost-effective transporta-
tion system. To this end, ITS takes advantage of modern technologies including
communication infrastructure to enable efficient data transfer among smart agents,
advanced computational methods to deal with large-scale optimization problems,
autonomous vehicles, electrified vehicles, connected vehicles, and intelligent traffic
signals. In this chapter, we provide a comprehensive overview of some ITS tech-
nologies. Some of the recent methods to enable these technologies are introduced
to pave the road for future researchers working in this area. To provide readers with
case examples of ITS, two connected vehicle applications are elaborated in this
chapter: queue warning and automatic incident detection. Queue warning systems
are designed to inform the drivers about the back-of-queue (BOQ) location so that
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they brake safely and in a timely manner. An automatic incident detection (AID)
system aims to detect incident occurrence automatically utilizing traffic data such
as speed, volume, and occupancy.

Forecasting the driving patterns and the data provided by advanced traveler infor-
mation systems that affects the traffic in transportation network flow is important
in modernizing the transportation networks and enabling intelligent transportation
systems (ITS). Sharing the predicted traffic conditions, they are able to make more
optimal decisions while traveling. This will lead to traffic congestion reduction as
well as increased efficiency of transportation by enhancing the utilization of the
current assets [1]. In [2], authors proposed an algorithm that takes into account
several effective parameters (e.g., waiting time, density of vehicles, and volume of
traffic) to control the traffic in a real-time fashion based on the wirelessly collected
data. Their method estimates the green light sequence as well as the duration of each
green light. In [3] a route optimization method is proposed for electrified vehicles
which considers variables from both power systems and transportation networks.
In this approach, traffic conditions, electricity price for charging the battery, and
behavioral preferences of drivers are considered while determining the optimal route
from the given origin to the expected destination. A comprehensive introduction to
the theoretical approaches for ITS applications is provided in [4]. These methods are
not only for intelligent transportation networks, but also applicable to other smart
infrastructure. Transportation networks are among crucial sustainable interdepen-
dent networks [5]. First, there is an increasing evolution towards modernizing these
networks by deploying more electric vehicles [6]; second, they are considered as
key players of future smart cities [7]; third, they involve several other networks
such as power systems and communication networks. The interdependent aspects
of power and transportation networks have been extensively studied in [2]. Further,
the effect of electrified vehicle charging demand on the operation of power systems
is investigated in [6].

More information about the performance measures, detection rate (DR), false
alarm rate (FAR), and mean time to detect (MTTD), is provided in [8, 9].

Automatic Incident Detection

An automatic incident detection (AID) system aims to detect incident occurrence
automatically utilizing traffic data such as speed, volume, and occupancy. An AID
system has two components: a data collection system and an incident detection
algorithm. The data collection system provides real-time traffic data such as speed,
occupancy, and flow using data collection devices (e.g., point detectors, CCTV
cameras, tag readers, Bluetooth). The collected data is analyzed through incident
detection algorithms to declare the incident occurrence. The performance of incident
detection algorithms is normally evaluated using three commonly used performance
measures: detection rate (DR), false alarm rate (FAR),and mean time to detect
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(MTTD) [8, 9]. DR is the ratio of number of correct detections by total number
of actual incidents occurring in a time period and is shown in Eq. (6.1):

DR = Number of correct detections

Total number of incidents
× 100% (6.1)

Different researchers have defined different FARs for different purposes.
FARonline and FARoff-line are the two main detentions found in the literature.
FARonline is the percentage of the number of incorrect decisions by the total number
of algorithm decisions (all the declared alarms) while FARoff-line is the ratio of
algorithm incorrect decisions by the number of algorithm applications [10]:

FARonline = Number of incorrect detections

Total number of algorithem decisions
× 100% (6.2)

FARoff−line = Number of incorrect detections

Total number of algorithem decisions
× 100% (6.3)

MTTD is the difference between estimated incident time by the algorithm and
the observed incident time which is shown in Eq. (6.4).

MTTD = Estimated incident time − Observed incident time (6.4)

Generally, automatic incident detection methods are categorized into two main
groups: point detector-based and probe-based algorithms. Most of the traditional
automatic incident detection algorithms use point detector data to detect incidents.
However, there are some disadvantages in using point detector data. The main
drawback of the point detector-based methods is that they cannot detect the incident
until the queue caused by the incident reaches the upstream detector [11], which may
take a long time and even may never happen if the queues due to incidents are short
or do not exist. These algorithms were also found to produce large numbers of false
alarms [12–14]. Furthermore, these sensors cannot be deployed all over the network
as they are expensive and they cannot cover the entire network. It is also difficult to
realize the true traffic conditions, as sensors collect spot traffic data. Incidents may
be detected more efficiently using travel time measurements collected by probes
(e.g., Bluetooth, Wi-Fi, electronic toll tag readers, and GPS) as they have a wider
roadway coverage. Further, spectrum allocation of wireless networks is important
to ensure the energy-efficient communication [15]. Mohammadi et al. proposed
a highly efficient approach to reduce the power consumption of communication
networks using fuzzy logics [15]. Their approach has several advantages compared
with the existing communication platforms and can be deployed for different
applications such as intelligent transportation networks. A summary of the point
detector-based and probe-based algorithm performance reviewed above and other
algorithms are shown in Table 6.1.
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Methodology

This study tests two freeway incident detection methods based on connected vehicle
data. The methods are based on the vehicle’s acceleration estimated based on
connected vehicle data. Due to the fact that the vehicle’s acceleration after slowing
at and then passing the incident location is always positive, the acceleration after
the incident location was selected to identify the incident signature for the proposed
methods.

The methods were tested using the VISSIM microscopic simulation tool. VIS-
SIM was used to emulate incident occurring in a mixed connected vehicle and
not connected vehicles in a traffic stream. The vehicle’s trajectories produced by
VISSIM were fed to the Trajectory Conversion Algorithm (TCA) tool, produced
by the Federal Highway Administration (FHWA) (25) to emulate BSM messages
generating from the simulation. Then, the generated BSM messages were input to
the incident detection methods to investigate their performances. More description
of the TCA tool is presented in the case study section. The subsection below
provides more details about the tested methods.

Method I: The Average Acceleration Distribution Method

This method aims to detect the abnormality in the traffic conditions using a prede-
fined threshold based on the acceptable probability of false alarms. In this method,
the network is decomposed to m segments. Using historical data of connected
vehicle measurements, the acceleration distribution is derived for each segment for
no-incident conditions. Four different hypothesis testing resolutions of 30, 60, and
90 ft. were conducted and the results were compared. In this study, the distributions
are derived using multiple VISSIM runs under no-incident condition. According to
central limit theorem, the average of large number of iterates of a random variable,
regardless of the underlying distribution, is approximately normally distributed. So,
the average acceleration in each segment is normally distributed. This distribution
changes when the traffic demand changes. Thus, different distributions need to
be derived for different periods. In practice, the lengths of the periods can be
done using clustering analysis or other statistical techniques. The focus of this
chapter is incident detection during medium and high traffic demand (high and
medium congestion) for the simple test networks. Thus, for each segment two
distributions were developed based on VISSIM runs with no incident and considered
to be adequate for the purpose of this study. The 95th percentile of the average
acceleration rate in each segment m for the two congestion levels was selected as
the threshold for incident detection Method I. This means that the probability of
the false alarms was set at 5%. The process of calculating the thresholds was done
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off-line. To detect the incident in real time, in each time interval, the whole network
was scanned. If a segment average acceleration was higher than the threshold, the
segment was detected as an incident location.

Method II: The LRT-Based Method

As with Method I, the incident detection problem is converted to a hypothesis testing
problem with the null hypothesis being no incident presence and the alternative
hypothesis being incident presence. The purpose of the hypothesis testing is to
decide whether an incident happened or not in a specific time and location in the
network based on an observed set of measurements {x[0], x[1], . . . , x[N − 1]}, with
each of these measurements representing the individual measurements ahead of
the tested segment for potential incident occurrence. Based on our observation of
acceleration rate measurements in VISSIM, the influence area of the incident is
150 ft. after the incident location. This 150 ft. is decomposed to nsig sub-segments
and for each sub-segment the distribution under the incident and no-incident
conditions is derived. Each of the N measurements within this 150 ft. belongs to
any of nsig distributions. The length of each sub-segment was selected to be 15 ft.
However the resolution for deriving the distributions (15 ft.) can be different from
the hypothesis test segment resolution. The hypothesis test segment resolution was
selected to be 30 ft. However, the hypothesis test segment resolution can be longer
in the expense of losing the accuracy of identification of the exact incident location.
To clarify, if the hypothesis test segment resolution is 150 ft. and one segment is
detected to have incident in it, the exact location of the incident within this 150 ft.
cannot be determined. It should be realized that in most applications, locating the
incidents to within 150 ft. is sufficient.

Hypothesis testing is conducted by looking at the N measurements within
the 150 ft. after the segment and utilizing the pre-stored distributions of the
measurements with and without incidents for the nsig segments. The threshold in the
hypothesis testing is not fixed as in Method I and is updated for each segment at each
time interval. Since the measurements are not uniformly distributed at all locations
in all time step, the number of measurements for each hypothesis testing is not
known beforehand. Furthermore, the relative distance of the measurements to the
respective location of the hypothesis testing is also unknown beforehand. Therefore
the utilized incident detection algorithm is an adaptive detector that changes its form
(test statistic) according to the number of available measurements and the relative
distance of them to the respective hypothesis location. Detector form means the way
to process the data and come up with a test statistic to compare it with a threshold.
To clarify the methodology, suppose we are testing the ith segment of the network
at time interval t. Measurements within 150 ft. after segment ith during time t are
processed (using Eq. (6.7)) and compared with a threshold which is calculated using
Eq. (6.8). According to Neyman-Pearson Theorem [27], in order to maximize the
probability of detection (PD) for a given probability of false alarm:
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(PFA) = α, we accept H1 if

L(X) = P (X; H1)

P (X; H0)
> γ (6.5)

where
X is the measurement vector.
L(X) is the likelihood ratio that determines the likelihood of each X belonging

to H1 versus the likelihood of X belonging to H0, and γ is the threshold which is
obtained from Eq. (6.6):

PFA =
∫

{x:L(x)>γ }
p (x; H0) dx = α (6.6)

The test statistic and the threshold were calculated by simplification of Eqs. (6.5)
and (6.6), respectively, and are shown in Eqs. (6.7) and (6.8):

Tmk(X) =
N−1∑

i=1

xi

(
s′
i − si

)

σ 2
(6.7)

γ ′
lk =

Q−1 (PFA) ∗ var
(
Tmk

(
X
)

(
E
(
Tmk(X)

) (6.8)

where
xi is the ith measurement for testing the hypothesis at segment m and time step k.
s′
i is the expected value of ith measurement under the incident case.

si is the expected value of ith measurement under the no-incident case.
Tmk(X) is the test statistic to be compared with γ ′

mk . If Tmk(X) > γ ′
mk we accept

H1 and conclude that there is an incident in Milepost m and time step k.

Results

The incident detection results for different scenarios are shown in Tables 6.2 and 6.3.
Table 6.2 shows the results for Method I with different test segment resolutions. As
shown in Table 6.2, this method was unable to detect the incidents when the network
was congested when the incident detection threshold was set to 95% and 99% of the
average normal acceleration distribution. When the threshold was changed to 99%,
the PFA and DR decreased as expected but the method could not detect incidents
after the merge even under no-breakdown conditions The reason appears to be the
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Table 6.2 Method I incident detection results

Incident before merge Incident after merge
H.Ra Tb Congestion level MP (%) DR % PFA% MTTD DR % PFA% MTTD

30 ft. 95% With breakdown 3 Unable to detect Unable to detect
20

Without breakdown 3 100% 4.5% 1 min 100% 2.43% 1 min
20 100% 3.65% 1 min 100% 1.57% 1 min

99% With breakdown 3 Unable to detect Unable to detect
20

Without breakdown 3 85% 0.48% 2 min Unable to detect
20 85% 0.32% 2 min

60 ft. 95% With breakdown 3 Unable to detect Unable to detect
20

Without breakdown 3 100% 2.81% 1 min 100% 1.16% 1 min
20 100% 2.57% 1 min 100% 1.08% 1 min

99% With breakdown 3 Unable to detect Unable to detect
20

Without breakdown 3 70% 0 2 min Unable to detect
20 75% 0 2 min

90 ft. 95% With breakdown 3 Unable to detect Unable to detect
20

Without breakdown 3 100% 2.67% 1 min 100% 0.79% 1 min
20 100% 2.48% 1 min 100% 0.42% 1 min

99% With breakdown 3 Unable to detect Unable to detect
20

Without breakdown 3 Unable to detect Unable to detect
20 70% 0 2 min

aHypothesis testing resolution
bThreshold

Table 6.3 Method II incident detection results

Incident before merge Incident after merge
Congestion level MP (%) DR % PFA% MTTD DR % PFA% MTTD

With breakdown 3 100 0 1 min 100 0.02 1 min
20 100 0 1 min 100 0 1 min

Without breakdown 3 100 0.2 1 min 100 0.46 1 min
20 100 0.06 1 min 100 0.3 1 min

overlap between the average acceleration distribution beyond the incident location
and the average acceleration distribution beyond the on-ramp merge location, which
make the differentiation between these two conditions difficult. As can be seen from
Table 6.3, 90 ft. testing segment resolution produced the best incident detection
performance, but it was still not able to detect incidents at the merge area during
traffic breakdown. Table 6.3 shows that Method II (the LTR method) performed
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significantly better than Method I, particularly for breakdown conditions, in terms of
the ability to detect the incidents and false alarm rates. The probability of false alarm
was set to 10−4 (threshold: 9999th percentile) and with this probability of false
alarm it was possible to obtain the best performance of incident detection among
the methods and parameters tested, as shown in Table 6.3. Compare to the other
probe-based methods reviewed in the literature, Method II demonstrated promising
performance with the average DR of 100%, FAR of 0.13%, and MTTD of 1 min.

Queue Warning

In the previous section, the incident detection method based on CV data, as utilized
in this study, was explained. Once the incident is detected, the back-of-queue
estimation algorithm and queue warning are activated in the simulation model. To
identify the back of queue, the segments are sorted based on their position, compared
to the incident location. If a segment average speed is below a threshold, the segment
is considered queued. The algorithm continues to test if the next upstream segment
is queued and the first unqueued segment upstream of the incident is declared as
the back of queue. The BOQ estimation algorithm is shown in Fig. 6.1. Lastly, the
performance of the connected vehicle-based BOQ detection is compared with the
ground truth queue based on VISSIM results and with the queue estimated based
on point detection in the simulation. The point detector-based BOQ algorithm is
taken from the Pesti et al. [28] study, which estimates the location of queue using
the following equation:

X = XDET(i) + 1

2
�XDET (6.9)

where
X = back-of-queue location.
XDET(i) = distance from the incident location to the speed detector i.
ΔXDET = detector spacing.

The queue warning system is activated when the incident (or recurrent bottle-
neck) is detected and the queue starts growing. In this study, the queue warning
impact is modeled by changing a certain percentage of a vehicle’s speed upstream
of the queue using the VISSIM COM interface. It is assumed that the back of
queue is detected by the connected vehicle data and the queue warning message
is shown dynamically at a specific location upstream of the back of queue using
a DMS or connected vehicle onboard units (OBUs). The proportions of vehicles
changing speeds in response to OBU messages reflect the number of connected
vehicles equipped with OBU and driver acceptance of the message advisory. In the
future, with the introduction of connected automated vehicles, the response to queue
warning messages will be set automatically by the vehicle, and the driver acceptance
will become less of a factor.
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Fig. 6.1 Back-of-queue (BOQ) estimation algorithm

The vehicle’s trajectories produced by VISSIM are fed to the TCA tool to
emulate BSM messages generating from the simulated vehicles. The generated
BSM messages are input to the incident and BOQ detection algorithms utilized in
this study to investigate their performances. The results of this part can be found in
Reference [29].
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Chapter 7
Sustainable Interdependent Networks
from Smart Autonomous Vehicle
to Intelligent Transportation Networks

Nadia Adnan, Shahrina Md Nordin, and Mohamad Ariff bin Bahruddin

Introduction: Autonomous Vehicle

Over the last century, the invention of cars and other type of vehicles has immensely
benefitted people in large [1]. Whether for personal transportation, or for moving
goods and services, vehicles connect people to one another as well as connect people
to the goods and services they need [2]. As technology improves, vehicles have
become ever-increasingly efficient, and easily accessible to the common people,
and they can be operated relatively easy and safe [3]. As of more recent update
in technology, much focus has been targeted at developing machine intelligence,
so-called artificial intelligence (AI), which could develop their own intelligence
through self-learning method, thus decreasing the dependence of these machines
on decision input by human. Instead, the machines develop their own behavior
and subsequent actions based on their own intelligence and perception dictated by
information obtained by the machines [4].

The development of artificial intelligence has not overlooked the vehicle sector;
in fact, artificial intelligence in vehicle is one of the forefronts in the groundbreaking
research that has garnered attention by the many. Household car manufacturers and
technological start-ups are vying to be the first to introduce fully autonomous cars
to the public consumers, with some pundits believing that the technology would be
readily available and fully transitioned into the market come 2030 [1, 5, 6]. It is
important to note that the autonomous driving technology has been infused into the
market although at varying level but not fully autonomous which is still very much
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under development [7]. In 2014, SAE International has developed the indicator for
the level of autonomous driving from no automation (level 0) to full automation
(level 5) (Fig. 7.1). Full automation is defined as “the full-time performance by
an automated driving system of all aspects of the dynamic driving task under all
roadway and environmental conditions that can be managed by a human driver.”
Levels 1–3 rely on having a driver, though at different level of intervention from a
human driver during the operation, while levels 4 and 5 enable driverless operation
of the vehicle (Table 7.1).

The idea of autonomous driving is expanded from the current assistance features
installed in a vehicle to ease the driving experience, known as advanced driver-
assistance systems (ADAS) which include adaptive cruise control, emergency
braking, and other assistances including parking sensors, and self-parking systems.
Over the past years, car manufacturers have been working on installing a driving
assistant, parking control, and even fully autonomous systems to vehicles [2].
Numerous manufacturers, such as Google, Tesla, BMW, Toyota, and Volkswagen,
have invested considerably in pilot studies around the world. Striking news came
while stakeholders in the industry were working on a vigorous transformation
of the mobility of people [7]. Companies such as nuTonomy and Uber took
the lead in launching a driverless taxi service to the public in Singapore and
Pittsburgh, and it could be confidently predicted that the service will spread to
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the wider public in the foreseeable future after experiments and evaluations have
been finalized. In addition, the announcements from Ford, Toyota, and Apple about
autonomous technology all indicate that we are encountering a dramatic change in
the development of vehicles and systems [9].

For the autonomous cars, features such as smart software, endpoint telemetry,
and cloud storage are essential enablers [10]. The onboard mounted sensors and
cameras on an autonomous vehicle obtain huge amount of data in a short amount
of time. The data is then simultaneously processed to ensure that the vehicle is
safe in the proper lane until it reaches the intended endpoint [11]. In other words,
a huge sum of local data processing is happening as it comes in, from detecting
objects and environments to decision-making process and lastly the actual control
on the car’s navigation [12]. Concurrently, there are other processing tasks occurring
in the background, namely updates on the vehicle software and upgrades for the
learning model of the vehicle. A highly resilient cloud-based infrastructure of proper
scale is of utmost importance for the system in order to handle the large-scale data
processing in a speedy manner. In the meantime, cloud-based data management
system and intelligent agents assume the task of accumulating and analyzing the
real-time telemetric data—for instance, the proximity and position of the vehicle to
the surrounding vehicles and potential blockade, and the vehicle speed. These data
are then used to trigger subsequent actions like braking, turning at intersections, or
changing lanes. Onboard systems of the autonomous vehicle allow for machine-to-
machine communications, supporting the learning process of autonomous vehicles
on the road in such a way that enables adjustments to be made factoring in for
surrounding conditions such as shifting road conditions (e.g., detours and in-path
debris) and weather changes. All these smart applications are driven by advanced
algorithms, artificial intelligence, and deep machine learning systems enabling
autonomous cars to seamlessly adapt to changing scenarios as quick as possible
without having to resort to human intervention.

The market share of autonomous vehicle is expected to grow exponentially in the
next 20–30 years. This can be envisaged as the technology matures and increasingly
gets accepted among the mass consumers. The growth pace will be slower initially
as improvements are made to the technology and the supporting infrastructure needs
to be built to accommodate for the changes. Government incentives are expected to
further accelerate the integration of autonomous vehicles into the consumer market.
In the year 2030, it is expected that the market share of autonomous vehicles will
be at 7% of the total automotive market. In 2035, the percentage is set to increase to
17% of the total automotive market.

Advantages of Autonomous Technology in Cars

Driverless cars or AVs were addressed in extensive discussions led by scholars,
vehicle corporations, governments, and even the public with the essence being the
potential of transforming the mode of transport by addressing it to the stage of the
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development of our transport mobility [13]. The prospect of having autonomous
vehicles is welcomed by many researchers for many reasons. One of them is the
prediction that the technology is projected to dramatically decrease the occurrence
of vehicle collision and fatal crash. Based on the data, almost 33% of collisions
especially involving fatalities are avoidable given that all vehicles are equipped with
warning system for potential dangers like forward-collision warning, blind-spot
assist on side view, and lane-departure warning [5, 14]. Advanced-level automation
is thus projected to reduce more fatalities and save more lives; for example,
automatic braking in the presence of an imminent obstacle will lower rear-end
collisions, and fully autonomous cars will dramatically lower the human error-
related accidents.

Autonomous vehicles are expected to advance mobility for groups who are
physically and mentally challenged to operate vehicles, for example, young chil-
dren, elderly people, and individuals with disability. The potential benefits would
be increasing their social interaction, job opportunities, access to healthcare, and
many others. Autonomous vehicles are the solution to providing independence and
increased mobility for nondrivers; for some reason they are not able or should
not be able to drive conventional vehicles [12]. This can provide direct benefits
to those groups and reduce the dependence on individuals immediate to them,
who would be able to attend to their own needs. Simultaneously, as scholars have
demonstrated in relevant studies, a system that considers older people and children,
its capacity increasing and well coordinated, will be generated by pushing forward
the autonomous technology to reform the mode of transportation [15].

Meanwhile, the cost of traffic congestion to the drivers can be reduced with
autonomous vehicle. Instead of spending a lot of time driving to reach their intended
destination, the drivers are passengers in autonomous car, and they could utilize the
time for other activities [12]. The technology is supposed to increase the amount
of traffic on the roads largely to more efficient vehicle operation and lessened
delays in excessive braking [16] making future traffic to be heavier. Nevertheless,
the tedious and stressful act of driving is expected to be greatly reduced with the
use of autonomous vehicles. Autonomous cars are converted into mobile rooms for
activities such as offices, bedrooms, and playrooms, giving passengers increased
time to spend on productive activities or simply get the rest on the road [17].

Over the years, automobiles have become heavier, partly in bid to surpass the
more stringent crash-test standards. With the prospect of collisions and crashes
lessening with autonomous vehicles, there might be a shift to producing lighter
automobiles which are of greater fuel efficiency [16]. Another important feature
of autonomous vehicle is that it can alight and drop off passengers at their desired
destinations and then drive away to their designated parking areas [18]. This helps
to reduce the need to allocate parking space, which is vital especially in urban
centers where space is very valuable and vehicle parking is consuming a lot of space.
Further, people are expected to shift from thinking about owning a car to using ride-
sharing services as driverless cars reduce the need to own them. For instance, using
the ride-sharing services will be easier as it solves parking issues, maintenance, and
repair issues from the point of view of the consumers. In both cases, fewer parking
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spaces and reduced car ownership would be necessary (by one estimate, about 31%
of the space in the central business districts was devoted to parking) and more space
would be available for improving the built environment [13].

Disadvantages of Autonomous Technology in Cars

In the meantime, there is still a long way to be done to ensure that the technology is
safe and reliable for mass use. For that, the potential downsides of the technology
still need to be addressed [19–22]: some major ones including potential hardware
and software failures. Complex electronic systems are susceptible to performance
failures. Unlike failures in other machines, a minor vehicle operating system failure,
such as a nonfunctioning signal, or software glitches can lead to calamitous and
fatal accidents [17]. Autonomous vehicles, while equipped with advanced systems,
are certainly fated to experience failures that might contribute to crashes, the exact
problem which is supposed to correct from human driver error. Even more so,
the source of failure can happen remotely via malicious hacking. Self-driving
technologies are vulnerable to manipulation from the established communication
networks in which the technology can be manipulated for crime or even amusement.

Another potential issue is increased risk-taking due to perceived safe condition
of the technology among the car passengers as well as other road users [23]. This
behavior is known as moral hazard, commonly known in economics, also known
as risk compensation. Because of the perceived safe, the road users tend to take
additional risks. The introduction of autonomous vehicles is exactly to be regarded
to provide a very safe traveling experience; thus passengers may be prone to taking
more risks and neglect basic safety rules such as seatbelt rule while pedestrians may
become careless [24] while crossing roads for instance. Not only that, other benefits
such as reduced congestion require the vehicles to operate at high speeds while
moving close to each other. This will lead to new risks detrimental to the road users,
such as having human drivers on the road driving at high speeds. As a result, this
can increase the chance of crashes occurring as well as increase their severity. This
is only made worsen with the projection that the number of vehicles on the road is
expected to increase due to the improved convenience and comfort of autonomous
vehicle, hence heightening the level of risks aforementioned [25, 26].

In the end, many factors will affect these safety impacts, including how vehicles
are programmed, and the projections of net total vehicle travel with the introduction
of autonomous vehicle, whether it increases or otherwise. This projection is crucial
as it determines what is at stake. For instance, maximizing mobility might require
autonomous vehicles to be programmed to move at higher speed, take increased
risks in precarious situations, etc. Or in another instance, maximizing safety means
the vehicles are programed to drive slower, take less risk, etc. This depends
hugely on how the technology is developed to incorporate the risks associated to
autonomous driving and decision-making process of the machine. And for this,
ethical consideration is pertinent to the process to ensure accountability of the
producers to the consumers.
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Review of Past Research

By reviewing studies among previous research on autonomous cars, inferences and
gaps could be extracted. The research on autonomous revealed the connections
between these two subjects, in particular toward the implication of the technology
and users’ features. Howard and Dai [27] illustrated the preference of the technology
changing the variables offered by autonomous cars, whereas Payre et al. addressed
more factors with regard to the theoretical acceptability of the transport mode,
which represented the participants’ interests well [28]. Furthermore, the correlation
between the acceptance of individuals at the national level was discussed when
revealing the interaction between people’s concerns and the nation’s concerns
in terms of development and education [29]. In 2016, Hohenberger et al. went
deeper by explaining the effect of gender on the respondents’ usage of autonomous
cars [30]. Paper studied by Hulse et al. looks at the consumers’ perceptions
by classifying into several demographic categories (age, gender, etc.) [31]. As
such, for studies in the future, the expansion of the factors, multiple perspectives
when selecting the respondents, and scenarios that establish the autonomous car
technology under different operation conditions should be focused (e.g., shared
autonomous vehicles). Following that, more valuable variables contained in the
effect of the respondents’ attitudes could be considered, which could remove the
potential barriers that restricted the prior assessments. Other possible aspects that
could be taken into consideration are the consumers’ willingness to pay for different
levels of automation in terms of people’s features [32, 33]; consideration of the
supply- and demand-side factors when viewing the annual drops in technology
prices and increments in willingness to pay [18]; and potential benefits, concerns,
and implications based on the users’ viewpoints [34]. Another important aspect that
should be in line for future research is the ethical implications of the autonomous
technology [35].

Ethical Implication of Autonomous Technology

Future direction of human mobility and transportation is looking increasingly
toward autonomous technology. As such, there is a greater need to prepare policy
guidelines as the foundation to set up the systems as such to keep on being human
centric rather than machine centric, ultimately to serve based on humanity’s values
and ethical principles [23]. In other words, the built systems have to perform in such
a way as to benefit people, especially the masses and those who are at disadvantage
in the current system, which is beyond solving technical problems and meeting
the functional objectives [1]. What is needed especially at the critical point of
breaking the technological acceptance barrier is to establish a sense of trust between
people and the new technology which is greatly needed as machines are increasingly
integrated into our lives. There are several ethical considerations that should be put
into focus by the manufacturers and policymakers based on several aspects:
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Personal Data Rights and Access to Control

This is one of the most important aspects of living in the Fourth Industrial Revolu-
tion, whereby the amount of data shared by an individual is exorbitant encompassing
the lifestyle as a whole. As in any other technological application, autonomous
systems need to accommodate the fundamental right of the consumers to define
their own liking, access to their personal data, and make available information on
how their personal digital data are used [16]. Having control of options on what to
be shared is needed for individuals to give consent to their personal data being used
in the systems, making them consensually aware of the consequences of sharing the
personal information [11].

Transparency and Individual Rights

The automation of decision-making process in autonomous technology is largely
due to the self-improving and learning algorithms and data analytics, and these
are built by the technology makers with the guidance of governments and other
legal authorities [36]. As such, the systems employed have certain rules and logic
applied to them, embedded within the systems. These logic and rules should be
made transparent and available by the authorities for outside expert scrutiny and
risk evaluation and rigorous testing [37]. It is within the rights of the public to have
reasonable access to all the information and data gathered and generated by the
system especially when it involves ethical and legal issues [36]. The systems must
then produce audit trails gathering the facts and legalities supporting verdicts in
any dispute, and they are ought to be subject to third-party verification [38]. The
general public are ought to be informed of the individuals behind the scene, making
or supporting ethical decisions of such systems through investment [39]. All these
are a part of the legal requirements mandating transparency and accuracy of the
systems.

Education and Awareness Policies

Education is the key to ensuring successful integration of autonomous vehicles into
the mass market. Education and awareness policies must confront the issue of main-
taining and promoting of cybersecurity, safety, intellectual property rights, privacy,
and last but not least understanding of the potential effect of autonomous systems on
society at large [11]. The policies should be designed in such a way that serves the
public interest and promotes the advancement of the less fortunate members of the
society. Therefore, emphasis should be taken to ensure that the less fortunate group
is receiving the information and awareness despite their disadvantages, especially
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on how they can benefit from the technology. Another important thing to put in
mind of the policymakers is to ensure proper standardization of the policies to be
implemented and that they are internationally recognized and accepted [40]. As
much as technological advancement is concerned, priority should also be given in
promoting further advance in technologies as well as attaining highly skilled human
capital to develop expertise in the field.

Legal Frameworks for Accountability

The emergence of artificial intelligence technology is attributed to the building
of control systems with traits mimicking those of human characteristics in terms
of partial autonomy, the ability to undergo decision-making process and later
use it to accomplish specific tasks with intellectual value, and may even have
a human physical appearance [38]. The issue of the legal status of complex
intelligent and autonomous technical systems thus intertwines with broader legal
questions regarding how to ensure accountability and allocate liability when such
systems cause harm. Some examples of general frameworks to consider include
the following: intelligent and autonomous technical systems should be subject to
the applicable regimes of property law [39]. Government and industry stakeholders
should identify the types of decisions and operations that should never be delegated
to such systems and adopt rules and standards that ensure effective human control
over those decisions and how to allocate legal responsibility for harm caused by
them [41].

Economic Effects of Open Access to Autonomous Systems

Through affordable and universal access to the Internet and other communications
networks, autonomous technical systems can be designed to be accessible to
populations regardless of the location [2]. The systems can potentially shape
establishments and institutional relationships to lean for greater human-centric
structures. As a result, the technology serves the purpose of advancing development
and humanitarian issues which potentially brings benefits such as elevated societal
well-being and greater individual independence and mobility [7].

Autonomous Cars in the Future Smart Cities

As the prospect of autonomous cars lining up and dashing on the roads is more
inevitable than ever, it is important for cities, especially future smart cities, to
carefully plan about integrating them into the larger urban planning system. The
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planning should always have the potential advantages and disadvantages of the
technology in mind; thus it will be easier to maximize the potential while mitigating
the adverse impacts of autonomous vehicles. One important goal to be achieved by
the introduction of the autonomous vehicles is to create a more socially mobile
transportation system, especially for the people who are at disadvantage in the
current system (e.g., physically challenged individuals, elderly people, and people
who are afraid to drive). In other words, cities should plan a transportation that is
accessible to everyone especially people with special needs. This could be achieved
by building supporting infrastructure, making the system at minimal cost, and
allowing individuals from low-income societies to benefit too [42]. In other words,
the cities should look at increasing the acceptance rate of the technology so that it is
not going to be benefitted by the early adopters only [10, 43]. Not only that, future
smart cities should be equipped with the state-of-the-art communication technology.
This is to accommodate the influx of information flow, be it machine-to-machine
communication or machine-to-infrastructure communication. All these need to be
done within a fraction of second for the data processing for instantaneous decision-
making process. Hence, a wireless communication channel that is capable of
handling this huge amount of data is needed in the future smart cities [44]. Another
big idea that should be considered by cities is to introduce shared autonomous
transportation system [44]. This is important since the autonomous technology
is expected to increase the number of cars on the road. Hence, having a shared
system will be effective at optimizing the road space for traveling while reducing
traffic congestion. In the end, autonomous vehicle will change our perspective
on sustainability in the form of mobility and accessibility, as illustrated above.
Interdependent networks, comprising large-scale complex networks ranging from
energy, communications, and transportation, are enablers for such system to operate,
benefitting the population as a whole (Fig. 7.2).

Conclusion and Discussion

In the future, more research is needed especially to close the gap in ethical
considerations within autonomous technology. Laws and regulations are ought to
be reviewed and amended to allow autonomous cars to start being on the road and
the process is not simply to transfer the rights to handle vehicle from individuals
to machine [41, 45]. Rather, we should be more specific about shaping how the
machine can operate in such a way that conforms with the ethics that we are
upholding [16]. The ethical issue definitely is a lengthy discussion up for a debate.
Consider one scenario: If the autonomous cars are designed to choose on avoiding
collision based on the number of potential casualties, would people be incentivized
to travel in public transportation and avoid autonomous vehicle? How about the
safety of single-user transportation such as bicycle? Logically this will increase
the likelihood of surviving in the event a collision would occur with involving
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Fig. 7.2 Rinspeed’s concept on interdependent network system [8]

various types of vehicles. In the meantime, it is telling to suggest an autonomous
car decide the number of casualties that could be saved in an imminent collision
with a larger passenger vehicle, even when the larger vehicle is empty and the car
is full with people. This utilitarian approach, that is, decisions based on casualty
numbers, seems to be logically far-fetched and unfair to many road users who travel
in smaller vehicles. This is counterintuitive and works in the opposite of government
campaigns to promote walking and cycling as a healthier and cleaner transportation
mode.

The advancement in technology should always be more humane centric, putting
into consideration of ethical aspects, especially safety, accountability, economic
prosperity, and individual rights. The underlying issue is the limitation on our
behalf; it is beyond our knowledge of how autonomous car in future should be
like. As it applies here, artificial intelligence is not merely taking the place of
human drivers, so much so human drivers in the first automobiles were not like-
to-like replacement for horses in horse carriage. The technology enables for more
functions and operations which can be beyond what we can envisage today. The
potential shakeup of automating transportation will shift the society in radical ways,
while technology seems to show no signs of slowing down. When technology goes
wrong, and there is no doubt that it will inevitably happen, some forward thinking
about the ethical design and policies can help steer the development of technology
toward which brings the most benefit to all of us.
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Chapter 8
TRAJEDI: Trajectory Dissimilarity

Kenrick Fernande, Pedram Gharani, and Vineet Raghu

Introduction

The vast increase in our ability to obtain and store trajectory data necessitates
trajectory analytics techniques to extract useful information from this data. In fact,
trajectory analysis is an essential function in intelligent transportation systems
(ITS), and by applying it for the spatial trajectory data a wide range of transportation
problems can be solved. Pair-wise distance functions are a foundation building
block for common operations on trajectory datasets including constrained SELECT
queries, k-nearest neighbors, and similarity and diversity algorithms. The accuracy
and performance of these operations depend heavily on the speed and accuracy of
the underlying trajectory distance function, which is in turn affected by trajectory
calibration. Current methods either require calibrated data or perform calibration of
the entire relevant dataset first, which is expensive and time consuming for large
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datasets. We present TRAJEDI, a calibration aware pair-wise distance calculation
scheme that outperforms naive approaches while preserving accuracy. We also
provide analyses of parameter tuning to trade-off between speed and accuracy. Our
scheme is usable with any diversity, similarity, or k-nearest neighbor algorithm.

Ubiquitous mobile devices are able to collect various types of data especially
motion-related ones such as location to estimate the similarity between users [32],
inertial data for improving context-awareness [9, 19], or even visual data for micro-
navigation [8]. In the past several decades, having location of vehicles using GPS
sensors while moving has played an important role in improving transportation
quality in smart cities using intelligent infrastructure [1], [2]. Proliferation of
GPS-equipped mobile devices, advances in positioning technologies, and mobile
computing have enabled researchers to collect trajectory data of people while
moving through transportation network. Trajectory data is a series of time-stamped
locations with a certain frequency from vehicles such as taxis and buses.

Spatial trajectory provides an invaluable dataset for solving wide range of
transportation problems. Trajectory analysis is a necessary foundation in intelligent
transportation systems (ITS) for dealing with challenges such as resource allocation
[25, 27], traffic analysis [21, 25], improving transportation networks [33], traffic
prediction [21], detect the problematic design in a city’s transportation network
[31], identify urban functional regions [28], evaluate trajectory classification and
activity recognition [29],[30], evaluate trajectory pattern mining task [11], detecting
community structure in a physical network using social network technique [12],
and real-time tracking of vehicle through wireless networks. Competent wireless
networks play an important role in communication among mobile sensors [14].
Mohammadi et al. proposed an energy-efficient spectrum allocation which consid-
erably reduces the energy consumption of wireless networks using a novel fuzzy
logic-based framework [14].

Spatial data has enjoyed increasing recognition for its uniqueness over the
past few decades. Over the past decade in particular, the rise in location-enabled
devices, smart or otherwise, has led to an increase in the spatial and trajectory data
available. The corresponding rise in cheaply-available computational power and
storage capacity has been exploited by spatial databases such as T-Drive [24, 26]
and GeoLife [32]. These are however just the raw ingredients needed to extract
information from the data. Trajectory data, our focus in this paper, can provide
valuable insights in a variety of scenarios ranging from business advertising and
recommendation [13] and geo-social media [3] to disaster planning [16] and green
commuting route decision making [6, 17].

A variety of trajectory storage and analysis techniques have already been
proposed in the literature to, for example trajectory pattern mining [11], unveiling
the complexity of human mobility [10], trajectory search [7], semantic query of tra-
jectory [4], and similarity search [5]. Distance measures for similarity/dissimilarity
are a key building block for a variety of trajectory analysis algorithms, such as
diversity [22] and k-nearest neighbors [23]. Currently, Dynamic Time Warping
[20] and Synchronized Euclidean Distance [15] enjoy acceptance and popularity
as distance measures for trajectories. However, a key real-world challenge often
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not addressed in this context is the variable sampling rate for available trajectory
data. Since trajectory data comes from a variety of sources, simply cleaning data
is insufficient for the preprocessing phase. To address this challenge, the literature
contains work on calibration methods for trajectory data [18].

Calibration, while useful, is an expensive operation. Our experimental evalua-
tions show that state-of-the-art grid based calibration, proposed in [18] has nearly
exponential growth in cost for increase in the number of points in a trajectory. To put
this in context, popular open-source trajectory datasets such as T-Drive and GeoLife
contain hundreds of thousands of points in each trajectory. Current works assume
the availability of calibrated data or perform calibration prior to analysis[18]. This
approach is feasible for small data sets, but will not scale to larger datasets. This
problem will only be aggravated by increasing dataset size and real-time analysis
requirements.

To tackle this issue, we propose a calibration-aware distance measurement
algorithm TRAJEDI in this paper. TRAJEDI selectively calibrates portions of
trajectories in a result set to obtain pair-wise distances with better response times
and comparable accuracy. We implement and evaluate TRAJEDI with synthetic
data to demonstrate the feasibility of our scheme, as well as the effects of tuning
parameters to control the trade-off between response time and accuracy. Our main
contributions include:

• A calibration-aware distance measurement algorithm that can be used as the
building block for analytics techniques such as diversity or k-nearest neighbors
(section “How to Write a TRAJEDI”)

• Implementation and experimental evaluation of TRAJEDI, our proposed scheme,
on synthetic datasets (section “Experimental Evaluation”)

The Need for Calibration-Aware Distance

In this section we introduce the Dynamic Time Warping distance function, and
the trajectory calibration methods we use. While these are published works, we
did not find open source implementations available and hence implemented our
own versions. We provide the details of these implementations in this section as
well. Finally, we present results from our studies of the cost of calibration on
trajectories, demonstrating the need for calibration-aware distance measurements
between trajectories. Our results show that computing fully calibrated trajectories
scales poorly even on relatively small synthetic data.

Dynamic Time Warping

Dynamic Time Warping (DTW) is a distance measurement metric originally used
for time series data when the time domain itself is unimportant to the distance
calculation and the time series being measured are different lengths. The metric
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Fig. 8.1 Dynamic time
warping matrix

finds the alignment between time series such that the distance between the series
is minimized. Alignment in this context means the mapping of points in the first
time series to points in the second time series that maintains the ordering of the
points. For example, if we have time series x with points x1, x2, and x3, and
time series y with points y1 and y2. The optimal alignment could be the map
(x1 → y1, x2, x3 → y2); however, the map (x1, x3 → y1, x2 → y2) would not be
valid due to the mixing of the time order of the points of x.

To efficiently compute this, we employ the standard dynamic programming
algorithm which constructs a matrix M of size n × m, where n is the number of
points in the first time series, and m is the number of points in the second time
series. Within the matrix, an example of which is shown in Fig. 8.1

M (i, j) = min (M (i − 1, j − 1) ,M (i − 1, j) ,M (i, j − 1)) + D (i, j) (8.1)

where D is the distance function. The distance function here is defined as simple
Euclidean distance between points i and j . Extending this algorithm to trajectories
is done in a straightforward way, where all aspects of the algorithm remain the same,
and Euclidean distance is used to compute the distance from point i to point j in the
matrix computation.

Grid-Based Calibration

Our calibration technique is a state-of-the-art technique that assumes no underlying
properties of the dataset and is thus generally applicable. To begin, a reference set
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Fig. 8.2 Sample grid based calibration

of points is constructed using a grid based approach. In this, the entire data space is
divided into an N ×N grid and anchor points are placed at the center of each square
in the grid. These anchor points are then used as the final points that all points of the
trajectories will map to after the following two phases of the algorithm: Alignment
and Complement.

The alignment phase of the algorithm involves snapping trajectory points to
anchor points that are close in distance. In particular, for each trajectory point, a
nearest neighbor search is done on the anchor point set to find candidate anchor
points that are within a system specified threshold from the current trajectory point.
If no anchor points are within this threshold, then the point is removed from the
set. If multiple consecutive trajectory points map to the same anchor point, then this
anchor point is only treated as a single point in the final calibrated trajectory, thus
reducing the dimensionality of the trajectory. A helpful visual from [18] (Fig. 8.2)
explains this as well.

The complement phase of the algorithm involves data interpolation between
consecutive aligned anchor points following the alignment phase. For a given pair of
consecutive anchor points, a1 and a2, the algorithm first constructs the line segment
ā connecting a1 and a2 and finds all points within a specified threshold from ā.
Then, it iterates through the points (p1, · · · , pk) in the set ordered by increasing
distance from a1. For each point pi , pi is added to the set only if the moving trend
of is unchanged during this process. More concretely, the point is added only if the
angle between the line pi1 to pi and the line ā is less than π

2 .

The Cost of Calibration

The issue with the state-of-the-art calibration approach is that it is computationally
expensive. Performing the nearest neighbor searches and geometric calculations
result in a slow process for large datasets. To illustrate this, we examined the runtime
performance of our implementation of the calibration scheme for growing subsets of
the T-Drive dataset (Fig. 8.3). In this figure, we see that the time to compute the fully
calibrated set of trajectories becomes prohibitively expensive as the set increases. To
rectify this situation, we next discuss our scheme for computing trajectory distances
while keeping this cost in check.
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Fig. 8.3 Calibration cost vs. points per trajectory

How to Write a TRAJEDI

In this section, we present TRAJEDI, our scheme for computing pair-wise distances
between trajectories that balances accuracy and efficiency. We describe how our
scheme works as a calibration aware distance function, including the system design
and control flow.

TRAJEDI Scheme

Our scheme for balancing the accuracy-efficiency trade-off between fully calibrated
trajectories and uncalibrated trajectories involves using a sliding window over the
DTW matrix of a pair of trajectories to determine the most important region of
a trajectory to calibrate. Specifically, the method examines the entries located in
the diagonal of the DTW matrix at the edge of the sliding window and finds the
difference between these entries. In doing so, it determines the location of the
trajectory that contributes most strongly to the DTW distance of the overall matrix.
The window size is controlled by a parameter α, where 0 < α < 1 represents the
percentage of the overall matrix to be calibrated. High settings of α represent full
calibration with low efficiency while low settings of α represent the converse.

More formally, let M be the n× m DTW matrix, where n < m, computed on the
raw trajectories T 1 and T 2. Then, given input parameter α, the evaluated windows
range from point(1, 1), (α × n, α × m) to the final window of (α × n, α × m) ,
(n,m). The step size for window the n coordinate ranges is 1, where the step size
for the m coordinate is m

n
.
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An issue that arises in using this scheme for all pair-wise trajectory distance
calculations in a full trajectory dataset is that by the end of the calculations, all
trajectories are nearly fully calibrated even for small settings of alpha. This is due
to the fact that the DTW calculation is repeated for each trajectory. To alleviate
this issue, we insert the requirement that all trajectories will only be calibrated
during one DTW calculation with another trajectory. To determine this partner for
all trajectories, we suggest some potential schemes that leverage the fact that the
DTW matrix is cheap to calculate.

Our baseline scheme is to randomly select one partner from all trajectories to use
in the DTW calculation to calibrate the trajectory. We call this baseline Random.
Our other schemes involve computing the whole pair-wise distance matrix on the
raw trajectories, and then using this information to select a partner. We select
partners based upon trajectories that are furthest apart, and we call this scheme
Largest/Furthest, and we select partners based upon the closest trajectories, and
we refer to this as Shortest.

Experimental Evaluation

In this section we describe how we generated the synthetic data used in the
evaluation, the experimental settings, and the various measurements.

Evaluation Data and Setting

Our dataset was simulated by taking an anchor point reference set that was
constructed using the method described in section “The Need for Calibration-Aware
Distance”, with a 1000 × 1000 grid. Each trajectory began at a randomly selected
anchor point and proceeded in a random walk, but only in directions that continued
the moving trend of the trajectory or that resulted in no change in the trajectories
motion. To simulate the issue of different sampling rates, we used a Gaussian
distribution to decide how many points to remove. A small amount of Gaussian
noise was injected into each point to simulate the effect of uncertainty in GPS
signals.

Our small dataset consisted of 50 trajectories originally with 1500 points. The
amount of points in the final version came from N(800, 200), which produces
trajectories with significantly differing sampling rates. Our large dataset consisted
of 200 trajectories with the same sampling rate values.

The entire system was implemented in Java 1.8 (front end) with PostgreSQL
9.4 serving as the database backend. For these initial experiments, all time costs
reported are in terms of processing time, thus ignoring any I/O costs that may be
incurred by the database implementation.
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Analysis of Results

To evaluate our scheme, we measured both accuracy and efficiency. Accuracy is
defined as the effect on results, and efficiency captures the total percentage of
trajectories calibrated. As baselines for comparison, we use algorithms that perform
no calibration and full calibration. Accuracy in these experiments refers to the
normalized average difference over entries in the pair-wise distance matrices over all
trajectories in the dataset. For these experiments, all accuracy measurements refer
to the distance in comparison with the ground truth trajectory dataset before noise
is introduced and sampling rates are changed.

First, we evaluate the effects of the window size parameter on accuracy (Fig. 8.5)
and efficiency (Fig. 8.5) for different trajectory pair choice selections. In addition,
Fig. 8.6 shows how changing the size parameter affects the wall clock time required
for the computations to complete.

First, we evaluate the effects of the window size parameter on accuracy (Fig. 8.4)
and efficiency (Fig. 8.5) for different trajectory pair choice selections on our small
50 trajectory dataset. The accuracy results are varied with the random choice of
trajectory partner performing the best. An interesting result of these experiments
is that for middling values of the calibration parameter we see a degradation of
accuracy to worse than baseline levels. A possible explanation for this is that a
middle window size causes poorer selection of calibration window that reduces the
accuracy even though a large percent of the trajectory is calibrated. The efficiency
results are as expected in that the percentage of calibrated trajectory points on
average is very similar to the setting of the parameter value. In Fig. 8.6 we can
see that in terms of absolute wall clock time our scheme delivers improvements in
efficiency at the slight cost of accuracy measurements.

Fig. 8.4 Effect on accuracy for window size settings
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Fig. 8.5 Effect on efficiency for window size settings

Fig. 8.6 Wall clock time measurements

Next, we compare the performance to the larger 200 trajectory datasets in
Figs. 8.7 and 8.8. These experiments demonstrate that the accuracy results from
the smaller dataset do not necessarily generalize to other dataset distributions. In
particular, we no longer see that middle values of the calibration parameter cause a
degradation of performance. In addition, in these experiments we see that choosing
a partner to calibrate against based on the one that is furthest away actually provides
the best performance. Thus, in terms of accuracy, we conclude that the performance
of these various schemes is dataset dependent and further exploration into this needs
to be done to have definite conclusions. The efficiency results appear much the same
as the smaller 50 trajectory dataset, though in this large dataset smaller settings
of the calibration parameter result in a greater percentage of the trajectory being
calibrated.
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Fig. 8.7 Effect on accuracy for window size settings

Fig. 8.8 Effect on efficiency for window size settings

Conclusions

In this project, we proposed a calibration-aware distance measurement algorithm,
TRAJEDI, which can be used for dissimilarity measurement among trajectories.
TRAJEDI can effectively measure the distance between trajectories considering
the most influential segment of the trajectories providing robust criterion for
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dissimilarity estimation of trajectories. Our evaluation demonstrates that we can
trade off between the level of desired accuracy and time performance.

Generally, measuring similarity/dissimilarity provides a useful tool for the
analysis of trajectories across a wide range of applications. The results of the
measurements can be used for wide range of applications such as spatial indexing,
equipping analysts with more robust tool for interpretation of pedestrian, vehicle,
and animal movement. Using this algorithm for measuring dissimilarity/similarity
enables experts and general users of trajectory databases to explore their data more
effectively in practical applications.
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Chapter 9
A Smart Decentralized Vehicle-to-Grid
Scheme for Primary Frequency Control

Hamidreza Keshavarz and Mohammad Mohammadi

Nomenclature

t Real time
tpin Plug-in time of the EV (h)
tpout Plug-out time of the EV (h)
SOC Real-time state of charge of the EV battery
SOCmin Minimum state of charge of the EV battery
SOCmax Maximum state of charge of the EV battery
SOCin Initial state of charge of the EV battery
SOCdesired Desired state of charge of the EV battery
SOCtpout State of charge at the plug-out time of the EV battery
Er Rated capacity of the EV battery (kWh)
Pmax Maximum power limit of the EV battery charger
K V2G gain
Kc Charging V2G gain
Kd Discharging V2G gain
Kmax Maximum V2G gain

Introduction

In order to enable proper operation of power systems, the frequency should be kept
roughly at nominal value. The frequency of the power system is a common factor
throughout the system that depends on the balance between the active power supply
and demand. The imbalance between the active power supply and demand will lead
to the frequency deviation in the power system [1].
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Power systems are nowadays faced with opportunities and challenges. It is
because penetration of renewable energy sources (RESs) in the power systems
is increased due to environmental considerations and limited fossil fuel reserves
[2]. Production of these sources has an intermitted nature. Hence, maintaining the
balance between power supply and demand in the power system which means
keeping the frequency at nominal value is an important challenge.

Due to energy storage capability and quick response in power delivery/absorption
to/from the grid, the previous studies have addressed the use of battery energy
storage to deal with the challenge [3–8].

Many electric vehicles (EVs) have high energy storage potential in their batteries
and considerable plug-in time to the grid. This is a compelling reason to use the
plug-in electric vehicles (PEVs) to improve the grid performance (vehicle-to-grid
(V2G)) in general and the frequency regulation in particular. The aforementioned
issue can act as an economic incentive to people to increase the use of EVs.

Due to the current energy storage capability of many EVs, researchers seek for
ways to use the aggregated EVs to improve the grid performance effectively [9–
13]. Currently, the EVs are controlled in most studies centrally. Then, they will
be suitable to participate in load-frequency control (secondary frequency control
(SFC)).

Fast response of the EV battery in absorbing and delivering power may introduce
them as effective candidates for use in the primary frequency control (PFC).
Frequency is a common factor throughout the system. Therefore, monitoring the
battery charger output frequency helps to become aware of the grid status and
decide to take the required actions participating in frequency control. When demand
outpaces supply in power system, the frequency is reduced. In [14], to deal with the
frequency reduction, in addition to the governor’s reaction, there is a cessation in
EV charging. In this case, the attention is mostly attracted to the grid than to the
EV user’s satisfaction. An EV user tends to maintain the desired EV state of charge
(SOC) at the plug-out time (scheduled SOC) so that the driver can follow his/her
daily schedule.

In [15], similar to conventional generators the droop control with constant gain
is adopted to enable participation of PEV in PFC. To achieve the scheduled SOC, a
constant scheduled charging power is considered. In this way the power for the PFC
is not under the control and depends on the grid frequency deviations. This power
might ruin the scheduled charging and make overcharging and overdischarging of
the EV battery. In [16], in using the droop control, the controller gain reaches zero
with ramp slope in maximum and minimum SOCs which protects the EV battery
from overcharging and overdischarging. In [17], the V2G control based on droop
control is proposed to keep SOC of 50%. In this scheme, the proportional controller
gain is selected adaptively and depends on the SOC of the EV battery. In [18], charge
balance control has been developed for charging balance in the initial SOC.

In general, charging the EV battery is not possible by charge balance control
scheme. As the proportional controller gain is smaller than its maximum value,
the full capacity of the PEV is not used to improve the frequency of the grid.
Furthermore, the charging balance happens if we assume that the average of the
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frequency deviations is zero. The average frequency deviation during the plug-in
time may not always be truly zero. For example, if during the plug-in time the
load decreases/increases, the average frequency deviations will be positive/negative
during this period.

This study proposes a smart decentralized V2G control scheme based on droop
control for participating PEV in the PFC. In the proposed scheme, droop control
with smart gain is adopted to enable participation of EV in the PFC and charging
load reference signal is also considered to achieve the scheduled SOC for EV
battery.

Using the proposed scheme: (1) The EV battery reaches the desired SOC at the
plug-out time (scheduled SOC) at the same time when it participates in the PFC. The
grid frequency deviations do not have any influence on this goal. (2) The EV battery
is prevented from overcharging and overdischarging and (3) the possible extent is
used to the maximum capacity of the PEV in the PFC.

The structure of this chapter is as follows: In section “Overall Structure of
Frequency Control” the overall frequency control structure of a sample power
system where the EVs have been integrated is described. In section “Proposed
Decentralized V2G Control Scheme” the proposed smart decentralized V2G control
scheme is presented. The details of analyzed system are given in section “Simulation
System.” Simulations and discussions to illustrate the performance of the proposed
scheme are in section “Simulations and Discussions.” Finally, section “Simulation
of the Proposed Scheme” concludes the chapter.

Overall Structure of Frequency Control

Active power and reactive power flows are almost independent of each other and are
influenced by different control actions. Maintaining load-generation balance leads
to keeping frequency at nominal value. Figure 9.1 shows the model of this behavior
in a sample power system in the operating point.
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Fig. 9.1 Block diagram of the sample power system for the frequency control
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Power mismatch between supply and demand leads to the frequency deviation.
Transfer function, in turn, depends on the total inertia constant of the system (H =
M/2) and the load damping constant (D).

In the analyzed system, the load and the generation of the RESs are selected
unpredictably. These factors will be the causes of mismatch between supply and
demand.

Generally, to deal with the frequency deviation in the illustrated system in
Fig. 9.1, conventional generators are equipped with two control loops. The PFC
loop in a conventional generator is characterized as a proportional controller with
a gain of 1/R. In a conventional generator, this controller shows a fast response to
the frequency deviations which is coordinated with responses of other generators.
Further, a frequency droop remains in the steady state. The SFC loop eliminates
the frequency droop remained from PFC in the power system. This control signal
follows the load supplied by the conventional generator. That is why this signal is
called the load reference (full descriptions are found in [1]).

In the power system of Fig. 9.1, the PEV are also used to provide the PFC.
Similar to conventional generators, the droop control is deployed. In the proposed
scheme, the primary objectives of the V2G control (which includes scheduled
charging, preventing the EV battery from overcharging and overdischarging and
enabling maximum utilization of capacity of the PEV in the PFC) have caused
the proportional controller gain (V2G gain) to be selected smartly. The charging
load reference signal produces the power signal which is required to achieve the
scheduled SOC of the EV battery at any moment (full details about V2G controller
are given in section “Proposed Decentralized V2G Control Scheme”).

Proposed Decentralized V2G Control Scheme

Figure 9.2 shows the detail structure of the proposed decentralized V2G control
scheme. According to this figure, the droop control is adopted to enable the
participation of the EV in the PFC. The charging load reference signal is also

+
+∆
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Band

Maximum Power 
Limits of Battery 

Charger

Smart V2G 
Gain

Charging 
Load Ref.

Fig. 9.2 The general structure of the decentralized V2G control scheme
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considered to achieve the scheduled SOC for the EV battery. These two control
signals are sent to the battery charger. Finally, the EV battery absorbs/injects PEV
from/to the grid. The dead band is used to prevent the EV battery from frequent
charging and discharging. The saturation block is adopted to model the maximum
power limits of the battery charger.

The power for the PFC (PPFC) depends on the grid frequency deviation which
is not controllable. Thus we can say that the constant scheduled charging power
does not guarantee that the EV battery reaches the scheduled SOC. In the proposed
V2G scheme for the EV battery to reach the scheduled SOC, the charging power
is exploited as flexible resource. The value of the charging power at any moment
guarantees that the EV battery reaches the scheduled SOC. This control signal is
called the charging load reference. The charging load reference signal (the essential
power for the EV battery to reach the scheduled SOC) is calculated by Eq. (9.1):

Pc = Eess

Tres
(9.1)

where Eess is the essential energy for the EV battery to reach the scheduled SOC
and Tres is the residual time until the plug-out time that are calculated as Eqs. (9.2
and 9.3), respectively:

Eess = ((SOCdesired − SOC) /100) × Er (9.2)

Tres = tpout − t (9.3)

The real-time SOC is calculated as follows [10, 18]:

SOC = SOCin +
((∫ t

tpin

PEVdt

)

/Er

)

× 100 (9.4)

Deploying Eq. (9.1) for the charging power minimizes the effect of power
exchange between the EV battery and the grid for the PFC on the scheduled
charging. When the EV battery power is injected to the grid for the PFC, the
consumed energy of the EV battery will sustain by increasing the charging power
during the residual time until the plug-out time. In case the EV battery absorbs
power from the grid for the PFC, the EV battery’s absorbed energy returns to the grid
by decreasing the charging power during the residual time until the plug-out time.

However, the EV battery will reach the scheduled SOC if the battery charger
is able to exchange the essential power of the EV battery (calculated from Eq. 9.1)
between the EV battery and the grid. If the essential power of the EV battery exceeds
the maximum power limits of the battery charger, it will not be able to absorb/inject
the essential power of the EV battery from/to the grid. Accordingly, the EV battery
will fail to reach the scheduled SOC.
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Considering the above information, the power for the PFC (V2G gain) will have
restrictions such as:

1. It does not make the essential power of the EV battery exceeding the maximum
power limits of the battery charger.

2. It does not make overcharging and overdischarging of the EV battery.

In Fig. 9.2, to support the PFC, the V2G gain value should always be positive.
It is obvious that the more is the V2G gain value, the more is the PFC assistance.
Further, the zero V2G gain value causes no power exchange between the EV battery
and the grid for the PFC. Hence, no assistance will be provided for the PFC.

In order to prevent overcharging and overdischarging of the EV battery by power
for the PFC, we need the V2G gain be selected as shown in Fig. 9.3, i.e., the V2G
gain is fixed and equal to the maximum V2G gain. The charging V2G gain value in
the maximum SOC and the discharging V2G gain value in the minimum SOC are
equal to zero. These values, respectively, protect the EV battery from overcharging
and overdischarging (the ramp slope is adopted to avoid abrupt changes and its value
is determined by the constant parameter of a).

To prevent the essential power of the EV battery from exceeding the maximum
power limits of the battery a charger is enough; at the moment when the essential
power of the EV battery reaches the maximum power limits of the battery charger,
the V2G gain in Fig. 9.3 is plated into Fig. 9.4. Because if the real-time SOC is
lower than the desired SOC, the essential power of the EV battery is in the charging
direction of the EV battery and must be absorbed from the grid. To prevent an

(a) (b)

Fig. 9.3 The proposed V2G gain to use the maximum capacity of the PEV for the PFC and protect
the EV battery from overcharging and overdischarging. (a) The charging gain of V2G. (b) The
discharging gain of V2G

(a) (b)

Fig. 9.4 The proposed V2G gain to prevent the calculated charging power from exceeding the
maximum power limits of the battery charger. (a) The charging gain of V2G. (b) The discharging
V2G gain
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increase in the essential power of the EV battery, no power should be injected from
the EV battery into the grid for the PFC. Therefore, the discharging V2G gain must
reach zero. When the real-time SOC is higher than the desired SOC, the essential
power of the EV battery is in the discharging direction of the EV battery and must be
injected to the grid. To prevent a decrease in the essential power of the EV battery, no
power should be absorbed by the EV battery from the grid for the PFC. Accordingly,
the charging V2G gain must reach zero. This change should occur at the moment
when the essential power of the EV battery reaches the maximum power limits of
the battery charger. The time when the essential power of the EV battery arrives to
the maximum power limits of the battery charger (switching time (ts)) is calculated
by Eq. (9.1):

if t = ts → Pc = ±Pmax

±Pmax = Eess

tpout − ts
(9.5)

We find absolute magnitude from the sides of the equation:

|±Pmax| =
∣
∣
∣
∣

Eess

tpout − ts

∣
∣
∣
∣ (9.6)

Since tpout − ts > 0 is always true, we have:

Pmax = |Eess|
tpout − ts

ts = tpout − |Eess|
Pmax

(9.7)

Therefore, to guarantee that the EV battery reaches the scheduled SOC, the curve
of the V2G gain should be changed from Fig. 9.3 to Fig. 9.4 at ts. To eliminate
sudden changes in this transition, the parts of the V2G gain curve that their value
needs to reach zero at ts should start to decrease from the maximum V2G gain before
ts (e.g., ts − b, where b is a small constant), until they reach zero at ts. To apply this
control process to the V2G gain, we define a new parameter, d, which is a function of
time. The value of d at any moment represents the distance between zero and parts
of V2G gain curve that require to reach zero at ts. Thus, according to the above
information, d should be selected according to Fig. 9.5a. As it is shown in Fig. 9.5,
when d is equal to Kmax, the curves of (1) (marked in Fig. 9.5) represent the V2G
gain that the V2G gain will be the same as in Fig. 9.3. In this case, the EV battery is
available with the highest level of participation in the PFC. From the moment ts – b
the d value decreases, until the parts of the V2G gain curve that need to reach zero at
ts start decreasing. In this context, the amount of the EV’s participation in the PFC
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(1)

(2)

(3)

(4)

(1)

(2)

(4)

(a) (b) (c)

Fig. 9.5 The smart V2G gain for the proposed scheme. (a) The smart d parameter. (b) The
charging V2G gain. (c) The discharging V2G gain (to avoid crowding: S has been used instead
of SOC)

Governor Turbine

Fig. 9.6 Block diagram of the governor and the turbine of the thermal power plant

will also decline. For instance, when d is equal to d(t1), the curves of (2) (marked in
Fig. 9.5) represent the V2G gain. At the moment ts, the value of d reaches zero. At
this moment the curves of (4) (marked in Fig. 9.5) represent the V2G gain and the
V2G gain will be the same as in Fig. 9.4. At this moment also the EV’s participation
in the PFC reaches zero. Because as it is shown in Fig. 9.4 if the real-time SOC is
lower than the desired SOC, the discharging V2G gain reaches zero and as a result
the EV battery for the PFC injects no power into the grid. Also at this moment (ts)
the essential power of the EV battery reaches the maximum positive power limit of
the battery charger. As a result, the EV battery absorbs no power from the grid for
the PFC. Thus, from this moment (ts) the EV does not participate in the PFC (the
above-mentioned issues are also extensible for situations where the real-time SOC
is higher than the desired SOC).

The input parameter for the V2G gain calculated based on Fig. 9.5a:

d =

⎧
⎪⎪⎨

⎪⎪⎩

0, t < tpin

Kmax, tpin ≤ t < ts − b
−Kmax

b (t − ts) , ts − b ≤ t < ts

0, ts ≤ t

(9.8)

Considering Fig. 9.6, the V2G gain in the proposed scheme is formulated as
below:

K =
{

Kc, �f ≥ 0
Kd, �f < 0

(9.9)
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where

Kc =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Kmax, SOC ≤ SOCdesired − a
d−Kmax

a (SOC − (SOCdesired − a)) + Kmax, SOCdesired−a < SOC≤SOCdesired
d, SOCdesired < SOC ≤ SOCf−Kmax

a (SOC − SOCmax) , SOCf < SOC ≤ SOCmax
0, SOCmax < SOC

(9.10)

SOCf is

SOCf = d

(
a

−Kmax

)

+ SOCmax (9.11)

and

Kd =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, SOC ≤ SOCmin
Kmax

a (SOC − SOCmin) , SOCmin < SOC ≤ SOCg

d, SOCg < SOC ≤ SOCdesired
Kmax−d

a (SOC − (SOCdesired + a)) + Kmax, SOCdesired<SOC ≤ SOCdesired + a

Kmax, SOCdesired + a < SOC
(9.12)

SOCg is

SOCg = d

(
a

Kmax

)

+ SOCmin (9.13)

In the proposed scheme, the charging load reference signal is obtained by Eq.
(9.1) and the smartV2G gain is derived from Eqs. (9.9–9.13). This helps the EV
battery to reach the scheduled SOC under any conditions, and also protects the EV
battery from overcharging and overdischarging.

Simulation System

For simulation of the proposed smart decentralized V2G control scheme, the EV
is integrated in a sample power system. The production capacity is 400 kW in this
power system where 50% of the power production is supplied by the RESs. As
shown in Fig. 9.1, the dynamic model of the power system is used for calculating
the system frequency. The total inertia constant of the system (H = M/2) and the
load damping constant (D) are, respectively, considered equal to 5 s and 1% [1].
In this study, the dynamics of the RESs and the load are ignored. Thermal power
plant is characterized by turbine and governor models. The turbine and governor
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Table 9.1 Thermal power
plant simulation parameters

Parameters R KI TG TCH TRH FHP

Value 0.05 0.1 0.2 s 0.3 s 7.0 s 0.3

Table 9.2 V2G simulation
parameters

Parameters Value

Battery capacity 40 kWh
Maximum power limits of battery charger 10 kW
Minimum/maximum SOC 10/90
Dead band of frequency 0.01 Hz
Maximum V2G gain 100 kW/Hz
a 5
b 100 s

blocks are shown in Fig. 9.6. The thermal power plant simulation parameters are
summarized in Table 9.1 [1].

In Fig. 9.2 the proposed smart decentralized V2G control scheme is shown in
more detail. Here, in the scheme, the charging load reference signal is selected based
on Eq. (9.1) and the V2G gain is determined based on Eqs. (9.9–9.13). The V2G
simulation parameters are summarized in Table 9.2.

Simulations and Discussions

The simulated system is implemented in MATLAB Simulink environment.

Simulation of the Proposed Scheme

To demonstrate the effectiveness of the proposed V2G scheme, two simulation
scenarios were considered.

(a) Scenario A.1: Under normal conditions.

In this scenario, the changes of the RES production and the load during a day
are typically selected in a time series and are, respectively, shown in Fig. 9.7a, b.
The plug-in time of the EV is assumed to be 8:00 a.m. and the plug-out time is
considered to be 4:00 p.m. The initial SOC and the desired SOC of the EV were
obtained by the normal distribution within the limits, as brought in Table 9.3.

In simulation, the obtained initial and desired SOC are, respectively, 25% and
74%. As shown in Fig. 9.8, the proposed scheme is quite successful in assisting the
EV battery to reach the scheduled SOC. The SOC has reached 74% at the plug-out
time. The frequency deviation in the presence of the EV has improved, as well. The
results of this scenario are summarized in Table 9.4.
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Fig. 9.7 Changes of the load and the RES production. (a) Changes of the RES production. (b)
Changes of the typical load. (c) Changes of the increasing load

Table 9.3 Simulation results: scenario A.1

Simulation SOCin SOCdesire SOCtpout RMS �f (Hz)

Proposed scheme 25 74 74 0.03319
Without EVs – – – 0.04572

(b) Scenario A.2: Under the worst conditions.

In this scenario, the changes of the load during 1 day in a time series are selected
as in Fig. 9.7c where the load is ascending. The production of the RESs, the initial
SOC, and the desired SOC of the EV were selected as in scenario A.1. To worsen the
conditions, the plug-in duration has become shorter. The plug-in and the plug-out
time of the EV are assumed to be 2:00 p.m. and 4:00 p.m., respectively.

In simulation, the obtained initial and desired SOC are, respectively, 35% and
77%. As shown in Fig. 9.9, the proposed scheme is quite successful in assisting the
EV battery to reach the scheduled SOC. The SOC has reached 77% at the plug-out
time. The frequency deviation in the presence of the EV has improved, as well. Since
the load is increasing, the EV battery has injected power into the grid for the PFC.
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Fig. 9.8 Scenario A.1. (a) The grid frequency deviation. (b) The real-time SOC of the EV. (c) The
exchanged power between the EV battery and the grid

Table 9.4 Simulation results: scenario A.2

Simulation SOCin SOCdesire SOCtpout RMS �f (Hz)

Proposed scheme 35 77 77 0.04758
Without EVs – – – 0.05119

This issue has caused the essential power of the EV battery to increase and reach the
maximum positive power limit of the battery charger (Pc = 10 kW). According to
the previous discussions, at this moment, the EV’s participation has reached zero.
The results of this scenario are summarized in Table 9.5.

Comparisons and Discussions

To compare the proposed scheme with the previous schemes in this field, the
scheme of droop control with constant gain and constant scheduled charging power
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Fig. 9.9 Scenario A.2. (a) The grid frequency deviation. (b) The real-time SOC of the EV. (c) The
exchanged power between the EV battery and the grid

Table 9.5 Simulation results: scenario B.1

Simulation SOCin SOCdesire SOCtpout RMS �f (Hz)

Proposed scheme 80 80 80 0.03327
Scheme in [15] 80 80 68.70 0.03281
Scheme in [18] 80 80 73.08 0.03628
Without EVs – – – 0.04543

presented in [15] and the charge balance control scheme presented in [18] are
particularly selected.

The changes of the RES production and the load are selected, respectively, as in
Fig. 9.7a, c. Since the proposed scheme in [18] is only used to maintain the SOC of
the EV battery in its initial value, two scenarios are considered here.

(c) Scenario B.1: Maintaining the SOC of the EV batteries.

In this scenario, the initial SOC of the EV is considered 80%. It is assumed that
the EV user tends to have the SOC of the EV battery kept at the plug-out time in its
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Table 9.6 Simulation results: scenario B.2

Simulation SOCin SOCdesire SOCtpout RMS �f (Hz)

Proposed scheme 20 80 80 0.03363
Scheme in [15] 20 80 68.29 0.03308
Without EVs – – – 0.04543

Fig. 9.10 Scenario B.1. (a) The grid frequency deviation. (b) The real-time SOC of the EV. (c)
The exchanged power between the EV battery and the grid

initial value. The plug-in and the plug-out time of the EV are considered 8:00 a.m.
and 4:00 p.m., respectively.

Considering the results of the simulation in Table 9.6 and as shown in Fig. 9.10,
only the proposed scheme is able to bring the SOC of the EV battery at the plug-
out time to its initial value (i.e., the desired value). In the proposed scheme, the
recorded SOC of the EV battery at the plug-out time is 80%. An ascending increase
in the load has caused the average frequency deviation and the average exchanged
power between the EV battery and the grid for the PFC to become negative. This
issue has made the schemes in [15, 18] fail to maintain the SOC. In schemes [15,
18], the recorded SOCs at the plug-out time are 68.70% and 73.08%, respectively.
Since the proposed scheme and the scheme in [15] have always participated with the
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Fig. 9.11 Scenario B.2. (a) The grid frequency deviation. (b) The real-time SOC of the EV. (c)
The exchanged power between the EV battery and the grid

maximum V2G gain value in the PFC, the frequency is more improved compared to
the proposed scheme in [18].

(d) Scenario B.2: Charging of the EV batteries.

In [18] for the EV charging the proposed scheme in [15] is used. Therefore, in
this scenario the proposed scheme is compared with the proposed scheme in [15]. In
this scenario, the initial SOC of the EV is considered 20% and at the plug-out time
the EV user tends to experience the SOC of 80%. The plug-in and the plug-out time
of the EV are assumed to be 8:00 a.m. and 4:00 p.m., respectively.

Considering the results of the simulation in Table 9.7 and as shown in Fig. 9.11,
only the proposed scheme is able to bring the SOC of the EV battery to the desired
value at the plug-out time. In the proposed scheme, the recorded SOC of the EV
battery at the plug-out time is 80%. An ascending increase in the load caused the
average frequency deviation to become negative and made the scheme [15] fail to
bring the EV battery to the scheduled SOC. In the scheme [15], the recorded SOC
of EV battery at the plug-out time is 68.29%. The frequency improvements in the
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proposed scheme and the scheme in [15] performed well. It is because both schemes
have always participated in the PFC with the maximum V2G gain value.

Conclusion

In this chapter, a decentralized V2G control scheme was proposed for the PFC
which considers the satisfaction of EV drivers. Each EV in the proposed scheme
participates in the PFC to the possible extent without using communication lines
and achieves the scheduled SOC. To this end, similar to the conventional generators,
droop control is deployed. It is with the difference that droop coefficient is selected
smartly until, together with the flexible charging power, it (1) guarantees the EV
battery to reach the scheduled SOC, (2) uses the PEV in the PFC to the possible
extent, and (3) prevents the EV battery from overcharging and overdischarging.

Due to simulation in the previous schemes, the grid conditions are influential
in bringing the EV battery to the scheduled SOC. Nevertheless, in the proposed
scheme, the EV battery will reach the scheduled SOC under any grid conditions.
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Chapter 10
Demand Response in Future Power
Networks: Panorama and State-of-the-art

M. Hadi Amini, Saber Talari, Hamidreza Arasteh, Nadali Mahmoudi,
Mostafa Kazemi, Amir Abdollahi, Vikram Bhattacharjee,
Miadreza Shafie-Khah, Pierluigi Siano, and João P. S. Catalão

Introduction

Overview

One of the key features of future power networks, referred to as smart grids, is
deploying demand-side resources in order to reduce the stress at the supply side.
This implies active participation of electricity customers, as a societal network, in
the power networks, as a physical network, which increases the interdependencies
of these two networks due to the effect of demand response programs on power
systems. Furthermore, in the future smart cities there is a crucial need to take
advantage of demand-side resources to supply electricity in a sustainable manner. In
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this context, demand response programs play a pivotal role in electricity market in
order to achieve supply-demand balance by taking advantage of the load flexibility.

In this chapter, we provide a thorough review of the state-of-the-art approaches
to implement demand response programs in smart grid environment. To this end, we
first introduce the available methods to model load participation in terms of demand
response programs, such as game theoretic frameworks, price elasticity, and direct
load control. We then review the methods for integrating demand-side resources into
power systems. Several aspects of demand response programs are reviewed in this
chapter. Finally, an overview of the recent advances in demand response literature
is presented.

Available Methods to Model the Demand Response Programs

Demand response programs are defined as the end users’ activities to change the
electricity consumption pattern for mitigating the system problems [1]. Due to the
increased consumption level, these programs are attractive and beneficial for system
operators, as well as customers [2, 3].

In order to assess the impact of demand response programs (DRPs) on power
system studies, multifarious models are developed in recent years. Economic
models of responsive loads based on the concept of constant price elasticity have
been addressed in references [4–8]. Schweppes and his co-workers developed the
concept of spot pricing of electricity to evaluate variable costs of electric energy on
an hourly basis and proposed three responsive load models, namely linear, potential,
and exponential demand functions [9]. A customers’ response to the optimal real-
time prices has been modeled in [10] for the electricity applying multifarious
mathematical load models. An optimization model to adjust the hourly load level
of a given consumer in response to hourly electricity prices is proposed in [11]. The
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further study utilizes up/down ramping rates to model variation in customer load.
An approval function based on the acceptable energy costs for different clusters of
customers has been presented in [12]. Moreover, the customer’s behavior versus the
offered fixed prices for monthly bilateral contracts applying a type of market share
function is proposed in [13]. Reference [14] has employed analytical and technical
approach to validate the impact of DRPs. Customer baseline load (CBL) focusing
on administrative and contractual approaches is applied for DRP modeling in [15].
Moreover, the impact of demand response (DR) through optimization methods has
been presented in [11]; however, intelligent approach such as multi-agent-based and
fuzzy logic method is used to model demand response [16, 17]. Authors in [18] have
developed two markets for designing DRPs to match power supply and demand.
DR models based on participation information of DRRs which are suggested in
[18] can be useful for evaluating DR resources’ values. Kirschen showed how this
model could be taken into consideration when scheduling generation and setting the
price of electricity in a pool-based electricity market [19]. Market clearing programs
are discussed in [20, 21], which takes their economic benefits into account. An
economic model of responsive loads has been derived and used for multifarious
studies in [22–32]. In references [22–32], the elasticity of demand is considered as
a fixed value for different values of incentive and penalty, which cannot precisely
represent the customers’ behavior. Therefore, in [33], extracting a dynamic eco-
nomic model of responsive loads is suggested based upon the concept of “flexible
elasticity of demand” and “customer benefit function.” Indeed, under the smart
grid environment, the short-term elasticity of demand can be suggested. Therefore,
introducing the flexible elasticity as a consequence of smart electricity grids causes
more precise modeling of DRPs and hence decrease in the rate of consumption
coincides with the ISO perspectives from implementing demand response programs.
References [4–33] have not assumed that demand response resources might fail or
be perfidious to decrease their consumption. In other words, the previous studies
have not concentrated that demand response resources are unstable, changeable,
and unpredictable. Additionally, advanced metering infrastructure (AMI) system as
a part of growing smart grid initiatives provides significant foundational platforms
for demand response resources in response to the demand response events. It means
that any destruction in AMIs can affect demand response resource’s participation
while this serious matter has not been regarded in previous demand response
models. In reference [34], a systematic method based upon frequency and duration
approaches is utilized to present the multi-state modeling of multiple demand
response resources considering repairable advanced metering infrastructure, the so-
called demand response firm. In reference [34], a set of DRRs such as homes,
industrials, and large buildings, which have the potential of participating in demand
response programs and communicate with demand response aggregator through
AMIs, are introduced as a negawatt demand response firm (DRF). DRF is assumed
as a virtual power plant that is similar to conventional units with derated output
states. The failure and repair rates of AMIs are non-negligible in customers’
participation in demand response programs. In this regard, the impact of several
important factors like demand response firms’ maximum achievable potential and
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forced outage rate of advanced metering infrastructure on the proposed model is
assessed. Also, the effect of number of advanced metering infrastructure on the
distribution probability of demand response firm states is investigated in [34].

Amini et al. [35] proposed a multi-agent framework for load management in
smart power distribution networks. In their framework, they modeled the distributed
generation units as well as direct load control to achieve a peak reduction-based
load management strategy. Moreover, a residential load management strategy was
proposed by Amini et al. [36] for the home appliances using mixed-integer linear
programming. Demand response programs may also affect the behavior of electric
vehicle drivers; for instance, different pricing strategies (e.g., real-time pricing,
time-of-use pricing, and critical peak pricing) can considerably affect the behavior
of drivers [37]. Another aspect of implementing demand response programs is
maintaining end-user privacy [38] and prevent adversaries from accessing the
private information of customers.

Emerging Methods to Model Demand Response Programs

To make an easier interaction among customers and ISO for performing DR, DR
aggregators have been introduced. Likewise, DR aggregators play an important
role to achieve all targets of DR implementation such as reducing peak demand,
improving the power system security, decreasing the negative effects of renewable
energy sources (RESs), uncertainties on power system operation, and enhancing
economic aspects of the electricity market. In fact, DR aggregators are as an
interface among customers and ISO to enter customers into the wholesale market.

In [39], the interaction among independent system operator (ISO) and DR
aggregators has been presented through four options including load curtailment
(LC), load shifting (LS), onsite generation, and energy storage (ES) systems. In
this method, DR aggregators submit the aggregated DR offers to ISO. Therefore,
ISO makes the final decision about DR contribution in a day-ahead market through
mixed-integer linear programming. This program has been solved by minimization
of total operation cost. The framework of this model is demonstrated in Fig. 10.1.

On the other hand, the interaction between DR aggregators and customers has
been taken into account in [40]. In this research work, the small or medium scale
of customers offered their potential to participate in the market. In fact, the DR
aggregators proposed four options including LC, LS, ES, and onsite generation to
customers for hourly demand response. Through maximization of DR aggregators’
profit, optimum DR schedule for participation in the day-ahead energy market is
obtained. This model is outlined in Fig. 10.2.

In [41], on the one hand, the interaction between ISO and DR aggregators and
on the other hand the interaction between DR aggregators and customers have been
taken into account, separately. The behavior of customers in DR programs including
LC, LS, and load recovery (LR) has been considered through a scenario-based
participation factor. Moreover, uncertain prices were presented in day-ahead and



10 Demand Response in Future Power Networks. . . 171

ISO

O
ut

pu
t

DR aggregator 2

Customers
...

DR scheduling
Energy and reserve scheduling
Unit commitment

LC LS ES Onsite generation

DR Options

DR aggregator 1

Customers

DR aggregator n

Customers

Day-
ahead
Market

M
in

im
iz

at
io

n 
of

 to
ta

lo
pe

ra
tio

n 
co

st

Fig. 10.1 Framework model of reference [39]

balancing markets as well as predefined prices in forward contracts for trading share
of DR between ISO and DR aggregators. This model is shown in Fig. 10.3.

The interaction between load-serving entity (LSE) and customers is formulated
in a bilevel programming in [42]. In this model, LSE is the leader, and DR
aggregators are the followers. LSE serves flexible loads with dynamic pricing tariff
and inflexible loads with the fixed tariff. Flexible loads are integrated by some DR
aggregators. Therefore, interaction among LSE and DR aggregators is in upper level
and the interaction among DR aggregators and customers is in the lower level.
Finding the optimal pricing tariff is the solution of this problem. The model is
described as a flowchart in Fig. 10.4.

To reduce the impact of thermal generation unit ramping cost on operation
cost, hourly demand response program is proposed in [43] in a day-ahead market.
Balancing constraints, ramp constraints, and DR constraints are formulated in a
mixed-integer quadratic constrained programming for a day-ahead scheduling. The
Lagrange relaxation method to solve this problem is shown in Fig. 10.5.
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The Integration of Demand Response Programs with Other
Power System Models

Three different kinds of demand response programs including centralized co-
optimization of generation and demand, demand bidding, and coupling of renewable
energy resources (RES) with deferrable loads have been applied in [44] to eval-
uate the impact of large-scale RES penetration and demand response on reserve
scheduling. In fact, a stochastic unit commitment is run in a network with large-
scale RES to obtain the reserve requirements for three different kinds of demand
response. Moreover, the coupling of these demand response programs to cope
with the weakness of each one has been evaluated. The model is described in the
flowchart of Fig. 10.6.

In [45], a dynamic market mechanism has been proposed to get the market
equilibrium by dynamic negotiations among key market players. Meanwhile, DR
is presented to overcome the variability of renewables. This market mechanism
considers DR devices based on the magnitude, runtime, and constraints of demands.
The level of desired social welfare has been analyzed eventually by a combination
of DR devices in the presence of renewables.
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The optimal behavior of plug-in electric vehicle (PEV) parking lots is presented
in [46] for energy and reserve market. To this end, parking lots are considered
as responsive loads either in price-based or incentive-based demand response
programs. Therefore, the effects of different demand response programs on parking
lots are elaborated, and the participation level of parking lots in demand response
programs can be obtained. A stochastic programming has been applied to solve this
problem by considering electricity market and PEV uncertainties.

Amini et al. [47] modeled the effect of electricity price on the electric vehicle
owner’s behavior. There have been several studies to investigate the role of
electric vehicles in demand response applications [48–50]. Paper [51] evaluates
the unsupervised charging of plug-in electric vehicles (PEVs) at the dwellings. It
presents a statistical modeling and a closed-form statistical expression for PEVs’
uncoordinated expected charging power demand. A distributed demand response
(DR) technique is proposed and evaluated for residential vehicle-to-grid (V2G)-
enabled PEVs during their random connection times to the power grid in [52]. The
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authors show that their proposed fast converging and distributed DR algorithm is
successful in managing the charging tasks of 1000 PEV users in order to minimize
the peak of the aggregated daily power demand profile and make the peak demand
even the same as when there is no PEVs in the system without any changes in the
users’ commuting behaviors and by preserving their privacy.

In [53, 54], a decentralized algorithm is shown for managing V2G-enabled
PEVs’ electricity assignments (charging and discharging) to lower the overall
electricity procurement costs for electricity retailers bidding to operational day-
ahead (DA) and real-time (RT) markets. The proposed algorithm jointly uses
DA demand shaping and RT demand altering for the DA and the RT markets,
respectively.

The importance of reducing the emissions of greenhouse gases (GHGs) has
been captured in the proposed DR technique by the authors of [55]. They illustrate
that with some incentives and/or regulations from the power system regulator, the
retailers or aggregators could help lessen GHG emissions by using their proposed
decarbonized demand response (DDR) technique.

The impacts of demand response on the reliability of power systems through
different electricity market mechanism have been analyzed in [56] from technical,
economic, and environmental aspects. The main goal of this work is to provide
the balancing active power, enhance system reliability, and maintain grid stability
through demand response in different electricity market schemes. Different demand
response programs based on the market are presented in Fig. 10.7.
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Fig. 10.5 Proposed LR method in reference [43]

Therefore, power system reliability, which can be dropped due to unexpected
generation or transmission line outages, can increase by applying demand response
programs in the electricity market instead of some conventional approach from
generation side.
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Fig. 10.6 Flowchart of model [44]
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Fig. 10.7 Demand response programs based on markets [56]

In [57], a stochastic day-ahead scheduling for a microgrid has been conducted,
and the impact of ancillary service demand response program on total operation cost
has been studied. Stochastic nature of RESs including wind farms and photovoltaic
systems as well as loads has been considered through Monte Carlo simulation
method and generation of lots of scenarios. Likewise, the outage probability of
distribution generators (DGs) inside the microgrid and probability of disconnection
of upstream network and microgrid have been included through this approach.
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Fig. 10.8 The framework of proposed model in [57]

The problem has been solved by a stochastic two-stage programming in a mixed-
integer linear programming. To this end, in the first stage, the day-ahead market is
cleared through and there is a look at different scenarios for balancing market in the
second stage. The framework of proposed model is presented in Fig. 10.8.

The Effect of Demand Response Programs on the Short-Term
Participation Strategy

In a short-term perspective, electricity market participants deal with bidding and
offering strategy problem every day. They should trade energy in the day-ahead
market in a high level of uncertainty. In such conditions, they can increase their
profit by devising a proper method for their participation strategy. These methods
have been widely reported and analyzed in the literature [58–62]. These methods
help the decision maker to analyze the market and its uncertainties economically.

In addition to the economic tools, electricity companies can get benefit from
physical sources and contracts. For example, bilateral contracts can effectively
reduce the risk of participation in the day-ahead market [63]. Self-generation is a
perfect option for retailers to hedge the risk of buying energy from the uncertain
day-ahead market [64]. Hybrid companies that manage generation companies in
one side and retailers and load aggregators on the other sides can strongly control
the associated risk of day-ahead market [58–60].

Demand response programs (DRPs) can also be used as an effective tool for
reducing the risk of participation strategy of electric companies in the short-
term day-ahead market. Hybrid companies can use the advantages of DRPs in
their offering strategy methods. The diagram of hybrid companies is provided in
Fig. 10.9. As can be seen from this figure, the hybrid companies are managing
both of generation and retail sides, together. There is an internal energy transaction
between these two parts. The external energy in the generation company (GenCo)
is sold in the day-ahead market. The retail part submits its bids to the day-ahead
market to buy the external consumption. The retail side has two types of contract
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Fig. 10.9 Diagram of hybrid companies considering DRP contracts

Fig. 10.10 Real-time payments of DA-RTP program

with its clients. The first one is regular contract based on the fixed pricing, and the
second one is DRP-based contract.

It is worth to mention that only short-term DRPs can affect the short-term bidding
and offering strategy of electricity companies. The longer term DRPs such as time-
of-use programs are known during the scheduling horizon of 1 day. As an example
of short-term DRPs, the day-ahead real-time pricing (DA-RTP) can be mentioned
in which the predicted prices of day-ahead market are sent to the contracted loads,
1 day before operation, to schedule their consumption. In DA-RTP contracts, the
customers’ base load (CBL), which is defined base on the consumption history
of clients, is used to calculate real-time payments [58–60]. This process is better
illustrated by Fig. 10.10. In this figure, the CBL and actual consumption are plotted
for a 3-hour horizon. As can be seen, during the first interval the real consumption
is higher than contracted level of CBL. Thus, the customer should pay the extra
consumption to the company base on the real-time prices sent to him/her, 1 day
before. This procedure is reversed during the third interval. In this period, the
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company will charge the client’s account base on day-ahead prices. During the
second interval in which the consumption is exactly equal to the contracted CBL,
no real-time payment is considered.

In order to analyze the effect of DA-RTP programs on the short-term partic-
ipation strategy of hybrid companies, we have divided them into two categories,
price-taker and price-maker companies. The following subsections investigate this
effect separately.

The Effect of DA-RTP Programs on Price-Taker Companies

Comparing to the whole network capacity, a price-taker company is small enough
in the size that its bidding or offering strategy would not affect the market price.
Therefore, it is common in the literature for such companies to use the prediction of
day-ahead prices to evaluate the optimum participation strategy [58]. The diagram
of this method is simply provided by Fig. 10.11.

From this figure, the forecasted day-ahead prices are the input of two blocks.
The upper one models the behavior of DA-RTP-contracted clients. For this purpose
elasticity coefficients can be used to calculate the actual level of consumption in
the retail side [65]. The second block uses both of predicted prices and actual
consumptions to evaluate the optimum schedule for the generation units and the
retail side.

In this way, DA-RTP programs can be considered as a feedback in the short-
term scheduling of electricity companies. For example, during the days that day-
ahead price is forecasted to be high, it is more profitable for the company to sell
more power in the market instead of feeding the contracted loads of retail side. In
this situation, the DA-RTP program would reflect the high level of the next day’s
price to the customers and they will reduce their consumptions to get benefit. In
this way, the company would have more capacity to participate in the day-ahead
market. This situation is reversed during the low-price days. It can be concluded that
DA-RTP programs can reduce the risk of uncertain prices. DA-RTP programs will
compensate the level of contracted loads in a way to be profitable for the company.

Fig. 10.11 The diagram of
DA-RTP programs on the
scheduling of price-taker
hybrid companies
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The Effect of DA-RTP Programs on Price-Maker Companies

This problem for price-maker companies is more complicated, because their strategy
would affect the market price significantly. Here, instead of forecasting the market
price, rivals’ bids and offers should be predicted and based on that the optimum
participation strategy can be evaluated [60]. This procedure leads to a bilevel
optimization problem. In the first level the company’s profit is maximized, and in
the second level the market clearing process is simulated.

In addition to the previously mentioned advantage of DA-RTP programs, i.e.,
reduction of the associated risk of forecasted parameters, it can also be useful
in removing line congestion. Transmission-line congestion may result in different
nodal prices. In its extreme, the system operates in islanding mode, electrically not
physically. This extreme situation can lead to a very high price in the created island.
Therefore, the congestion may increase the cost of feeding contracted demands in
the retail side. DA-RTP programs are strong feedbacks that can remove congestions.
If the price is increased due to the line congestion, this would be reflected to the
demand side by DA-RTP programs. By this feedback, the affected loads will reduce
their consumption and the congestion can be removed.

Market Strategies of Demand Response Players (DR
Aggregator, Electricity Retailer, Wind Power Producer)

DR programs were firstly proposed with the aim of mitigating the deficiencies of the
systems. However, nowadays, these programs are considered as virtual resources,
due to their high potential in power system studies [66, 67].

Demand response (DR) has been widely developed in electricity markets, where
a great deal of attention has been paid on how to model various load management
programs for electricity consumers. The recent challenges in electricity markets,
however, urge the need for active involvements of DR in wholesale electricity
markets, which indeed introduces DR aggregators as new entities in markets.
DR aggregators mainly act as an intermediary between consumers and wholesale
markets. These players are able to trade their DR either directly into the market or
through other market players [68].

Among market players, electricity retailers would utilize DR to avoid facing with
market price spikes, and thus to increase their profit. A real-time DR is proposed in
[69], through which retailers procure their energy through real-time DR besides
their traditional resources, i.e., pool markets and long-term contracts. A stochastic
programming approach is formulated in which pool prices and consumers’ behavior
are associated with uncertainty. The given model, thus, gives retailers an option to
determine their share from the given traditional and DR resources according to their
ability to take risk, which is modeled through conditional value at risk (CVaR).
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Another DR model is presented in [70], where electricity retailers are given an
opportunity to procure their DR through long-term bilateral contracts to short-term
DR. Various DR contracts such as forward DR and DR options are developed.
Retailers buy forward DR at a fixed price and volume for a specific period,
which obliged them to execute the contract in real time. DR options, however,
give some level of flexibility to retailers through which they can decide not to
apply the agreed contract in real time if they see it unnecessary, given that they
pay a predefined penalty to DR providers. As for short-term DR, a reward-based
DR program is formulated in which consumers’ participation in this program is
considered uncertain. The overall problem is formulated in a two-stage stochastic
model whose feasibility is evaluated on a realistic case of the Australian National
Electricity Market (NEM). Figure 10.12 illustrates the overall model for electricity
retailers considering their options to employ demand response to meet their demand.

Arasteh et al. [71] addressed the policy of a retailer to participate in electricity
and demand response exchange (DRX) markets with the aim of maximizing the
expected profit. The presented decision-making framework includes the elastic
response of end users regarding the electricity prices. Figure 10.13 shows the
presented framework. It should be noted that DRX is a market-based concept to
trade DR that has been introduced in [72]. DRX requires an operator to collect DR

Electricity Retailer

max

DR Options

Medium to 
Long-term DR

Forward DR

Short-term 
DR

Reward-based 
DR

Real-Time 
Markets

Consumers’ Demand

Demand Response Wholesale Market

Bilateral Forward 
Contracts 

Fig. 10.12 Demand response for electricity retailers



182 M. H. Amini et al.

Fig. 10.13 The retailer
framework to participate in
electricity and DR markets
[71]

offers/bids to clear the market and determine the equilibrium point [72, 73]. In [73],
suitable methods have been proposed for DR buyers and sellers to participate in the
DRX market.

A wind power producer is another market player that is interested to employ
demand response. As wind power penetration in electricity markets increases, it
is expected that these producers are treated as similar to existing generators in
that they are responsible for any real-time mismatch between their offer and actual
production. As a result, they can either compensate for their mismatch in real-time
markets or utilize DR for this purpose. A bidding strategy by wind power producers
is proposed in [74], where these producers can have a set of DR agreements with DR
aggregators with which they traded their energy. Besides forward DR agreements
and DR options, a new DR contract is developed in which although the contract is set
with a given price and DR volume, in real time, a wind power producer can distribute
the contracted volume over the given period in order to better manage its mismatch.
That is, during the time a flexible DR contract is set, only total DR volume is agreed
for a specific period. However, in the delivery time, the wind power producer is able
to use this volume over the given period according to its requirement. The proposed



10 Demand Response in Future Power Networks. . . 183

problem is formulated in a two-step model in which the wind power producer seeks
to maximize its profit through offering in the market while utilizing the given DR
agreements. The feasibility of the given model is then evaluated on the Australian
National Electricity Market (NEM) [74] and the Nordic market [75] according to
their specific features. While the Australian NEM is cleared as a single-settlement
market, the Nordic market comprises spot and balancing markets, which are cleared
on the day-ahead basis and in real time, respectively.

DR aggregators are able to trade their DR with various DR purchasers as
well as in the wholesale market. DR aggregator’s behavior is modeled in wind
power offering in [76]. A game theoretical model is proposed in which a wind
power producer needs to buy DR from a DR aggregator while considering its
rival competitors. A bilevel problem is mathematically formulated in which the
wind power producer maximizes its profit in the upper level, while the lower level
problem addresses the DR aggregator’s profit maximization model. That is, the
wind power producer sells its energy in the market while trading with the DR
aggregator. The DR volume depends on how competitive the wind power producer
is compared to other options that the DR aggregator has to trade its DR. This is
indeed determined in the lower level, where the DR aggregator has to maximize its
profit through trading its DR with other purchases, the given wind power producer,
and the wholesale market. The proposed bilevel problem is then transformed into a
single-level linear problem to be solvable using commercially available tools. The
paper is then studied on a case study, where the proposed model is evaluated using
several illustrative cases.

At high level of wind power penetration, some wind power producers might act
strategically to affect the market. They will use their market power to increase their
profit by altering the market clearing price. On the other hand, these producers may
employ demand response to manage their market power by coping with their power
production variability and uncertainty. To this end, a bilevel model with a single
upper level, i.e., a wind power producer, and two lower level problems, i.e., market
clearing and DR aggregator profit function, are formulated [77]. The wind power
producer aims at maximizing its profit while affecting the market price, determined
in lower level problem 1, and procuring DR from the DR aggregator in lower level
problem 2. A risk-constrained stochastic model is proposed for the wind power
producer through which the share of day-ahead and balancing markets as well as
DR volume are determined, while the day-ahead offer and DR price are fed to lower
level problems 1 and 2, respectively. As a result of these decisions, the market
price as well as the acquired DR volume are determined in their corresponding
lower level models. The problem is transformed into a single-level problem by
replacing the lower level problems with their KKT conditions. Further, using proper
techniques, the equivalent single-level problem is linearized and then solved using
the CPLEX solver under GAMS. A case of the Nordic market is used to assess
the proposed model, where the impact of DR on the strategic behavior of the wind
power producer is addressed. There are several distributed algorithms that have the
capability of solving large-scale power system problems in an efficient manner, such
as the proposed method in [78, 79].
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Fig. 10.14 Demand response for wind power producers

Figure 10.14 provides DR applications by wind power producers.

Recent Studies on Demand Response

Demand response allows management of energy loads by addressing objectives
such as cost savings and peak load reduction [80]. The DR management strategy
requires algorithms for addressing such objectives like economic dispatch [81].
Researchers in [82] utilized a multi-objective strategy for solving the DR objective.
Rabiee et al. [83] proposed a new methodology for control of power systems
through voltage correction. The strategy minimizes control costs by maintaining
a desired load margin (LM). However these algorithms require enforcement of
practical constraints for utilities and market price. Darby [84] set up the background
issues behind the implementation of storage heating systems in DR frameworks.
Ghavidel et al. [85] proposed a self-scheduled framework for demand response
which considers consumer and electricity market price uncertainties. In [86] a
solution to these issues was proposed by designing a short-term design strategy
based on an electrical retailer point of view. In [87] a new short-term DR strategy
was devised which takes into account consumer behavior. Researchers in [88] used
distributed techniques to assist demand response integration in serving the needs of
the customer. In [89] an optimal probabilistic scheduling model is used to determine
demand response. The strategy has been proved to be optimal which minimizes total
cost of the hub. In [90] the demand response applications are integrated in renewable
energy frameworks. The strategy has been proved to adapt to the dynamics of
the renewable generation and energy storage in the network. In [91] a real-
time low-complexity demand response module was designed for thermostatically
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controlled loads. The proposed scheme was considered to be adaptive to changes in
renewable generation. In [92, 93], a demand response-enabled distribution system
was designed. The system can tackle noisy inputs and is capable of accurate
state estimation. Researchers in [94] devised an algorithm to mapping the demand
response problem with energy flow in renewable energy-based heating systems.
Srivastava et al. [95] devised regression models for demand response predictions
and determined that these models are highly functional in urbanized areas. Crosbie
et al. [96] assessed demand response for applications in buildings. Viana et al. [97]
analyzed demand response for a renewable distributed generation system. Their
framework proved to be an important resource for power utility planning. Thornton
et al. [98] followed the Internet of Things approach to studying the demand response
in a distributed manner. The hardware-in-loop system proved to be scalable for
integration in real-time systems. In [99] a Stackelberg game-based approach was
used for demand response calculations for vehicle charging. The approach proved to
be quite effective for multiple utility environments. Motalleb et al. [100] considered
dynamic programming for calculating demand response while scheduling storage
loads. The strategy minimized demand-side electricity cost throughout the period of
simulation.

Conclusion

This chapter reviewed the demand response programs (DRPs) as one of the key
features and components of the smart grids. DRPs are essential to cope with the
upcoming challenges of the future systems and lead the operation and development
of the systems in a sustainable manner. Therefore, we provided a comprehensive
survey on the state of the art and the future trends of the DRPs. Although DRPs
were firstly introduced with the aim of mitigating the system deficiencies (such as
reliability problems and price spikes), currently they are considered as the virtual
resources due to their beneficial potential. In this regard, the methods to model
these programs are introduced in this chapter. In addition to the investigation of
the available and novel models, the integration of DR programs with other models
in power system studies is investigated. Furthermore, the participation strategies of
market players in electricity and DR markets are addressed and the decision-making
frameworks are explained. All the investigation results express the benefit of the DR
implementation in various domains of power system.
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Chapter 11
Impact of Strategic Behaviors
of the Electricity Consumers on Power
System Reliability

Amin Shokri Gazafroudi, Miadreza Shafie-khah, Desta Zahlay Fitiwi,
Sérgio F. Santos, Juan Manuel Corchado, and João P. S. Catalão

Introduction

Overview: Over the past few decades, electricity markets have created competitive
environments for the participation of different players. Electricity consumers (as
end users in power systems) can behave strategically based on their purposes in the
markets. Their behaviors induce more uncertainty into the power grid, due to their
dynamic load demands. Hence, a power system operator faces more difficulties in
maintaining an acceptable level of reliability and security in the system. On the other
hand, the strategic behaviors of electricity consumers can be as a double-edged
sword in the power grid. There is a group of consumers who are flexible and so
can be interrupted at critical time periods and pursue their economic targets in the
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electricity markets. However, the second group is concerned with electricity demand
being provided to them with the desired reliability level. Hence, the decisions
of this group of electrical consumers are in conflict with their corresponding
demand response programs. According to the above statement, this chapter aims
at investigating the impact of strategic behavior of the electrical consumers on
power system reliability. In this way, different agents of electricity markets are
defined in this chapter which their behavior can impact the market-clearing problem.
Energy and reserve are assumed as electricity commodities in this chapter. Thus, a
two-stage, day-ahead and real-time, stochastic unit commitment problem is solved
to clear energy and reserve simultaneously considering the uncertainty of wind
power generations and conventional generation units which impacts the reliability
of sustainable power systems.

According to the growing awareness about the environment and the demand
for a reliable power grid, providing reliable renewable-based systems is a task of
future smart grids [1, 2]. In recent years, the increased use of renewable energies
such as wind power generation has caused some challenges in power systems
mainly due to the variable and stochastic nature of these non-dispatchable energy
sources [3, 4]. In connection to this, the extant literature has several related works
which present new methods to solve economic dispatch, optimal power flow [5],
unit commitment [6], and market-clearing [7] problems considering variability and
uncertainty of power generation for such technologies. For instance, in [8], the
optimal power flow problem is solved considering wind power uncertainty. The
stochastic behavior of wind power generation is modeled by a Weibull probability
density function. Besides, a heuristic optimization method which is called modified
cuckoo search is used to solve the problem. In [9], the economic dispatch problem
is solved considering high penetration of wind power generation in the integrated
energy storage systems. In the model, wind power is defined as a dispatchable
variable. Moreover, dynamic programming is used to solve unit commitment and
economic dispatch problems. The impacts of renewable energies on power system
are evaluated via a Monte Carlo simulation which accounts for the uncertainty
of wind power generation in [10–12]. In [5], the renewable power producers are
modeled in a multi-agent environment where the uncertainty of these renewable
resources is considered by employing a two-stage stochastic framework.

The power system’s reliability depends on various factors such as load capacity
and customer base, maintenance, as well as age and types of equipment [13].
Providing suitable operating reserves is one of the main duties of power system
operator as this allows maintaining the desired reliability level of the power system,
which is subjected to high-level uncertainty and stochastic behavior of market
agents [14]. Hence, in new approaches, the stochastic and dynamic models are
defined to determine operating reserves according to the stochastic nature of wind
energy in the power system. Recent studies in this research area can be divided
into two groups. The first group focuses on the approaches that allow obtaining
operating reserves based on wind power uncertainty, but they do not consider
customer’s choice of reliability [3, 4, 7–12, 15–23]. However, the second group
presents algorithms to determine reserves considering the customer’s reliability
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choices and assesses the economic concepts related to the operating reserves [14].
Indeed, the second group follows the necessity of considering the consumers’
strategic behavior in future smart grids. In this regard many efforts have been
carried out to show the role of consumers’ behavior in different aspects of the
future interdependent networks [24]. In this context, in [25], decentralized control
of responsive consumers is discussed by using a multi-agent method. In addition
to these methods that can improve the robustness and security of the future
interdependent systems even if a failure occurs in other networks [26], demand-side
management resources and flexible electric vehicle charging loads can highlight the
role of consumers in the future smart grids [27]. On this basis, the role of customers
is highlighted in [28, 29], and consequently a framework for determining the reserve
is developed by taking the customers’ reliability choices into account.

In [17], the energy and spinning reserve market-clearing problem is solved with
the aim of minimizing total cost in the considered system and risk level considering
wind power and electrical load. Spinning reserves are provided by generators and
loads in the model presented in [17]. In [18], a security-constrained unit commit-
ment problem is solved to determine the reserve level linked to transmission stress
and increase the reliability of the power system. In [19], a method for determining
zonal reserves is presented. This method considers the uncertainty of renewable
energies. Authors in [19] present a probabilistic and heuristic optimization tech-
nique to solve a similar problem. In [20], operating reserves are determined through
a combination of robust optimization and conditional value at risk, in order to
consider wind power output uncertainty. In [21], a combined dispatch and multistage
reserve policy optimization problem is solved by using a robust optimization,
which models net load uncertainty by applying some decision rules. Such rules
are based on forecasting errors in [21]. In [22], an improved interval method is
used to solve the unit commitment problem considering network constraints and
power output uncertainty of high penetration of wind farms in the power systems.
Moreover, authors simulate several cases, where the unit commitment problem is
solved using stochastic programming, robust optimization, interval, and improved
interval methods. The performance of these simulations is assessed on the basis
of computational burden and total operating costs. Based on the analysis results,
authors highlight the importance of a stochastic unit commitment approach since it
best models the uncertainty of wind power generation in the power system.

This chapter first introduces the different agents of the restructured power system.
Then, electricity consumers are classified according to their strategic behaviors in
the electricity markets. Hence, different examples of the impacts of the behavior
and uncertainty of agents are described and evaluated in this chapter. The rest
of the chapter is organized as follows. In section “Electricity Market Model,” the
electricity market model is presented and described in detail. Classes of customers
are introduced in section “Classes of Customers.” Section “Simulation Results”
outlines the results of the conducted simulations. Finally, section “Conclusions”
concludes this chapter.
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Electricity Market Model

Power system restructuring has led to the appearance of different agents, and these
agents have the freedom to participate in electricity markets (EMs). In this chapter,
the EM model is presented and fully described. Also, details of the agents whose
behaviors can impact the problem are included in this section. The EM model
aims to solve a stochastic unit commitment (SUC) problem and clear energy and
reserve simultaneously. The SUC model consists of two stages. In the first stage,
the day-ahead market (DAM) is presented where the uncertainty of decision-making
variables is not seen. However, in the second stage the real-time market (RTM)
considers the uncertainty of the wind farms’ power output and other traditional
sources of uncertainty in the power grid.

Objective Function

In this section, the objective function of the market-clearing model and its con-
straints are represented.
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In Eq. (11.1), the total expected cost (EC) of the day-ahead and real-time markets
is defined as the objective function. The cost terms from the first to the second
line represent the expected costs of DAM that consist of the start-up cost of units,
energy cost of units, utility of electricity customers, and cost of energy produced
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by wind farms, respectively. The subsequent lines in Eq. (11.1) gather the expected
cost corresponding to the RTM which includes the costs related to the changes in
the start-up states of generating units in DAM and RTM, reserve costs related to the
generation side and electricity customer side, and costs of load shedding and wind
power spillage, respectively. As mentioned before, EM includes different agents
with its corresponding aims and constraints. In the following, some of these agents
are introduced on the basis of their limitations.

Generation Companies (GenCos)

A GenCo is one of the agents in the electricity market; it is in charge of producing
electric power in the system. Generally, GenCos are called to the dispatchable
electrical energy power plants. The key constraints of GenCos in the DAM and
RTM are represented hereinafter:

DAM GenCos’ Constraints

Equations (11.2a–11.2c) represent power generation limits of GenCos in the DAM.
Likewise, the maximum and minimum limitations of GenCos’ power scheduling are
represented in Eq. (11.2a). Besides, Eq. (11.2b) enforces the constraints related to
the GenCos’ energy blocks. In addition, Eq. (11.2c) shows that the power scheduling
of GenCos in each time period equals the sum of their energy blocks:

P i.uit ≤ PS
it ≤ P i.uit , ∀i,∀t (11.2a)

0 ≤ pG
itm ≤ pG

itm, ∀m,∀i,∀t (11.2b)

PS
it =

NOit∑

m=1

pG
itm, ∀i,∀t . (11.2c)

Equations (11.2d–11.2f) refer to the list of constraints corresponding to the start-
up cost of GenCos:
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RTM GenCos’ Constraints

The power generation limits of GenCos in the RTM are enforced by Eq. (11.3a):

P i.vitω ≤ PG
itω ≤ P i.vitω, ∀i,∀t,∀ω. (11.3a)

Equation (11.3b) represents the relation among the allocated energy of GenCos
in the DAM and RTM, and the operating reserves in the RTM. Additionally, the
operating reserve constraints of GenCos in the RTM, as in Eqs. (11.3b–11.3h), need
to be included in the model:
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The constraints related to the start-up cost due to the new commitment states of
GenCos in the RTM are modeled by Eqs. (11.3h–11.3k):
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Wind Farms’ Constraints

Wind farm is one of the agents in the EM which produces non-dispatchable
electrical power. Hence, wind power generation is one of the decision-maker
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variables that induce uncertainty into the market-clearing problem. As mentioned
before, the two-stage stochastic unit commitment problem aims to clear energy and
reserve in the DAM and RTM. The uncertainty of wind power generation is not
considered in the first stage. Hence, the constraint related to the scheduling of wind
power generation in the DAM is represented by Eq. (11.4a). In the second stage,
for instance, a constraint related to the economic and technical concerns of the
wind farms may be the real-time spillage of the generated power. Equation (11.4b)
represents the wind spillage constraint of the wind farm in the RTM:

P WP
kt ≤ P

S,WP
kt ≤ P

WP
kt , ∀k,∀t . (11.4a)

0 ≤ Sktω ≤ P WP
ktω, ∀k,∀t,∀ω. (11.4b)

Customers’ Constraints

Customers are another group of agents in the electricity market. In the electricity
market, these agents have the freedom to behave strategically on the basis of
their preferences and desires. Classes of customers consist of economic followers,
reliability followers, and neutral. Equation (11.5) represents the load shedding
constraint of the consumers in the RTM. Other equations related to customer classes
are described in section “Classes of Customers”:

0 ≤ Lshed
j tω ≤ LC

jtω, ∀j,∀t,∀ω. (11.5)

Grid Operator’s Constraints

A grid operator is an agent who controls and manages the interactions among
various agents in the power grid. The principal role of grid operator is to balance
the transacted electrical energy in each bus of the system. The equations below
are associated with the constraints of the grid operator in the DAM and RTM.
Equation (11.6a) represents the balancing equation among GenCos, wind farms,
and electrical loads. According to Eq. (11.6a), line capacity limitations and losses
are not considered in the DAM. Therefore, the DAM is cleared as a pool-based
market without network constraints:

NG∑

i=1

PS
it +

NW∑

k=1

P
S,WP
t =

NL∑

i=1

LS
jt ,∀t . (11.6a)

However, all constraints related to the power flows are included in the RTM.
Equation (11.6b) represents the power balance equation in the RTM considering
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line losses. Further network related constraints are presented in Eq. (11.6c). The
physical transfer limits, i.e., related to the capacity of a transmission line are shown
in Eq. (11.6d):

∑

i:(i,n)

PG
itω −

∑

j :(j,n)

(
LC

jtω − Lshed
j tω

)
+

∑

k:(k,n)

(
P WP

ktω − Sktω

)

−
∑

r :(n,r)

ftω(n,r) = 0, ∀n,∀t,∀ω. (11.6b)

ftω(n,r) = B(n,r). (δtωn − δtωr ) , ∀ (n, r) ∈ �,∀t,∀ω. (11.6c)

−f (n,r) ≤ ftω(n,r) ≤ f (n,r), ∀ (n, r) ∈ �,∀t,∀ω. (11.6d)

Classes of Customers

Economic Followers

These customers are mainly concerned by their economic situations, and hence
show some flexibility in their electrical consumption patterns and quantities. As
a result, they play a key role by acting as interruptible loads. This is done
by reducing/shifting their loads in some time periods and hence providing an
upward and/or downward spinning reserve. It should be noted that economic-
driven customers can also provide a downward spinning reserve by increasing their
consumptions during periods specified by the system operator.

In return, these customers may receive money as a reward or incentive for
their valuable flexibility provisions in the forms of interruptible loads. Besides, the
operating reserve that is provided by customers can be different depending on the
uncertainty of wind power generation, electrical load, or power grid in the system.

Equations (11.7a and 11.7b) represent constraints related to the upward and
downward operating reserves of economic-follower customers. Also, Eq. (11.7c)
relates the allocated electrical load in the DAM and RTM, and the downward
and upward operating reserves. This way, if customers decrease their electrical
consumptions, they act as GenCos which increase their generation. Hence, this
decrement is called upward operating reserve from the customer side. On the other
hand, customers provide a downward operating reserve when they increase their
consumption at the specific periods of time:

0 ≤ rU
jtω ≤ RU

j , ∀j,∀t,∀ω. (11.7a)

0 ≤ rD
jtω ≤ RD

j , ∀j,∀t,∀ω. (11.7b)

LC
jtω − LS

jt = rD
jtω − rU

jtω, ∀j,∀t,∀ω. (11.7c)
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Reliability Followers

Getting electricity according to their desired reliability level is the main concern
of these customers. Unlike economic followers who assist the system to provide
the electrical demand of the power system, reliability followers force the system to
supply their desired electrical load. It is clear that behavior of reliability followers
increases the operating costs of the system. Hence, they are in charge of paying
a portion of this imposed cost. Hence, customers declare their desired reliability
according to the value of loss load (VOLL) that is seen in the last line of Eq. (11.1).

Neutral Customers

The group of customers whose behavior cannot have any impact on the operating
cost and reliability of the system is called neutral. In other words, neutral customers
neither provide any operating reserve nor ask for any reliability level that would
force the system operator to provide more energy and reserve for the system.

Simulation Results

In this section, the market-clearing model is assessed using the modified 3-bus test
system that is shown in Fig. 11.1. It should be noticed that only electrical loads
connected at buses 2 and 3 of the system are considered in this case study. In
other words, the load connected at bus 1 (i.e., L1) is neglected in this study. The
data for the generators and the system are given in Tables 11.1 and 11.2. Line

Fig. 11.1 A 3-bus test system [14, 30]
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Table 11.1 Generator data
for the 3-bus test system [14,
31]

Unit 1 Unit 2 Unit 3

P i (MW) 10 10 10

P i (MW) 100 100 50

λSU
it ($) 100 100 100

λG
itm ($/MWh) 30 40 20

CRU

it ($/MWh) 5 7 8

CRD

it ($/MWh) 5 7 8

CRNS
it ($/MWh) 4.5 5.5 7

Ramping capabilities (MW/h) 100 100 50

RU
it 90 90 40

RD
it 90 90 40

RNS
it 100 100 50

Table 11.2 Other system
data for the 3-bus test system
[14, 31]

CRU

jt ($/MWh) 70

CRD

jt ($/MWh) 70

VOLLbase ($/MWh) 1000
Lines reactance (p.u.) 0.13
Lines capacity (MW) 55
Pbase (MW) 41
Vbase (kV) 120

Table 11.3 Load scenarios
at bus 3 and wind power in
the 3-bus test system [14, 31]

Transmission lines Capacity (MW)

Line (1,2) 10
Line (1,3) 28
Line (2,3) 24

capacity limits are provided in Table 11.3. Moreover, wind power generation and
its scenarios and their corresponding probabilities are indicated in Tables 11.4 and
11.5, respectively. However, in some of the cases discussed here (specifically Cases
1 and 2), wind farm is not considered, and wind power generation uncertainty is
ignored in Case 3 of this study. The power grid scenarios are generated using outage
replacement rate (ORR) which equals 0.02 for generation units and is equal to 0.01
for transmission lines. Besides, the value of loss load (VOLL) of consumers is
supposed to equal 1000 $/MWh. Different examples have been introduced in this
section, in order to evaluate the impacts of customers’ behavior and wind power
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Table 11.4 Load scenarios
at bus 3 and wind power in
the 3-bus test system [14, 30,
31]

PWP
tω (MW)

Period t As forecasted High Low

1 6 9 2
2 20 30 13
3 35 50 25
4 8 12 6

Table 11.5 Probabilities of
load scenarios at bus 3 and
wind power in the 3-bus test
system [14, 30, 31]

PWP
tω (MW)

As forecast High Low

Probability 0.6 0.2 0.2

Table 11.6 Day-ahead
electrical demand of
consumers and their expected
load in the real-time market
in Case 1

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 LS
jt 20 60 90 30

LC
jt 20 60 90 30

L3 LS
jt 30 80 110 40

LC
jt 30 80 110 40

Table 11.7 Expected load
shedding of consumers in
Case 1

Time (h)
Lshed

j t (MW) t 1 t 2 t 3 t 4

L2 0 0 0.012 0
L3 0 0.123 13.367 0

uncertainty in the power system. Besides, the mixed-integer linear programming
model has been implemented in GAMS 24.7.4 [32] that has been linked with
MATLAB software [33].

Case 1

In this case, customers at nodes 2 and 3 are not economic followers. Hence, they
do not provide upward and downward spinning reserves in the system. According
to Eq. (11.7c), the real-time electrical demands of consumers 2 and 3 are equal
to those of the day-ahead because their corresponding upward and downward
spinning reserves are equal to zero. Table 11.6 shows the day-ahead electrical load
of consumers and their expected real-time demand. Also, the expected load shedding
of consumers is shown in Table 11.7. Moreover, power scheduling of GenCos in the
day-ahead market and their expected real-time power generation are presented in
Table 11.8. The difference between the dispatched power of GenCos in the DAM
and the RTM is deployed as the operating reserves of GenCos in the RAM, as
represented in Eq. (11.3b).
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Table 11.8 Dispatched
power of GenCos in the
day-ahead market and their
expected real-time power
generation in Case 1

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 PS
it 0 30 50 10

PG
it 0 29.968 36.92 10.199

G2 PS
it 0 60 100 10

PG
it 0.1 60.107 100 10.199

G3 PS
it 50 50 50 50

PG
it 49.9 49.801 49.701 49.602

Table 11.9 Expected
allocated operating reserves
of GenCos in Case 1

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 rU
it 0 0.008 0 0.199

rD
it 0 0.04 13.08 0

rNS
it 0 0 0 0

G2 rU
it 0 0.107 0 0.199

rD
it 0 0 0 0

rNS
it 0.1 0 0 0

G3 rU
it 0 0 0 0

rD
it 0 0 0 0

rNS
it 0 0 0 0

Table 11.10 Demand of
consumers in the day-ahead
market and their expected
load in real-time market in
Case 2

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 LS
jt 20 60 90 30

LC
jt 18 54 81.015 27.988

L3 LS
jt 30 80 110 40

LC
jt 32 87.909 101.478 44

As it can be seen in Table 11.9, G1 provides both upward and downward spinning
reserves in the second time period. At first, it seems that these results are not true
because GenCos can only provide upward or downward spinning reserves. However,
the results are expected reserves that are generated in different scenarios. This means
that G1 produces only upward spinning reserve in one scenario, and it provides the
downward spinning reserve in another one.

Case 2

In Case 2, customers can join the reserve market as economic followers in the
electricity market. Hence, there is no doubt that if they provide upward and
downward spinning reserves, their electrical demands in the DAM and RTM are
different. Table 11.10 shows the electrical demand of consumers in the DAM
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Table 11.11 Expected load
shedding of consumers in
Case 2

Time (h)
Lshed

j t (MW) t 1 t 2 t 3 t 4

L2 0 0 0 0
L3 0 0.08 0.358 0

Table 11.12 Dispatched
power of GenCos in the
day-ahead market and their
real-time expected power
generation in Case 2

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 PS
it 0 34 50 20

PG
it 0.063 33.944 32.433 12.991

G2 PS
it 0 56 100 0

PG
it 0.039 58.084 100 10.195

G3 PS
it 50 50 50 50

PG
it 49.9 49.801 49.701 49.6

Table 11.13 Expected
allocated operating reserves
of GenCos in Case 2

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 rU
it 0 0 0 0.135

rD
it 0 0.056 17.567 7.944

rNS
it 0.063 0 0 0

G2 rU
it 0 2.84 0 0

rD
it 0 0 0 0

rNS
it 0.039 0 0 10.195

G3 rU
it 0 0 0 0

rD
it 0 0 0 0

rNS
it 0 0 0 0

Table 11.14 Expected
allocated operating reserves
of consumers in Case 2

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 rU
jt 2 6 8.985 2.012

rD
jt 0 0 0 0

L3 rU
jt 0 0.044 8.522 0

rD
jt 2.002 7.952 0 4

and RTM. Table 11.11 presents the expected load shedding. As shown in Tables
11.7 and 11.11, the expected load shedding in Case 2 is less than that of Case
1 because of the higher reliability level that is provided by economic followers.
Additionally, power scheduling of GenCos in the DAM and the RTM is represented
in Table 11.12. Operating reserves that are provided by GenCos and consumers are
presented in Tables 11.13 and 11.14, respectively.

As summarized in Table 11.12, the amounts of dispatched power of G3 in the
DAM and RTM are not the same. According to Eq. (11.3b), it seems that G3 should
provide the operating reserves. However, G3 does not provide any operating reserve
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Table 11.15 Expected costs
(ECs) in Cases 1 and 2

Example 1 Example 2

EC ($) 27371.713 13920.459

Table 11.16 Day-ahead
demand of consumers and
their real-time expected load
in Case 3

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 LS
jt 20 60 90 30

LC
jt 18 54 81.018 32.944

L3 LS
jt 30 80 110 40

LC
jt 33 87.909 101.973 44

for the system as shown in Table 11.13. This is because of grid uncertainty. In other
words, G3 is in a shutdown mode in some scenarios, so its expected power generated
in the RTM is less than 50 MW. However, G3 generates 50 MW when it is ON.
Moreover, L3 provides both upward and downward spinning reserves in the second
time period, which has been explained in Case 1. Table 11.15 compares the expected
cost of the system in Cases 1 and 2. As shown in this table, economic followers
decrease the expected cost of the system due to their participation in the reserve
market to provide the electrical demand of the system.

Case 3

The impact of wind power generation on the system is assessed in Case 3. It should
be noted that wind power uncertainty is not considered in this case. In other words,
it is assumed that wind power prediction is out of any error, and the probability
of scenario “As forecast” is equal to 1, and probabilities of scenarios “high” and
“low” are both equal to 0. Tables 11.16 and 11.17 present the electrical loads and
expected load shedding, respectively. As shown in Tables 11.11 and 11.17, load
shedding in Case 3 in the third time period is less than that of Case 2 because of
the higher reliability level that is provided by the wind farm like a power producer
agent without uncertainty. The dispatched power of the GenCos in the DAM and
RTM is shown in Table 11.19. As shown in Tables 11.12 and 11.18, the total amount
of GenCos’ dispatched power in Case 3 is less than any of the previous cases (i.e.,
Cases 1 and 2) because the wind farm’s offered energy cost is assumed to equal zero
in the electricity market. Hence, the wind farm’s power generation is first cleared
in the electricity market, and it decreases the dispatched power of GenCos in the
DAM and the RTM. Moreover, wind power generation uncertainty is disregarded.
Therefore, operating reserves that are provided by GenCos and consumers in Case 3
are less than any of those provided in Cases 1 and 2 (see in Tables 11.19 and 11.20).
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Table 11.17 Expected load
shedding of consumers in
Case 3

Time (h)
Lshed

j t (MW) t 1 t 2 t 3 t 4

L2 0 0 0 0
L3 0 0.08 0.355 0

Table 11.18 Dispatched
power of GenCos in the
day-ahead market and their
real-time expected power
generation in Case 3

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 PS
it 0 34 49 12

PG
it 0.063 33.944 31.935 12.191

G2 PS
it 0 36 66 0

PG
it 0.027 38.084 66 10.151

G3 PS
it 44 50 50 50

PG
it 44.91 49.801 49.701 49.602

Table 11.19 Expected
allocated operating reserves
of GenCos in Case 3

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 rU
it 0 0 0 0.199

rD
it 0 0.056 17.065 0.008

rNS
it 0.063 0 0 0

G2 rU
it 0 2.084 0 0

rD
it 0 0 0 0

rNS
it 0 0.027 0 10.151

G3 rU
it 0.998 0 0 0

rD
it 0 0 0 0

rNS
it 0 0 0 0

Table 11.20 Expected
allocated operating reserves
of consumers in Case 3

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 rU
jt 2 6 8.982 0.024

rD
jt 0 0 0 2.968

L3 rU
jt 0 0.0244 8.072 0

rD
jt 3 7.952 0 4

Case 4

In this case, wind power generation uncertainty is considered. Therefore, the
maximum amount of wind power that can be committed to the DAM is the
forecasted amount of the wind farm. However, three scenarios are defined for wind
power generation with their corresponding probabilities as seen in Tables 11.4 and
11.5. Tables 11.21 and 11.22 show the DAM and RTM electrical loads and expected
load shedding, respectively. Likewise, the dispatched power of the GenCos in the
DAM and the RTM is shown in Table 11.23. Also, the expected allocated reserves
for GenCos and consumers are shown in Tables 11.24 and 11.25, respectively.
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Table 11.21 Electrical
demand of consumers in the
day-ahead and real-time
markets in Case 4

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 LS
jt 20 60 90 30

LC
jt 18.399 55.59 81.014 32.349

L3 LS
jt 30 80 110 40

LC
jt 33 87.909 101.973 44

Table 11.22 Expected load
shedding of consumers in
Example 4

Time (h)
Lshed

j t (MW) t 1 t 2 t 3 t 4

L2 0 0 0 0
L3 0 0.08 0.355 0

Table 11.23 Day-ahead
dispatched power of GenCos
and their real-time expected
power generation in Case 4

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 PS
it 0 34 49 12

PG
it 0.063 33.944 31.935 12.191

G2 PS
it 0 36 66 0

PG
it 0.027 39.074 67.996 8.156

G3 PS
it 44 50 50 50

PG
it 45.509 49.801 49.701 49.602

Table 11.24 Expected
allocated operating reserves
of GenCos in Case 4

Time (h)
GenCo (MW) t 1 t 2 t 3 t 4

G1 rU
it 0 0 0 0.199

rD
it 0 0.056 17.065 0.008

rNS
it 0.063 0 0 0

G2 rU
it 0 3.074 1.996 0

rD
it 0 0 0 0

rNS
it 0.027 0 0 8.156

G3 rU
it 1.597 0 0 0

rD
it 0 0 0 0

rNS
it 0 0 0 0

Table 11.25 Expected
allocation of operating
reserves of consumers in
Case 4

Time (h)
Consumer (MW) t 1 t 2 t 3 t 4

L2 rU
jt 1.601 4.807 8.986 0.025

rD
jt 0 0.398 0 2.375

L3 rU
jt 0 0.044 8.027 0

rD
jt 3 7.952 0 4

Table 11.26 Expected costs
(ECs) in Cases 3 and 4

Example 3 Example 4

EC ($) 11228.733 11243.46
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Fig. 11.2 Assessment of expected energy not supplied (EENS) in examples 1 to 4

As shown in Tables 11.19, 11.20, 11.24, and 11.25 wind power uncertainty has
different impacts on the operating reserves that are provided by different agents in
the electricity market. However, in Table 11.26, we can see that the expected cost
in Case 4 is greater than that of Case 3. In other words, this study demonstrates that
wind power uncertainty increases the system’s expected cost. Figure 11.2 shows the
impact of different examples on the reliability of the power system. In this chapter,
expected energy not supplied (EENS) is chosen as reliability criteria of the system.
As seen in Fig. 11.2, EENS in Case 2 is less than Case 1. In other words, joining
consumers in the reserve market, as economic-follower agents, improves reliability
level of the sustainable power systems. Also, considering wind farms in Cases 3
and 4 increases the reliability level of the system. Figure 11.3 demonstrates the
impact of our studies on the total expected cost of the system. As shown in Fig.
11.3, economic followers decrease the expected cost of the system due to their
flexible behavior of consumers to provide reserve and improve the sustainability
of the power system. Moreover, the total expected cost of the system is minimum in
Case 3 where wind farm is considered in the system, and we ignore uncertainty of
wind power generation. However, the total expected cost in Case 4 is higher than in
Case 3 due to the negative effect of wind power generation uncertainty. Furthermore,
it should be noticed that the EM has been cleared based on a centralized approach in
this chapter. Hence, energy management system has not developed as a multi-agent
system (MAS). However, MASs could be one of the solutions for the sustainable
power system to manage energy in a decentralized manner [34–36].
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Fig. 11.3 Assessment of expected cost (EC) in examples 1 to 4

Conclusions

This chapter has introduced the agents of the restructured electricity market. The
impacts of these agents’ behavior on the power system have been assessed by
setting up different cases. A two-stage stochastic unit commitment (SUC) model of
a MILP nature is developed in this chapter, which is then solved to clear energy and
reserve simultaneously. The day-ahead market (DAM) is presented in the first stage
without the uncertainty of decision-making variables. However, the real-time market
(RTM) is represented in the second stage considering the uncertainty of wind power
generation and other traditional sources of uncertainty in the power grid. Moreover,
electricity consumers have been classified into different groups of agents based
on their strategic behaviors: economic followers, reliability followers, and neutral.
Besides, examples of different cases have been studied to assess the influence of
customer behavior and wind power uncertainty on the power system. Based on the
analysis results in this chapter, key findings of this chapter are highlighted in the
following:

• Economic followers improve the reliability level of the system and decrease load
shedding.

• Economic-followers decrease the total expected cost of the system due to their
flexible behavior to provide reserve and improve the sustainability of the power
system.

• Considering wind farms in the power system optimizes the total expected cost of
the system by reducing the total amount of GenCos’ dispatched power.

• However, wind power uncertainty has a negative effect on the expected cost of
the system.



11 Impact of Strategic Behaviors of the Electricity Consumers on Power. . . 211

Although different agents have been introduced in this chapter in the sustainable
power systems, the market-clearing problem has been solved in centralized from.
However, central energy management systems are not good strategies for forth-
coming self-organized power systems. Therefore, decentralized electricity markets
based on multi-agent energy management approach could be one of the solutions
to increase energy efficiency and customers’ choice of reliability in the sustainable
power systems.
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Appendix 1: Nomenclature

Indices and Numbers

n Index of system buses, from 1 to NB.
i Index of conventional generating units, from 1 to NG.
j Index of loads, from 1 to NL.
t Index of time periods, from 1 to NT .
m Index of energy blocks offered by conventional generating units, from 1 to NOit.
ω Index of wind power, electrical load, and power grid scenarios, from 1 to �.
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Continuous Variables

CSU
it Scheduled start-up cost ($).

PS
it Power output of units in the DAM (MW).

pG
itm Power output from the m-th block of energy offered by the unit in DAM (MW).

LS
jt Power consumed of load in DAM (MW).

RU
it Up-spinning reserve in DAM (MW).

RD
it Down-spinning reserve in DAM (MW).

RNS
it Non-spinning reserve in DAM (MW).

RU
jt Up-spinning reserve from demand side in DAM (MW).

RD
jt Down-spinning reserve from demand side in DAM (MW).

P
S,WP
t Wind power in DAM (MW).

CA
itω Start-up cost due to change in commitment status of units in DAM and RTM ($).

PG
itω Power output of unit in RTM (MW).

LC
jtω Electrical consumed in RTM (MW).

rU
itω Up-spinning reserve in RTM (MW).

rD
itω Down-spinning reserve in RTM (MW).

rNS
itω Non-spinning reserve in RTM (MW).

rU
jtω Up-spinning reserve from demand side in RTM (MW).

rU
jtω Down-spinning reserve from demand side in RTM (MW).

rG
itmω Reserve deployed from the m-th block of energy offered in RTM (MW).

Lshed
j tω Load shedding (MW).

Stω Wind power generation spillage (MW).
ftω(n, r) Power flow through line (n, r) (MW).
Ploss

tω(n, r) Power loss in line (n, r) (MW).
δtωn Voltage angle at node.

Binary Variables

uit Commitment status of units in DAM.
vitω Commitment status of units in RTM.
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Random Variables

PWP
tω Wind power generation in RTM (MW).

Constants

dt Duration of time period (h).

λSU
it Start-up offer cost of unit ($).

λG
itm Marginal cost of the m-th block of energy offered ($/MWh).

λL
jt Utility of electrical load ($/MWh).

λWP
t Marginal cost of the energy offer submitted by the wind producer ($/MWh).

VOLLjt Value of loss load for load ($/MWh).

VS
t Wind spillage cost ($/MWh).

πω Probability of scenarios.

P i Maximum capacity of units (MW).

P i Minimum power output of generation units (MW).

B(n, r) Absolute value of the imaginary part of the admittance of line (n, r) (p.u.).

f (n,r) Maximum capacity of line (n, r) (MW).
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Chapter 12
A System of Systems Engineering
Framework for Modern Power System
Operation

Ali Mohammadi, Farnaz Safdarian, Mahdi Mehrtash, and Amin Kargarian

Nomenclature

a Index for autonomous systems
b, b

′
Border buses between two neighboring systems

i, j Index for buses
k Index for outer loop iterations
l Index for levels in the hierarchical structure
m, n Index for subproblems
q Index for inner loop iterations
u Index for generating units
Ω i Set of all buses connected to bus i
�n

L Set of all branches in system n
�n

G Set of all generating units located in system n
Nn

B Number of buses in system n
di Power demand at bus i
pu Power generated by unit u
PLij Power flow in line ij
� Bus voltage angles
fn(·) Local objective function of system n
f (pu) Generation cost function of unit u
fla(·) Local objective function of system a at level l
gn(·) Compact form of inequality constraints of system n
hn(·) Compact form of equality constraints of system n
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gla(·) Set of local inequality constraints of system a at level l
hla(·) Set of local equality constraints of system a at level l
θb Voltage angle of bus b
θb, m Voltage angle of bus b determined by system m
θb, n Voltage angle of bus b determined by system n
θ∗

2a Target values that are constants in microgrids’ optimization
θ ′∗

2a Response values that are constants in DSO’s optimization
xn Local variables of system n
∼
xla Set of local variables of system a at level l
t2a Target variables of system a at level 2
r2a Response variables of system a at level 2
Pu Upper bound for generating unit u
Pu Lower bound for generating unit u

PLij Upper bound for power flow in line ij
PLij Lower bound for power flow in line ij

π(·) Penalty function
λT Lagrange multiplier
ω Penalty multiplier
β Step size

Introduction

Overview

In the literature, numerous definitions have been proposed for system of systems
(SoS). The concept of system of systems has been widely used in defense appli-
cations. In addition, it has been applied to other domains, e.g., healthcare, robotics,
global communication systems, transportation, space exploration, and power system
operation.

In this chapter, we discuss about the possibility of modeling active distribution
grids (ADGs), which are composed of several microgrids, based on the concept of
system of systems. Although various energy management/control functions, such
as long-term planning and day-ahead scheduling, can be investigated based on the
concept of SoS, the main focus of this chapter is on the short-term ADG operation
and the optimal power flow (OPF) problem. The whole ADG is considered to be an
SoS in which distribution system operators (DSOs) and microgrids (MGs), which
are autonomous entities, are modeled as self-governing systems. The information
privacy of DSOs and MGs is explained, and a local OPF is formulated for each
system taking into account the mutual interactions between DSOs and MGs. A
distributed optimization algorithm, which is based on the augmented Lagrangian
relaxation, is presented to find the optimal operating point of ADG while respecting
information privacy of the subsystems. A test system is designed to provide a tutorial
for readers on how to formulate local OPF problems of ADGs and MGs and how to
implement the distributed optimization algorithm.
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Modern Power Systems

Power systems, which are responsible for providing generation, transmission, and
distribution of electrical energy, are among the most complex infrastructure in
each society [1]. Conventionally, an electric power system consists of three major
subsystems: generators that supply energy, transmission systems that transfer energy
from power plants to load centers, and distribution systems that distribute electricity
among end users [2]. However, emerging new technologies, deregulation rules
and policies, and environmental issues have forced an ongoing transition from
conventional power system structures toward intelligent and sustainable energy
infrastructure [3, 4]. In these modernized systems, distributed generators (DGs),
e.g., wind turbines and solar generations, are located in the distribution systems,
which leads to the emergence of microgrids. Modern power systems have three
important features:

• Emerging and participation of self-governing entities, each of which is responsi-
ble for a part of the system or a specific task.

• Energy and information flow among the self-governing entities are bidirectional.
• Each entity can have its own operating policies and rules.

These ongoing changes will increase power system complexity and bring new
challenges in system planning, operation, and control problems. Figure 12.1 shows
power system modernization.

Complexity and Challenges of Modern Power Systems

The complexity of conventional power systems is increasing by the modernization.
System operators face new challenges due to such modernization. For instance,
bidirectional energy flow causes problems for the protection relay coordination.
Another example is penetration of renewable energy resources, such as wind
turbines and solar generations, which brings new challenges for power system
operators. Because of non-dispatchability of these energy resources, caused by
geographical uncertainty and forecast errors, their scheduling and operation are
more challenging compared to conventional generating units.

Power system deregulation leads to a competitive electricity market in which
many autonomous entities act as market players. An independent system operator
(ISO), which is not a market player, is needed to preserve the security and reliability
of the whole system. Each market player, i.e., entity, has its policies and rules and
aims at increasing its profit from the competitive market. Information and data
of the entities are commercially sensitive and affect the entities’ profit. Thus, the
information privacy is an important issue in competitive electricity markets. The
framework of the deregulated power systems can be mentioned in three stages:
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Fig. 12.1 Power system modernization

• Competition: The self-governing entities compete with each other to maximize
their benefit.

• Information privacy: The entities are not willing to share their commercially
sensitive data and information with other parties.

• Coordination: The entities need to be coordinated to satisfy reliability and
security of the whole power system.

Assume two neighboring regions in a multiregional power system. Each region is
governed by an autonomous entity. If the regions are isolated, they can be operated
separately. However, if the regions are interconnected through tie lines, any decision
made by an operator affects the decision made by another operator [5–7]. For
instance, for an optimal power flow (OPF) problem, active and reactive power flow
in a tile line affects voltage magnitudes and angles of the tie line ending terminals
[8]. This, consequently, affects the OPF solution of each region. Thus, the regions’
operators should cooperate to manage the whole system in a reliable and optimal
manner. Therefore, coordinating OPF solutions of the regions is necessary. On the
other hand, each entity is not willing to share its confidential information with
another one. As a result, for solving the OPF problem without sharing information,
it is necessary to have either a trustable third-party coordinator or a distributed
management framework that does not need a third-party coordinator [5–7, 9, 10].
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Fig. 12.2 A modern power system as a system of systems

System of Systems Engineering: A Solution for Modern Power
System Challenges

In the literature, numerous definitions have been proposed for system of systems
(SoS) [11–16]. As stated in [16], “Systems of Systems are large-scale integrated
systems that are heterogeneous and independently operable on their own, but
are networked together for a common goal.” The concept of system of systems
engineering is potentially beneficial for modern power system planning, operation,
and control. An SoS deals with the coordination of multiple subsystems, each
of which has its privacy and rules, while the whole system follows a certain
goal. Indeed, an SoS refers to a group of systems that are heterogeneous and
independently operable with their local objectives, while they are linked together
for realizing a secure and reliable operation of the entire SoS [16]. Modern power
systems have a similar framework [17–19]. Figure 12.2 shows a power system with
the framework of an SoS. In this framework, the transmission system, distribution
systems, and microgrids are modeled as autonomous systems. These autonomous
systems cooperate to ensure security and reliability of the whole SoS. While energy
flows in a unidirectional manner from the transmission system toward passive
distribution grids (distribution grids without DG units), bidirectional flow of energy
and information exist between the transmission system and active distribution grids
(distribution grids with DG units).
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Recently, the application of system of systems engineering in power system
operation and control problems has seen increased interest [8, 18, 20, 21]. An SoS
framework is proposed in [8, 18] for the optimal operation of active distribution
grids (ADGs). ADGs and microgrids are considered as autonomous systems.
An optimization algorithm is formulated to solve OPF for the whole SoS while
respecting the autonomy and privacy of each system. In [20], interactions between
the transmission system and ADGs in a day-ahead electricity market are modeled
based on the concept of SoS. A local day-ahead scheduling problem (see Ref. [21])
is formulated for each autonomous entity, and a distributed optimization algorithm
is presented to coordinate the systems. Reference [22] is an extension of [20]
that considers uncertainties of the renewable energy resources in the autonomous
systems.

The application of system of systems engineering is also applied in other research
areas. In [23], the author illustrated the importance of managing conflict and risk
in a system of systems framework. In [24], the application of system of systems
engineering is used to assess existing and new techniques of an agent system
analysis to evaluate actual and theoretical attacks on multi-agent systems. An
alternative method for a military system of systems, which required reliability,
safety, availability, survivability, etc., is proposed in [25].

System of Systems-Based Optimal Power Flow in Active
Distribution Grids

As explained in the previous section, the whole modern power system can be
modeled based on an SoS framework. In this chapter, we focus on the modeling
and operation of power distribution systems and mainly the optimal power flow
(OPF) problem. The autonomous entities are the distribution system operator and
microgrids.

Passive Distribution Grid

In conventional power systems, energy is generated in massive power plants and
then transferred to load centers through transmission and distribution systems.
Generating units are not located in the distribution systems near load centers. Such
distribution systems are called passive systems and are modeled as a load from
the perspective of transmission systems. The power flow is unidirectional, from
the transmission system toward the passive distribution system. The cash flow
(cost of energy) is also unidirectional, from the passive distribution system toward
the transmission system. Figure 12.3 shows the energy and cash flow between a
transmission system, a passive distribution grid, and a set of end users.
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Fig. 12.3 Power flow and cash flow directions in passive distribution grids

An independent system operator (ISO) is in charge of the system scheduling.
The passive distribution grids forecast their load and send it to ISO. The ISO
gathers information from all loads and generating units and formulate a centralized
optimization problem, for instance, for the short-term power system operation. This
centralized optimization aims at maximizing the social welfare or minimizing costs
subject to the system and generators’ constraints [26–28].

Active Distribution Grid as a System of Systems

In response to environmental and technical issues, distributed generating units have
been installed in power distribution grids [29–31]. DGs directly inject electricity
into the distribution grid without requiring a transmission system. The electricity is
distributed among end users through distribution feeders. Producing electricity near
the load centers reduces the energy loss and enhances the power system efficiency. In
modern power systems since instead of one entity many entities compete with each
other, they prefer not to share all of their information, and this competition leads
to reducing the electricity price in the market [32–34]. In addition, the reliability
of such a distribution grid is higher than that of the passive distribution grid since
an outage in the transmission system might not lead to the power outage in the
distribution grid. To distinguish between modern distribution grids and conventional
passive grids, we call the modern grids as active distribution grids (ADGs). The
term “active” means that the distribution grid includes DG units, whereas the term
“passive” refers to the distribution grids without any generating unit. As shown
in Fig. 12.4, power flow and cash flow between the transmission and distribution
systems are bidirectional, from the transmission to distribution and vice versa.

An active distribution grid is managed by a distribution system operator (DSO).
DSO schedules the generation resources in ADG to minimize the operation cost
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Fig. 12.4 Power flow and cash flow directions in active distribution networks

taking into account power balance and physical constraints of the distribution grid,
such as line flow limits. On the other hand, ADG may consist of several microgrids
(MGs). An MG is a low-voltage distribution network that includes a group of loads,
distributed generation sources, and energy storage devices. In addition, an MG has
an energy management system that monitors and controls DGs and loads [35–38].
The MG can work either in the grid-connected mode or islanded mode. When it is
connected to the grid (i.e., to ADG), MG may act as either a load or a power source.
One of the most important features of MGs is that they can work independently
while being separated from the upstream grid [39–41]. This feature enhances the
MG’s reliability when a fault occurs in the upstream grid. MGs may cooperate with
DSO to enhance the efficiency and performance of the entire active distribution grid.
For instance, if an MG includes cheap generation resources while DSO’s units are
expensive, MG may sell power to DSO and reduce the total grid operating costs.
Thus, as depicted in Fig. 12.4, power flow and cash flow are bidirectional, from
DSO to MGs and vice versa.

MGs and DSO are independent systems with their own policies and rules. Each
of these systems solves its local operation problem aiming at maximization of its
benefit. Although these systems are independent and capable of working in the
islanded mode, they are parts of a distribution grid that is more complex and capable
of each MG and DSO. Thus, one can say that an active distribution system is an SoS
in which MGs and DSO are autonomous systems.
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A management framework is required to operate such an SoS-based distribution
system. Deploying a centralized algorithm is not appropriate, as MGs and DSO
are autonomous entities that are not willing to share their commercially sensitive
information with other parties. This is not aligned with the concept of the electricity
market. Indeed, sharing information may degrade the benefit that an entity may gain
from the market. This may consequently discourage private sectors to invest in the
distribution grid modernization. On the other hand, since MGs and DSO are parts
of an interconnected SoS, their mutual interactions should be carefully modeled in
the SoS operation. In other words, it is not appropriate to operate these systems in a
completely separate manner. If we do not allow MGs and DSO to exchange energy,
i.e., force them to work in the islanded mode, the distribution grid performance
degrades, and the system reliability is in danger. On the other hand, if, for instance,
MG1 and DSO are allowed to exchange energy, MG1 cannot ask to receive 100KW
from DSO while DSO needs to receive 50 KW from MG1. This violates physical
laws.

DSO and MGs know that they may benefit from a cooperative grid management
framework. Thus, these systems may be willing to cooperate if they do not need
to exchange their commercially sensitive information with other parties. The type
and amount of the information that MGs and DSO should share depend on the
considered energy management function, e.g., optimal power flow, state estimation,
and optimal control. This chapter focuses on the OPF problem. In the following
section, the OPF problems of MGs and DSO are formulated under two operating
modes including islanded mode and integrated mode. The required information that
needs to be shared between systems in an integrated OPF model is discussed.

Local OPF Problem of Autonomous Systems

AC optimal power flow is usually considered in the distribution system level.
However, for the sake of simplicity and explanation, in this chapter, a DC-OPF
problem is formulated for each autonomous system. Note that AC-OPF can easily
replace DC-OPF without changing the SoS structure.

Islanded Mode

In the islanded mode,DSO and MGs are not connected. A local OPF is formulated
for each autonomous system. Local OPFs are independent. In other words, any
alteration in an MG does not affect DSO’s operating point. Figure 12.5 shows two
systems m and n that work in the islanded mode. The optimal power flow aims at
finding the best possible power dispatch for DGs with the minimum cost to supply
the demand. A compact form of OPF for system n is shown in Eq. (12.1):
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Fig. 12.5 Systems m and n
working in the islanded mode

min fn (xn) (12.1)

s.t.
hn (xn ) = 0
gn (xn ) ≤ 0

where xn denotes the set of all local variables of system n. Function fn(·) is the local
objective function of system n. gn and hn are compact forms of the inequality and
equality constraints of system n. The DC-OPF formulation is shown as follows in
which xn, fn, gn, and hn are discussed in details:

min
(xn={p,�})

∑

u∈�n
G

f (pu) (12.2)

s.t.

(12.3)

(12.4)

(12.5)

(12.6)

where the local decision variables, i.e., xn, are the power output of DG units (p) and
bus voltage angles (�). Parameter u is the index for generating units, and parameter
di denotes the load at bus i. �n

G is the set of units in system n. Ω i denotes the set of
all buses connected to bus i. �n

L is the set of all branches in system n. Nn
B denotes the

number of buses in system n. Function f (pu) is the generation cost function of DG
unit u. Nodal power flow balance constraints are enforced by (12.3). Equality (12.4)
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Fig. 12.6 Interconnected systems (a) Two interconnected systems, (b) the tie line links bus b of
system m to bus b′ of system n, (c) separating the two systems with considering system n controls
the tie line flow, and (d) with considering system m controls the tie line flow

sets the voltage angle of the reference bus to zero. Inequalities (12.5) and (12.6) are,
respectively, upper and lower bounds of DGs and line flow limits. A similar OPF
can be formulated for system m.

All data used to formulate OPFn are exclusive local information of system n. No
constraint, parameter, or variable of system m appears in OPFn. Similarly, OPFm
is completely independent from system n. Thus, each system can solve its own
local OPF regardless of another system. To schedule such a disconnected grid, a
centralized optimization is solved for every system. Note that since we imagine that
there exists no connection (coupling) between the systems, their OPF solutions are
not interdependent.

Interconnected Systems

In a real distribution grid, DSO (system m) and MG (system n) are normally
interconnected through a tie line(s), as shown in Fig. 12.6a. The power flow in this
tie line affects the nodal power balance equations of both systems m and n. Hence,
the tie line couples the OPF problems n and m. If the power is transferred from
system n toward system m, the summation of power generated by local DG units of
system m is less than the summation of its load. One can say that system n plays the
role of a pseudo generating unit for system m, or in other words system m plays the
role of a pseudo load for system m. Thus, in a fair electricity market, both systems
m and n should be allowed to decide about the power flow in the common tie line.
That is, the tie line flow couples the OPF problems n and m.

As shown in Fig. 12.6b, the power flow in the tie line depends on its voltage
angles of ending terminals b and b

′
. Thus, the voltage angles (in the case of AC-

OPF, voltage magnitudes, and angels) of border buses of systems m and n couple
the OPF problems n and m. To formulate OPF n, we consider that the tie line belongs
to system n as depicted in Fig. 12.6c. OPFn is formulated as follows in which the
local objective function of system n is to minimize the cost subject to constraints
Eqs. (12.4)–(12.6) and (12.8)–(12.10):
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min
xn={

p,�,θb,n,θb′,n
}

∑

u∈�n
G

f (pu) (12.7)

s.t.

pi − di =
∑

j∈�i

θi − θj

Xij

∀i ∈ {
1, . . . , Nn

B

}
, i �= b, i �= b′ (12.8)

pb − db = θb − θb′

Xbb′
+

∑

j ∈ �i

j �= b′

θb − θj

Xbj

(12.9)

pb′ − db′ = θb′ − θb

Xbb′
(12.10)

& (12.4), (12.5), (12.6)

� ∈ {voltage angles of local buses of system n}

Note that Eqs. (12.8)–(12.10) are nodal power balance equations for all local
buses of system n and border buses b and b

′
. A similar optimization can be

formulated for system m. Since θb and θb′ appear in both OPF problems n and m, we
call them shared variables. The shared variables are a set of variables that belong to
at least two autonomous systems. Each system m and n has the authority to decide
about values of the shared variables θb and θb′ . However, if the systems determine
the values of shared variables separately, different values might be obtained for a
shared variable. For instance, if system n solves its OPF regardless of OPFm, θb

might become 10 degree from the perspective of system n, whereas this shared
variables might be 20 degree from the perspective of system m. This is not a feasible
solution.

To obtain a feasible solution for the entire distribution grid, for every shared
variable, a hard constraint needs to be formulated in the OPF problem of every
system. Let θb, n denote the voltage angle of bus b from the perspective of system n,
and θb, m denote the voltage angle of bus b from the perspective of system m. The
following hard constraint needs to be enforced in the OPF problems m and n:

θb,m = θb,n (12.11)

The hard constraint of the border bus b
′
is as

θb′,m = θb′,n (12.12)
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Thus, OPFn becomes

min
xn={

p, �,θb,n,θb′,n
}

∑

u∈�n
G

f (pu) (12.13)

s.t. (12.4), (12.5), (12.6), (12.8)–(12.12)

� ∈ {voltage angles of local buses of system n}

While the optimization variables of OPFn are xn = {
p,�, θb,n, θb′,n

}
, the

optimization variables of OPFm are xm = {
p,�, θb,m, θb′,m

}
. To solve OPFn,

the values of θb, m and θb′,m should be determined by system m and be sent
to system n. Similarly, to solve OPFm, the values of θb, n and θb′,n should be
determined by system n and be sent to system m. Because of the hard constraints
(12.11) and (12.12), the order of solving OPFn or OPFm affects the final solutions.
For instance, assume that OPFm is solved (without the hard constraints), and we
achieve θb, m = 10

◦
and θb′,m = 20

◦
. Then, constraints (12.11) and (12.12) force

θb, n to 10
◦

and θb′,n to 20
◦
. Now assume that OPFn is solved (without the hard

constraints) and θb, n = 5
◦

and θb′,n = 30
◦
. Then, constraints (12.11) and (12.12)

force θb, m to 5
◦

and θb′,m to 30
◦
. Which solution is optimal?

{
θb = 10

◦
, θb′ = 20

◦}

or
{
θb = 5

◦
, θb′ = 30

◦}
?

The hard constraints make the obtained solution suboptimal from the perspective
of the whole power distribution grid. In the next section, we present an iterative
algorithm to solve the OPF problems of the autonomous systems and ensure the
optimality of results.

Distributed Operation of SoS-Based Active Distribution Grid

If DSO and MGs are islanded, they can solve their OPF subproblems independently.
However, in the real world, these systems are interconnected through tie lines, and
any decision made by a system affects decisions made by other MGs and DSO.
To manage and control such an SoS, the shared variables and hard constraints
(explained in the previous section) need to be coordinated. One approach is to
assume an operator for the whole SoS. All MGs and DSO must share their data
with the operator. This is against information privacy. MGs and DSO might not
be willing to share their commercially sensitive information (e.g., information of
generating units and loads) with other parties. Thus, a centralized framework might
not be appropriate for the SoS operation.

An alternative is to deploy decentralized and distributed optimization algorithms
to manage and control the SoS-based active distribution grid [42–49]. Applications
of decentralized and distributed algorithms and cloud computing on complex
engineering problems have seen increased interest recently [50]. Decentralized and
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distributed algorithms have been applied to a wide range of engineering problems,
for instance, truck design, aircraft design, marketing, and engineering product
design [51–53].

In this section, we discuss the application of decentralized optimization algo-
rithms to solve the local OPF problems of DSO and MGs in a distributed manner.
We focus on an approach, called analytical target cascading (ATC), and discuss
how to coordinate the variables and hard constraints that link the optimization
subproblems. We explain how to relax the effect of the hard constraints and to
ensure that the obtained solution is not only feasible from the perspective of the
autonomous systems and the whole SoS but also optimal.

A Brief Overview of Decentralized and Distributed Optimization
Algorithms

Several decentralized and distributed optimization algorithms have been presented
in the literature. Some of the most popular approaches, which have been
widely used in power systems, are analytical target cascading (ATC), alternating
direction method of multipliers (ADMM), auxiliary problem principle (APP),
consensus+innovations (C + I), optimality condition decomposition (OCD),
and proximal message passing (PMP). Although decentralized and distributed
optimization algorithms have several similarities, these algorithms are better to be
categorized into two groups, namely decentralized and distributed. Algorithms that
need a central coordinator belong to the distributed category, whereas algorithms
that do not need a central coordinator belong to the decentralized category. While
many of the decentralized and distributed algorithms follow an iterative sequential
solution procedure, a few algorithms follow a parallel solution procedure. Several
sequential algorithms can be parallelized by introducing a coordinator. Thus, if
one introduces a coordinator to parallelize a sequential decentralized algorithm, the
algorithm becomes a parallel but distributed approach because of the introduction
of a central coordinator.

While ADMM, ATC, APP, and PMP algorithms are based on augmented
Lagrangian relaxation, OCD and C + I work based on the decomposition of
first-order optimality conditions. The classical ADMM is a distributed algorithm;
however, some efforts attempt to relax the need for a central coordinator and
make the ADMM a decentralized algorithm [54]. ATC is a sequential decentralized
algorithm; however, a coordinator can be used to convert ATC to a parallel
distributed approach [55]. The APP is a parallel approach that has been applied
to solve OPF in a decentralized manner. OCD, which does not need a coordinator,
is an extension of the Lagrangian relaxation method [56, 57]. This method has been
applied to solve OPF in multi-area power systems in a distributed fashion [9]. C + I
is a decentralized method that aims at solving first-order optimality conditions in
parallel [10]. Detailed discussions on distributed and decentralized algorithms are
provided in [5–7].
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Characteristics of Analytical Target Cascading

We deploy ATC to solve optimization problems of the systems in a decentralized
manner. In the ATC procedure, an optimization problem is decomposed into several
subproblems. The subproblems are put on different levels. Subproblems in upper
levels are hierarchically connected to subproblems in lower levels. Subproblems at
the same level are not connected. The ATC structure is similar to the problems
defined in section “System of Systems Based Optimal Power Flow in Active
Distribution Grids” as DSO and MGs are hierarchically connected while no
connection exists between MGs at the same level. Systems in level l are known
as parents of the systems in level l + 1, and systems in level l + 1 are children
of systems in level l. Children located at the same level are not connected. In the
context of active distribution systems, if the grid is considered as a graph model,
systems are regarded as nodes, and tie lines are edges.

Shared variables between parents and children are defined as target and response
variables. Response variables are indeed copies of target variables. A set of
consistency constraints are formulated to enforce each pair of target-response to
the same value. Based on the concept of Lagrangian and augmented Lagrangian
relaxation, the consistency constraints are penalized in the objective functions of
parents and children. Parents solve their optimization problems to determine the
target values and propagate them down toward children. Children use the target
values and determine their response variables. The response variables are sent
up to the parents. Whenever the target and response values are close enough,
ATC converges. ATC is proven to converge to the global optimum point if the
optimization problems are convex [58].

Several options of penalty functions exist for penalization of the consistency
constraint. Some of the most popular penalty functions are linear, quadratic, and
exponential functions [5, 59]. This enhances the flexibility of ATC compared to
several other methods such as APP. In addition, several coordination strategies exist.
The one that is used in this chapter is augmented Lagrangian block coordinate
descent [59, 60].

Mathematical Description of ATC

Assume that a following centralized optimization is formulated for the whole SoS:

min
x

F (x) (12.14)

s.t.
g(x) ≤ 0
h(x) = 0
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where x is the set of decision variables of the whole SoS. Function F is the overall
objective function, and g and h are inequality and equality constraints of the SoS.

Assume that the objective function and local constraints of autonomous systems
of this SoS are separable. Also, assume that the autonomous systems are located
at different levels of the hierarchy. The objective function and constraints of Eq.
(12.14) are rewritten as follows:

min
x

∑

∀l

∑

∀a

fla (xla) (12.15)

s.t.
gla (xla) ≤ 0
hla (xla) = 0

x ∈ {
x11, x22, x23, x24, . . . , x2(n+1), . . . , xem

}

∀l ∈ level

∀a ∈ autonomous system

where subscript la indicates autonomous system a in level l. xla is the set of local
variables of system a at level l. fla is the objective function of system a at level l. gla

and hla denote sets of local inequality and equality constraints of system a in level l.
Since the considered SoS in this chapter has two levels (see Fig. 12.6) and for the

sake of simplicity and explanation, we consider a two-level structure, i.e., l ∈ {1, 2}.
DSO is the upper level and MGs are located in the lower level. In the hierarchical
ATC structure, systems in upper levels can be interconnected to the systems in the
lower levels; however, the systems at the same level must not be connected. This
is exactly the structure of the considered active distribution grid in this chapter. In
the ATC structure, DSO is considered as the parent of MGs, and MGs are children
of DSO.

The objective function and constraints of SoS are now decomposed as
{F = f11 + f22 + f23 + . . . + f2(n + 1)}, {g = g11 + g22 + g23 + . . . + g2(n + 1)}
and {h = h11 + h22 + h23 + . . . + h2(n + 1)}, where n is the number of systems
in the second level (i.e., number of MGs). The optimization problem (12.15) is
rewritten as

min
x

f11 (x11) +
n+1∑

a=2

f2a (x2a) (12.16)
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s.t.
g11 (x11) ≤ 0, g22 (x22) ≤ 0, . . . , g2(n+1)

(
x2(n+1)

) ≤ 0
h11 (x11) = 0, h22 (x22) = 0, . . . , h2(n+1)

(
x2(n+1)

) = 0

x ∈ {
x11, x22, x23, x24, . . . , x2(n+1)

}

We decompose the optimization problems. The optimization problem of system
11 (note that “11” refers to system 1 in level 1) is

min
x11

f11 (x11) (12.17)

s.t.
g11 (x11) ≤ 0
h11 (x11) = 0

And the optimization problem of system 2a is

min
x2a

f2a (x2a) (12.18)

s.t.
g2a (x2a) ≤ 0
h2a (x2a) = 0

Since the autonomous systems are interconnected, x11 (x2a) does not only include
local variables of system 11 (12.2). We separate exclusive local variables of system

11 (and name them
∼
x11) and its shared variables with child a (∀a) (and name them

target variable t2a). Now the optimization problem (12.17) is rewritten as

min(∼
x11,t2a

)f11

(∼
x11, t2a

)
(12.19)

s.t.
g11 (x̃11, t2a) ≤ 0
h11 (x̃11, t2a) = 0

In the context of active distribution grids, target variables are voltage angles of
border buses, i.e., ending terminals of tie lines that connect DSO and MGs as shown
in Fig. 12.6. The optimization problem of system 2a is

min(∼
x2a,t2a

)f2a

(∼
x2a, t2a

)
(12.20)
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s.t.
g2a (x̃2a, a) ≤ 0
h2a (x̃2a, t2a) = 0

Problems (12.19) and (12.20) are not completely separable because of the target
variable t2a. To make these two optimizations separable, a set of response variables
(r2a) are introduced. A response variable is actually a copy of a specific target
variable. The target variables are included in the parent’s optimization, and the
response variables are included in the children’s optimizations. Problem (12.20)
is rewritten as follows:

min(∼
x2a,r2a

)f2a

(∼
x2a, r2a

)
(12.21)

s.t.
g2a (x̃2a, r2a) ≤ 0
h2a (x̃2a, r2a) = 0

Now problems (12.19) and (12.21) are separable. However, solutions of (12.19)
and (12.20) must be coordinated to find a feasible solution for the whole SoS as
t2a and r2a are physically the same. Thus, a consistency constraint is formulated for
each target-response pair and is enforced in the parent’s and children’s problems:

C : t2a − r2a = 0 (12.22)

The target variables are determined by the parent and are propagated down
toward the children. The children determine the response copiers and propagate
them up toward the parent. Let us explain the optimization problems and ATC in
the context of active distribution grids. Consider Fig. 12.6 in which system m is a
DSO and system n is an MG. The target variables of DSO are θb, m and θb′,m, and
the response variables of MG are θb, n and θb′,n (see Fig. 12.7), i.e.,

t ∈ {
θb,m, θb′,m

}

r ∈ {
θb,n, θb′,n

}

Local inequality and equality constraints g11 (and g2a) and h11 (and h2a) are

indeed formulated by Eqs. (12.4)–(12.6) and (12.8)–(12.10). Local variables
∼
x11

(and
∼
x2a) are {p, �}, i.e.,

∼
x11 ∈ {p11, θ11}. The consistency constraint (12.22) is

equivalent to hard constraints (12.11) and (12.12):

C : θ2a − θ ′
2a = 0 (12.23)
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Fig. 12.7 Exchanges between DSO and MGs for (a) shared variables, and (b) target and response
variables

where θ2a (target) denotes the voltage angles determined by DSO and sent down
to MGs, and θ ′

2j (response) is the voltage angles determined by MGs and sent up
to DSO. To handle the consistency constraints (i.e., hard constraints) and mitigate
difficulties arisen by them, they are enforced in the local objective functions by a set
of penalty functions π(c). Thus, DSO’s optimization problem (12.19) is rewritten as

min
(p11,θ11,θ2a)

f11 (p11, θ11, θ2a) +
∑

∀a

π
(
θ2a − θ ′∗

2a

)
(12.24)

s.t.
g11 (p11, θ11, θ2a) ≤ 0
h11 (p11, θ11, θ2a) = 0

in which {p11, θ11, θ2a} are decision variables while θ ′∗
2a (response) is a set of

constants received from MGj. MGj’s optimization problem (12.20) is rewritten as
follows:
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min
(p2a,θ2a ,θ ′

2a)
f2a

(
p2a, θ2a, θ

′
2a

) + π
(
θ∗

2a − θ ′
2a

)
(12.25)

s.t.

g2a

(
p2a, θ2a, θ

’
2a

)
≤ 0

h2a

(
p2a, θ2a, θ

’
2a

)
= 0

in which
{
p2a, θ2a, θ

′
2a

}
are decision variables while θ∗

2a (target) is a set of constants
received from DSO. The DSO and MGs iteratively solve (details of the solution
procedure are explained in section “Mathematical Description of ATC”) their OPF
problems to update θ2a and θ ′

2a and enforce θ2a − θ ′
2a to zero.

In the ATC method, several options exist to model penalty function π(·), e.g.,
linear, quadratic, and exponential function [56, 60]. One of the most popular penalty
terms is an augmented Lagrangian that is a combination of a linear term and a
quadratic function:

λT
(
θ − θ ′) + ∥

∥ω ◦ (θ − θ ′)∥∥2
2 (12.26)

where λ and w are penalty multipliers, and “◦” denotes the Hadamard product. The
objective functions of the optimization problems (12.24) and (12.25) are rewritten
as follows:

min
(p11,θ11,θ2a)

f11 (p11, θ11, θ2a) +
∑

∀a

{
λT

2a

(
θ2a − θ ′∗

2a

) + ∥
∥ω2a ◦ (θ2a − θ ′∗

2a

)∥
∥2

2

}

(12.27)

min
(p2a,θ2a,θ ′

2a)
f2a

(
p2a, θ2a, θ

′
2a

) +
{
λT

2a

(
θ∗

2a − θ ′
2a

) + ∥
∥ω2a ◦ (θ∗

2a − θ ′
2a

)∥
∥2

2

}

(12.28)

The quadratic term of the penalty function enhances the convergence speed of the
iterative procedure. In addition, this term acts as a local convexifier, which is useful
if local optimization problems are non-convex.However, the quadratic function adds
a non-separable term in the objective function (i.e., 2θ × θ

′
) that is a barrier in front

of the parallel solution of local optimization problems of DSO and MGs.

Solution Procedure

The above procedure yields a set of local but coupled OPF problems, one for DSO
and one for each MG. Indeed, the above procedure illustrates how to decompose
the optimization problem (i.e., OPF in this chapter) of the whole SoS into local
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optimization problems of the autonomous systems. The next concern is “how to
coordinate these local OPF problems since they are coupled through a set of shared
variables.” Thus, a coordination strategy is required to coordinate local optimization
problems.

Several coordination strategies are presented in the literature for the ATC
approach [59–61]. We present one of the most popular strategies called augmented
Lagrangian block coordinate descent (AL-BCD). AL-BCD is an iterative sequential
coordination strategy that consists of two loops, inner loop and outer loop. In the
inner loop, the target and response values are updated while the penalty multipliers
are kept constant. The main purpose of the inner loop is to enhance the accuracy of
results. The inner loop stops when the difference between the values obtained for a
shared variable in two consecutive iterations becomes less than a stopping threshold
(see Step 4 of the algorithm). After inner-loop convergence, the convergence
criterion of the outer loop is checked. The outer-loop convergence is achieved if the
difference between each pair of target-response is less than a stopping threshold. If
this constraint is satisfied, the algorithm stops; otherwise, the penalty multipliers
are updated based on the obtained target and response values (see Step 5). Fig
12.8 shows the flowchart of the coordination strategy that is explained in detail as
follows:

Step 1: Initialize local variables x of each subproblem, target values θ , response
copiers θ

′
, penalty multipliers λ and ω, and parameter β, and set k = 1 and q = 0,

where k and q denote, respectively, the outer and inner loop iteration indices.
Step 2: Set q = q + 1. DSO solves its local OPF subproblems using response

values determined in the previous inner-loop iteration q − 1, i.e., θ
′k, q − 1.

Step 3: Solve MGs’ OPF subproblems using target values obtained in Step 2, i.e.,
θ k, q − 1.

Step 4: Check the following inner-loop convergence criterion:

max
(∥
∥
∥θk,q − θk,q−1

∥
∥
∥ ,

∥
∥
∥θ ′k,q − θ ′k,q−1

∥
∥
∥
)

≤ εinner (12.29)

where εinner is the stopping threshold of the inner loop. If this criterion is satisfied
and the rate of change of local objective functions is small enough, then stop the
inner loop and go to Step 5; otherwise, go to Step 2.

Step 5: If max{‖θ k − θ
′k‖} ≤ εouter, where εouter is the outer-loop stopping

threshold, the AL-BCD algorithm has converged; otherwise set k = k + 1 and q = 0
and update penalty multipliers as

λk = λk−1 + ωk−1 ◦
(
θk−1 − θ ′k−1

)
(12.30)

ωk = β· ωk−1 (12.31)
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Fig. 12.8 Flowchart of the AL-BCD coordination strategy

and then go to Step 2. Parameter β should be larger than or equal to one, and it can
reduce the computational cost. Although a wide range of β can be selected, based
on the experience β = 1 can guarantee an acceptable accuracy.

One of the main questions for the above iterative solution procedure is “how
to initialize variables and penalty multipliers.” A bad initialization degrades the
convergence performance of the algorithm and accuracy of its results. A good
guess for the initial values potentially leads to a significant enhancement in the AL-
BCD performance. This is a common issue for many decentralized and distributed
optimization algorithms that need an initialization step. One of the most effective
strategies is to use historical data of the system under study to find a good initial
guess for variables, parameters, and penalty multipliers.
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Fig. 12.9 A 22-bus SoS with three autonomous systems, one DSO, and two MGs

Table 12.1 Generating unit characteristics

Generation source C (MBtu) B (MBtu/MWh) A (MBtu/MW2h) Pmax (MW) Pmin (MW)

Upstream grid 0 7 0 22 −22
G2 0 10 0 10 0
G3 0 8 0 2.5 0
G4 0 7 0 1.5 0
G5 0 3 0 1.8 0
G6 0 5 0 2.5 0
G7 0 25 0 1.9 0

Illustrative Example

A typical ADG is shown in Fig. 12.9. The SoS contains three systems, namely,
DSO, MG1, and MG2. The whole SoS has 22 buses. The DSO includes six buses,
one load, and three generating units. MG1 has nine buses, five loads, and three DGs.
MG2 consists of seven buses, four loads, and two DGs. For the sake of simplicity,
the admittance of all lines is considered to be 0.2 p.u. Characteristics of DGs and
loads are shown in Tables 12.1 and 12.2. The voltage angles of buses 3, 4, 7, and
16 are shared variables. Indeed, θ3 and θ7 are shared variables between DSO and
MG1, and θ4 and θ16 are shared variables between DSO and MG2.

We analyze two cases:
Case 1: One operator is considered for the whole SoS, and the centralized OPF

is implemented.
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Table 12.2 Load data Bus number Load distribution (MW)

1 10.24
2 7.68
3 1.2288
4 0.9728
5 1.28
6 0.8704
7 3.3792
8 1.8432
9 2.8672
10 2.1504

Case 2: Each DSO and MG has its operator, and the decentralized OPF is
implemented.

Case 1: Information privacy and autonomy of DSO and MGs are neglected. An
operator is in charge of the whole SoS operation. The centralized OPF is formulated
and solved. The operation costs of DSO, MG1, and MG2 are $196.12, $15.90, and
$12.50, respectively (note that since the system is small and the scheduling horizon
is only one interval, e.g., 5 min, the operation costs are not large).

Case 2: ADG is modeled as a two-level SoS in which DSO is in the upper level,
and MGs are in the lower level. The DSO is the parent, and MGs are the children.
An OPF is formulated for each DSO and MG. For instance, the detailed formulation
of DSO OPF is as follows:

min

⎧
⎪⎨

⎪⎩

(7P1 + 10P2 + 8P3) + λ1
(
θ3 − θ ′

3

) + (
ω1 ◦ (θ3 − θ ′

3

))2+
λ2

(
θ7 − θ ′

7

) + (
ω2 ◦ (θ7 − θ ′

7

))2 + λ3
(
θ4 − θ ′

4

) + (
ω3 ◦ (θ4 − θ ′

4

))2+
λ4

(
θ16 − θ ′

16

) + (
ω4 ◦ (θ16 − θ ′

16

))2

⎫
⎪⎬

⎪⎭

s.t.

nodal power balance

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

PL1,2 + PL1,4 − P1 = 0
PL2,3 + PL2,1 − P2 = 0
PL3,2 + PL3,7 = 0
PL4,1 + PL4,16 + PL4,5 = 0
PL5,4 + PL5,6 + 10.24 = 0
PL6,5 + P3 = 0

Note: PLi,j = θi−θj

0.2 × 100 and θ ′
3, θ ′

4,θ ′
7, and θ ′

16 are constants.
Note that for the sake of simplicity, line flow constraints are neglected. A tie line

connects the border bus B3 of DSO to bus B7 of MG1, and another tie line links B4
of DSO to B16 of MG2. Hence, the voltage angles of buses B3, B4, B7, and B16 are
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shared variables among the autonomous systems. The DSO has four target variables
(i.e., θ3, θ4, θ7, and θ16) and each MG has two response variables (i.e., θ3 and θ7
for MG1 and θ4 and θ16 for MG2).

One drawback of such decentralized solution algorithms is the initialization
of the penalty multipliers and shared variables. This drawback exists in many
decentralized optimization algorithms that follow an iterative solution procedure.
We initialize the targets and responses to zero. The decentralized algorithm is
even more sensitive to initialization of the penalty multipliers. A bad initialization
might degrade the solution accuracy and convergence process. Based on our
experience, λ0=200, w0=200, and β = 1 are good initial values for the penalty
multipliers. The inner and outer loops’ convergence thresholds are εinner = 0.01
and εouter = 1 × 10−4. The AL-BCD algorithm converges after 72 outer-loop
iterations with a total number of inner-loop iterations of 84. Figure 12.10 shows
updating process of the target-response pairs over the course of iterations. When
the difference of each target and response in two consecutive iterations is less than
0.01 (i.e., |tk − tk − 1| ≤ 0.01 and |rk − rk − 1| ≤ 0.01) the inner loop stops. Then,
the stopping criterion of the outer loop, i.e., |tk − rk| ≤ 0.0001, is checked. If this
criterion is satisfied, the convergence is achieved; otherwise, the penalty multipliers
are updated as the inner loop restarts. A smaller stopping criterion improves the
accuracy of the results; however, this increases the number of iterations. Note that
in several iterations the difference between some of the target-response pairs is
less than the stopping threshold; however, the algorithm stops when the differences
between all target-response pairs become less than the stopping threshold.

The average difference between the target-response values over the course
of iterations is depicted in Fig. 12.11. The AL-BCD algorithm stops when the
differences between all pairs of target-response become less than the stopping
threshold εouter = 1 × 10−4. Hence, the average error between the target-response
pairs must be less than the stopping criterion upon the convergence.

The operation costs of DSO, MG1, and MG2 are $196.73, $15.90, and $12.50,
respectively. The total SoS operation cost obtained by the decentralized algorithm
is $225.13. In order to evaluate the performance of the AL-BCD algorithm, two
indices are considered. The first index measures the relative distance between the
total costs of the decentralized optimization compared to the optimal value calcu-
lated by the centralized OPF (note that the centralized OPF provides benchmark
results):

rel = |fcent − fdec|
fcent

(12.32)

The second index measures how much power mismatch exists between the tie
lines. In other words, the total power mismatch is the summation of all mismatches
of power exchange between DSO and MG1, and DSO and MG2:
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Figures 12.12 and 12.13 show rel and Pmis indices over the course of optimiza-
tion. These two convergence measures gradually decrease. Note that at the optimal
point, rel and Pmis are zero. The updating procedure of λ (penalty multipliers) over
the course of iterations is shown in Fig. 12.14. Selecting good initial guesses for
multipliers, i.e., good guesses that are close to the optimal values of λ, potentially
reduces the number of iterations.

Concluding Remarks

The SoS-based management framework is potentially promising for collaboration
between the autonomous entities in power systems. In this chapter, an SoS
framework was presented for operation of active distribution grids that include
multiple microgrids. This framework allowed DSO and MGs to operate based on
their objectives and rules while taking into consideration the information privacy
of the autonomous systems. To model physical interactions among DSO and MGs,
a set of hard constraints was formulated. Although the hard constraints ensure the
feasibility of the whole active distribution grid, they move the final solution toward
a suboptimal point if they are directly included in the local optimizations of DSO
and MGs. The hard constraints were relaxed on the local objective functions by
augmented Lagrangian functions. The augmented Lagrangian block coordination
descent, which is a coordination strategy for distributed optimization, was presented
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to handle the shared variables among DSO and MGs. Although such an iterative
approach provided good results, its convergence is dependent on the choice of initial
conditions that is one of the main drawbacks of such algorithms. One promising
direction of research is to reduce the sensitivity of the augmented Lagrangian block
coordination descent to the choice of initial values. Another possible future research
direction is to consider uncertainties of renewable energy recourses and load.
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Chapter 13
Adoption, Implementation, and
Performance of Green Supply Chain
Management: The Case of Coal Power
Generation Industry in Indonesia

Caroline H. Santoso, Marzieh Khakifirooz, Mahdi Fathi, and Jei-Zheng Wu

Introduction

The awareness of sustainability among SCs has been increasing since the World
Commission on Environment and Development (WCED) presented its report at a
press conference in London, England on 27 April 1987 entitled as “Our Common
Future” [4]. “Our Common Future” is identified as a starting strategy for landing
sustainable future and warned the world about the importance of natural properties
for making progress toward economic development. Later on, in 2007, the Irish
National Climate Change Strategy [8] outlined the global challenge as the global
warming fetch up by human-made greenhouse gas emissions. The economic
consensus can prove that the costs of inaction against the global warming will
significantly be higher than costs of actions in the long term. Therefore, innovative
and progressive climate change policies consorted with low-carbon technology are
required to design and enforce for consistency of global economic growth with
sustainability.

Sustainability is required the long-term policy. Several targets need to be
defined to tackle long-term sustainability-related issues. For instance, adopt new
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policies, construct/reconstruct/equip the infrastructures, develop innovative clean
technologies, redesign SCs, and redefine business models. Therefore, organizations
are required to enhance their strategy to sustain their business and profitability while
remaining competitive in the marketplace. Although, many companies identify
the sustainability in the SC as one of the most critical and challenging activities,
such that the United Nation states the sustainability in practice through the
SC management (SCM) (https://www.unglobalcompact.org/what-is-gc/our-work/
supply-chain).

SCM has required a multi-criteria decision-making (MCDM) system, which
allows structuring a complex decision process for obtaining a solution based
on (semi) quantitative criteria and the power of each criterion on SCM. More
specifically where environmental, economic, and social goals are assessed at the
same time, specific decisions are demanded to emphasize the influence of each
criterion. Therefore, studying the inner dependencies and outer dependencies among
and between the criteria is relevant for decision-makers to capture and represent the
concepts of influencing or being influenced.

One of the inevitable phenomena for sustainability is activities and businesses
related to energy systems. Among all energy providing resources, fossil fuel has the
highest adverse effect on the development of green supply chain (GSC). In addition
in most developing countries, the fossil fuel has the highest percentage of utilization.

Therefore, regarding the geographical factors and growth in economical aspect,
we developed a sustainability index for the supply change management of coal
industry in Indonesia as one of the largest coals producer in the world which located
in the center of economic growth in Asia. To address the effect of each factor
on interdependency of SC network in Coal Industry of Indonesia, the analytical
hierarchy process (AHP) has been used in this study.

Background of GSCM

According to the [25] green SCM (GSCM) has included the internal GSCM,
external GSCM and “corporate social responsibility” (CSR).

The internal GSCM is associated with environmental performance, environ-
mental collaboration with customers, and staff involvement, that can improve the
operational performances [27]. The “internal GSCM” is required the “internal green
management” and “sustainable product design” as the foundation for implemen-
tation, when directly will effect on economic performance [26]. Internal GSCM
practice on ISO14001 certification.

The external GSCM is associated with partners or stakeholders such as suppliers
and customers and required the strong “diversity management,” accurate “safety
management” plus “community development and involvement.” Governmental
demand is a crucial driver moving the external GSCM implementation [23]. Exter-
nal GSCM is also seeking the international trade communities for environmentally

https://www.unglobalcompact.org/what-is-gc/our-work/supply
https://www.unglobalcompact.org/what-is-gc/our-work/supply
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friendly operations. “Green purchasing,” “customer cooperation,” and “investment
recovery” are three customer related factors for practicing the external GSCM
[28]. In addition, Fang & Zhang [10] are considered the “eco-design” for “external
GSCM” to exert significant influence on firm performance.

Along with the internal GSCM and external GSCM, the CSR brings the moral
management in the business horizon of a firm [5]. The Carroll’s pyramid of CSR [5]
has underlined the economic profitability as the result of obeying the law, where the
ethical behavior is the requirement for legal intendance, and that is the outcome of
a good cooperative relationship.

This research bounded all factors of “internal GSCM,” “external GSCM,” and
“CSR” into the principle of “Adoption” [14], “Implementation” [3, 6, 6, 9], and
“Performance” [21] (A.I.P) of GSCM to explore the fundamental factors or criteria
of GSCM for adjusting the sustainability benchmark. Following this section, we
investigate each factor and its relevant contents.

Market Forces

• Consumers, retailers, and financial stakeholders may demand products consid-
ered green from the suppliers and require that the company follow sustainable
practices.

• In the close future access to capital markets may be restricted only to businesses
that are deemed to be ethical or environment-friendly.

• Companies expected suppliers to perform GSCM practices based on environ-
mental (e.g., ISO 14001) and social (SA 8000) standards.

• a competition in the marketplace may require a company to offer products
considered as socially responsible, green, or sustainable.

Policy and Regulations

• Governmental policy and regulations factors are requiring that companies adhere
to certain environmental standards.

• Environmental regulation for manufacturers concerns a standard target of pollu-
tants generated by products and manufacturing process to eliminate environmen-
tal hazards.

• The industry standards such as ISO 14001, ISO 14040, EuP, RoHS, and WEEE
require suppliers to carry audits and certifications.

Internal Factors

• Push business to engage in green sourcing practices or forcing suppliers to adopt
or adapt processes to be more environment-friendly and initiative.

• The leading private sector or top management vision can demonstrate significant
movement toward greening procurement practices.

• Treatment of labor force, protecting and preserving the fundamental rights
of employees, including their health and safety and human rights can bring
employees commitment.
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Marketing and Public Relations

• Putting more efforts of companies to create a value proposition for the cus-
tomers, especially when the “environment-friendly” product is more expensive
to increase the sale as the nature of the business.

• Create awareness of the practices through the use of logos and co-branding, to
convince customers to buy green products.

• Non-Governmental Organizations (NGOs) can run boycotts or adverse publicity
campaigns designed to shame the company into offering more sustainable
products.

Waste Reduction

• Includes reuse, remanufacturing, and recycling of materials into new materials or
other products.

• Change the supplied product and trying to manage the by-products of supplied
inputs.

• Managing the short-term financial results, and risk factors such as harm resulting
from products, environmental waste, and worker and public safety.

International Certificates

• Firms that implement sustainability in their corporate culture also request
suppliers to develop and maintain an environmental management system (EMS)
even though a buyer does not require its supplier to certify the system.

• Firms require suppliers to have an EMS that is certified as fully compliant with
one of the recognized international standards, such as ISO 14001 or European
Union Eco-Management and Audit Scheme (EMAS).

• Supplier’s information about their environmental aspects, certification, activities,
and management systems are also necessary for GSCM.

Eco-Design

• Includes green procurement practices (purchasing environment-friendly mate-
rials/products), total quality environmental management (internal performance
measurement), and transportation.

• Environmental technologies are broadly defined to include design, equipment,
and operating procedures that limit or reduce negative impacts of products or
services on the natural environment.

• Greening of the existing product (e.g., using more recycled content, using
biodegradable materials or alternative sources of fuels) and developing new green
sustainable products (e.g., reverse logistics, design for disassembly, and using
renewable resources).

Pollution Prevention

• Eliminate or minimize waste (energy, emissions, chemical/hazardous, solid
wastes)
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• Reducing carbon footprint, product lifecycle cost management and reducing
transportation costs.

• Adopted green procurement practices for specific products such as recycled-
content office paper, renewable energy, paints, cleaners, etc.

Operational Aspects

• GSCM could give the benefit of cost savings due to the use of reusable materials
while at the same time reducing and minimizing ecological footprint.

• Flexibility is defined as having the capability to provide products or services that
meet the individual demands of customers.

• By flexibility, companies can achieve rapid response to meet individual customer
requirements. SC directly impacts on customer’s delivery. Then customer satis-
faction by measuring and improving delivery can increase the competitiveness of
companies.

Economic Aspects

• Long-term profits are required by the high quality of logistics services and
customer satisfaction.

• Quick responsiveness of companies to introduce a new product as well as product
deliveries could help to evaluate the level of competitiveness.

• Efficiency is expressed by measurements such as the return on investment,
inventory, total logistic cost, truck fill rate, delivery cost, process time, resource
utilization, production management, etc.

Environmental Aspects

• Environmental performance is focusing on the company’s activities in lowering
negative impact on the natural environment.

• How company influences the environment which includes CO2 emission, energy
use from natural resources (e.g., fuel, water, and land use), and waste and
recycling.

• Environmental performance can enhance the financial performance by minimiz-
ing both hazardous and non-hazardous waste, which leads to better utilization of
natural resources, reduces operating costs, and improves efficiency.

Social Aspects

• Health and safety involve the number and type of work-related accidents (e.g.,
fatal and major injuries).

• Employment can be considered as overall job creation or reduction, and the
organizational culture inside the company reflects working conditions and
employees morale.

• Noise emission is included in social aspects which is the most disturbing factor
in residential areas and makes the timing of operational industry more important
(day or night shift).
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Fig. 13.1 Classification scheme of A.I.P for “internal GSCM,” “external GSCM” and CSR

Figure 13.1 designs the classification scheme of A.I.P and its involvement of
“internal GSCM,” “external GSCM,” and CSR.

Sustainability Analysis in SC Network

According to Seuring [22], there are four modeling techniques that could be used
to assess GSCM such as life-cycle assessment (LCA) models [12], equilibrium
models [19], MCDM [20], and analytical hierarchy process (AHP) [13]. LCA
models assessed environmental impacts on the wide network of SC. The purpose of
LCA is to minimize the effect of environmental impacts on SC. Equilibrium models
balanced environmental and economic factors and finding an equilibrium or optimal
solution. This model evaluates the overall equilibrium among given set of networks
but does not directly aim at their decisions. MCDM model is usually not so much
focus on the optimization of economic and environmental criteria or reaching an
equilibrium situation but rather dealing to balance trade-off among multi objective
problems. AHP is also an MCDM technique, but it allows structuring a decision
process thereby obtaining a solution based on semi-quantitative criteria and respec-
tive weights. AHP allows evaluating not only complex decision situations, where
environmental and economic goals are assessed at the same time but also more
specific decisions, such as looking at the role of hazardous substance management
and supplier development practices. In comparison with MCDM and equilibrium
model, the aims of AHP are not so much reaching an equilibrium but rather focusing
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on toward the complexity of decision making and emphasizing the influence of
the decision makers. Based on Seuring [22] modeling approaches for GSCM,
equilibrium and MCDM model build trade-offs situation among environmental and
economic goals. According to the Seuring [22] approaches, AHP allows choosing
criteria that represent either win-win situations or minimum standards. AHP model
allows evaluating performance issues of each company as well as SC in total.
Therefore, the generalization of AHP model which is called analytic network
process (ANP) [15] is used for the decision-making process in this study.

Analytic Network Process

The components of a decision network are clusters, the clusters’ elements, and links
between elements. In each cluster there are a parent and children elements, links
between the parent and children make up the pairwise comparison set for AHP [1].
These links will express the dependencies, interactions, influences, and feedback
in the system. Links between elements within the same cluster are called inner
dependencies, and between parent elements are called outer dependencies. The inner
and outer dependencies are relevant for decision-makers to capture and represent the
concepts of influencing or being influenced, between clusters and between elements
concerning a specific element.

The traditional ANP method deals with normalization to obtain weighted super-
matrix. It is done by cutting each criterion in a column by some clusters so that
each column reaches exact unity. In other words, each group has equal weight.
Even though this method of normalizing the super-matrix is simple, however, it
is irrational to assume equal weights because the effect of one cluster on the other
groups may be different in degree [7].

Decision Making Trial and Evaluation Laboratory (DEMATEL) [16] method has
been widely used for building and analyzing a structural models involving causal
relationships between complex factors [17]. It is used to confirm the relationship
between different dimension and criteria to develop our understanding of the
complex issues by building a network relationship map. By using this map, the
direction and intensity of the direct and indirect relationships that flow between
components could be analyzed.

To deal with dependency issue and feedback problems, the traditional ANP
with an assumption of each cluster has equal weight is not reasonable. Therefore,
the utilization of combining DEMATEL and ANP (DANP) can overcome this
limitation. Therefore, DANP technique is used in this study to determine the
influential weights of each cluster for building a network relationship map called
Influential Network Relations Map (INRM). The results of DANP can contribute
INRM for understanding the interaction and interdependency among the dimensions
and variables. Therefore, INRM of the GSCM factors can be constructed, by using
DANP technique to measure the mutual importance of each dimension and criteria
which in turn assists with the decision-making process.
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The DANP technique can validate the inter-dependency among variables, and
confirm the relation which reflects on the system. Besides, the survey of DEMATEL
is less complicated than traditional ANP, hence it helps the respondents to get
a better understanding of the questions. Since it offered fewer questions and
more straightforward than conventional ANP consequently, it has reduced the time
required for respondents to fill in the questionnaires.

DEMATEL Algorithm

The steps for implementation of DEMATEL are explained as follows [7]:

• Step 1:
The measurement of the relationship between factors i and j is made according
to the view of the respondents, scaling from 0 to 4 (no influence (0),. . ., very

high influence (4)) and is specified by g
ij
c . Matrix G =

[
g

ij
c

]

n×n
as the average

amount of total individual expert’s scores can be obtained as follows:

G =

⎡
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⎢
⎢
⎢
⎢
⎢
⎣

g11
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. (13.1)

• Step 2:
The normalized version of matrix G is

X = vG (13.2)

where

v= min

⎧
⎨

⎩

1

maxi

∑n
j=1 g

ij
c

,
1

maxj

∑n
i=1 g

ij
c

⎫
⎬

⎭
= 1

max
{

maxi

∑n
j=1 g

ij
c , maxj

∑n
i=1 g

ij
c

}

• Step 3:
The total-influential matrix Tc can be calculated as follows:

Tc = X (I − X)−1 (13.3)
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where I is denoted as the identity matrix, X =
[
x

ij
c

]

n×n
, xii

c = 0,∀i = 1, . . . , n,

0 ≤ x
ij
c ≤ 1, 0 ≤ ∑n

j=1 x
ij
c ≤ 1, and 0 ≤ ∑n

i=1 x
ij
c ≤ 1, and at least the

summation of one row or column equals one (not necessarily all). It could be
granteed that liml→∞ Xl = [0]n×n.

• Step 4:

Calculate vector s =
[∑n

i=1 t
ij
c

]
and vector r =

[∑n
j=1 t

ij
c

]
, as the column sums

and the row sums of the total-influential matrix Tc =
[
t
ij
c

]

n×n
, respectively.

Let i = j and i, j ∈ {1, 2, . . . , n}, the horizontal axis vector (ri + si )

represents the importance of the criterion and the vertical axis vector (ri − si )

divides the criterion into a causal group and an effect group. Therefore the
total influence can be obtained according to each dimension and criterion as
summarized in the following rules.

– Criteria with (ri − si ) > 0 significantly influence the other criteria (named
dispatcher criteria).

– Criteria with (ri − si ) < 0, other criteria significantly influence them.
– Higher values of ri + si cause stronger relationship and lower values of ri + si

cause weaker contact among criteria.
– Criteria with highest (ri − si) > 0, concern other criteria much in comparison

with other criteria (needs priority for improvement).

INRM can be obtained by mapping the data set of (ri + si , ri − si ). Based on
INRM decision makers can determine how the chosen values can be improved in
each criterion and dimension. For speeding up the insignificant analysis effects
in matrix T can be filtered, and only criteria with significant effects on matrix T
can represent the INRM. In this study, all factors are considered as an influential
criterion.

After removing insignificant criteria, the m (m < n) dimensions influential

matrix TD =
[
t
ij

D

]

m×m
can be concluded as the representative of significant

criterion from Tc.
• Step 5:

Tnor
D = [t ijD /tiD]m×m is the normalized matrix of total-influential matrix TD

where t iD = ∑m
j=1 t

ij
D , i = 1, . . . ,m as sum of each row. Each row of

the normalized Tnor
D is equal to one, so that

∑m
j=1 t

norij
D = 1. Similarly, the

normalized Tc is Tnor
c = [t ijc /tic]m×m.

• Step 6:
Unweighted supermatrix Wc is the matrix transposed from Tnor

c and the
unweighted supermatrix OD is the matrix transposed from Tnor

D .
• Step 7:

A weighted supermatrix W∗
c (to improve the traditional ANP) can be derived by

Wc and OD , W∗
c = OcWc.
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Fig. 13.2 Model procedure of DANP

• Step 8:
DANP is obtained by the converges result of

lim
ϕ→∞

(
W∗

c

)ϕ
,

as a long-term stable super-matrix.

The flowchart of proposed DANP is illustrated in Fig. 13.2.

Coal Industry in Indonesia

Coal has been known as a fossil fuel, and source of energy for electricity generation
and industry. Regarding global coal reserves, Indonesia currently ranks 5th in global
coal reserves according to the most recent BP Statistical Review of World Energy
(https://www.bp.com). Indonesia plays a vital role in coal markets since this country
is known as a regional supplier and exporters of thermal coal in Asian markets
for power plants, for several years. The coal production has grown at a significant
rate, and their steam coal trades are valued especially with Asian importers. It
is predicted that coal prospects in Indonesia will continue to grow specially for
domestic demands [18].

Although the global development is willing to replace the fossil fuel with the
green energy, in Indonesia, coal will continue to be a valuable commodity for the
domestic economy. Indonesias government also supports the coal usage in the power
sector due to their abundant local supply and to reduce the use of expensive oil
and diesel. Indonesia consumes around 20% of country’s coal output while the
remaining is exported. Regarding domestic consumption, about 51% is to generate
electricity, and the remaining is for the industrial purpose. The use of coal in
industrial sector includes cement and ceramics, pulp and paper, iron and steel,
also textiles and food. The growth of coal mining in Indonesia will drive this
country’s economic but at the same time, the country is facing more challenges
due to unfavorable characteristics of coal. In the future, Indonesia can be labeled
as the most polluting energy source due to its high proportion of carbon which is

https://www.bp.com
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Table 13.1 Questionnaire I

Criteria

Level of importance

Considering the importance of A, fill in 0–10 (11 scales)

1.1 “Market forces”

1.2 “Policy & regulations”

1.3 “Internal factors”

1.4 “Marketing & PR”

2.1 “Waste reduction”

2.2 “ISO14001 certification”

2.3 “Eco-design”

2.4 “Pollution prevention”

3.1 “Operational”

3.2 “Economic”

3.3 “Environmental”

3.4 “Social”

concerning safety and environmental issues. Environmental association typically
from developed countries with their emphasis on greener and environmentally
program will bring out tighter policy and regulations.

To develop a theoretical framework for GSCM in coal industry of Indone-
sia, this study layouts the objective of determining the important criteria and
enabling conditions for GSCM. The data was gathered through a questionnaire
survey distributed among coal industry-related companies in Indonesia. In total
35 companies were surveyed across a broad spectrum of industries, including
distribution, the manufacturing sector, power generation, sales, and service provider.
DANP technique has been applied to pattern critical connections among criteria and
dimensions and to build an INRM (Table 13.1).

The questionnaire was asked experts to define the significance of the connections
among the criteria (Table 13.2). The average score of 35 questionnaires builds up the
matrix G12×12. Follow by computing the normalized direct-relation matrix X, and
total influence matrix TD and Tc, the INRM of relationships among the dimensions
are evoked as shown in Fig. 13.3.

The general finding results interpretation and criteria are summarized in
Table 13.3.

Future Research Direction

• Area 1: In SC networks, suppliers always try to avoid the buyers’ audit. Answer-
ing this question “How can buyers prompt suppliers to use more exceptional
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Fig. 13.3 Influential network relations map (INRM)

responsibility to check environmental impact?” opens a new avenue of research.
Buyers can control the suppliers’ marginal benefits by price reduction or rising
salaries for operators which makes the supplier exercise more outstanding care
to sustainability issues. Moreover, buyers would like to develop a necessary and
sufficient condition for suppliers to avoid hiding information from the auditor.
Punishing a supplier for hurting operators or the environment, or for trying to
deceive an auditor, and increasing auditing, broadcasting negative audit reports,
and giving loans to suppliers motivate them to sustainability. Game theory
models such as negotiation and bargaining can be applied for modeling buyer–
supplier motivation for environmental and social responsibility in SC contracting.

• Area 2: Developing smart Decision Support System (DSS) in sustainability
assessment of sustainable interdependent networks. Moreover, group DSS com-
bines communication, computing, and decision maker to formulate and solve
unstructured problems by a group of people for sustainability issues in multiplex
networks. Developing mathematical models of group decision making integrated
with DSS would be a direction for more research in sustainable interdependent
networks.
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Table 13.3 INRM results and findings for the case study

Panel Finding

General Performance is the first in the index of strength of influence given and
received (r3 + s3 = 15.598), factors of adoption (r1 + s1 = 14.223) is
next, and implementation of GSC (r2 + s2 = 14.214) is the third

There is a causal relationship between the three factors (adoption,
implementation, performance)

Factors of adoption exhibit a positive influence on the implementation and
performance. Implementation of GSC has a positive influence on
performance

Performance Operational (3–1) is the first in terms of the index of strength of influence
given received, environmental (3–3) is next, and social (3–4) is the third

All criteria have (ri − si ) < 0, it shows that these criteria are influenced by
other criteria

Implementation Waste reduction (2–1) is the first in terms of index of strength of influence
given and received, pollution prevention (2–4) is next, and ISO 14001
certification (2–2) is the third

Adoption Policy & regulations (1–2) is the first in terms of the index of strength of
influence given and received, market forces (1–1) is next, and marketing &
public relations (1–3) is the third

All Operational (3–1) is the most important consideration
(r3−1 + s3−1 = 17.5) in total sum; eco-design (2–3) is the criteria with the
least impact on the other criteria (r2−3 + s2−3 = 15.4) in total sum

Policy & regulations has the greatest direct impact on others
(r1−2 − s1−2 = 0.993) in total difference; eco-design (2–3) is the most
easily influenced by other criteria (r2−3 − s2−3 = −0.407) in total
difference

• Area 3: Using cooperative and noncooperative multi-level programming is a
generalized future research direction in control and optimization of collaborative
systems in sustainable interdependent networks.

• Area 4: Developing scenario analysis models for sustainability implications in
the context of the circular economy for interconnected networks as a system of
systems.

Summary and Conclusion

In this research, we proposed an analytical structure for GSCM with A.I.P criteria
and implemented in the coal power generator industry in Indonesian to verify our
methodology. This study practiced the hybrid DANP method to create INRM and
substantial weights of criteria. Realizing corresponding weights of the dimensions
and criteria for evaluation is important, and our work benefits investors and
managers using GSCM to consider the most significant criteria for business.

The result of the case study shows that the most critical and least dimensions to
be concerned are performance and adaptation factors. However, adoption factors are
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the “boost” for a business enterprise using GSCM. Consequently, without internal or
external needs for sustainability practice, SC might not realize it. Adoption factors
have a positive influence on GSCM development through green SC implementation.
Additionally, green practice in SC affects the performance positively which is the
critical factor for a successful company even using GSCM. Refer to [2, 11, 24] for
more literature on GSCM in coal industry.

Appendix

Executive Summary

The chapter is divided into six sections (Fig. 13.4). The first section addresses the
new and rapidly growing attention to the GSCM. Other topics include the history
of sustainability intention; Definition of sustainability; International attention to
sustainable manufacturing and services; Influential factors on a sustainable orga-
nization.

Fig. 13.4 Overview flowchart of the chapter
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The second section reviews the background of GSCM. The adoption, implemen-
tation, and performance factors for GSCM are discussed with their related contents
in this section.

The third section discussed the sustainability analysis and key factor screening.
The discussed methods are including life-cycle assessment, equilibrium model,
multi-criteria decision making, analytical hierarchy process, analytic network pro-
cess, decision-making trial and evaluation laboratory, and influential network
relations map.

The fourth part focuses on models and applications of proposed hybrid decision-
making trial and evaluation laboratory (DEMATEL) and analytic network process
(ANP) called DANP on coal power generation industry in Indonesia as the case
study.

The fifth section reviews the development and future trend of GSCM for smart
management such as implications for motivating supplier social and environmental
responsibility.

Finally, in the last section from the gap in the literature, we propose some
managerial suggestions, for who are interested in walking into the field of GSCM.
The study will be concluded by providing recommendations for further research and
align our mindset for the next step.
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Chapter 14
Protection Schemes for Sustainable
Microgrids

Ruchita Nale, Monalisa Biswal, and Almoataz Y. Abdelaziz

Nomenclature

AB, BC, CA Line-to-line fault
ABG, BCG, CAG Double line to ground fault
AG, BG, CG Single phase to ground fault
cf Chopping fraction
df /dt Rate of change of frequency
f System frequency
f(k) Frequency at any instant k
fosc Oscillation frequency
H Generator inertia constant
G Rated capacity of generator
iA, iB, iC Currents in phases A, B, and C, respectively
I0, I1, I2 Zero sequence, positive sequence, and negative sequence current
Ih hth harmonic component of current
n Sampling instant
Pmismatch, Qmismatch Active and reactive power mismatch between main grid and DG
Pload, Qload Active and reactive power of the load
PDG, QDG Active and reactive power generated by DG
tx Length of measuring window
tz Zero time or dead zone
Tvutil Time period of grid voltage
vA, vB, vC Voltages of phases A, B, and C, respectively
V0, V1, V2 Zero sequence, positive sequence, and negative sequence voltage
�PDG Change in output power at DG side
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�ωk Error in frequency
φi Phase angle of current at DG end
φv Phase angle of voltage at DG end
ωk Frequency in kth cycle

Introduction

Overview

The significant benefits associated with sustainable microgrids have led to high
efforts to expand their inclusion in the electric distribution system. Even with
multiple advantages and large acknowledgement, the design, control, operation, and
protection issues cannot be avoided. The dependency of transmission and distribu-
tion operators is increasing to a greater extent. The two different operating modes
of microgrid are grid-connected mode and islanding mode. In both the operating
modes the secure operation of protective algorithm is most desirable. In microgrid,
the involvement of converter-interfaced renewable distributed generations (DGs),
such as photovoltaic (PV) DGs, introduces nonlinearity. This is another major
concern for the relaying system. During fault, the infeed current from DG end is
very less due to which protective relay is unable to consider the situation as an
abnormal phenomenon. The traditional protection schemes employed for protection
of radial distribution networks may fail to operate with the inclusion of DGs.
Islanding detection, relay coordination, fault detection, and fault classification are
the well-known protection issues with microgrid. Hence, this chapter presents a
relook to basic concepts and importance of sustainable microgrids, and examines the
envisaged protection issues and protection strategies concerned with the integration
of these networks. Performance of various techniques in terms of merits and
demerits has been discussed which may provide future direction for research to
design a reliable protection scheme for these networks.

General Introduction

Power system currently undergoes considerable change in operating conditions
due to large diversion in generation side and mainly inclusion of large number of
distributed energy resources (DER). The DER is a combination of different power
generation technology in small or microscale. Large generators are being replaced
by several smaller DERs [1]. At present, the optimal operation of such complex
networks is becoming a prominent issue. The introduced interdependent networks
cause problems in optimization and increase computational burden. Moreover, with
the presence of large number of nodes, failure of few nodes may have a devastating
effect on system [2].
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The micro resources such as solar, wind, and hydro are generally integrated
in the distribution level so as to reduce transmission loss and cost. Moreover, the
high percentage of power disturbance at low-voltage end will be reduced. Such a
system although connected to high-voltage level grid but energy storage devices are
facilitated at the distribution level so that during islanding mode uninterrupted power
supply can be provided to the end users. So, in a simple meaning an independent
grid driven by small-scale energy resources and capable of providing uninterrupted
power supply to end user in case of islanding from the main supply grid is known as
microgrid. Microgrid can also be defined as an integrated energy system consisting
of DER, multiple electrical loads, and energy storage devices operating as a single,
autonomous grid which can operate either parallel to or islanded from the existing
utility power grid.

Microgrids are emerging as an important part of power distribution system due
to significant developments in distributed generation (DG) technology. It enables
the use of renewable energy sources such as photovoltaic cells, fuel cells, and wind
power as a solution to the problems of greenhouse gas, growing energy demand,
and depletion of conventional fossil fuel-based energy sources. The presence of
distributed generation system (DGs) close to the loads makes the power delivery
more reliable as it reduces power transmission loss and helps to improve the energy
efficiency of the power system. A microgrid has the ability to operate independently
in islanded mode in case there is any disturbance in the utility grid such as
voltage fluctuation and frequency deviation. It can supply the critical loads while
operating independently in islanded mode. The resiliency of the grid is improved in
a sustainable manner by employing certain decentralized techniques [3]. The size
of a typical microgrid is about 1 MVA capacity and it often provides both heat and
electricity to the consumers. A typical microgrid layout is shown in Fig. 14.1. In this
figure, the microgrid is connected with the medium-voltage (MV) system through a
breaker. The control through breaker is necessary because in case of any failure or
maintenance work required in MV grid, the microgrid can operate independently.

Circuit Breaker

G L G L

G L

G L

G L

MV LV

Delta Configuration Microgrid
G L

Fig. 14.1 Layout of a typical microgrid. MV medium voltage, LV low voltage
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Such a configured microgrid can also be interlinked with other low-voltage grids at
the end points. Improved efficiency and reliability, environmental friendly, improved
service quality, uninterrupted power supply, and lower energy consumption are the
common advantages offered by microgrid. However, the use of various types of DGs
for power generation presents a challenge for operating, controlling, integrating, and
protecting the microgrid.

Protection Issues with Microgrid

Protection system is an important part of power system while talking about reliable
and healthy operation of the same. The design of microgrid system is incomplete
without the fulfillment of different important features of protection system such
as selectivity, sensitivity, security, dependability, speed, and cost. Since microgrid
systems are connected to both main grid and DER, the nature of fault developed
will be different and it is the job of the protection system to respond to each and
every abnormal situation correctly. For any fault in main grid, the protection system
should isolate the same part from the microgrid in order to avoid power interruption.
Again, after fault clearance, some of the load should be disconnected so that stability
will be maintained between load demand and generation. This job can take place by
adaptive logics to avoid unwanted operation. However, this may not be true every
time. False detection, unwanted relay operation, and improper islanding detection
can worsen the system healthy operation. In this case, the selectivity, sensitivity,
dependability, and security issues arise. In a broader sense, the different protection
issues associated with microgrid systems are islanding detection, overcurrent relay
coordination, fault detection, and classification. Each issue is considered separately
and described in the next subsections.

Islanding Detection

Conventional distribution systems are passive networks where power is supplied
to the distribution level from the transmission systems. The concept of DG is
introduced to exploit the advantage of renewable power generation and extended to
distribution level. Today’s systems incorporated with multiple distributed generation
systems can be operated by connecting them to power grid as well as in islanded
mode [4]. Islanding is a condition where main source is disconnected from the
microgrid. The islanding can be intentional or nonintentional. The salient feature
of a microgrid is its ability to operate in islanded mode by isolation from the main
grid through the point of common coupling (PCC). Islanding can be introduced for
either economic or reliability purpose. During utility grid disturbances, microgrid
is converted from grid-connected mode to islanded mode. This will allow the
end users to avail uninterrupted power supply from the DERs. During such a
condition, the voltage and frequency would be controlled by the master controller in
microgrid. Once the disturbance is removed, the islanded microgrid would be again
synchronized with the utility grid.
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Once a utility grid interconnected with a microgrid the total power demand is
supplied through both the sides. Failure or isolation of any generating unit leads to
mismatch between supply and demand. In the case of power mismatch, the islanding
detection is a challenging task. At zero mismatch the detection is difficult and
the percentage of true detection increases for higher end mismatch. In distribution
system capacitor bank is provided to improve the voltage profile. The switching of
capacitor bank is another major concern for many islanding detection schemes.

Overcurrent Relay Coordination

The reason behind relay coordination is to maintain the selectivity among different
protective devices located at different sections involved to protect several faults for
the safe and healthy operation of power system. In an efficient and coordinated
protection system, faults are eliminated in the minimum possible time, isolating the
smallest part of the system containing the cause of fault. This is achieved easily
in a radial distribution network with only one power flow direction because the
fault current magnitude reduces along with feeder, and hence relay coordination is
possible.

However, once a microgrid is formed, the topology and characteristics are very
much different from the traditional radial distribution network. The microgrid can be
operated either in grid-connected mode or in islanded mode. In both the operating
modes and due to the involvement of DG system, the current level during fault
or the power flow direction may vary which is a major concern for the secured
microgrid operation. Any conventional protection scheme such as nondirectional
overcurrent relay, fuse, and recloser needs proper coordination while applied to such
a network. During both the operating modes, the infeed will be different and relay
coordination is a major concern. Also, bidirectional power can cause maloperation
of protective relay. Thus, dependence on overcurrent relays without direction-
sensitive capability becomes inadequate and new strategy must be investigated
to secure the microgrid operation. Integrated logic-based adaptive protection can
provide secured protection. However, the proper coordination between the different
logic is also essential for the successful microgrid operation.

Fault Detection and Classification

Detection and classification of different faults in microgrid system is a very crucial
task due to wide variation in fault current magnitude both in grid-connected and
islanded modes. When extensive number of small distributed energy resources
employing synchronous or induction generator units is associated with distribution
network or utility grid, fault current level is modified as both the category of
generators will contribute to fault current. Distributed generation source employing
inverters has lower fault current contribution than synchronous machine DGs. As
fault current level does not vary more as compared to load current, some of the
relays will operate with time delay whereas others will not trip. The unidentified
fault may proliferate throughout the system and can cause damage to the equipment.
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Fig. 14.2 Variation in fault current level due to incorporation of DG

Suppose a fault has occurred at downstream of point of common coupling, fault
current contribution will be by both the utility and DG. Relay placed at upstream of
DG measures fault current supplied by upstream source. From Fig. 14.2 it is inferred
that during a fault between bus 2 and bus 3, relay will measure the fault current
supplied by main grid only. However, the original fault current value is different.
Hence, relay may mis-detect the fault. Occurrence of short circuit faults may have
impact on magnitude, direction, and duration of fault currents.

Background

In the past few years, new developments of protection logic to mitigate the
protection issues of microgrid have been done. The three major protection issues
with microgrid are islanding detection, relay coordination, and fault detection and
classification. The different possible protection solutions for the aforementioned
issues are discussed below.

Protection Solutions for Islanding Detection

Islanding is a phenomenon that occurs when a part of distribution network becomes
isolated electrically from the remainder of the power system and yet is continuously
powered by distributed generators [5]. The contemporary action is to isolate all the
DG units as soon as islanding condition occurs [6, 7]. Islanding can be intentional
(preplanned) or unintentional (accidental) based on their occurrence. Creating an
island intentionally for load shedding and maintenance purpose is referred to as
intentional islanding whereas unintentional islanding occurs due to inception of fault
or failure of equipment. Unintentional islanding gives rise to major issues which
include:
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1. Maintenance of voltage and frequency within standard acceptable limits
2. Hazard to line worker security by DG units feeding the loads
3. Out-of-phase reclosure of DG unit as a result of instantaneous reclosing

Hence, detection of occurrence of island is very essential in power system.
Various techniques have been developed to detect islanding. In the following
subsections, the details of these methods are explained and evaluated.

Remote Techniques

Remote islanding detection methods are based on transmission of data between
the DG and main grid through a proper communication channel. Communication
channel sends a trip signal to DG as soon as the islanding event is detected. Power
line carrier communication (PLCC) and supervisory control and data acquisition
system (SCADA) are employed for detection of island. Figure 14.3 shows the basic
operation of remote islanding detection technique. It is recognizable from the figure
that at grid side transmitters are installed whereas receivers are installed at all DG
ends. The communication signal is produced and is sent through a PLCC system
[8, 9]. There will be continuous reception of signals by receiver during normal
operation when the main grid is connected to microgrid. When the microgrid is
islanded, reception of signal is interrupted; that is, receiver will not receive any
signal as the PLCC communication channel is collapsed.

SCADA is also used as a medium for communication between grid and DGs
[10–12]. Status of all the reclosures and CBs is monitored through SCADA system.
This type of scheme is also known as transfer trip scheme. This scheme requires all
the CBs to be monitored and should be directly linked with the central substation
SCADA system. When islanding is detected a signal will be sent to all DGs to
discontinue its operation.

Fig. 14.3 Basic operation of
remote islanding detection
method
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Remote techniques are reliable and have negligible non-detection zone (NDZ)
but are uneconomical and complicated for small distribution system. Further, this
technique is dependent on communication medium. So, failure in communication
medium will result in maloperation of relays throughout the system. Hence, local
islanding detection techniques are highly preferred over remote islanding detection
techniques.

Local Islanding Detection Techniques

Local techniques are based on the measurement of parameters such as voltage,
current, frequency, power, and harmonic distortion at DG terminal. Local techniques
are further classified into active, passive, and hybrid technique. Some of the
available passive and active techniques are mentioned below.

Passive Techniques

Passive islanding detection techniques utilize evaluation of system parameters such
as frequency, voltage, current, and power at point of common coupling (PCC) or
at terminals of DG. There is a huge variation in these parameters when islanding
occurs. Figure 14.4 shows the basic operation of passive islanding detection
technique. Variation in parameters is compared with the stipulated threshold setting
for detection of islanding condition. Few of the commonly used passive islanding
detection techniques are discussed in the following section.

Fig. 14.4 Basic operation of
passive islanding detection
technique
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(voltage, current, frequency, power)
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No
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1. Under/overvoltage (UV/OV) and under/overfrequency (UF/OF)
This technique is based on the measurement of grid voltage and frequency at

DG terminals and continuously monitoring these parameters to check whether
it lies within the limits as defined by relevant standards [13]. The technique is
widely implemented with photovoltaic inverters. If the limits for voltage and
frequency at inverter terminal are violated, inverter will be disconnected from
grid supply. During islanding there is power mismatch between the load (Pload,
Qload) and generation (PDG, QDG) and is given by

Pmismatch = Pload − PDG

Qmismatch = Qload − QDG
(14.1)

where Pmismatch and Qmismatch represent the active and reactive power mismatch
between main grid and DG, respectively. This difference in power is supplied by
the grid when DGs are connected with the main grid supply. During islanding, in
order to achieve balance in active and reactive power flow voltage and frequency
deviate from the nominal values at the DG terminal.This method is economical
and it does not affect power quality of the system. But, it has large non-detection
zone. To reduce the NDZ of this technique, a method is proposed in [14] by
comparing the P-V and P-Q characteristics of the constant current controlled
inverters.

2. Rate of change of frequency (ROCOF)
It is the conventional method used for detection of islanding condition.

Whenever DG is islanded from the main utility, frequency variation occurs due to
the active power mismatch between grid and DG [15, 16]. The rate of change of
frequency (ROCOF) is computed using generator swing equation and is given by

df

dt
= �PDG

2H × G
× f (14.2)

�PDG = change in output power at distributed generation side.
H = generator inertia constant.
G = rated capacity of generator.
f = system frequency.
This change in frequency (df /dt) is integrated over few cycles, usually 2–50 cycles,

and if it exceeds a predefined threshold ROCOF relay operates/trips. This method
is commonly utilized as it is easy and simple to implement. It provides speedy
detection of islanding as compared to overvoltage/overfrequency protection. The
main demerit of this algorithm is that it maloperates when there is low power
mismatch (less than 15%) between grid and DG [17].

3. Voltage phase jump detection
Phase jump detection (PJD) is based on monitoring the difference in phase

angle between the terminal voltage of inverter and its output current to detect
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abrupt jump [18]. During normal operation, the current at inverter terminal is
synchronized with the PCC voltage. When islanding occurs, there is no change in
output current of the inverter, but PCC voltage will jump to a new phase to exhibit
the same load phase angle. As a result, there is an abrupt “jump” in PCC voltage.
If this difference in phase exceeds the set threshold, islanding is confirmed.

This method provides fast detection of islanding within 10–20 ms [19], though
load switching causes difficulty in selection of threshold.

4. Voltage unbalance and harmonics measurement
Unbalance in voltage arises due to the change in network topology and loading

for DG during islanding [20]. Voltage unbalance is given by the following
equation:

VUt = NSVt

PSVt

× 100% (14.3)

where NSVt and PSVt are the amplitudes of negative sequence and positive
sequence voltage at time t. The unbalance in DG terminal voltage is continuously
monitored and is compared with the set threshold for the detection of island. As
negative sequence voltage is extracted for computing voltage unbalance which is
influenced by harmonics, it causes difficulty in selecting threshold.Variation in
harmonics occurs due to the change in loading of DG, when it is disconnected
from the main supply [21]. The change in total harmonic distortion (THD) of
current at time t is given by

THDt =

√
∞∑

h=2
(Ih)2

I1
× 100 (14.4)

where h is the harmonic component. If the change in THD exceeds the threshold,
islanding is detected. In [22], it is illustrated that there is significant increase
in third harmonic of DG end voltage due to magnetic hysteresis characteristics
of transformers.A combined technique employing voltage unbalance and total
harmonic distortion of current is implemented in [23] for islanding detection.
Implementation of this technique is troublesome due to selection of two thresh-
olds.

5. Rate of change of power output (ROCOP)
This method observes the change in power at target DG terminal, as dis-

connection of grid from DG produces change in load [24] and this change will
be much higher in islanded system than in non-islanded system. The change is
integrated over a predefined interval and as soon as it exceeds the threshold value,
islanding situation is detected.

n=0∑

n=−tx

(�PDG)n > Ks (14.5)
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where �PDG is change in active power at DG end, n represents sampling instant,
length of measuring window is represented by tx, and Ks is predefined threshold.
The major advantage of this technique is its ability to detect unsynchronized
reconnection of the grid supply to the DG unit.

6. Rate of change of frequency over power (ROCOFOP)
This technique monitors the rate of change of df/dPL, as a detection index

for identifying islanding condition [25]. PL indicates the load power. The per-
formance of this technique is better than ROCOF relay as it works satisfactorily
for lower end power mismatch. Threshold setting may be quite difficult because
two predefined threshold settings need to be given for the implementation of this
method.

7. Rate of change of phase angle difference (ROCPAD)
ROCPAD technique estimates the phase angle of current and voltage signals

at DG terminal and then computes the phase angle difference between voltage
and current signals [26]. Islanding is detected if the rate of change of phase
angle difference exceeds predefined threshold. The technique is compared with
ROCOF and is found to be effective even with zero active power mismatch
condition during islanding:

ROCPAD = � (φv − φi)

�t
(14.6)

φv = phase angle of voltage at DG end.
φi = phase angle of current at DG end.

8. Oscillation frequency estimation
This method is based on the estimation of frequency of oscillation of syn-

chronous machine, to detect islanding events. Estimation of oscillation frequency
is done using very small window of 2.1 ms (16 samples), to have rapid islanding
detection [27]:

fosc(k) = fsampl

2πN
a cos

(
f (k) + f (k − 2N) − 2fo

2f (k − N) − 2fo

)

(14.7)

fsampl represents sampling frequency, system frequency is represented by fo, f(k) is
the frequency at any instant k, and N indicates the half window size and is equal
to 8. As compared to ROCOF, this technique is sensitive to different events and
detection time is less than 40 ms.
From the aforementioned techniques, it is observed that the major drawback of
passive techniques is the large NDZ, which fails to detect the islanding condition.
Loading near distributed generation affects the performance of passive islanding
detection technique. These shortcomings can be overcome by implementation of
active techniques, which are illustrated in following section.
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Fig. 14.5 Basic operation of
active islanding detection
technique
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Active Techniques

Active techniques are recently implemented by injecting small disturbances into the
grids and then studying its effect on different system parameters including voltage,
current, power, frequency, and impedance. These methods are very effective for
lower end active and reactive power mismatch but the injection of disturbance
creates deterioration of power quality in the system which is obnoxious for
consumers and the utility grid. Figure 14.5 shows the operation of power flow
in active islanding detection. Various active islanding detection techniques are
described in the following section.

1. Active frequency drift (AFD)
This method is implemented for photovoltaic systems. It utilizes inverter

output current waveform which is injected to utility grid by PV inverter. The
current waveform is slightly distorted by inserting zero-time zone or dead zone
in every half cycle. When islanding occurs, due to distortion of injected inverter
current the frequency of voltage waveform will deviate up and down leading to
the phase error between inverter output current and voltage waveform. Hence,
inverter output frequency is also deviated to eradicate the phase error. This
frequency deviates until the overfrequency/underfrequency relay is tripped.

The distortion in inverter output current is illustrated by a parameter known
as chopping fraction “cf” [28, 29] and is given by the following equation:

cf = 2tz

Tvutil
(14.8)

tz = zero time or dead zone.
Tvutil = time period of grid voltage.
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AFD method implementation is simple and works effectively with pure resistive
load and detects islanding within 2 s [29, 30]. When load is non-resistive, its NDZ
increases. The effectiveness of this technique reduces with multiple inverters as
a consequence of different AFD for each inverter.
In order to improve the performance of AFD with multiple inverters and to reduce
NDZ, AFD with positive feedback (AFDPF) [29] is utilized. A positive feedback
is employed to expedite the drift in frequency by increasing “cf” as mentioned in
the below equation:

cfk = cfk−1 + F (�ωk) (14.9)

cfk = chopping fraction of kth cycle.
cfk−1 = chopping fraction of (k−1)th cycle.
ωk = frequency in kth cycle.
�ωk = error in frequency in kth cycle.
F = linear function.

Positive feedback employed with AFD in PV systems enlarges the drift in frequency
produced by different PV inverters, hence minimizing the NDZ to a greater
extent. The demerit of AFDPF is that it affects the power quality of system by
introducing subharmonics into the system.

2. Sandia voltage shift (SVS)
This technique also utilizes a positive feedback and is applied to the mag-

nitude of PCC voltage. Hence, due to distortion in voltage, inverter output
current also varies along with output power. PCC voltage is slightly distorted
during steady-state operation. In islanding mode, variation in output power can
expedite the drift in voltage for detection of islanding condition. Undervoltage
or overvoltage protection will sense the changes in voltage and compare it with
threshold. As the threshold is violated, inverter operation is ceased. The inverter
controller reference current [31] is computed as

Iref = kv· �V + PDG

V
(14.10)

V = PCC voltage
PDG = DG output power
�V = change in voltage
and output current of the inverter is varied in proportion to the variation of voltage

by a factor kv.
Even though the implementation of SVS is simple it degrades the power quality of

system.

3. Slip-mode frequency shift (SMS)
It is also one of the techniques that employ positive feedback for detecting

grid disconnection from microgrid. Positive feedback is implemented with the
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voltage phase angle at PCC and the drift in frequency is monitored to detect
islanding. The phase angle of the inverter (θ s) is set as [32, 33]

θs = θm sin

(
π

2

fk−1 − f

fm − f

)

(14.11)

f = system frequency.
fk−1 = frequency of previous cycle.
θm = maximum phase angle occurring at frequency fm.

During grid-connected mode, θ s is almost zero. After the grid disconnection θs and
frequency vary and islanding is detected if variation in frequency crosses the
threshold. This technique has smaller NDZ compared with other active islanding
detection techniques and possesses high reliability by incorporating an additional
phase shift [32].

4. Negative-sequence current injection
In this technique, negative sequence current is injected into voltage source

current controller [34–36]. Islanding is detected by observing the negative-
sequence voltage at DG terminal. During grid-connected mode, the negative-
sequence current entirely flows to main grid as the impedance of main grid is low.
However during islanding injected negative-sequence current passes through the
load giving rise to the positive sequence and negative sequence voltage at PCC.
The percentage imbalance in voltage is given by

VU = Vn

Vp

× 100% (14.12)

Vn = amplitude of instantaneous negative-sequence voltage.
Vp = amplitude of instantaneous positive-sequence voltage.

VU is compared with the threshold value for islanding detection. Detection of
island is carried out within 60 ms, with negative-sequence current injection of
only 2–3%. It has approximately zero NDZ and the technique is not influenced
by load variations.

5. Impedance measurement (IM)
The technique is based on variation in system impedance due to islanding.

During islanding variation in impedance is observed by computing dv/di seen
from the inverter terminal [37]. This method is not suitable for multiple inverter
cases and selecting a threshold is also difficult due to the necessity of actual
magnitude of grid impedance.

To overcome the drawback of aforementioned impedance measurement tech-
nique, negative-sequence impedance islanding detection is implemented in
which small negative-sequence current is injected at different frequency levels
[38]. The technique performance is valid only for small disturbances in system.
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Fig. 14.6 Basic flow diagram of intelligent islanding condition classification technique

Computational Intelligence-Based Techniques for Islanding Detection

For the minimization of non-detection zone and for rapid detection of islanding,
various signal processing techniques have been employed. To extract more unique
and appropriate features such as energy content and standard deviation of the signal,
these techniques are utilized. These extracted features can then serve as inputs to the
artificial intelligent (AI) classifier to perform the classification of the islanding and
non-islanding detection. Common AI classifiers used in islanding detection include
the decision tree (DT), rule-based techniques, artificial neural network (ANN),
probabilistic neural network (PNN), fuzzy logic (FL), and support vector machines
(SVM). Figure 14.6 shows the steps involved in performing the islanding condition
classification. Following are some of the techniques that use signal processing for
islanding detection.

1. Wavelet Transform (WT)
Authors of [39, 40] use time frequency detection technique based on the

investigation of DG voltage, current, and power signal. Fifth decomposition level
is utilized for islanding operation mode. The benefit of using this method is the
reduction in number of sensors required and less computational burden.

In [41], the sequence component of current and voltage at DG terminal are
acquired and processed using wavelet transform. Change in standard deviation
and energy of first-level detailed coefficient is observed for one full cycle for
islanding detection. In [42], DWT is used for processing of voltage signal at DG
end and in [43] detailed coefficient matrix is obtained by applying WT to voltage
signal at DG end and wavelet singular entropy-based index is obtained using
Shannon entropy which differentiates islanding and non-islanding events.

2. S Transform (ST)
The modification of WT with phasor information, known as ST [44], was

developed for the detection of different power quality disturbances and islanding,
based on moving a varying and scalable localizing Gaussian window. Multi-
resolution analysis can be done using ST and can be carried out by processing
the complete phase of each frequency component which helps to give accurate
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detection result in the presence of noise. In [45], spectral energy content of the
S contour was computed after the negative-sequence voltage and current signal
were processed using ST. Similarly, in [46, 47] negative-sequence component
of voltage was processed using ST. Islanding is detected by computing energy
content and standard deviation of the contour. The disadvantage of using ST
is that its reliability reduces with the nonstationary signals comprising of
transients [48].

3. Hilbert–Huang Transform (HHT)
HHT is a time-frequency-based technique and is a combination of empirical

mode decomposition (EMD) and Hilbert transform. HHT is used for analyzing
nonstationary power signals rigorously [49]. It is an extremely adaptive and
accurate method for feature extraction. Various modes of signals can be extracted
with variable timescale using EMD. In [50] EMD is applied to voltage at point
of common coupling (PCC) to obtain the intrinsic mode functions (IMF). First
IMF is used as a parameter to detect islanding. Further in [51], HHT is applied to
all IMF components to have frequency, phase angle, and instantaneous amplitude
information. Then, different features describing the signals are calculated includ-
ing standard deviation and energy of phase angle and amplitude to discriminate
islanding and non-islanding conditions.

4. Intelligent Techniques
The data collected by extracting features of signals through signal processing

technique is utilized by artificial intelligent methods such as neural networks,
probabilistic neural network (PNN), support vector machines (SVM), and deci-
sion trees for detection of island. These data sets are used for training the system.
Hence, computational burden and training time are high but it has a benefit of
having smaller non-detection zone [52].

In [53], voltage and current signals are measured at point of common coupling
(PCC) and their instantaneous values are processed to extract autoregressive
coefficients. This data set is used to train the SVM model off-line and islanding is
detected. In [54, 55] probabilistic neural network (PNN) and PNN in combination
with wavelet are proposed. In [56], Bayesian classifier is utilized which achieves
higher accuracy but the computational burden was high. Decision tree-based
classifier is implemented in [57, 58] and in [59] various intelligent techniques are
compared and decision tree-based classifier is found to have the best accuracy.
Then in [60], fuzzy rule-based system combined with decision tree is proposed.
The technique is easy to implement and is insensitive to noise.

Protection Solutions for Relay Coordination

The selectivity between protective devices during various fault scenarios is the
prime objective for coordination of protective devices in order to ensure safe
operation and reliability of the power network. In distribution system primary
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protection as well as backup protection are given by overcurrent relays. To clear
the fault in minimum possible time to isolate only the faulty section from the rest of
the system, coordination among overcurrent relays is mandatory.

Conventional distribution system having radial nature protection system is
designed for unidirectional power flow. However, incorporation of DER causes
changes in the topology of the distribution network and flow of fault current is there
in both the directions. Variation in fault current level due to two operating modes
and bidirectional power flow causes complications for protection coordination as the
protection schemes designed for conventional distribution network fail to operate
when DER is incorporated in distribution network. To assure proper coordination
among primary and backup protection, several protection strategies have been
adopted employing optimization and heuristic approaches that are implemented
including communication-based techniques and are reviewed in the following
section.

Communication-Based Methods

In communication-based coordination techniques, measurement devices and circuit
breakers are connected with central control unit through communication networks.
Location of fault is determined via central control unit by monitoring voltage
and current signals. Faulty portion is isolated by sending a trip signal to circuit
breakers [61].

By utilizing such interconnected devices, it is possible to properly supervise the
coordination between various protective devices of the whole network during both
grid-connected and islanded modes of operation. Further the faulted area will be
isolated rapidly enhancing the reliability of the power supply to the consumers [62].

In [63], a wide area differential protection scheme is implemented in microgrid
by utilizing communication links to protect household PV systems against three
phase faults. Intelligent electronic devices (IEDs) and circuit breakers at each bus
are connected to the control center via wireless mobile broadband. The real -time
current measurements are monitored by IEDs and the data is sent to control center.
Faulted portion is identified by the control center and trip signals are issued to the
circuit breakers to isolate the faulty portion.

In [64], an optical Ethernet communication network is utilized to interconnect
measurement devices, circuit breakers and control units at each bus. The scheme is
proposed for radial microgrid network. The scheme has fast fault clearing time, but
relay may maloperate due to lack of proper communication channels.

Multi-Agent-Based Methods

Multi-agent-based technology comprises various intelligent agents that coordinate
with other agents as a single unit. Basic operation of multi-agent-based protection
coordination strategy is proposed in [65–67] as shown in Fig. 14.7. Individual relays
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established in the system are considered as relay agent. It communicates with other
agents to acquire specific information to identify relay maloperation and circuit
breaker failure so as to execute backup operation for improved performances. Each
DG is considered as one agent. The connection status of DG is provided to relay
agent through communication between DG agents and relay agent. Elements which
consist of crucial information are included under equipment agent (EA). It gathers
the local system information and communicates it to relay agent for protection
coordination function. All these three agents communicate among themselves to
achieve efficient coordination. Java agent development (JADE)-based platform is
employed for checking the effectiveness of scheme. Simulation results show that
there is a successful communication of data among agents.

The scheme is capable of providing backup protection in case primary protection
system fails and has the ability to self-check and self-correct. Protection using multi-
agent-based method is complicated for complex network.

Expert System for Protection Coordination

Expert system-based protection performs tasks alike human experts and is character-
ized in terms of knowledge base, knowledge inference, and explanation. Traditional
expert system deals with the protection issues utilizing information in its knowledge
base and knowledge inference [68, 69]. It automatically gives clarification regarding
why and how it has achieved its decision, which is utilized by user to review the
efficacy of the decision, knowledge, and knowledge inference.

This aspect is essential as it authorizes the user to repeatedly upgrade the
inference and information of the knowledge base. Expert system-based protection
coordination in distribution system is implemented in [70]. The scheme is designed
for radial distribution network and it has four modules. They are graphical user
interface (GUI), engineering analysis, knowledge base, and inference engine. At
first, the information regarding microgrid configuration and DGs is given as input
to expert system through GUI. Load flow and short circuit analysis is carried out by
engineering analysis module for formation of rule base. Next, all the information
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regarding distribution lines, buses, DGs, relays, fuses, and coordination data which
is stored in knowledge base is sent to inference engine for proper settings of
protective coordination.

Other Protection Coordination Strategies

The impact of high penetration of DG on protection coordination is illustrated in
[71], and recommended an adaptive protection coordination scheme for microgrid.
Effect of distributed generation on traditional protection scheme is illustrated in
[72–74]. A novel adaptive non-pilot overcurrent protection coordination utilizing
steady-state fault currents is implemented. A technique implementing both adaptive
and nonadaptive relaying scheme is proposed in [75]. The settings of overcurrent
relay which malfunction due to contribution of DG fault current are readjusted
utilizing adaptive relaying scheme. Fault current from distributed energy resource is
blocked by installing fault current limiters in series with DG in case of nonadaptive
relaying scheme. A linear programming-based adaptive optimal coordination of
overcurrent relays is discussed in [76]. The state of the system is estimated by
central computer and determines whether to change the settings of relay or not. The
new settings calculated by central computer are transferred to the relays through
substation control computers.

In [77], to restore the fault current level to the actual level (without consid-
ering DG), fault current limiters are incorporated in series with DG and utility
interconnection point. Further in [78], a technique is proposed to minimize the
recloser-fuse miscoordination which occurs during various fault scenarios. The best
location of DER is obtained where loss of coordination is minimum. Protection
coordination technique for meshed distribution systems is proposed in [79–81]
by making use of user-defined time-inverse characteristics of directional inverse
time overcurrent relays. In [81], an enhanced backtracking search algorithm is
implemented to optimize the operating time of relays while retaining the proper
coordination among relays. The algorithm is found to be efficient as compared
to particle swarm optimization, self-adaptive differential evolution, and artificial
bee colony.

Protection Solutions for Fault Detection and Classification

Accurate and timely detection of faults is one of the most critical issues in the
protection of microgrid due to the variation in magnitude of fault current level in
both grid-connected and islanded operational modes. Magnitude of fault current
depends on the type of DG unit present in the microgrid. Due to high penetration of
inverter interfaced distributed generation (IIDG) protection of microgrid is a tedious
task. The fault current contributed by IIDGs is limited to 2–3 times the rated current
[82]. The fault current varies over a wide range depending upon the type of DG and
the power generated by DG.
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Different techniques have been employed for detection and classification of
faults using techniques based on overcurrent monitoring, sequence components,
superimposed components, and transient signals. Traditional fault detection and
classification scheme is based on the sequence component of fault current.
Figure 14.8 illustrates the basic procedure for detection and classification of faults.
It utilizes both current and voltage signals only when current signal data is not
adequate to yield correct faulty phase. Otherwise, it operates using current signals
only. In the first step, phasor estimation is carried out using three-phase current and

Fig. 14.8 Basic block diagram for classification of faults
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voltage signals acquired at the line end and is processed through filter to eliminate
DC offset. Eventually, computation of sequence components of fault current is
carried out. A proper algorithm for fault detection is executed and the pre-fault DC
offset due to loading disturbance are eliminated by deducting pre-fault sequence
components from post-fault sequence components.

The conventional protection schemes work effectively for grid-connected mode
of operation and are inefficient when DG is disconnected from the utility grid. The
scheme employed for protection of microgrid must assure accurate detection and
classification of faults during both grid-connected and islanded modes for reliable
operation of microgrid.

Adaptive Protection Techniques

Adaptive protection technique is an online system that alters the desired protective
response to change in system conditions [83]. In this technique relay settings are
automatically readjusted according to the operational mode of microgrid or any
alteration in topology of microgrid. Directional overcurrent relays and digital over-
current relays are employed for such type of protection. The relays are incorporated
with a communication system which allows them to interchange the information
with respective relays or with central computer to have effective protection.

In [84, 85], centralized adaptive protection of microgrid based on the information
stored in the form of event table, fault current table, and action table by microgrid
central processing unit (MCPU) is implemented. In event table, all possible
microgrid configurations along with status of DGs are stored. Fault current table
stores all the information regarding fault current seen by individual relays for all
viable fault locations in each configuration. The relay setting for each configuration
is stored in action table with order of operation for different faults with definite
time lag.

MCPU is updated periodically regarding DG status, configuration of microgrid,
and current seen by individual relays at different locations. MCPU issues appropri-
ate signals to the relevant relays with the aid of event table, action table, and fault
current table in definite time.

In [86], an adaptive protection scheme without using a communication link
between relays is implemented. The technique utilizes voltage signal at PCC for
detection of faults. During various overloading events, voltage response is simulated
and depending on the magnitude of voltage short-circuit event is distinguished from
overloading events. The scheme is only suitable for inverter-dominated microgrids.

For the protection of low-voltage microgrids in both operating modes an adaptive
scheme utilizing isolation transformer and energy storage (ES) is proposed in [87].
To determine the operating mode of microgrid overcurrent protection is employed
for grid-connected mode and dq0 voltage detection is employed for autonomous
mode of operation. To distinguish several protection zones, zero-sequence current
is compared with a threshold value.
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Adaptive protection techniques are advantageous because they adapt to vari-
ous configurations and topologies of microgrids. The drawback of implementing
aforementioned techniques is the installation of communication equipment which is
expensive and complex short-circuit calculations under different operating modes.

Differential Protection

Differential protection scheme is a unit protection scheme which gives protection
to an element such as DGs and distribution lines. Differential protection scheme in
combination with symmetrical component analysis is proposed in [88] by splitting
microgrid into different protection zones to protect the microgrid against single line
to ground fault and line-to-line fault. Differential protection is employed for fault
detection in upstream zone of protection and, negative- and zero-sequence current
components are utilized to detect line-to-line faults in all protection zones and
single line-to-ground fault in downstream protection zone. The scheme is capable
of detecting faults in autonomous mode also for inverter-interfaced DGs.

A novel differential protection scheme utilizing synchronized phasor measure-
ments and microprocessor relays is discussed in [89]. The scheme is able to identify
all types of faults including faults with high fault resistance. A trip signal is issued
when the absolute value of two consecutive samples exceeds the pre-specified
threshold.

One of the most significant benefits of the implementation of differential protec-
tion approaches is that they are reliable for detecting internal faults, not sensitive to
bidirectional power flow and reduction of fault current level of islanded microgrids.
However, the unbalancing caused due to loading failure in communication system
can maloperate the relay.

A differential scheme based on S-transform is implemented in [90]. Three-phase
current signals at both ends of distribution line are fetched and processed through
S-transform. Difference in spectral energy content of the generated time frequency
contour at both ends of line is computed known as differential energy (DE) and is
given by the following equation:

DE = EA − EB = {abs (SA (j, n))}2 − {abs (SB (j, n))}2 (14.13)

where S(j, n) = generated S-matrix.
j = time samples.
n = frequency steps.
This differential energy is compared with pre-specified threshold for detection

of fault. A positive value for threshold is set for fault in grid-connected mode and
negative value for fault in islanded mode. The technique is able to detect high-
impedance faults in both the operating modes but the technique is nonadaptive and
if penetration level of DG is changed threshold setting also needs to be varied for
proper detection of faults [91].
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To overcome the limitation of aforementioned technique, computation of dif-
ferential energy is carried out using Hilbert–Huang transform (HHT) [91]. The
technique is adaptive in nature as no predetermined set of functions are required
and it projects a nonstationary signal onto a time–frequency plane using a mono-
component signal [92, 93].

Techniques Employing External Devices

Magnitude of fault current is remarkably distinct between grid-connected and
autonomous mode of operation. Hence, designing an appropriate protection system
which performs satisfactorily in both the modes of operation is really demanding.
In this aspect, there is a scope of deploying a distinct scheme which efficaciously
alters the fault current level when microgrid transforms from grid-connected mode
to autonomous mode and vice versa, by particular externally placed devices. Fault
current level can be increased or decreased with the help of such devices.

To reduce the total contribution of several distributed energy resources during
fault, fault current limiters are employed [94] because the fault current level may
exceed the design limit of numerous equipment components which may lead to false
detection of fault. This contribution is particularly noticeable in case of synchronous
machine-based distributed energy resource.

Fault current contribution by inverter-interfaced DGs is limited to 2–3 p.u. To
level the fault current level in both grid-connected and autonomous modes of
operation, the following approaches are used:

1. Fault current level can be increased to a certain level by installation of energy
storage devices, i.e., flywheels and batteries in the microgrid. Thus, conventional
overcurrent protection can now be employed for protection [95, 96].

2. By installation of certain devices between the utility and microgrid, to reduce the
fault current contribution from main grid [97, 98].

Voltage-Based Protection Technique

Voltage-based techniques are based on identifying voltage disruption at DG end.
The output voltage of distributed energy resource is continuously monitored and is
transformed from abc axis to dq axis reference frame. Calculations are simplified
as three variables are reduced to two DC quantities. In [99], for detection of fault
disturbance signal “VDIST” is extracted by comparing intermittent d-q values with
a reference value. The characteristic of disturbance signal is utilized to detect and
classify the fault. The technique is able to protect microgrid against both in-zone
and out-of-zone faults by employing communication link between relays located at
each DG terminal.
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Eventually, in [100] a new fault detection technique based on observing positive-
sequence component of the fundamental voltage is implemented so that it is
able to maintain the reliability of the system and provides fast fault detection
for various types of faults in microgrid. During symmetrical and unsymmetrical
fault conditions, the three-phase voltages are transformed into the d-q reference
frame. This transformed voltage magnitude is compared with the amplitude of the
fundamental positive-sequence voltages in the d-q coordinate system.

The recent technique in [101] implemented a new protection action based on
bus bar fault direction for protection of microgrid in grid-connected as well as
islanded modes of operation. Moreover, industrial personal computers (IPCs) have
been utilized to design relay protection software and hardware. The drawback in
implementation of this technique is that it is unable to identify high-impedance
faults and voltage drop within microgrid causes false operation of protection
devices.

Conclusion and Future Work

Microgrids are gaining popularity these days due to high requirement of continuous,
clean, and cost-effective electricity. Protection requirements for distribution systems
incorporated with DGs are quite distinct from those of traditional distribution sys-
tems. Rapid and true detection of island is one of the primary issues for protection of
microgrid. Several passive and active techniques employed for islanding detection
have been illustrated. Passive islanding detection techniques are economical and
can be easily implemented. The non-detection zone of active islanding detection
techniques is negligible. However, it affects the power quality of the system. The
significant features and the potential of islanding detection techniques used have
been investigated, to provide effective information for the technique to be used for
DG islanding detection.

Coordination among protective devices at PCC, at individual DG, at utility
substation should be effectively achieved for efficient protection of microgrid.
Traditional overcurrent protection system is influenced by bidirectional power
flow. Various techniques for effective coordination settings are discussed in this
chapter. Upgrading the protective devices by utilizing adaptive techniques incor-
porates modification in configuration of microgrid and provides faster protection by
employing communication network. However, requirement of extensive memory to
store protective settings makes it undesirable for larger configurations.

Reliable operation of microgrid requires accurate fault detection and classifi-
cation during both grid-connected and autonomous mode of operation. The fault
current contribution by inverter-based DGs is too low in islanded mode. Hence
detection of fault in islanding mode is difficult. Various techniques employed for
high-speed operation have been discussed. Several adaptive techniques employing
differential scheme and communication links have been adapted. Differential
scheme is preferred for detecting only internal faults. For detection both internal and
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external fault voltage-based techniques are employed. However, they are ineffective
for high-impedance faults and symmetrical faults. Noticeable research gaps and
possible future scope in the protection of microgrid have been presented in this
chapter.

Future Work

The protection-related study as explained in this book chapter clearly indicates
further research directions in the following interesting areas:

1. Breaker information from PCC end can be exploited through a communication
channel to identify the islanding condition.

2. Fault-generated high-frequency voltage and current signals in microgrid system
during both grid-connected and islanded mode can be exploited for improved
and faster algorithms for protection schemes like directional relaying, fault
classification, and differential relay.

3. Integrated logics can be applied for better fault detection, classification, and
directional estimation.

4. Intelligent electronic devices (IED) can be installed in microgrid system for
online directional overcurrent relay coordination.

5. Micro-range PMU can be installed in the microgrid system for better operation,
control, and protection.
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