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Abstract. Intelligent technologies are enjoying growing popularity in
a telehealth environment for helping improve the quality of chronic
patients’ lives and provide better clinical decision-making to reduce
the costs and workload involved in their daily healthcare. Obtaining
a short-term disease risk prediction and thereby offering medical rec-
ommendations reliably and accurately are challenging in teleheath sys-
tems. In this work, a novel medical recommender system is proposed
based upon time series data analysis for diabetes patients. It uses
three decomposition methods, i.e., dual-tree complex wavelet transform
(DTCWT), fast Fourier transformation (FFT) and dual-tree complex
wavelet transform-coupled fast Fourier transform (DWCWT-FFT), with
least square-support vector machine (LS-SVM) for short-term disease
risk prediction for diabetes disease patients which then generates appro-
priate recommendations on their need to take a medical test or not on
the coming day based on the analysis of their medical data. A real-life
time series dataset is used for experimental evaluation. The experimental
results show that the proposed system yields very good recommendation
accuracy and can effectively reduce the workload for diabetes disease
patients in conducting daily body tests.
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1 Introduction

According to World Health Organization (WTO), chronic diseases are causing
the death for 50% of people worldwide in recent years [1], and they require more
and more medical attentions and resources in today’s increasingly aged societies.
Diabetes, one of the most common chronic diseases, is a major health problem
in the world and the rates of its incidence are significantly rising [10].

Telehealth systems serve as real time and convenient platforms for health-
care practitioners and chronic diseases patients to exchange information easily
in consultation, diagnosis and treatment [2], and consequently have enjoined fast
developments in many countries in recent years due to fast service delivery and
its low operational cost. Due to the importance of disease risk prediction on
the patients’ life who suffering from the chronic diseases [8] such as diabetes as
well as the urgency of improving the analytic techniques used for this regard,
great efforts are needed to enhance the quality of evidence-based decisions and
recommendations in a telehealth environment. Diabetes disease patients often
need to undertake various daily medical tests in order to monitor their overall
health conditions through the telehealth system. However, in the current prac-
tice, carrying out various medical tests by diabetes disease patients every day
may bring lots of inconvenience and even burden, and thus affects their overall
life quality.

Generating accurate recommendations is an essential function in telehelth
systems, which is often based on the prediction of patients’ short-term disease
risk. In literature, the assessment and prediction of various diseases have been
studied by using data mining techniques and statistical tools for different health-
care and medical issues [3,4]. Although most of these studies have been achieved
a reasonable level of predictive accuracy, most of them focused on the long-term
medical prediction instead of short-term prediction which is studied in our work.

The major scientific contributions and features of our system are summarized
as follows.

– The system utilizes three decomposition methods, including DTCWT, FFT
and DWCWT-FFT;

– The statistical features extracted from these methods are then separately
input into the Least Square-Support Vector Machine classifier (LS-SVM) to
predict the necessity of taking body test on the next day in advance;

– We use a majority vote based ensemble technique to combine the prediction
results based on the three individual decomposition methods for producing
the final recommendation for diabetes patients;

– We compare our system with the existing work conducted to tackle the exactly
same issue to establish the superiority of our technique.

2 Proposed Recommender System

2.1 An Overview of Our System

Figure 1 illustrates the overall architecture of our recommender system used for
diabetes patients in the telehealth environment. First, the time series medical
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Fig. 1. The architecture of our recommendation system

data of a given patient is pre-processed, which is performed off-line, by seg-
menting them into smaller overlapped sliding windows based on the size of the
sliding window used in the data analysis. Then, the three decomposition meth-
ods – DTCWT, FFT and DTCWT-FFT – are separately applied to decom-
pose the segmented time series data of patients. The LS-SVM is used with each
decomposition method to test its ability to classify the patient’s condition. The
final recommendation is then taken based on the ensemble mechanism using the
majority vote approach for the three decomposition methods in order to produce
a binary accurate recommendation concerning whether the patient needs to take
a medical test on the coming day or not.

2.2 Dual Tree Complex Wavelet Transformation

The drawbacks of DWT are ameliorated by using the Dual Tree Complex
Wavelet Transformation (DTCWT) which offers a better time-frequency rep-
resentation of signals [5]. It is an improved version of wavelet transformation
that is designed to tackle some limitations in the discrete wavelet transform.

In our system, DTCWT is adopted to decompose the input time series data
into sub-bands of delta, theta, alpha, beta and gamma. Each DTCWT coefficient
has two parts real and imaginary. As a result, ten sub-bands in total obtained
after four-level decomposition (five sub-bands for each part).

From each frequency sub-band, six different statistical features can be
extracted. The extracted features are mean of coefficients of the absolute values,
average power of the coefficients, standard deviation of the coefficients, ratio of
the absolute mean values of coefficients of adjacent sub-bands, kurtosis of the
coefficients and skewness of the coefficients respectively.
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2.3 Fast Fourier Transformation

The Fast Fourier Transformation (FFT) is one of the most efficient techniques
used to compute the Discrete Fourier Transformation (DFT) and its inverse. In
many studies, it is used as a windowing technique like the wavelet transforma-
tion [6,9].

For each sliding window, five frequency bands (i.e., alpha, beta, gamma,
delta, and theta) are obtained using the fast Fourier transformation.

From each frequency band, eight different statistical features can be
extracted. The extracted features are denoted by XMin, XMax, XSD, XMed,
XMean, XRG (for Range), XFQ (for the First Quartile) and XSQ (for the Sec-
ond Quartile), respectively. The best performing features are dataset dependent.
Some series data are symmetrically distributed while others may have a more
skewed distribution.

In our work, the extracted features from each frequency band are grouped
into one vector and used as the input to the LS-SVM to predict the patient’s
condition.

2.4 Hybrid Method of Dual Tree Complex Wavelet Transform with
Fast Fourier Transform (DTCWT-FFT)

In this method, we apply 1D dual-tree complex wavelet transform to the input
time series data of patients for four-level DTCWT decomposition, and then
applies the fast Fourier transform to each DTCWT sub-bands and takes the
magnitude of these coefficients. In this way, the levels of the Fourier spectrum
vectors are used as a features set and the LS-SVM is used to classify the input
time series data into one of two classes: test required or no test required.

The proposed method for generating short-term medical recommendation
can be summarized as follows:

1. Get the input time series data of patients x(n) where n ∈ [1, N ].
2. Apply four-levels DTCWT decomposition to the input time series data. Let

the output time series be y{1}, y{2}, y{3}, y{4} and z{4} for levels 1, 2, 3,
and 4 respectively.

3. Apply forward FFT to y{1}, y{2}, y{3}, y{4} and z{4} and then take the
logarithm of the Fourier spectrum. Let the generated features be F{1}, F{2},
F{3}, F{4}, and F{5} respectively.

4. All the generated features vectors enter to the LS-SVM classifier to classify
the input time series data of patient.

3 Experimental Results

3.1 Diabetes Dataset

The diabetes dataset obtained from the Repository of Machine Learning
Databases by Washington University [7]. The collected data contain measure-
ments taken multiple times per day from 70 patients. Blood glucose measure-
ments, symptoms and insulin treatments were recorded with timestamps for each
patient, over the course of several weeks to months.
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Each record in the diabetes dataset consists of four fields about the date of
measurement, time of measurement, the code of measurement and the value of
measurement.

For the purpose of evaluating our system, the dataset is divided into two
parts: the training set and the testing set. The three transfer methods are trained
using the training set and then validated using the testing set as the ground truth
result. In our study, 75% of the dataset was partitioned as the training data while
the remaining 25% was used as testing data.

3.2 Performance Evaluation Measurements

To evaluate the performance of the proposed system, we have proposed three
performance metrics for this work, namely accuracy, workload saving and risk.
Accuracy refers to the percentage of correctly recommended days against the
total number of days for which recommendations are provided. Workload saving
refers to the percentage of the total number of days when recommendations are
provided for skipping the medical test against the total number of days in the
training set. Risk refers to the percentage of the days with risky recommendation
against the total number of days in the training set.

3.3 Recommendation Effectiveness of Our System

Recommendation Effectiveness of Our System Using FFT. Based on
our previous work [8,9], it was found that the obtained prediction results of our
system were not good enough when the features were not appropriately selected
from a time series data and vice versa. Thus, the statistical features of FFT were
tested separately to evaluate the prediction accuracy of the proposed system.

Furthermore, the patient discrimination ability of the eight statistical fea-
tures {XMin, XMax, XSD, XMed, XMean, XRG, XFQ, XSQ} is performed using
t-test. The p-values of the eight statistical features of five waveforms for two dif-
ferent classes including taking a test or not needed using t-test are presented in
Table 1. It can be seen that the last four waves (theta, alpha, beta and gamma)
with the statistical features of rang, mean, median, standard deviation, max,
and min provide a significantly difference (P < 0.003). Thus, the six features
of {XMin, XMax, XSD, XMed, XMean, XRG} of four waves are extracted from
FFT sub-bands were used to evaluate the performance of our system for pre-
dicting the patient’s condition one day in advance. The vector of features is then
entered into LS-SVM classifier to decide whether a given patient needs to take
a medical measurement on day in advance or not.

Based on the results in Table 3, it can be seen that when using the six statis-
tical features with the four waves, our system can achieve an accuracy over 90%,
a workload saving over 63% while the risk is lower than 5 %, indicating that
our recommendation system is highly accurate and able to significantly reduce
the workload for chronic diabetes disease patients to take up their daily medical
tests with a low health risk.
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Recommendation Effectiveness of Our System Using DTCWT. In this
experiment, the extracted statistical features from the high-frequency sub-bands
(i.e., y1, y2, and y3) were also tested separately to evaluate the prediction accu-
racy of the proposed system.

To achieve the best possible performance of our system, the statistical fea-
tures extracted from the high-frequency sub-bands (i.e., y1, y2, and y3) are
quantified using t-test. Table 2 shows the P -values of the six features extracted
from five waveforms of need or not to take a medical test. On the basis of
these results, we can be clearly observed that the five statistical features of
average power, ratio of mean values, standard deviation, skewness and kurtosis
extracted from the sub-bands (alpha, beta and gamma) are provide a highly def-
erence (P < 0.001). Hence, the five statistical features with the three sub-bands
DTCWT are selected to present the time series data of patient.

Our findings showed that combining all the five statistical features for the
three high-frequency sub-bands yielded a high prediction accuracy with an aver-
age accuracy of 91%, workload saving 63% and risk 4%. The obtained results
showed that the statistical features were able to reveal the characteristics of time
series data of patients, and to identify patient’s condition for short-time disease
risk prediction.

Table 1. p-values of statistical features for all waveforms

Waveforms p-values

of XFQ

p-values

of XSQ

p-values of

XSD

p-values of

XMAX

p-values of

XRG

p-values of

XMin

p-values of

XMed

p-values of

XMean

Delta 0.0425 0.0215 6.5214E−09 3.1245E−04 0.0695 0.0425 0.0525 4.2586E−11

Theta 0.0612 0.0325 2.3125E−06 6.2548E−07 0 3.5271E−05 4.2154E−06 0

Alpha 0.4325 0.0345 0 0 5.6243E−05 0 0 0

Beta 0.2154 0.6258 0 5.3641E−09 0 8.2546E−10 0 2.2547E−11

Gamma 0.9457 0.5054 8.9554E−07 0 0 0 0 0

Table 2. p-values of statistical features extracted form the five waveforms of DTCWT

Waveforms p-values
of mean

p-values of
average
power

p-values of
ratio of
mean values

p-values of
standard
deviation

p-values of
skewness

p-values of
kurtosis

Delta 0.0914 0.0754 0.0541 8.7894E−06 0.0465 0.0254

Theta 0.0456 0.1245 0.3254 0.0312 0.2584 0.4512

Alpha 0.1524 0 0 0 0 5.2364E−10

Beta 0.6324 0 5.8254E−09 0 0 0

Gamma 0.5214 7.5417E−05 0 6.2548E−07 7.5588E−09 0

Recommendation Effectiveness of Our System Using a Hybrid Trans-
form Method (DTCWT-FFT). In order to improve this method, the present
study applies the a dual-tree complex wavelet to the input time series data of
patients for four-level DTCWT decomposition, and then applies the fast Fourier
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transform to each DTCWT sub-bands and takes the magnitude of these coef-
ficients. The extracted features are entered to the LS-SVM classifier to decide
whether the patient who is suffering from chronic diabetes disease needs to take
a medical body test one day in advance or not.

The proposed system using a hybrid method yields an improved performance
compared with the previous two methods. Our system using a hybrid method
able to improve the accuracy performance from 90% to 93% while there is no
significant difference in the value of workload saving where the workload saving
rate is a very close to the two previous methods. The recommendation risk of
our system is also lower than the two competitive approaches.

Recommendation Effectiveness Based on the Majority Vote of the
Three Decomposition Methods. First, we apply the three methods to pro-
cess the time series medical data to facilitate the subsequent data analytic. Then,
the statistical features extracted from each decomposition method are separately
entering into the least square-support vector machine classifier to predict the
necessity of taking body test. The final recommendation of a given medical mea-
surement is considered based on applying the majority vote of the three decom-
position methods to decide whether the patient who is suffering from chronic
diabetes disease needs to take a medical body test one day in advance or not.

Based on Table 3, the proposed method based on majority vote technique
had the ability to classify the patients’ condition with a high accuracy over 96%,
while the risk is lower than 1.5%.

Table 3. The averaged performance of the three decomposition methods and the
proposed method

Method used Accuracy (%) Saving (%) Risk (%)

FFT 90.90 63.40 04.75

DTCWT 91.00 63.20 04.30

DTCWT-FFT 93.60 64.00 03.20

Proposed method 96.00 64.50 01.50

4 Conclusions and Future Research Directions

In this work, we propose a recommendation system supported by three decom-
position methods including dual-tree complex wavelet transform, fast Fourier
transform and dual-tree complex wavelet-coupled fast Fourier transform– to
provide the patients suffering from chronic diabetes disease with appropriate
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recommendations in a telehealth environment. This study applies three decom-
position methods which effectively analyze the medical time series data and input
separately the extracted statistical features from each method to the LS-SVM
to generate the accurate, reliable recommendations for chronic diabetes disease
patients. The final recommendation is taken according to the majority vote of
the three decomposition methods.

In future, we will apply other ensemble techniques, such as Adaboost and
boosting, to generate recommendations and conducting a comparative study on
those different ensemble models.
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