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Preface

This volume contains the papers presented at the 29th International Conference on
Database and Expert Systems Applications (DEXA 2018), which was held in
Regensburg, Germany, during September 3–6, 2018. On behalf of the Program
Committee, we commend these papers to you and hope you find them useful.

Database, information, and knowledge systems have always been a core subject of
computer science. The ever-increasing need to distribute, exchange, and integrate data,
information, and knowledge has added further importance to this subject. Advances in
the field will help facilitate new avenues of communication, to proliferate interdisci-
plinary discovery, and to drive innovation and commercial opportunity.

DEXA is an international conference series that showcases state-of-the-art research
activities in database, information, and knowledge systems. The conference and its
associated workshops provide a premier annual forum to present original research
results and to examine advanced applications in the field. The goal is to bring together
developers, scientists, and users to extensively discuss requirements, challenges, and
solutions in database, information, and knowledge systems.

DEXA 2018 solicited original contributions dealing with any aspect of database,
information, and knowledge systems. Suggested topics included, but were not limited
to:

– Acquisition, Modeling, Management, and Processing of Knowledge
– Authenticity, Privacy, Security, and Trust
– Availability, Reliability, and Fault Tolerance
– Big Data Management and Analytics
– Consistency, Integrity, Quality of Data
– Constraint Modeling and Processing
– Cloud Computing and Database-as-a-Service
– Database Federation and Integration, Interoperability, Multi-Databases
– Data and Information Networks
– Data and Information Semantics
– Data Integration, Metadata Management, and Interoperability
– Data Structures and Data Management Algorithms
– Database and Information System Architecture and Performance
– Data Streams and Sensor Data
– Data Warehousing
– Decision Support Systems and Their Applications
– Dependability, Reliability, and Fault Tolerance
– Digital Libraries and Multimedia Databases
– Distributed, Parallel, P2P, Grid, and Cloud Databases
– Graph Databases
– Incomplete and Uncertain Data
– Information Retrieval



– Information and Database Systems and Their Applications
– Mobile, Pervasive, and Ubiquitous Data
– Modeling, Automation, and Optimization of Processes
– NoSQL and NewSQL Databases
– Object, Object-Relational, and Deductive Databases
– Provenance of Data and Information
– Semantic Web and Ontologies
– Social Networks, Social Web, Graph, and Personal Information Management
– Statistical and Scientific Databases
– Temporal, Spatial, and High-Dimensional Databases
– Query Processing and Transaction Management
– User Interfaces to Databases and Information Systems
– Visual Data Analytics, Data Mining, and Knowledge Discovery
– WWW and Databases, Web Services
– Workflow Management and Databases
– XML and Semi-structured Data

Following the call for papers, which yielded 160 submissions, there was a rigorous
review process that saw each submission refereed by three to six international experts.
The 35 submissions judged best by the Program Committee were accepted as full
research papers, yielding an acceptance rate of 22%. A further 40 submissions were
accepted as short research papers.

As is the tradition of DEXA, all accepted papers are published by Springer. Authors
of selected papers presented at the conference were invited to submit substantially
extended versions of their conference papers for publication in the Springer journal
Transactions on Large-Scale Data- and Knowledge-Centered Systems (TLDKS). The
submitted extended versions underwent a further review process.

The success of DEXA 2018 was the result of collegial teamwork from many
individuals. We wish to thank all authors who submitted papers and all conference
participants for the fruitful discussions.

We are grateful to Xiaofang Zhou (The University of Queensland) for his keynote
talk on “Spatial Trajectory Analytics: Past, Present, and Future” and to Tok Wang Ling
(National University of Singapore) for his keynote talk on “Data Models Revisited:
Improving the Quality of Database Schema Design, Integration and Keyword Search
with ORA-Semantics.”

This edition of DEXA also featured three international workshops covering a variety
of specialized topics:

– BDMICS 2018: Third International Workshop on Big Data Management in Cloud
Systems

– BIOKDD 2018: 9th International Workshop on Biological Knowledge Discovery
from Data

– TIR 2018: 15th International Workshop on Technologies for Information Retrieval

We would like to thank the members of the Program Committee and the external
reviewers for their timely expertise in carefully reviewing the submissions. We are
grateful to our general chairs, Abdelkader Hameurlain, Günther Pernul, and
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Roland R. Wagner, to our publication chair, Vladimir Marik, and to our workshop
chairs, A Min Tjoa and Roland R. Wagner.

We wish to express our deep appreciation to Gabriela Wagner of the DEXA con-
ference organization office. Without her outstanding work and excellent support, this
volume would not have seen the light of day.

Finally, we like to thank Günther Pernul and his team for being our hosts during the
wonderful days in Regensburg.

July 2018 Sven Hartmann
Hui Ma
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Abstract. Many machine generated emails carry important information which
must be acted upon at scheduled time by the recipient. Thus, it becomes a
natural goal to automatically extract such actionable information from these
emails and communicate to the users. These emails are generated for many
different domains, providing different types of services. However, such emails
carry personal information, therefore, it becomes difficult to get access to large
corpus of labeled data for supervised information extraction methods.
In this paper, we propose a novel method to automatically identify part of the

email containing actionable information, called core region of the email, with
the aid of a domain dictionary. Domain dictionary is generated based on the
public information of the domain. The core regions are stored as template trees -
a template tree is a sub-tree embedded in the email’s HTML DOM tree.
Our experiments over real data show, structure of the core region of the email,

containing all the information of our interest, is very simple and it is 85%–98%
smaller compared to the original email. Further, our experiments also show that
the template trees are highly repetitive across diverse set of emails from a given
service provider.

Keywords: Email � Templates � Trees � Information retrieval
Algorithm

1 Introduction

In a recent study, it is showed that 90% of Web mail traffic is machine generated [1, 7,
8, 10]. As mentioned in [1], “A common characteristics of these machine generated
messages is that most of them are highly structured documents, with rich HTML
formatting, and they are repeated over and over, modulo minor variations, in the
global mail corpus. These characteristics clearly facilitate the application of auto-
mated data extraction and learning methods at a very large scale”. With a significant
chunk of web mail traffic composed of machine generated emails, it becomes a natural
goal to automatically extract the information from these emails, which must be acted
upon by the recipient by scheduled time, e.g., payment of utility bill by the due date.
Therefore, we define actionable information as “information that must be acted upon by
scheduled time, by the recipient”. The requirement to extract actionable information
from machine generated emails is present for many domains, such as flight information,
shipment arrival, payment due date, etc., [5].
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A big challenge faced by such systems is: such emails contain personal informa-
tion. Therefore, it becomes difficult to get access to large corpus of labeled data to build
annotators based on supervised methods [1, 3]. Moreover, even though machine
generated emails are structured, their structure changes over time. Further, new service
providers join continuously. Hence, it becomes difficult for supervised methods to
model the tail traffic. For example, hotel reservation emails have more than 8000
different small providers representing more than 50% of the total such emails in our
database. Similarly, we have over one thousand small service providers for flight data,
representing more than 40% of all flight reservation emails. There exist supervised
methods [8, 9] that work on labeled data with varying degree of success.

In this paper, we present a novel method to extract actionable information from
emails. We show that the region in the email containing actionable information can be
represented as combination of one or more small template trees. These template trees
have significantly simpler structure compared to the original email. Further, these
template trees are highly repetitive across a diverse set of email from a given service
provider and contain all the information of our interest. We develop a principled and
scalable approach which exploits the semi-structured format of the emails to extract
these template trees. Requirement of training data, for building supervised annotators
over email data, can be reduced significantly, if such small and well-structured snippets
from the emails can be identified for information extraction.

Only information needed by our system is a domain specific dictionary. We call it
domain knowledge. The domain knowledge has been used in earlier systems to
automatically extract the information from HTML web pages [15]. Similarly, there are
existing systems to extract wrappers from HTML pages [16]. However, unlike a
wrapper a template tree is a sub-tree in the email HTML DOM tree. In [17], authors
present a system to extract templates of an entire web pages in an unsupervised manner.
On the other hand, we templatize only the structure of the core region of the emails,
containing the information of our interest, with the aid of domain knowledge.

However, the work in [16, 17] exposes that machine generated HTML documents
(web pages or emails) have a fixed structure, encoded with the actual data. We present
a novel system, that builds on these ideas to extract actionable information from emails.

We use the term ‘domain’ for an entire service. For instance, for extracting
information from flight related emails, ‘flight’ is the domain. A specific vendor in a
domain is called service provider, or just ‘provider’. In ‘flight’ domain, each airline is a
provider (e.g., ‘American Airlines’). We will use the emails from flight domain as
running example throughout the paper.

Domain specific dictionaries contain keywords and regex patterns specific to that
domain. Dictionaries are applicable on entire domain and are not specific to any
provider. Therefore, they are built using public information and it is much easier to
acquire and learn domain specific dictionaries as opposed to acquiring labelled data for
every provider (cf. Sect. 3.2).

The technique described in this paper is applicable across many domains for which
domain specific information can be represented in a dictionary. This is a highly generic
requirement, applicable across most domains, producing machine generated emails.
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1.1 Contributions

• We present a novel system to extract actionable information from machine gener-
ated emails. Our system needs just the domain knowledge in a dictionary for the
entire domain. Our system automatically learns new templates.

• We introduce a novel mechanism, using DeweyIds [13], which helps us maintain
and update the database of template trees highly efficiently.

• We present our results on real email data. Our results show that template trees are
much simpler and smaller in structure; and our system can model a diverse set of
emails, from a service provider using a small number of templates.

The organization of the paper is as follows: In Sect. 2 we present the related work.
In Sect. 3, we present our methodology to construct domain specific dictionaries. In
Sect. 4, we describe our technique to identify core region in the email. We present our
methodology to identify sub-templates in Sect. 5. In Sect. 6 we present our results
followed by conclusion in Sect. 7.

2 Related Work

One of the first methods to learn templates from email was reported in [11]. They learn
templates from the email subject, over a representative sample of emails. In [3], the
authors present a statistical method to extract product names from email. Their system
introduces the concept of email templates and domain specific dictionaries, but the
focus of work in [3] is to annotate product names from the extracted text. In [8], the
authors propose a method to discover templates in the email but here template implies a
fixed phrase repeating across emails, whereas, for our problem presented in this paper,
a template implies a fixed DOM structure along with phrases.

In [4], authors present a method to mine ‘Data Records’ in a Web Page. Although
the technique is not tailored for emails, they extract ‘Data Record’ as a core region from
an HTML web page. The concept of ‘core region’ is similar to our concept core-region.
However, they use an edit-distance based method to identify the core region and makes
specific assumptions about the email structure. Even a minor variation in the email
structure will make the method un-scalable.

In [2, 6], authors present a method to categorize incoming emails into categories
such as bills, itineraries, promotions, receipts, etc. In [2], the authors propose a text
based template generation method, as opposed to tree-based templates in our system. In
[6], the objective is to assign one of the predefined categories to an incoming email. In
[7], the objective is to predict the distribution of the category of mail that may arrive
over a given time window.

In [10], authors exploit the DOM tree of email HTML structure to cluster emails in
one of a prespecified m clusters. The idea to exploit HTML DOM structure to cluster
similar emails was first explored in [1]. However, template trees are different from just
matching the DOM structure (Sect. 4.1).

Template Trees: Extracting Actionable Information 5



3 Preliminaries

As reported in [1], machine generated emails are HTML formatted structured docu-
ments, modulo minor variations. We exploit this observation in our methodology.

3.1 Tree Representation of the Email

All machine generated emails, produced by a provider and providing similar infor-
mation to its recipients, have same HTML structure modulo variations in the text of the
text nodes. We exploit this property to cluster similar emails. We identify the sub-trees
embedded in the DOM structure of email HTML tree that contain the information of
our interest as templates. We use the DOM tree structure to encode the templates
because (1) the text node of a template tree gives us well defined start and end positions
of the core region; (2) it is highly unlikely that two emails generated by two different
providers will have similar DOM structure [3]; (3) if the DOM structure of two emails
match, with a high probability, these emails are generated by same provider and have
similar information. Hence, DOM tree based templates gives us a high precision in
clustering similar emails.

Email Parsing: While parsing the email, we get rid of HTML styling information.
Thus, we discard the attributes of HTML tags. We also get rid of all HTML tag (<P>,
<H>, etc.). Instead, we assign a DeweyId [13] to each node in the DOM tree.
A DeweyId exactly describes the location of a node in the tree. A node with DeweyId
0.1.1 is the 2nd child of its parent node 0.1. Thus, an HTML email, as shown in Fig. 1,
is converted into a tree shown in Fig. 2.

There are two types of nodes in this tree: Internal nodes, which are non-text nodes
and leaf nodes which are text nodes. We keep a hash table with node’s DeweyId as the
key. For internal nodes, it points to its children and its parent node. For leaf nodes it
points to its text value and parent node. Tree and hash tables are prepared in a single
pass, while parsing the email.

Our objective is to identify the smallest sub-tree in the email tree that contains all
the text nodes of our interest. A text node is of our interest if it contains a token from
the Domain dictionary. This sub-tree is called the core region and is denoted by iTree
(short for information tree). In next section, we show how we prepare the domain
specific dictionary.

Fig. 1. Example HTML tree from a flight email
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3.2 Domain Dictionary

A domain dictionary contains the most relevant keywords along with relevant regex
patterns, to identify commonly occurring keywords and patterns specific to the domain.
We use ‘token’ to refer a keyword or a regex pattern in the domain dictionary. Since we
use ‘flight’ domain as our running example, below we describe the method to prepare
‘flight’ domain dictionary using public information. Similar domain specific public
knowledge can be used to prepare dictionary for any domain of interest.

Domain Dictionary for Flight Domain: Each flight email contains the information
about the departure and arrival airports. In all machine generated emails, these emails
not only contain the airport name, but also an IATA code (a unique worldwide code
assigned to each airport). IATA codes are 3 or 4 letter alphanumeric codes. We identify
that there are around 4000 airports worldwide, from where the commercial flights
originate or land (this list is dynamic). Thus, for ‘flight’ domain, the domain specific
dictionary contains the IATA codes and their popular names for all the commercial
airports in the world. Further, each flight email must contain the date and time of arrival
and departure. After analyzing the flight email data, we included all the common regex
patterns used to represent the arrival and departure time and date, as part of dictionary,
for each entry in the Domain dictionary, we also store its type. For IATA code, we store
the type <CITY>, for a regex corresponding to date, we store its type <DATE> and for
a regex corresponding to date-time, we store its type as <DATE-TIME>. Note, we just
identify the presence of these keywords in a text node, and not their semantic meaning,
i.e., it is not determined yet if a date in a text node is a departure date or arrival date.

Domain Dictionaries bring following advantages: (1) With the aid of domain
dictionaries, we narrow down the scope of email. As shown in our experiments, we see
up to 98% reduction in the total text that must be considered. Such reduction is highly
likely to reduce the requirement of labelled data. (2) Further, we see that the structure
of the core region identified based on domain dictionaries and tree-templates is simple
as well as repetitive across a diverse corpus of emails. Thus, high precision email
annotators, identifying the semantic meaning of the text, can be built if trained on email
text corresponding to only tree-templates (building such annotators is outside the scope
of this paper).

Domain dictionaries may evolve, i.e., new keywords/type or regex patterns can be
included in these dictionaries, if needed, either manually or automatically. Automatic
discovery of new keywords for inclusion in the domain dictionary, with the help of
only the emails processed by our system, is part of our future work.

0.0.0.0

0

0.0.0.0.0.0.30.0.0.0.0.0.0

0.0.0.0.1

0.0.0.0.1.0.1

Fig. 2. The structure of the DOM tree of HTML in Fig. 1, encoded with the DeweyIds
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4 Identifying Core Region

We now present our technique to identify the core region efficiently. While processing
the text nodes in the HTML DOM tree of an email, we look for presence of domain
specific tokens in it. A node n containing w tokens is assigned a score of w. This score
travels all the way from that node up to root of the email DOM tree. The score of each
node from node n till root is incremented by w. Therefore, the common parent of two
nodes n1, with score w1 and n2 with score w2 will have a score of w1 + w2, and so on.
Therefore, the root of the tree will have the highest score (wh). We start traversing back
from the root, to find the deepest node from the root, with score of wh. This node will
be the lowest common ancestor in the email tree containing all the of tokens of our
interest (no token exists outside this tree). Thus, the sub-tree rooted at the deepest node
(farthest from root) with the highest score represents the core region in the email. We
call this node, ‘C’ and the structure of the tree rooted at C iTree (i.e., Information Tree).

4.1 Converting iTree into Template

To convert the iTree to a Template, we first replace all those words that match against
the domain dictionary by their type. Therefore, ‘Alaska’ in iTree in Fig. 3(a) is replaced
by <CITY>, representing the IATA code for that airport, in Fig. 3(b), and so on. Thus,
we obtain a structure, as shown in Fig. 3(b).

Before describing our template generation methodology further, we first define
similar structure trees.

Def. 4.1.1: Tree Structure Similarity: Two trees Ti and Tj have same tree structure iff
each non-leaf node in both the trees have exactly same number of children nodes.

Using Def. 4.1.1 and TreeMatching algorithm (cf. Sect. 4.2), we collect N iTrees
instances with matching tree structure. We analyze the distribution of keywords in
these instances, to obtain the final template as shown in Fig. 3(c).

If there exists another iTree, with similar structure as in Fig. 3(b), but with the
keyword ‘Departure’ replaced by ‘Arrival’, both these iTrees belong to two different
templates. Therefore, two instances of iTree belong to same template only if the tree

10:45 AMAlaska

Departure

Date 24 Jun, Wed Time

<TIME>
<CITY>

Departure

Date <DATE> Time

(c)

<TIME><CITY> <DATE>

(a) (b)

Fig. 3. Template structure in (b) and final template in (c) of iTree in (a)
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structure of the two is same as well as the non-data keywords associated with the leaf
nodes are also same. Therefore, template discovery process comprises two steps:
(1) Clustering instances with similar structure; (2) Among the similar structure
instances (Fig. 3(b)), identifying the final templates (as shown in Fig. 3(c)). The
algorithm to identify templates is shown below.

Hence, for an input iTree, if there exists a template, we update the database with it
(function updatedDB(.), line 3, Fig. 4) and take a follow up action, like extracting
the actionable information from it (outside the scope of this paper).

Now, we describe our approach to extract templates from instances of iTrees, in
function updateStruct(.) (line 5, Fig. 4): First we collect N instances of iTrees
with same structure. N is set to 40 in our experiments. Let I represents the set of all
these iTree instances; |I| = N. We append a keyword with its DeweyId. For a keyword
k, and its DeweyId d, we modify k into k:d. We compute the frequency profile of these
modified keywords (denoted only by k henceforth). We identify the most frequent
keywords (frequency cutoff c is a function of N). Let fk represents the frequency of
keyword k. Among the frequent keywords, for a pair of keywords k1 and k2 such that
fk1� fk2, if P(k2|k1, Ik1) � b, k2 and k1 become part of the same template, where Ik1�I
is a subset of I such that each instance in Ik1 contains the keyword k1. b is set high (0.8
or more). If P(k2|k1, Ik1) is less than b but more than a but P(k1|k2, Ik2) � b, then also,
k1 and k2 become part of the same template. a is set low (0.2 or less); a, b lie between 0
and 1 (0 < a < b � 1). Hence,

Pðkj j ki; IkiÞ ¼ #ðkj j ki; IkiÞ
#ðki j IkiÞ

# (kj|ki, Iki) is the count of instances in set Iki, where kj appears given ki. The
templates are updated recursively, till no update happens to any of the templates.
Finally, we output the template set ST; such that 8Ti 2 ST ; jTij � c.

Example: Let the three most frequent keywords in a corpus of N templates be “Time”,
“Arrival” and “Departure”, such that fTime > fDeparture > fArrival. Let us assume,
“Departure” and “Arrival” are not part of same template in the ground truth. We check
the score P (“Departure”|“Time”, ITime) first. However, since keyword “Time” appears
for both “Departure” and “Arrival”, this score is likely to be lower than b (if b = 0.8,
80% times, “Departure” must occur if “Time” occurs in an instance), assuming

Algorithm updateTemplateDB (inputTree iTree, SampleCountThreshold)
1. int N = SampleCountThreshold;
2. if ((template= matchTemplate (iTree)) != null)
3.     updatedDB (template, iTree);
4. else if ((structure=matchStructure(iTree))!= null)
5.     updateStruct (structure, iTree, N);
6. else
7.     addStruct (iTree);

Fig. 4. Update TemplateDB, after processing an email
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approximately equal distribution of Arrival and Departure emails. However, if the
association between the two words is true, the score P (“Time”|“Departure”, IDeparture)
must be high, where IDeparture � I containing keyword “Departure” (|IDeparture| � c).
Also, as the keywords are appended with DeweyId as well, it ensures that the same
keyword appearing at different positions in the iTree is treated differently.

If “Time” and “Departure” becomes part of same template, we next check the score
P (“Arrival” | “Time”, “Departure”, IDeparture) (i.e., the recursive update of templates).
If this score is lower (as will be the case, since “Departure” and “Arrival” do not occur
in same template in the ground truth), the template is not updated further.

Thus, if N instances belong to different templates, we identify them by looking at
the keyword distribution in these instances. The identified templates are added in the
template DB.

If an email iTree structure does not match with any of the existing template
structures, we store it as a new tree structure. We identify the underlying templates, as
soon as we collect enough emails with similar iTree structure from that providers.
Therefore, we seamlessly add new templates.

For the identified templates, the text nodes of core region can be processed further
with the aid of email annotators, i.e., to determine if an IATA code belongs to a
departure city or arrival city, etc. These annotators could be supervised or statistical.
However, for these annotators, the requirement of the training data reduces significantly
if the core region has simpler structure and smaller in size compared to the original
email.

Since we ignore rest of the email outside the iTree, our method seamlessly
accommodates the changes in the email structure outside this core region, thus, further
reducing the cost of training data for the supervised email annotators.

4.2 Matching Core Region with Templates

In matchTemplate() and matchStruct() in line 2 and line 4 in Fig. 4, we
match the tree structure of core region iTree with a database of existing template trees,
to cluster the emails using these template trees. Hence, these functions need a tree
matching algorithm. In literature this problem is called approximate subtree matching,
[14], and is defined as follows:

Subtree Similarity-Search [12]: Given a tree Q and a database of trees C = {T1,,…,
Tn}, find the subtrees of trees Ti 2 C, most similar to Q.

The size of the template database could be large, containing tens of thousands of
templates (as there are thousands of providers for many services, each of which may be
generating multiple templates). Thus, it is imperative to match the structure of an iTree
with an existing template efficiently. Towards that end, we define a problem similar to
subtree similarity-search as follows:

Subtree Match Problem: Give a tree Te and a database of trees C = {T1,…, Tn}, find
the trees Ti 2 C, which are embedded in Te.

Te is the HTML DOM tree of the incoming email. And the database of trees C
contain all the template trees discovered so far.

We address Subtree Match problem in two steps.
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In the first step, we extract the iTree(s) of core regions from Te, as described in
Sect. 4 above (note, there can be multiple iTrees in an email, as explained in Sect. 5).
Thus, the subtree match problem can be reduced to identifying the matching template
tree(s) corresponding to discovered iTree(s) from a database of templates.

Our next step is to match the iTree(s) with existing templates in C. Towards that
end, for each tree in C, we generate its signature such that two trees have same
signature if and only if their structure is same. Using these signatures, we can efficiently
match the trees by comparing their signatures in O (1). Therefore, each unique tree
structure must have a unique signature and if two trees have same structures, they must
have same signatures.

We exploit the DeweyIds to generate tree signatures as follows: For a discovered
iTree C, embedded in HTML DOM tree of the email Te we again generate DeweyIds
for the nodes in this tree, considering the root of the iTree C as the new root, i.e., the
root of the iTree is assigned the DeweyID 0. Thus, each node is assigned a new unique
DeweyId in the iTree. By concatenating the DeweyIds of the leaf nodes in this iTree,
we generate a string representation of the iTree.

We claim, that this string representation of an iTree is its unique signature, i.e., if
the ‘structure’ of two iTrees Ti and Tj is same, their signatures will be same, and the
signature will be different if their structure is different.

Let signature of a iTree Ti is denoted by S (Ti).

Lemma (Tree Matching): Two iTrees Ti, Tj have same string representation, i.e., S
(Ti) = S (Tj), if and only if the structures of these two trees are exactly same.

Proof: Let there be two trees T1 and T2 with just one node each. Since the DeweyId of
the leafNode of both these trees is same, both the trees generate same string repre-
sentation, denoted by string ‘0’ (DeweyId of their respective roots/leafNode). There-
fore, if the signature of two trees of size one node are same, their tree structure is also
same.

Let two trees Ti and Tj, of size n nodes each, have same structure, and thus have the
same signature, i.e., each leadNode, in both the trees, has same DeweyId (cf. algorithm
generateTreeSignature).

Case1 (Forward Case): We select two leafNodes, in the two trees respectively, with
the same DeweyId d. If we add a child node each for both these trees respectively, the
child nodes will have the DeweyId of d.0 for both the leafNodes in the two trees.
Therefore, based on algorithm generateTreeSignature, the signature of both the trees
with (n + 1) nodes remain the same. Hence, signatures of two trees are same, if their
structure is same.

Case 2 (Reverse Case): We choose two different leafNodes, with DeweyId d1 and d2
in trees Ti and Tj respectively. We add a child node to each of these nodes. The
Deweyid of the child node will be d1.0 and d2.0 respectively in the two trees, therefore,
resulting into two different signatures for two differently structured trees. Therefore, if
the structure of two trees is different, their signature will be different. □

With the help of this lemma, we identify the matching template from the template
database by a single hash look up. Thus, matching a iTree with an existing template is
achieved in O (1).

Template Trees: Extracting Actionable Information 11



4.3 Issues

However, one issue with this approach is: there could be some sections of the email,
which must not be part of core region, but accidentally contain the keywords in the
domain dictionary, thus impacting the structure of the core region. In ‘flight’ domain,
some emails may accidentally contain the sequence of characters, forming an IATA
code. Thus, having a wrong core region for a fraction of emails may impact the recall
of our system (not precision, as there exist no matching template for such emails).

The second issue with this approach is: Our experiments show, even the core
regions of the email, carrying same information from the same provider, show sig-
nificant structural variations. In Table 2 (Sect. 6), we see that 406 emails from Airline 1
resulted in 129 different iTree structures for the core region. For Airline 3, it became
worse, as 263 emails from this provider resulted in 193 different iTree structures
(although, these emails were sampled to represent the diversity in the emails from these
providers).

It happens because even a minor variation in the HTML of these emails results into
a new structure. Our results show, the email structure of even the core region from a
single provider is highly dynamic and representing the entire core region through a
single iTree leads to low recall as even a minor change in email structure may result
into a new iTree structure, thus failing to match the email with any existing templates.
Further, it will also be inefficient as if iTrees result into many different structures, we
need proportionally more data to identify the correct templates.

5 Improved Method: Sub-templates

We introduce the concept of sub-templates to overcome these issues. The basic idea is,
instead of representing the entire core region by a single iTree, we represent it by
multiple iTrees, which are called sub-templates. Thus, an iTree becomes a combination
of multiple sub-templates.

As shown in Fig. 5, iTree1 and iTree2 are represented as combination of sub-
templates T1 and T2. Further, iTree1 contains a minor variation in its structure (denoted
by node ‘R’ in Fig. 5), but since it is outside the sub-templates in its tree, region R can
be ignored. Hence, both iTree1 and iTree2 can be mapped to a single template. This
single template is called the meta-template.

T2 T1 R 

iTree1 

T2T1

iTree2

T2T1

Meta-template

Sub-templates

Fig. 5. Extracting meta-templates from iTrees
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As shown in our experiments (Sect. 6), the concept of meta-templates reduces the
number of template structures significantly (as minor variations in the iTree are ignored
now). We extend this idea further. We consider each meta-template a combination of
sub-templates. Thus in the figure above, the meta template is not represented as a single
tree, but as iTree = T1T2, where Tis are the sub-templates. Our results show that meta-
templates are in fact permutation of a very small number of sub-templates for a single
provider. For example, for Airlines 3, there are 52 meta-templates (representing 193
iTrees) but they could be represented using only 4 sub-templates (cf. Table 3).

We get two-fold advantage with sub-templates; (1) the structure of sub-templates is
much smaller and simpler; thus, it is easier to build annotators for these sub-templates;
(2) we get significantly more instances of each of the sub-templates for each provider,
substantially expediting the template discovery process.

Methodology to Identify the Sub-templates: As stated above, each token in a text
node of HTML tree of the email, matching against the domain dictionary, is assigned a
weight of 1 and this weight travels all the way up to root of the email HTML tree. We
identify the lowest common ancestor node of all the tokens and the sub-tree rooted at
this node is called iTree. iTree contains all the matching tokens. Let us say, this weight
of the root of the iTree is wh (i.e., total number of tokens in the email, matching against
any domain dictionary token is wh). We specify a number k, such that k < wh. As a rule
of thumb, k must be a small value greater than 1 (usually in the range of 2 to 4). We
start traversing the iTree, and identify a node ni in iTree such that the weight of ni is
greater or equal to k but there is no node in the sub-tree rooted at ni, with the weight
greater or equal to k. The sub-tree rooted at node ni represents the sub-template.

In Fig. 6(a), wh = 6, and k = 3. In Fig. 6(a), there is no node in the iTree which
contains at least k matching keywords in its subtree and root of iTree itself is the lowest
such node. Hence, iTree rooted at node C itself is the sub-template. In Fig. 6(b), two
nodes qualify to become the sub-templates and iTree is represented as the combination
of these two sub-templates. If k = 2, the iTree in Fig. 6(a) would contain 3 sub-
templates.

n1, w1=2 n2, w2=2 n3, w3=2 n3, w3=2n3, w3=2

C, wh=6C, wh=6

(a) (b)

Fig. 6. In (a), sub-template rooted at node C, for k = 3. In (b), sub-templates rooted at n1 and
n2, for k = 3
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6 Experiments

We conducted our experiments over two datasets, obtained from the email repository of
a large email service provider. First dataset contained flight emails from three different
service providers and second dataset contained shipping information emails from
Amazon and Walmart. The dataset is anonymized and masked. We construct domain
specific dictionaries over these two datasets.

We first present results on how domain specific dictionaries help identify sub-
templates, containing information of our interest but much smaller in size compared to
original email.

6.1 Discovering Templated Using Domain Dictionaries

In the first set of experiments, we study if the templates extracted with the help of
domain dictionaries contain all the information of our interest. We set a = 0.8 and
b = 0.2 for all experiments. We also compare the extent of reduction in the template
size with respect to original email size.

‘Flight’ Domain: We prepared the domain dictionary for flight domain as described in
Sect. 3.2. In Fig. 7, we show a sub-template extracted from a flight reservation email
(passenger names are masked). The original email was 76 KB. The template is less
than 2 KB, and contained all the information we sought, thus achieving more than 97%
size reduction. Also, we see that the template is much more structured compared to
original email which contained a lot of additional information and ads on hotels, car
booking, credit cards, etc. As shown in Table 1, we could achieve 91%–98% reduction
in the size of email.

Fig. 7. Core information region of an email, based on sub-template tree

Table 1. Sub-templates size over flight emails

Provider Avg.
mail
size
(one
leg)

Avg.
template
size

Reduction
(%)

Avg.
mail size
(two
legs)

Avg.
template
size

Reduction
(%)

Airline 1 77 KB 2 KB 98% 105 KB 4 KB 96%
Airline 2 32 KB 3 KB 91% 50 KB 4 KB 92%
Airline 3 60 KB 4 KB 93% 64 KB 5 KB 93%
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‘Shipping’ Domain: We analyzed the emails generated by Walmart and Amazon,
once the product is shipped after a purchase. We prepared the domain dictionary for
‘shipping’ domain as follow: Since, our objective is to extract the information about
arrival date and the address on which the product would arrive, therefore, the domain
dictionary contained several regex patterns for date, zip codes, zip + 4 codes, city
names, and state names.

Table 2 shows that the size of sub-templates, containing relevant information, is
smaller by 85% to 97%, compared to original emails.

We show that the domain dictionaries can be built across different domains which
help us extract core information regions (represented as template-trees) from the
emails.

6.2 Templates and Sub-templates Analysis

Next, we study in detail the templates (iTrees) and sub-templates, w.r.t. flight domain.
The flight corpus had a diverse set of flight emails, with single leg flights, multiple legs
flight, and many other variations in the email. We present our results in Table 3.

As shown in Table 3, there are a large number of unique iTrees w.r.t. email corpus
size, denoting that the core regions of the email have significant variations in their
structure. For instance, there are 193 unique iTrees for just 263 emails for Airline 3,
i.e., most of the emails resulted into their own unique structure. However, when we
convert these iTrees to meta-templates (as explained in Sect. 5), we significantly reduce
the number of unique structures. Finally, we see these meta-templates are combination
of a very small number of sub-templates. For instance, we see that 52 meta-templates
comprised just 4 sub-templates for Airline 3. Similar pattern is observed for other
airlines, as shown in Table 3. This is a significant insight as it shows that core regions
of the emails indeed repeats modulo minor variations and sub-templates capture these
core regions. Further, the structure of these sub-templates is much simpler and smaller
compared to original email. Finally, with the aid of sub-templates our system was able
to handle small changes in the emails structure seamlessly.

Table 2. Sub-templates size over shipping emails

Provider Avg. mail
size (one
product)

Avg.
template
size

Reduction
(%)

Avg. mail
size (two
products)

Avg.
template
size

Reduction
(%)

Amazon 19 KB 3 KB 85% 30 KB 4 KB 86%
Walmart 136 KB 4 KB 97% 152 KB 5 KB 97%

Table 3. Extracting different templates from airline data

Provider #Mails #iTrees #meta-templates #sub-templates

Airline 1 406 129 28 10
Airline 2 258 182 25 5
Airline 3 263 193 52 4
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Next, we plot the frequency distribution of different templates types, as shown in
Fig. 8, for different airlines. We have truncated the templates after top 30, sorted by
frequency, as the frequency thereafter is 2 or less. As shown in Fig. 8(a), the highest
frequency of an iTree was less than 50. Except top three iTrees, the frequency for rest
was less than 10. In fact, the frequency of 99 iTrees (out of 129) was just ‘one’.
Although, frequency of meta-templates is more, but even in that case, the frequency of
last 8 meta-templates (out of 28) was less than or equal to 2 (for Airline 1). However,

Fig. 8. Sub-templates frequency distribution for flight email data
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sub-templates occur with significantly higher frequency. Highest frequency of a sub-
template in Fig. 8(a) is more than 200. All sub-templates except one, occur at least 40
times.

In Fig. 8(c), for Airline 3 (corpus of 263 emails), all four sub-templates are present
with a frequency of 100 or more. Note, that the highest frequency of a sub-template for
Airline 2 is more than the corpus size of 258 mails. The reason is, this template repeats
multiple times within the iTrees of core regions (due to multiple legs).

We show that our method could extract compact and structured sub-templates.
Further, our results on the real data show that the frequency of these sub-templates is
high, and the structure simple, enabling building of more accurate annotators.

7 Conclusion

In this paper, we present a novel method to identify core information regions in
machine generated emails, such that the core regions contain all the information of our
interest. Our results on real data showed that the core region for a diverse set of emails
could be represented using only a small number of unique template trees, called sub-
templates. Structure of sub-template trees is simple, repetitive in a diverse corpus of
emails and their size much smaller compared to original emails. Thus, our system can
significantly reduce the need of training data for email annotators. Our future goal is to
build an end-to-end email annotator system, that can be extended seamlessly to newer
domains. Further, one of our future work item is to automatically expand the domain
dictionaries with newer domain specific keywords, only with the help of email corpus
that our system processes.
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Abstract. Nowadays many applications generate mixed data objects
consisting of numerical and categorical attributes. Simultaneously deal-
ing with mixed objects is more challenging and various approaches con-
vert one type to another one to face this issue. But in many cases this
leads to information loss. Therefore integrating categorical and numeri-
cal attributes sounds reasonable since it keeps the original format of any
attribute. In this paper we focus on clustering and especially density-
based clustering as one of the well-known clustering approaches well-
performed on arbitrary shape clusters. Density-based clustering algo-
rithms require a distance measure to discover dense regions. Therefore
we introduce the distance hierarchy as a distance measure appropriate for
both categorical and numerical attributes. However setting the param-
eters regarding any parametric clustering algorithm could be another
issue. Therefore we employ minimum description length principle to
automate this process.

Keywords: Density-based clustering · Distance hierarchy
Parameter free clustering · Minimum description length

1 Introduction

Clustering is one of the various data mining tasks which groups most similar
data objects together. Many well-known clustering algorithms (e.g. K-means [10]
or DBSCAN [11]) measure the euclidean distance as a similarity measure in the
sense that the closest object to a specific object is the most similar one. Although
this approach sounds reasonable for pure numerical data, considering a mixture
of categorical and numerical attributes might challenge its efficiency. However
many applications generate a mix of data objects consisting of numerical and
categorical attributes.

It is already well-understood that converting one type to another one is not
sufficient since it might lead to information loss. Moreover relations between
values such as a certain order are artificially introduced. For instance, assuming
various regions such as China or United States one can’t really define an order
or the distances between them.
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In the meantime integrating categorical and numerical attributes without any
conversion seems reasonable since it keeps the original format of any attribute.
Considering the fact that almost always there is a natural hierarchy regarding
categorical values we introduce distance hierarchy as a distance measure available
for both types of attributes. A distance hierarchy extends the concept hierarchy
by associating a weight to any link [8]. Also one could assume a distance hierarchy
corresponding to any numerical attribute resulting in the euclidean distance.

b c a 

Min

Max

w

Fig. 1. Synthetic dataset. (a) Three generated clusters with two numerical and one
categorical attributes (color). (b) A natural hierarchy between colors. (c) A distance
hierarchy corresponding to numerical attributes. (Color figure online)

Figure 1a illustrates a generated dataset comprised of two numerical
attributes showing the position of each object and a categorical attribute con-
taining several colors. With respect to the natural hierarchy among various colors
Fig. 1b shows the corresponding distance hierarchy to the categorical attribute
Color while labels are related to the weights. In this example we assume the
same weight for all the links however one could assign different weights due
to more information on dataset. To compute the distance between categorical
values we utilize the distance hierarchy in the sense that a distance hierarchy
provides insights of objects. For instance Rose and Purple are more similar than
Rose and Cyan w.r.t. the distance hierarchy. However it is confirmed by the
nature of colors since Rose and Purple are derivations of Pink. Preserving the
same structure Fig. 1c depicts a distance hierarchy corresponding to the numer-
ical attribute in this example. It has only two nodes and returns the euclidean
distance as the distance between two numerical values.

By profiting the distance hierarchy we introduce a general framework appro-
priate for clustering algorithms which need a distance measure as one of the pre-
requisites. There are many existing clustering approaches e.g. partition-based,
density-based, hierarchical clustering to mention a few. In between density-based
algorithms are well-known due to their performance on different (even arbitrary
shaped) datasets. DBSCAN is one of the most effective representatives for this
approach which captures dense groups of objects as clusters. The basic idea is
that if a particular point belongs to a cluster, it should be near to lots of other
points in that cluster. In this paper we select DBSCAN to compare results of
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the proposed framework with state-of-the-art algorithms dealing with mixed-
data types.

DBSCAN requires two parameters, a positive real number ε and a natural
number MinPts showing the radius and the density of a neighborhood respec-
tively. Although DBSCAN is well-known due to its performance, setting appro-
priate parameters that meet all the aspects of a dataset could be challenging. To
face this challenge we propose a parameter free approach by means of Minimum
Description Length (MDL) principle which links the best clustering with the
strongest compression of data.

In this paper we develop a parameter-free mixed-type clustering algorithm
modifying DBSCAN which is based on an optimization strategy utilizing MDL.
Our contributions consist of:

– An integrated framework: We introduce distance hierarchy as a distance
measure suitable for both categorical and numerical attributes in the sense
that we integrate both types.

– DBSCAN for mixed-data: We modify DBSCAN, a well-known density-
based clustering algorithm, so that it is applicable for mixed-type data.

– Parameter-free clustering: Utilizing MDL principle we introduce a fast
noise-robust algorithm without specifying parameters.

In Sect. 3 we introduce the problem specification and introduce a framework
suitable for mixed datasets by means of distance hierarchies. In the following we
modify DBSCAN in Sect. 4. Section 5 defines a non-parametric version of MDB-
SCAN following principles of MDL. Finally in Sect. 6 we evaluate our algorithm
comparing to others.

2 Related Work

Nowadays to analyze many real applications one need to deal with mixed-
type data represented by numerical and categorical attributes. For example,
the approaches K-Means-Mixed (KMM) [1], k-Prototypes [9], INCONCO [15],
Integrate [3], CFIKP [18], CAVE [7], DH [4] as well as CEBMDC [19].

Most of these approaches use the algorithmic paradigm of k-Means. Often,
e.g. in k-Prototypes, not only the number of clusters k, but also the weighting
between numerical and categorical attributes should be specified.

The algorithm KMM needs the number of clusters k as input parameter but
avoids weighting parameters by an optimization scheme learning the relative
importance of the single attributes during runtime. To avoid the difficulty of
estimating input parameters, information-theoretic approaches have been pro-
posed. These algorithms (e.g. INCONCO and Integrate) are based on the idea
of data compression. The cluster model of these algorithms comprises joint
coding schemes supporting numerical and categorical data. The MDL princi-
ple allows balancing model complexity and goodness-of-fit. While Integrate has
been designed for general integrative clustering, INCONCO also supports detect-
ing mixed-type attribute dependency patterns. The algorithm DH [4] proposes
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a hierarchical clustering algorithm using a distance based on the concept hier-
archy which facilitates expressing the similarity between categorical values and
also unifies distance measuring of numerical and categorical values.

3 Mixed-Data Framework for Clustering

Clustering is the task of grouping different objects of a dataset DB into k clusters
C = {C1, C2, ..., Ck}. Objects in the same group (cluster) are more similar to each
other than to those in other groups (clusters). As mentioned before there are
many efficient clustering algorithm that require a distance measure as one the
prerequisites. However finding an appropriate distance measure applicable for
both categorical and numerical values at the same time is not a trivial task.
In this section we introduce a distance measure based on the natural concept
hierarchy related to any attribute. A distance hierarchy avoids loss of information
by preserving the natural original orders.

Considering a mixed-type data we assume an object O consists of m cat-
egorical attributes A = {A1, A2, ..., Am} and d numerical attributes X =
{X1,X2, ...,Xd}. For a categorical attribute Ai, we denote its domain by
Dom(Ai) and different categorical values by Ai

j . According to the natural hier-
archy within categorical or numerical values we assume a distance hierarchy
corresponding to any attribute. In the following we define the distance hierarchy
and introduce a general framework for clustering.

3.1 Distance Hierarchy

Basically a concept hierarchy (tree) consists of concept nodes and links, in
which leaf nodes represents more specific concepts while parent nodes are gen-
eral concepts. Regarding the i-th attribute a distance hierarchy, denoted by
DHi = (N, E ,W ), extends the corresponding concept tree by associating a
weight to each link. The definition of distance hierarchy in this paper is inspired
by [8].

A DHi has the following properties:

1. DHi consists of a set of nodes N = {n1, n2, ..., ns} and a set of edges E =
{e1, e2, ..., e(s−1)}, where nj is a parent of nz if (nj , nz) ∈ E . W denotes the
set of weights assigned to any link to facilitate the computation of distance
between values.

2. Each node nj is a concept and represents a sub-category of its parent. Usually
data objects are distributed in leaf level. The root node represents associated
attribute respectively.

3. The level l(nj) of a node nj is the height of the descendant sub-tree. If ni

is a leaf node (e.g. categorical values), then l(nj) = 0. The root node is the
attribute Ai which has the highest level, also called the height of the concept
hierarchy.
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There are many different ways to assign link weights of a distance hierarchy
[6,13]. For simplicity in this paper we assign uniformly a constant weight to
all links. Other alternatives and a complete investigation on weight assignment
approaches is an interesting issue deserving further research in the future.

Let x = (Nx, dx) denote a point in a distance hierarchy comprising an anchor
and a positive real value offset represented by Nx and dx respectively. The anchor
is a leaf node and the offset represents the distance from the root to x. In the
following we explain how to compute the distance between any two categorical
or numerical values.

A DHi regarding to a numerical attribute Xi consists of only two nodes, a
root Min and a leaf Max (e.g. Fig. 1c). The associated link weight w equals to
the range of Xi, i.e., wi = (maxXi

− minXi
). Let p = (Max, dp) denote a point

in a numerical distance hierarchy. Therefore the anchor is always Max and the
offset dp is the distance from the point to the root Min.

3.2 Distance Function and Framework

To clearly define the distance function we need the following definitions:

Definition 1. Ancestor. A point p is an ancestor of q if p is one of the nodes
existing on the path from q to the root in the corresponding distance hierarchy.

Definition 2. Lowest Common Ancestor (LCA). Considering two nodes
p and q in a distance hierarchy the lowest common ancestor or LCA(p, q) is
defined as p if p is an ancestor of q otherwise the deepest tree node that is an
ancestor of p and q.

Definition 3. Lowest Common Point (LCP). If p = q the lowest common
point or LCP (p, q) is defined as p (or q) otherwise LCA(p, q).

Now we are well-equipped to introduce the distance function. Let dist(p, q)
denote the distance between two points p and q w.r.t. the distance hierarchy
where p and q could be either categorical or numerical values.

dist(p, q) = dp + dq − 2dLCP (p,q) (1)

where LCP (p, q) is the lowest common point of p and q according to the distance
hierarchy and dLCP (p,q) is the distance between the least common point and the
root.

Figure 2 depicts an example how to compute the distance between two points
W = (Rose, 2),X = (Purple, 2) by means of the distance hierarchy correspond-
ing to the categorical attribute color. W and X belong to the same category and
as illustrated in Fig. 2a Pink is the lowest common ancestor of W and X. There-
fore LCP (p, q) = LCA(p, q) and dLCP (p,q) = 1 w.r.t. Equation 1 and finally
dist(X,W ) = |2 + 2 − 2 ∗ 1| = 2.

However considering Y = (Cyan, 2) and W = (Rose, 2) existing in different
categories they naturally should have bigger distance which is approved by our
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Fig. 2. Computing the distance between colors. (a) Distance between Rose and
Purple, LCA(Rose, Purple) = Pink. (b) Distance between Cyan and Rose,
LCA(Rose,Cyan) = Color. (Color figure online)

distance metric. Looking at Fig. 2b one could easily find the least common point
of Y and W which is the root node (Color). Therefore the distance between W
and Y is |2 + 2 − 2 ∗ 0| = 4.

To introduce a general framework for clustering we require mapping objects
to distance hierarchies. As mentioned before any attribute of a data object is
associated with a distance hierarchy. Let o = [o1, o2, ..., on] denote an object with
n categorical and numerical attributes and let DH = {DH1,DH2, ...,DHn} be
the set of distance hierarchies associated to any attribute. oi could be either
a categorical value belonging to Dom(Ai) or a numerical value. A categorical
attribute Ai associates with DHi in the way that the set of domain values of Ai

corresponds to the leaf nodes of DHi. As explained before a numerical attribute
Xj associates with DHj which is a degenerated hierarchy (See Sect. 3.1).

Any attribute value oi is mapped by means of a mapping function hi to a
point in its associated distance hierarchy. For instance let oi be a categorical value
then the mapping hi(oi) maps oi to a leaf node p = (oi, doi) in the corresponding
distance hierarchy DHi. For a numerical value oj the mapping hj(oj) maps oj
to p = (Max, oj − Minj) in DHj .

Finally the distance between two mixed-type objects o1 = [o11, o12, ..., o1n]
and o2 = [o21, o22, ..., o2n] is measured as follows:

d(o1, o2) =

⎛
⎝ ∑

i=1,n

wi(o1i − o2i)
L

⎞
⎠

1/L

=

⎛
⎝ ∑

i=1,n

wi(hi(o1i) − hi(o2i))
L

⎞
⎠

1/L

(2)
where by L = 2 the distance is similar to a weighted Euclidean distance.

4 Mixed-Type Density-Based Algorithm

During the previous section we introduced a framework to map a mixed-type
object to a point in the associated distance hierarchy and finally we defined a
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distance function to compute the distance between objects. As mentioned before
the proposed framework is a general framework applicable for any clustering
algorithm dealing with mixed-type datasets while it requires a distance metric
inside its algorithm. For instance k-means algorithm [10], an efficient clustering
algorithm to find Gaussian clusters, assign any object to the closest centroid
in terms of distance between the point and any centroid. However applying
such algorithms on mixed data types requires either converting attributes which
lead to information loss or investigating an appropriate distance metric for both
categorical and numerical values. Utilizing the proposed framework enables us
to apply an efficient clustering algorithm, designed for pure types of attributes,
for a hybrid case.

There are many efficient clustering algorithms dealing with only one type of
attributes. In this paper we focus on density-based approaches due to their per-
formance on different datasets (even arbitrary shaped). Particularly we modify
DBSCAN [11] and call it MDBSCAN. DBSCAN is one of the well-known rep-
resentatives for this approach which captures dense groups of objects as clusters.
The basic idea is that if a particular point belongs to a cluster, it should be near
to lots of other points in that cluster.

More specifically, DBSCAN needs a positive value ε showing the radius of a
neighborhood around a point p and the minimum number of points in this ε-
neighborhood denoted by MinPts. Then we start from a random point, find all
the points within its ε-neighborhood then if the number of those points are bigger
than Minpts we build a cluster and keep adding points to it by considering the
same procedure for each point in this neighborhood.

To capture the points belonging to the ε-neighborhood of an object p we need
to compute the distance between all other objects w.r.t. p. This is exactly where
our framework plays a role so that DBSCAN would be applicable for mixed-type
datasets while Euclidean distance is not a suitable distance any more.

5 Parameter Free Clustering Algorithm

As explained in Sect. 4 DBSCAN requires two parameters, a positive value ε
showing the radius of a neighborhood and the minimum number of points in
this ε-neighborhood denoted by MinPts. Selection of a higher Minpts leads to
more dense clusters. Simultaneously a smaller ε forces points to be closer to each
other so that they could be considered as a part of a cluster. Although DBSCAN
is an efficient clustering algorithm, its efficiency highly depends on parameters
while they are hard to specify in advance. Therefore investigating an approach
to make this algorithm parameter-free tends to a more effective DBSCAN.

We regard this challenge as a data compression problem applying the prin-
ciple of Minimum Description Length (MDL). In the following we explain how
to make MDBSCAN parameter-free by utilizing (MDL) principle.
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5.1 Minimum Description Length (MDL)

MDL is a well-known principle for estimating statistical informations and com-
pressing of data. Regarding clustering as a data compression problem allows us
a unifying view, naturally balancing the influence of categorical and numerical
attributes in clustering. MDL allows integrative clustering by relating the con-
cepts of likelihood and data compression. To maximize the data compression we
assign a shorter description length to regular data objects and longer descrip-
tions to outliers w.r.t. a coding scheme. Following the MDL principle [16], we
encode not only the data but also the model itself and minimize the overall
description length. The less number of clusters exist in a model the weaker the
model fits to the data. On the other side, a model with more clusters tends to
be more complex, but has a better fit to the data [3]. The MDL principle finds
a natural trade-off between model complexity and goodness-of-fit and thereby
avoids over-fitting. In this paper we refer to clustering results as a model associ-
ated with data. After clustering to find the compression measure or description
length regarding the model we apply MDL as follows:

Definition 4. Description Length. Let C = {C1, C2, ..., Ck} denote the clus-
tering result consisting of k clusters. The overall description length (DL) of the
dataset DB is defined as:

DL(DB) =
∑
Ci∈C

DL(Ci)

where DL(Ci) denotes the description length w.r.t. the cluster Ci and is defined
as:

DL(Ci) = DLc(X ) + DLc(A) + DL(model(Ci)) (3)

The first two terms represent coding costs necessary for encoding the numer-
ical and categorical attributes respectively using a specific coding scheme. The
last term is the cost of model encoding.

As mentioned we need a coding scheme to find the coding or description
length corresponding to any cluster. Huffman coding is one of the well-known
coding schemes where the description length of a value oi is defined by:

PDF (oi).log2PDF (oi)

where PDF stands for Probability Distribution Function. The output can be
interpreted as the numbr of bits necessary to transfer information from a sender
to a receiver via a communication chanel. Since the PDF is part of the codebook,
any distribution function can be applied [2].
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5.2 Coding Numerical Values

Since any distribution function is applicable in the proposed coding scheme and
since selection of a specific PDF is not a severe restriction, for simplicity we
select Gaussian distribution to illustrate numerical attributes. Thus, for any
numerical attribute Xi ∈ X we assume PDF (Xi) = N (μi, σi). More precisely
for a numerical value x the Gaussian probability distribution function is defined
as follows:

PDF (x) =
1

σi

√
2π

exp

(
− (x − μi)2

2σi2

)
.

where μi and σi are mean and variance computed by means of data objects in
cluster Ci. Therefore the coding cost corresponding to numerical attribute Xi

is:

DL(Xi) = −
∑
x∈Xi

PDF (x). log2 PDF (x)

Finally based on Huffman coding scheme the first term of Eq. 3 (numerical coding
cost) w.r.t. the cluster Ci is provided by:

DLCi
(X ) =

∑
Xi∈X

DL(Xi)

5.3 Coding Categorical Values

The proposed Huffman coding scheme is applicable on categorical attributes as
well. However we consider the frequency of any categorical value (leaf nodes in
a distance hierarchy) as the associated probability distribution function to the
categorical attribute. More precisely considering a categorical attribute Ai ∈ A
then for any categorical value Aj

i ∈ Dom(Ai) we define PDF (Aj
i) in a cluster

Cz as |Aj
i|

|Cz| . Thus, based on the coding scheme the cost of coding categorical
attributes in a specific cluster Cz is defined as:

DLCi
(A) =

∑
Ai∈A

∑
Aj

i∈Ai

−PDF (Ai
j). log2 PDF (Ai

j)

5.4 Coding the Model

As mentioned considering MDL principles we encode not only the data but
also the model itself and minimize the overall description length. So far we
have explained how to encode the data consisting of two parts; categorical and
numerical part. In this section we elaborate how to encode the model associated
with the data so that, back to our example, a receiver has enough information to
decode the data. Thus decoding the model one needs to know to which cluster
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an object belongs and which parameters specify the cluster model. The first
concept is called cluster id denoted by IDCost and the last one is parameter cost
denoted by ParamCost. The IDCost follows the principle of Huffman coding
which implies that we assign shorter bits to the larger clusters. Therefore the
cluster id cost w.r.t. the cluster Cz is provided by log2

|DB|
|Cz| where |Cz| shows

the number of objects in cluster Cz.
Following the theory of MDL [17] and focusing on a specific cluster Cz the

parameter cost to model all the objects in this cluster can be approximated
by Pz

2 . log2 |Cz|. Pz denotes the number of parameters in cluster Cz required
to encode the model. We already assumed a Gaussian distribution to model
numerical attributes. Therefore any numerical attribute Xi is described by two
parameters: μi and σi. Regarding categorical attributes we need to encode all
the probabilities corresponding to categorical values. Therefore for an attribute
Ai with |Ai| categorical values the number of parameters required to be coded
is |Ai| − 1.

Algorithm 1. Parameter free MDBSCAN
Min − DL :=0;
foreach radius ε ∈ range R do

result = MDBSCAN(ε,4);
DL := Compute the description length for results;
if (DL < Min − DL) then

Min − DL= DL;
BestResult = result;

return BestResult;

5.5 Algorithm

As explained MDBSCAN requires two parameters to be specified: ε and MinPts.
Referring to original DBSCAN algorithm [11] authors employ k − dist graph
to find the best parameter setting. However they claim that for k > 4 the
k − dist graphs do not differ significantly from the 4 − dist graph. Therefore
they recommend to set the MinPts as 4. In this paper we stay with the same
strategy and fix MinPts as 4 but varying the radius of a ε-neighborhood.

Algorithm 1 summarizes our proposed non-parametric MDBSCAN algo-
rithm. Considering MinPts = 4 we apply MDBSCAN iteratively for a specific
range of ε. At the end of each iteration the overall description length DL will be
computed following the principle of MDL. Thus for various parameter setting
(models) we achieve a comparison score by means of DL. Finally, at the end of
iterations we select the parameter setting with the minimum DL i.e. the most
compressed model resulting the best clustering.

6 Evaluation

To assess the efficiency and effectiveness of our non-parametric MDBSCAN
we compare our proposed algorithm to state-of-the-art mixed-type clustering
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algorithms. We selected K-Means-Mixed (KMM) [1], INCONCO [15] and DH
[8] so that we can cover all aspects of MDBSCAN. In this section extensive
experiments on synthetic and real datasets will demonstrate the advantages of
MDBSCAN over other clustering algorithms. All algorithms are implemented
in Java and the source code as well as the datasets are available here: https://
tinyurl.com/ybqq35xc.

Normalized mutual information (NMI) [12] is an information theoretic eval-
uation measure for clustering results. In this paper we employ NMI to assess our
algorithm in comparison to others. NMI numerically evaluates pairwise mutual
information between ground truth and resulted clusters and continues normal-
izing by means of the entropy of either original or resulted clusters. NMI scales
between zero and one representing a random and a perfect clustering, respec-
tively.

6.1 Synthetic Data Experiments

By synthetically generating various datasets we aim to evaluate MDBSCAN
covering different aspects e.g. effectiveness, noise-robustness, scalability (Fig. 3).

MDBSCAN, NMI=1 KMM, NMI=0.56 

INCONCO, NMI=0.0002 DH, NMI=0.00002 

Fig. 3. Clustering results. MDBSCAN, INCONCO, KMM as well as DH.

– Effectiveness: In this experiment we consider the same dataset as the run-
ning example illustrated in Fig. 1a. Also NMI is applied to assess the effective-
ness of a clustering algorithm. As mentioned before a dataset with 3 clusters

https://tinyurl.com/ybqq35xc
https://tinyurl.com/ybqq35xc
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Fig. 4. Comparison in terms of noise-robustness and runtime complexity. (a) Noise-
robustness experiment. (b) Runtime experiment by increasing the number of objects
while the dimension is 3. (c) Runtime experiment for 10 attributes. (d) Runtime exper-
iment by increasing the dimensionality. (Color figure online)

which consists of 1000 objects with 2 numerical attributes showing the posi-
tion of any object and a categorical attribute denoting the colors. (Different
clusters are illustrated with different shapes in Fig. 1a).
Figure 4 clearly demonstrates that MDBSCAN perfectly outperforms other
algorithms in terms of NMI while NMI = 1 shows the best clustering result
one could achieve. We illustrate different clusters with different colors to make
the comparison more clear. Colors are shown with various shapes. MDBSCAN
has been able to assign all Purple and Rose objects to a cluster although some
of Purples are positioned in another clusters. (See triangle points in the blue
cluster.)

– Noise-robustness: To address noise-robustness we introduce a noise factor
for both types of attributes. In this experiment we generated a relatively
same synthetic dataset as what was generated for the previous experiment.
Considering the related distance hierarchy we introduce another category
Brown as noise objects distributed in all clusters. We start from 5%. |Ci|
noise objects inside any cluster then keep increasing this factor from 1 to
5 times. Moreover for numerical attributes we increase the variance of each
numerical attribute by the same factor ranging from 1 to 5 in order to cover
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all disturbing aspects. Increasing the variance tends to more mixed clusters.
Figure 4a shows the results in terms of NMI running all competitors. As it is
clear MDBSCAN outperforms other algorithms regarding any factor of noise
while it is non-parametric and finds the exact number of clusters during any
experiment.

– scalability: We utilize two approaches to address the scalability of our algo-
rithm in comparison to other algorithms. By first approach we increase the
number of objects ranging from 2000 to 10000 while the number of attributes
is fixed. We considered two different cases in this approach: 1 - the number
of attributes is 3 (the data set with almost the same structure as the running
example), 2 - the number of attributes is set to 10 (d numerical dimension
and 5 categorical). Figure 4a, b indicates that MDBSCAN in both cases is
faster than KMM and DH. But in comparison to INCONCO it is faster in
the beginning but after almost 5000 objects they have relatively the same
run time. However according to the next experiment one could come to the
conclusion that MDBSCAN is faster. The other approach is dealing with
dimensionality i.e. while the number of objects is fixed the dimensionality is
increasing iteratively ranging from 10 to 50. Figure 4d illustrates clearly what
we have claimed for MDBSCAN.

6.2 Real Data Experiments

Finally, we evaluate our proposed algorithm MDBSCAN in comparison to other
algorithms on real world datasets. As real world problems we used Teaching
Assistant Evaluation and Contraceptive Method Choice from UCI repository [5]
and Airport dataset from the public project Open Flights [14].

– Teaching Assistant Evaluation: The data is provided by [5] and consists
of evaluations of teaching performance over three regular semesters and two
summer semesters teaching assistant (TA) assignments. There are 3 roughly
equal-sized categories (low, medium and high) illustrating the scores. The
data has 151 objects each of which concerns teaching performance in terms
of 4 categorical attributes (Whether the TA is a native English speaker or not,
Course instructor, Course, Summer or regular semester) and one numerical
(Class size) attribute. In this experiment we consider a flat hierarchy since
there is no meaningful hierarchy among categorical values.
Based on the experimental results MDBSCAN (0.25) outperforms signifi-
cantly the other algorithms in terms of NMI: INCONCO (0.006), KMM (0.02)
and DH (0.02). As mentioned the ground truth is the scores divided to 3 clus-
ters however MDBSCAN found 5 clusters. Although the number of clusters
found by MDBSCAN differs from the released labels, it captured character-
istics of the dataset better than other algorithms comparing in terms of their
mutual information (NMI).

– Contraceptive Method Choice: This dataset is a subset of the 1987
National Indonesia Contraceptive Prevalence Survey [5]. Samples are mar-
ried women who were either not pregnant or do not know if they were at
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the time of interview. The data consists of 7 categorical and 2 numerical
attributes. In this experiment we consider a natural hierarchy for categorical
attributes when it makes sense. For instance categorical values corresponding
to “Standard-of-living index” consist of 1, 2, 3 and 4. We consider “1” as the
lowest standard, “2” and “3” as medium and finally “4” as the highest stan-
dard of living. Analogously one could consider the same natural hierarchy for
Wife’s and Husband’s education. For the rest we assume a flat hierarchy.
The target attribute which is used as a ground truth during our experiments
is the contraceptive method used by women. This attribute is supposed to
group women based on their demographic and socio-economic characteristics.
Applying all competitors MDBSCAN (0.35) outperforms other algorithms
KMM (0.03), INCONCO (0.04) and DH (0.0001) in terms of NMI.

– Open Flights Dataset: The public project Open Flights provides informa-
tion about airports distributed worldwide. The data consists of 8107 instances
each of which has numeric attributes showing the longitude and latitude, the
sea height in meters and the time zone. Moreover each object consists of cat-
egorical attributes denoting the country, where the airport is located, and the
day light saving time. We constructed the concept hierarchy of the country
attribute so that each country belongs to a continent. Again three other com-
parison algorithms (KMM, INCONCO and DH) were applied to this dataset.
INCONCO and DH could not find hidden clusters and both of them found
only one cluster for this dataset which is not meaningful.
Since there is no ground truth regarding the Airport dataset, we first run
MDBSCAN and then set the number of clusters required by KMM as the
number of clusters found by MDBSCAN in the sense that we could compare
them. Figure 5 depicts the discovered clusters after applying MDBSCAN and
KMM. MDBSCAN reasonably finds 6 main clusters corresponding to 6 main
continents (we consider Russia as European country in distance hierarchy)
and two smaller clusters illustrated as roughly noise clusters. However the
result of KMM algorithm seems random finding 6 clusters in Asia. For another

MDBSCAN KMM 

Fig. 5. Clustering results on airport dataset. Comparing MDBSCAN and KMM on
Airport dataset.
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example KMM groups all the airports located in Australian continent, parts
of Eastern Asia and Russia as one cluster while it is hard to interpret this
result.

7 Conclusion

To conclude, we introduced an integrative framework to cluster mixed-type
datasets consisting of categorical and numerical attributes. In this framework
we defined a distance measure, applicable for both types, by means of distance
hierarchy. Utilizing this distance measure we avoid converting a data type to
another one which tends to information loss and artificially introduced certain
orders. Moreover we modified DBSCAN, one of the most efficient and effective
density-based clustering algorithm, so that it is able to deal with mixed-type
data. Employing MDL principles, we introduced a compression-based approach
to score various models and to make MDBSCAN parameter-free. Finally the
experiments on synthetic and real datasets indicate the advantages of MDB-
SCAN in comparison to other state-of-the-art clustering algorithms. However
due to Gaussian assumptions considered during the parameter-free procedure
may lead to an inaccurate model when the original dataset is non-Gaussian.
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Abstract. The popularity analysis of social media is crucial for moni-
toring the spread of information, which is beneficial to public concerns
track and decision-making for online platforms. Numerous studies con-
centrate on the trend analysis on single platform, but they neglect the
data correlation between different platforms. In this paper, we propose
CROP, a cross-platform event popularity prediction model to forecast
the popularity of events on one platform based on the information of the
auxiliary platform. We first define the cross-platform event popularity
prediction problem. Then we clean the data and explore the slot match-
ing of event time series in diverse platforms. Moreover, we first define
the aggregated popularity for the feature construction of event popu-
larity prediction model. Finally, extensive experiments based on events
data show that CROP achieves great improvement for predicting accu-
racy over other baseline approaches.

Keywords: Cross-platform · Event popularity prediction
Support vector regression

1 Introduction

In today’s world, the Internet has become the main information dissemination
media with large user base. Therefore, the analysis of information dissemination
in the online media have become an important research topic [7]. The online
media are the complex system consisting of diverse platforms including social
networks, search engines, online group, online forum, etc. A large number of
studies focus on the event popularity analysis on a single platform [11–14,16],
but they neglect the data correlation between different online platforms. How-
ever, event information is generally spread through the multiple platforms. For
example, an event would be introduced on the website, be searched on the search
engine, be relaid upon the social network and be talked in the forum. In fact,
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https://doi.org/10.1007/978-3-319-98812-2_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98812-2_3&domain=pdf


36 M. Liao et al.

particular properties of different platforms, such as the users communities and
the speed of propagation, demonstrate the potential for cross-platform research
for event popularity prediction, which plays a crucial a role in understanding the
process of event propagation [19].

Therefore, we design CROP, an efficient CROss-Platform event popular-
ity prediction model for online media. To measure the event popularity, CROP
employs and improves the Term Frequency-Inverse Document Frequency (TF-
IDF) based method which is developed in [19]. Then CROP studies the correla-
tion of time series and employs Dynamic Time Warping method and improves
it with the penalty and compound distance to generate sequence alignment
matches. Next, we give the novel definition of aggregated popularity for the
purpose of the application of data correlation and CROP extracts features on
the basis of aggregated popularity. Last, Support Vector Regression is employed
for event popularity prediction.

The contribution of this paper are summarized as follows: (1) We design an
efficient scheme called CROP for cross-platform event popularity analysis and
prediction with only post and query information; (2) We first study on and make
use of the correlation of the cross-platform data for event popularity prediction;
(3) We first improve Dynamic Time Warping method for time series matching
and then define the aggregated popularity for feature construction on the basis of
time series correlation; (4) We conduct extensive experiments on several datasets,
which demonstrate that CROP performs best among the baselines.

The rest of this paper is organized as follows. In the Sect. 2, we introduce the
related work of CROP. The problem statement is given in Sect. 3. In the Sect. 4,
we introduce the overview and main components of CROP. The experiments are
showed in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 Related Work

2.1 Event Popularity Analysis on Individual Platform

A event could be defined as a single word or a coherent set of semantically
related terms which summarizes the majority of related documents or other
semantics items [12,17,24]. Event popularity in online media is usually defined
as the number of posts, reposts queries or comments. There are numerous studies
regarding event popularity prediction, and machine learning method is the major
approach.

Leskovec et al. designed a meme-tracking approach and studied the coherent
representation of the popularity in the new cycle. However, this paper empha-
sizes the periodicity and did not propose an accurate numerical method [10].
Armed with this research, Yang et al. [23] proposed the K-Spectral Centroid
(K-SC) clustering algorithm with the wavelet-based incremental version to solve
the problem. Wang et al. [22] also improved the K-Spectral Centroid method
by selecting orthogonal polynomial function and using wavelet transformation
to decrease the dimensionality of data. Bandari et al. [1] constructed a multi-
dimensional feature space and employed regression and classification for popular-
ity prediction. Then Wang et al. [21] aimed at predicting the time of appearance
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of the burst and then reduced it into a classification problem. Miao et al. [12] pre-
dicted the event popularity based on template vectors of popularity and speeded
up the time series prediction method by setting representative users.

2.2 Cross-Platform Popularity Analysis

Few studies noticed the potential of cross-platform popularity analysis and
attempted make use of the correlation of cross-platform data. Giummole et al.
first studied the trending events in Twitter and Google and found that most
Twitter trends would cause the later occurrence of similar Google trends [5].
On the basis of it, the Bipartite Graph of the trend was introduced to handle
the similar keywords [6]. Then Tang et al. confirmed that the correlation also
existed in Baidu and Sina Weibo [19]. Tolomei et al. noticed that Wikipedia had
the Entity Linking technology, which could be linked by Twitter and provided
the feasibility to predict the popularity of Wikipedia article based on Twitter
data [20]. Keneshloo et al. pointed out the fact that the posts in the social
network which mentioned an article could enhance the popularity of the arti-
cle [8]. Chen et al. paid attention to two commonly used information acquisition
platforms: Google and Stack Overflow. This study stated that the correlation
between the Google Trends and Stack Overflow Data Dump and provided the
dataset for others’ future research [2].

3 Definition and Problem Statement

For an event, the raw data should be the semantic relevant items, for example,
microblogs in social networks and queries in search engines. The time span of
the corresponding event is divided into n periods and T = [t1, t2, . . . , tn]. For
different platforms, Rp is defined as the collection of all information about the
event in the platform p. Rp

i is the collection of all information on the platform p
at the time slot ti and rp

i,j is the j-th records in the Rp
i . In details, we organize

the records as a sequence of words: rp
i,j = 〈dp

i,j,1, d
p
i,j,2, . . . , d

p
i,j,sp

i,j
〉, where sp

i,j is
the length of the sequence.

The event popularity on the platform p is labeled as popp, and popp
i is the

popularity in the platform p at the time slot ti. CROP provides two different
definition of event popularity in terms of text length. On the one hand, the
event popularity of short-text platform is defined as Eq. (1). For example, most
queries in the search engine are extremely short with only one or two words and
the purpose of queries is for acquaintance of events, so all of the queries should
be treated equally.

popp1
i =

|Rp1

i |
maxn

i=j |Rp1

j | (1)

One the other hand, we employ a cross-platform event dissemination trend anal-
ysis approach [19] based on TF-IDF method in the long-text platform and make
the necessary modification to improve the generality of the model, for exam-
ple, Twitter. The popularity of an event is measured with the help of the hot
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words HW = {hw1, hw2, . . . , hwm}, where m is the number of hot words. Thus,
the definition of the event popularity in the long-text platform is described as
Eqs. (2) (3) (4), where nhwi

j is the number of occurrences of hot word hwi at

the time slot tj . In detail, freq
hwj

i is the term frequency of the hot word hwj

at the time slot tj and rec
hwj

i is corresponding inverse record frequency. Differ-
ent from the standard TF-IDF algorithm, we only consider the data before the
time slot tj as the total records instead of all data when computing the inverse
record frequency to improve the applicability because the total records could be
difficult to achieve.

popp2
i =

m∑

j=1

rec
hwj

i × freq
hwj

i (2)

freq
hwj

i =
nhwi

j∑
k nhwi

k

(3)

rec
hwj

i = log
|⋃k≤i R

p2

i |
|{x|hwi ∈ x,∈ ⋃

k≤i R
p2

i }| + 1
(4)

Both two definitions of popularity are independent for data, which ensures
the applicability of CROP. Based on the previous definitions, the problem of the
cross-platform event popularity prediction could be defined as Definition 1.

Definition 1. Given the relevant raw documents Rp1 and Rp2 about a event and
the division of the time span T . Provide the most proper values of popularity of
the event at the next time slot on the target platform p1 with the help of data on
the assistant platform p2.

4 Cross-Platform Popularity Prediction Model

4.1 Overview

Figure 1 illustrates the structure of CROP. CROP consists of five steps: data
preprocessing, hot word extraction, popularity analysis, time series matching
and popularity prediction.

The first part is data preprocessing. Then the hot words are selected from the
preprocessing raw data in the word extraction part. After the calculation of hot
word dynamic frequency and the recursive document frequency, the popularity
of the event is measured on the two platform at each time slot and is denos-
ing by Discrete Wavelet Transform. In the next step, the two time series are
matched by the Dynamic Time Warping method and the aggregated popularity
is defined on the basis of the matching of popularity time series. Finally, the
novel features constructed from aggregated popularity are used in the Support
Vector Regression methods for event popularity prediction.
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Fig. 1. Overview of CROP

4.2 Data Preprocessing

In the process of data acquirements, we utilize three methods to filter data.
First, we provide related words for the corresponding event and only the records
containing the given words or the similar words would be selected. Second, con-
sidering the enormous size of relevant data in the online media, the datasets
used are sampling from the whole data. Last, the meaningless part of the raw
data, such as URL, would be filtered.

4.3 Hot Word Extraction and Popularity Analysis

Before designing the model for popularity prediction, we have to provide a popu-
larity measuring method. To make the process of popularity analysis convenient,
the word extraction method is employed to extract the words and find the hot
words. All of the documents are split into words based on a open-source project
called jieba1. In the process of word extraction, we filter the stop words, which
are the function words without actual meaning.

The hot words are selected based on the result of words extraction by the
library in jieba, and then calculate the popularity by the definition mentioned
in Sect. 3.

Because of the randomness of user behavior on the Internet, the event popu-
larity series may contain noise. We novelly employ the Discrete Wavelet Trans-
form method to denoise the data of the popularity. We utilize the Python library
PyWavelets2 to implement the process. We employ the Haar wavelet to imple-
ment the discrete wavelet transform [18].

1 https://github.com/huaban/jieba-analysis.
2 https://pypi.python.org/pypi/PyWavelets/.

https://github.com/huaban/jieba-analysis
https://pypi.python.org/pypi/PyWavelets/
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Fig. 2. The example of event popularity

4.4 Time Series Matching

Figure 2 is the popularity result of the event “Lee Sedol v.s. AlphaGo” in Sina
Weibo and Baidu, which is introduced in Sect. 5.1, from the 16:00, March 7th,
2016 to the 00:00, March 16th, 2016. It demonstrates that the time series of
two platforms are not matched slot by slot. To solve the problem, we novelly
employ Dynamic Time Warping (DTW) method which is a popular dynamic
programming method in the field of speech pattern recognition [3,15]. Dynamic
Time Warping problem could be defined as the following: given two time series
P = {p1, p2, . . . , pn}, Q = {q1, q2, . . . qm},and find a matching from P to Q with
the lowest cost. To simply the problem, it is assumed that each items pi in P is
matched with a continuous subsequence (called M(pi)) of Q.

In term of the actual condition of the cross-platform popularity prediction,
an obvious fact should be noticed that the time alignment of the two popularity
time series should not be large. Therefore, we propose two ideas to improve the
basic form of algorithm of the Dynamic Time Warping: (1) We define the penalty
function to improve the similarity calculation based on the time difference; (2)
We compress the state space of dynamic programming, which is the main process
of Dynamic Time Warping. In the following part of this section, we describe the
details of improvement.

Cost Function with Penalty. The cost function with penalty, called as
C(pi, qj), is the cost to match pi and qi. The basic idea is measuring the match-
ing cost by Euclidean distance of pi and qj [15]. [9] showed the deviation of the
time series could provide simple and robust measure result. Thus, we ulitize the
geometric mean to integrate the Euclidean distance of the popularity value and
the deviation of that, which is showed in Eq. (5).
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Cbase(pi, qj) =
√

|pi − qi| × |(pi − pi−1) − (qi − qi−1)| (5)

Morever, we design the penalty coefficient for the constraint that the two time
slots away from each other would not be matched. Logistic function is employed
to define the penalty as the Eq. (6), where β is a parameter to control the effort
of Cpena and b is an expectation of time slot bias.

Based on the Eqs. (5) and (6), the final formula of the cost function with
penalty is Eq. (7).

Cpena(pi, qj) =
1

1 + e−β×(|i−j|−b)
(6)

C(pi, qj) = Cbase(pi, qj) × Cpena(pi, qj) (7)

Limited State Space. The naive DTW method suffers from high executing
time. Limitation of the state space is proposed to solve the efficiency problem,
which is inspired from the fact that we need not consider the matching with two
time slots away from each other.

LTC(P1..i, Q, k) is defined as the minimal of the total matching cost of P1..i

and Q1..(i−k) and the state space could be limited by the value of k. In detail,
P is the popularity time series on target platfrom and Q is the popularity time
series on assistant platform.

The recursive formula to calculate LTC is showed in Eq. (8).

LTC(P1..i, Q, k) = max

⎧
⎨

⎩

LTC(P1..i−1, Q, k − 1) + C(pi, qj)
LTC(P1..i, Q, k + 1) + C(pi, qj)

LTC(P1..i−1, Q, k) + 2 × C(pi, qj)

⎫
⎬

⎭
(8)

In the first case of Eq. (8), we give the limitation that i > 0, k > 0, and
k < len in the second case, and i > 0, i − k > 1 in the third case. Also, we let
k > 0 in all cases, because we can only use the data of the assistant platform
which is monitored before the predicting time.

To facilitate the following process of CROP, ORI(P1..i, Q, k) is set to record
how the LTC(P1..i, Q, k) is calculated. It could assist us to find the previous
state conveniently and know the best matching between P1..i and Q1..(i−k). The
ORI(P1..i, Q, k) would be set from 1 to 3, which corresponds to the three cases
of the origin of LTC(P1..i, Q, k).

4.5 Prediction Model Establishment

CROP reduces the event popularity prediction problem into the regression prob-
lem and construct the feature space based on the known event popularity on the
target and assistant platforms. However, the different event propagation trends
of two platforms inspire the special features. Considering the result of time series
matching, the several time slots in the event popularity time serial on the assis-
tant platform could be matched with the same time slot in the event popularity
time serial on the target platform. The complicate relationship makes it ardu-
ous to employ data correlation for machine learning model. Therefore, CROP
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defines novelly aggregated popularity for the feature construction. The aggre-
gated popularity agpopp2

j on the assistant platform p2 is defined as the average
of the event popularity on p2 at the time slot which is matched with the time
slot tj on target platform p1. Algorithm 1 shows the calculation of aggregated
popularity.

Algorithm 1. Aggregated Popularity Calculation
Input: popularity time series P [1..n], Q[1..m], the parameters vis
Output: agpop which is the aggregated popularity of Q

1 Invoke the Dynamic Time Warping method with the input of P , Q and vis and
get LTC and ORI;

2 for 1 = 1; i ≤ n; i ← i + 1 do
3 index ← i − arg minj(LTC(i, j));
4 now ← i;
5 direc ← ORI(arg minj(LTC(i, j)));
6 for j ← 0; j < vis; j ← j + 1 do
7 tot ← 0;
8 sum ← 0;
9 while direc = 2 do

10 tot ← tot + 1;
11 sum ← sum + qindex;
12 switch the value of direc do
13 case 1
14 do not change index;
15 now ← now − 1;
16 direc ← ORI(arg minj(LTC(now, now − direc)));

17 case 2
18 index ← index − 1;
19 do not change now;
20 direc ← ORI(arg minj(LTC(now, now − direc)));

21 case 3
22 index ← index − 1;
23 now ← now − 1;
24 direc ← ORI(arg minj(LTC(now, now − direc)));

25 popi
i−j ← sum/tot;

26 return pop;

Therefore, when considering the time slot ti, popp1
i is treated as the label

where p1 is the target platform, and {popp1
i−vis, . . . , popp1

i−1} can be used as a part
of feature, where vis is set to represent the length of time slot used for the fea-
ture establishment in the regression model. Moveover, the aggregated popularity
{popp2

i−vis, . . . , popp2
i } on the assistant platform also be utilized as features. In all,

the feature vector of time slot ti is 〈popp2
i−vis, . . . , popp2

i , popp1
i−vis, . . . , popp1

i−1〉.
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After the label and feature construction, the Support Vector Regression
model is employed for event popularity prediction, which is one of the most
efficient model for regression.

The time complexity of Algorithm 1 is O(n × (vis + len)), where vis is the
size of feature space and len is the length of limited state space of dynamic
programming. Line 2 and Line 6 enumerates i and j, so the low bound of the
complexity is O(n × vis). The running time from Line 9 to Line 25 is not trivial
to derive, but every time the loop executes, either now or index would decrease
1. In fact, now is equal to j and index is the time slot matched with now, so
now ≤ index − len. Thus, for each i, Line 9 to Line 25 is only executed at most
2 × vis + len times. Therefore, the time complexity is O(n × (vis + len)).

5 Experiments

In this section, we present the experimental results of CROP and analyze the
effectiveness. All of the experiments are implemented by Python 2.7 and running
on a PC with the Intel(R) Core(TM) i5-6500 CPU @ 3.20 GHz, 8 GB RAM on
the Ubuntu 16.04 operating system. The experiments are based on the datasets
of three hot events in the Baidu and Sina Weibo, which are most popular search
engine and social network in China.

5.1 Experiment Setup

Dataset Description. In this paper, we concentrate on the search engine
(Baidu) and the social network (Sina Weibo) as the object of research, because
they are the most important parts of social media and they have the unique
properties. The social network is the platform of initiative information sharing,
but the search engine only provides the information based on the users’ queries,
which lead to the hysteresis of the popularity time series of hot events in the
search engine comparing with that in the social network [19]. Thus, the Search
Engine is the object platform and the Sina Weibo is the target platform.

The dataset used in our experiment is the data of three hot events in Baidu,
which are provided by research institute of Baidu Online Network Technol-
ogy Company through internal interface and the corresponding data in Weibo
through crawler. The datasets of Baidu consist of massive inquire records with
inquire words and cryptographic user identity with data masking. The datasets
of Sina Weibo consist of massive post records and cryptographic post informa-
tion. Table 1 shows the details of the datasets. All of the dataset are the hot
events from 2015 to 2016 in China. The “Lee Sedol v.s. AlphaGo” event is about
the go competition between one of the best human go player and the artifi-
cial intelligence AlphaGo. “Brexit” is the event that majority of British people
wanted to vote to leave the European Union in the wake of the migrant crisis.
The event “The Capsizing of a Big Ship” was started by the accident that a
ship called “Easten Star” capsized on Yangtze River with hundreds missing, and
became the hot event because the plenties of later news and talks.
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Table 1. Overview of the experimental dataset

Topic name Date Data of Sina Weibo Data of Baidu

Lee Sedol v.s. AlphaGo 02/20–03/29 (2016) 654.89 MB 406.83 MB

The Capsizing of a Big Ship 06/01–06/29 (2015) 320.59 MB 401.48 MB

Brexit (Britain+Exit) 06/21–06/30 (2016) 715.51 MB 392.32 MB

For each dataset, we use 1 h as a unit of the time slot and divide them
into discrete time series, because 1 h is a common time unit for social content
process. For example, Sina Weibo maintains the hot post list by 1 h. To simplify
the examination of our model, we arbitrary select a subsequence of the time
series in 300 h. The data in the first 200 h is treated as the training set, and the
other data is used as testing data.

Metric Measures. In our experiments, the adjusted Mean Absolute Error
(called aMAE) and the R-square (called R-square) are utilized to measure the
predicting accuracy of the models. R-square is a common metric in regression
model. Adjusted Mean Absolute Error is the metric improved from the Mean
Absolute Error. The formula of these two metrics are Eq. (9), where y′ is the
label value of the item in the testing set and ŷ′ are the predicting result of y′

and ȳ′ is the average of all y′. The predicting accuracy is higher if the adjust
Mean Absoluted Error is smaller and the R-square is closer to 1.

aMAE =

∑
y′ |y′ − ŷ′|

ave
R-square =

∑
y′(y′ − ȳ′)2

∑
y′(ŷ′ − ȳ′)2

(9)

Baseline. We set two baselines for experiments. The first baseline is SVR, which
is the classical Support Vector Regression only based on the previous vis time
slot popularity in the search engine. The second baseline is cro-SVR [6], which
uses popularity at the previous vis time slot in the social network.

The difference between cro-SVR and CROP is that cro-SVR does not use
the time series matching to eliminate the effect of time series alignment.

Parameters Setup. In this part, we set the value of the primary parameters in
these experiments. We complement the preliminary experiments on “Lee Sedol
v.s. AlphaGo” datasets. Figure 3 displays the predicting accuracy measured with
R-square when selecting different β and b. In the corresponding preliminary
experiments, vis is set as 2, 3, 4, 5. The experimental result shows that there is
no option of β and b that performs best in all situations. Moreover, comparing
Fig. 3(d) with other three figures, we could find the accuracy change in the
Fig. 3(a), (b) and (c) is much smaller than that in Fig. 3(c). Therefore, it is vis
instead of β and b that would influence the predicting accuracy.
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(a) vis = 2 (b) vis = 3 (c) vis = 4 (d) vis = 5

Fig. 3. R-square w.r.t. β and b

Thus, it the following experiments, we set β = −0.5 and b = 4, which per-
forms well in most situation, and we would concentrate on the influence of vis
to the predicting accuracy.

5.2 Experiment Analysis

Analysis on Datasets. In this part, we would analyze the datasets about three
hot event by the V/S Test and the Pearson Correlation Coefficient.

V/S test [4] is a typical method to distinguish whether the time series have
long-term memory or short-term memory. The Hurst parameter H is the result
of V/S Test. If H > 0.5, the sequence has long term memory. If H ≤ 0.5, the
sequence has short term memory.

Pearson Correlation Coefficient is used to reflect the degree of linear correla-
tion between two variables. The greater the absolute value of Pearson Correlation
Coefficient(PCC), the stronger the correlation.

Table 2 shows the V/S Test result of the datasets about event hot events
the Pearson Correlation Coefficient between the popularity time series on Sina
Weibo and Baidu.

Table 2. Statistical Analysis of the Experimental Datasets

Topic name Hurst of Baidu Hurst of Sina Weibo PCC value

Lee Sedol v.s. AlphaGo 0.389 0.379 0.839

The Capsizing of a Big Ship 0.375 0.322 0.762

Brexit (Britain + Exit) 0.422 0.388 0.859

Based on the result showed in the Table 2, we gain an intuitive understand-
ing of about the popularity time series extracted from the datasets. The event
popularity time series of hot eventS on Baidu and Sina Weibo have short-term
memory, which means that it is reasonable to consider short term data only for
event popularity prediction. Moreover, popularity time series of the same event
have high correlation, which shows that the idea to predict the popularity of hot
events on the search engine based on the data on the social network is feasible.
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Experiment Results. In the part, we would provide the experiments on CROP
and the other two baseline approaches SVR and cro-SVR in the datasets. The
following figures show the experimental results in the event datasets of the hot
event. In all, the performance of CROP is better than the other two baseline
methods. In the following part, we will explain the experimental results in detail
and analyze the reasons of these results.

The result of first case is showed in Figs. 4 and 5.

(a) Comparison of R-square (b) Comparison of aMAE

Fig. 4. Predicting accuracy about “Lee Sedol v.s. AlphaGo”

(a) Comparison of R-square (b) Comparison of aMAE

Fig. 5. Predicting accuracy about “Brexit”

Figure 4 shows the experimental results on the dataset about the event “Lee
Sedol v.s. AlphaGo”. In the two figures, the CROP performs best if comparing
with the baselines when vis = 2. If setting vis = 2, CROP increases the predict-
ing accuracy by 8.9% in terms of the R-square and by 21.9% in terms of adjust
Mean Absoluted Error. The results demonstrate that the predicting accuracy
decreases when the vis increases from 2, with respect to both the R-square and
the adjust Mean Absoluted Error. It is reasonable because the bigger vis means
that more history data could be utilized which result in high variance.
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The same results also happen at the experiments based on the event “Brexit”.
The Fig. 5 shows the experimental results. The results show that the predicting
accuracy is decreasing when the value of vis increases, which is similar to the
trend in the experiment of “Lee Sedo v.s. AlphaGo”. Moreover, when the vis is
setting as 1, the predicting accuracy is increased by 9.8% in terms of R-squre and
increased by 6.2% in terms of adjust Mean Absoluted Error. Another similarity
of the experimental result of these two datasets is that the perfomance of cro-
SVR is better than SVR but worse than CROP, which shows that the cross-
platform data has the potential to improve the predicting accuracy even though
the matching alignment between the two time series is not considered.

In all, CROP has the best predicting performance and SVR has the worst pre-
dicting performance on the datasets of “Lee Sedol v.s. AlphaGo” and “Brexit”.
Morever, the small vis leads to the best performance. The results are reason-
able, since the hot event “Lee Sedol v.s. AlphaGo” and “Brexit” are guided by
a series of latest news. Thus, people’s behaviors are strongly influenced by the
recent information, which lead to the result that small vis is better.

The result of second case is showed in Fig. 6.

(a) Comparison of R-square (b) Comparison of aMAE

Fig. 6. Predicting accuracy about “The Capsizing of a Big Ship”

The Fig. 6 shows the experimental result on the dataset about the event “The
capsizing of a Big Ship”. The result is that CROP and cro-SVR perform much
better than SVR in terms of both R-square and adjust Mean Absolute Error.
The R-square of SVR is approximately from 0 to 0.1 but that of co-SVR and
CROP is approximately from 0.6 to 0.7. The adjust Mean Absolute Error of
SVR is about from 0.6 to 0.7, but that of co-SVR and CROP is about 0.3 The
performance difference may result from the property about the event. The event
“The capsizing of a Big Ship” is started by the accident which shocked a plenty
of Chinese so they maybe knew about the news without much details in the
online social networks, and then search for the details on the search engine.

Thus, it is concluded that CROP performs best for cross-platform event pop-
ularity prediction model compared with other baseline methods and the cross-
platform data can provide significantly improvement of prediction accuracy.
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6 Conclusion

In this paper, we have proposed the CROP, an efficient cross-platform event pop-
ularity prediction model. CROP measures the popularity based on the TF-IDF
method, denoises the data by Discrete Wavelet Transform method, explores the
correlation of cross-platform event popularity and predicts the event popularity
based on Support Vector Regression. Specially, CROP employs and improves
the Dynamic Time Warping method to match two time series in different plat-
forms and novelly define the aggregated popularity to establish the feature space
of CROP, which could provide the inspiration for follow-up research. The real
time dataset of hot events in China from 2015 to 2016 are used to validate the
effectiveness of CROP.
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6. Giummolè, F., Orlando, S., Tolomei, G.: A study on microblog and search engine
user behaviors: how Twitter trending topics help predict Google hot queries.
Human 2(3), 195 (2013)

7. Hoang, B.-T., Chelghoum, K., Kacem, I.: Modeling information diffusion via rep-
utation estimation. In: Hartmann, S., Ma, H. (eds.) DEXA 2016. LNCS, vol. 9827,
pp. 136–150. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-44403-1 9

8. Keneshloo, Y., Wang, S., Han, E.H., Ramakrishnan, N.: Predicting the popularity
of news articles. In: SIAM International Conference on Data Mining (ICDM), pp.
441–449 (2016)

9. Keogh, E.J., Pazzani, M.J.: Derivative dynamic time warping. In: SIAM Interna-
tional Conference on Data Mining (ICDM), pp. 1–11 (2001)

10. Leskovec, J., Backstrom, L., Kleinberg, J.: Meme-tracking and the dynamics of the
news cycle. In: ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining (SIGKDD), pp. 497–506 (2009)

http://arxiv.org/abs/1712.08550
https://doi.org/10.1007/978-3-319-44403-1_9


CROP: An Efficient Cross-Platform Event Popularity Prediction Model 49

11. Mathioudakis, M., Koudas, N.: TwitterMonitor: trend detection over the twit-
ter stream. In: ACM SIGMOD International Conference on Management of Data
(ICMD), pp. 1155–1158 (2010)

12. Miao, Z., et al.: Cost-effective online trending topic detection and popularity pre-
diction in microblogging. ACM Trans. Inf. Syst. (TOIS) 35(3), 1–36 (2016). Article
no. 18

13. Rozenshtein, P., Anagnostopoulos, A., Gionis, A., Tatti, N.: Event detection in
activity networks. In: ACM SIGKDD International Conference on Knowledge Dis-
covery and Data Mining (SIGKDD), pp. 1176–1185. ACM (2014)

14. Sakaki, T., Okazaki, M., Matsuo, Y.: Earthquake shakes Twitter users: real-time
event detection by social sensors. In: ACM International Conference on World
Wide Web (WWW), pp. 851–860 (2010)

15. Sakoe, H., Chiba, S.: Dynamic programming algorithm optimization for spoken
word recognition. IEEE Trans. Acoust. Speech Signal Process. 26(1), 43–49 (1978)

16. Schubert, E., Weiler, M., Kriegel, H.P.: SigniTrend: scalable detection of emerging
topics in textual streams by hashed significance thresholds. In: ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining (SIGKDD),
pp. 871–880 (2014)

17. Shang, C., Panangadan, A., Prasanna, V.K.: Event extraction from unstructured
text data. In: International Conference on Database and Expert Systems Applica-
tions (DEXA), pp. 543–557 (2015)

18. Struzik, Z.R., Siebes, A.: The Haar wavelet transform in the time series similarity
paradigm. In: Żytkow, J.M., Rauch, J. (eds.) PKDD 1999. LNCS (LNAI), vol.
1704, pp. 12–22. Springer, Heidelberg (1999). https://doi.org/10.1007/978-3-540-
48247-5 2

19. Tang, Y., Ma, P., Kong, B., Ji, W., Gao, X., Peng, X.: ESAP: a novel approach
for cross-platform event dissemination trend analysis between social network and
search engine. In: Cellary, W., Mokbel, M.F., Wang, J., Wang, H., Zhou, R., Zhang,
Y. (eds.) WISE 2016. LNCS, vol. 10041, pp. 489–504. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-48740-3 36

20. Tolomei, G., Orlando, S., Ceccarelli, D., Lucchese, C.: Twitter anticipates bursts of
requests for Wikipedia articles. In: ACM Workshop on Data-Driven User Behav-
ioral Modelling and Mining from Social Media (DUBMOD), pp. 5–8 (2013)

21. Wang, S., Yan, Z., Hu, X., Philip, S.Y., Li, Z., Wang, B.: CPB: a classification-
based approach for burst time prediction in cascades. Knowl. Inf. Syst. (KIS) 49(1),
243–271 (2016)

22. Wang, S., Kam, K., Xiao, C., Bowen, S., Chaovalitwongse, W.A.: An efficient time
series subsequence pattern mining and prediction framework with an application
to respiratory motion prediction. In: AAAI Conference on Artificial Intelligence
(AAAI) (2016)

23. Yang, J., Leskovec, J.: Patterns of temporal variation in online media. In: ACM
International Conference on Web Search and Data Mining (WSDM), pp. 177–186
(2011)

24. Zheng, L., Jin, P., Zhao, J., Yue, L.: A fine-grained approach for extracting events
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Abstract. Automatic classification of 3D skeleton sequences of human
motions has applications in many domains, ranging from entertainment
to medicine. The classification is a difficult problem as the motions
belonging to the same class needn’t be well segmented and can be per-
formed by subjects of various body sizes in different styles and speeds.
The state-of-the-art recognition approaches commonly solve this prob-
lem by training recurrent neural networks to learn the contextual depen-
dency in both spatial and temporal domains. In this paper, we employ a
distance-based similarity measure, based on deep convolutional features,
to search for the k-nearest motions with respect to a query motion being
classified. The retrieved neighbors are analyzed and re-ranked by addi-
tional measures that are automatically chosen for individual queries. The
combination of deep features, dynamism in the similarity-measure selec-
tion, and a new kNN classifier brings the highest classification accuracy
on a challenging dataset with 130 classes. Moreover, the proposed app-
roach can promptly react to changing training data without any need for
a retraining process.

1 Introduction and Related Work

Motion capture (MoCap) data (shortly motion data) are sequences of skeletons
that consist of 3D positions of human body joints. These spatio-temporal data
constitute a model, that on one hand substantially simplifies the view on the
complex structure of human motion, but on the other hand enables automated
and computer-aided processing. The increasing accuracy and availability of cap-
turing devices have facilitated recording motion data in a variety of application
domains, such as military, sports, medicine, law inforcement and smarthomes.

Such application domains require computer-aided operations to analyze the
motion data automatically. One of the most fundamental operations is action
classification, sometimes referred to as action recognition. It is the problem of
inferring the kind of movement action, based on pre-classified training data. Solv-
ing this problem is challenging as the motions of the same kind can be performed
by various subjects in different styles, speeds, and initial body postures.

The key part of the classification process is an efficient extraction of robust
and sufficiently discriminative features to effectively model the spatial and tem-
poral evolutions of different actions [15]. The survey in [10] categorizes existing
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 50–65, 2018.
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features into: (1) joint-based representations keeping the correlations among 3D
joint locations within an action, (2) mined-joint-based features learning what
subsets of body joints are more informative to discriminate a given action from
the other ones, and (3) dynamics-based representations employing the advantage
of the way the 3D joint locations move over time and modeling an action as a
set of 3D trajectories, e.g., implemented by a 2D motion image approximating
3D joint positions by specific colors of the RGB color space [6,13].

The extracted features can then be compared for similarity by distance mea-
sures, such as the Dynamic Time Warping [2], to find the most similar training
samples with respect to a query being classified. The retrieved samples are ana-
lyzed by k-nearest-neighbor classifiers to determine the class of the query [13].
On the other hand, the k-nearest neighbor (kNN) classifiers have been gradu-
ally effaced by the increasing success of deep neural networks. Several different
neural-network architectures have recently been proposed for motion classifica-
tion. Specifically, deep convolutional networks are trained by the 2D-motion-
image features that are also classified by the network [6]. Most attempts suggest
to employ the architecture of recurrent neural networks to better model the
contextual dependency in the temporal domain [8]. This architecture can be
enriched by the Long Short-Term Memory (LSTM) to better learn long-term
temporal dependencies [9,15,18]. To further handle the noise and occlusion of
skeleton sequences, gating mechanisms are integrated into LSTM to learn the
reliability of the sequential data and accordingly adjust their effect on updating
the long-term context information stored in the LSTM memory cell [8]. To ben-
efit from different network architectures at the same time, the combination of
convolutional and LSTM networks is proposed [12]. Recently, the recurrent neu-
ral networks have been enriched by attention-based mechanisms to additionally
detect the most discriminative moments within an action [1,9,15].

Our Contribution

The state-of-the-art motion-data classifiers constitute either purposely-learned
neural networks [1,6,9], or 1NN classifiers dependent on a single similarity mea-
sure [13,14]. Even if the machine-learning classifiers generally achieve a higher
accuracy, they have to be retrained each time when new classes or even only
class samples are added, which is a very time-consuming process making the
real-time processing prohibited. We plan to overcome this problem by propos-
ing new k-nearest-neighbor classifiers that can dynamically react to changing
training data, while benefiting from the similarity concept originally learned on
a deep convolutional neural network. In particular, we extend the 1NN approach
by introducing two new kNN classifiers that additionally output a probability
distribution over classes to which a query motion should belong. More impor-
tantly, we propose a third confusion-based classifier that employs the kNN-based
probability distribution to automatically select more convenient similarity mea-
sures for classifying the query motion, rather than relying only on some global
similarity. Despite reaching the best accuracy on a challenging dataset with 130
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classes, the proposed approach does not require large volumes of training data
and can react to data changes immediately in contrast to the recent approaches.

2 Representation and Similarity of Skeleton Sequences

A motion sequence (or simply motion) M is represented by a sequence of con-
sequent skeletons. The total number |M | of skeletons determines the motion
length. The t-th skeleton ∈ R

31×3 captured at the time moment t (1 ≤ t ≤ |M |)
consists of 3D coordinates of 31 tracked joints.

To compare a pair of skeleton sequences, we adopt the state-of-the-art simi-
larity measure which was originally proposed in [14] and improved in [13]. It uses
the Euclidean distance to compare 4, 096-dimensional feature vectors extracted
from motions of variable lengths. A feature vector is extracted from a motion
sequence M in the following three steps.

1. Normalization – Each skeleton is normalized to become independent of both
position and orientation in a 3D space. The skeleton size is additionally scaled
to keep the same body proportions over all motions.

2. Motion-image construction – The 3D space covering all possible normalized
skeletons is then mapped into the RGB color space to approximate any joint
position by specific color. The positions of all joints changing over time are
projected into a 2D image, so-called motion image. This image is generated
by the “WeightedJointsFixed” variant [13] to occupy 256 × |M | pixels.

3. Feature extraction – The generated motion image is finally processed by the
reference model1 of the well-known Krizhevsky’s deep convolutional neural
network [5] to extract a deep 4, 096-dimensional feature vector F 4K

M , as the
output of the last hidden network layer.

To achieve a higher descriptive power of feature vectors, the reference model
originally trained on common photographs is additionally fine-tuned by a train-
ing set of motion images, as described in the experiments. The feature extraction
and fine-tuning processes are deeply analyzed in [13,14].

The extracted 4, 096D feature vectors F 4K
M1

and F 4K
M2

of motions M1 and M2

are compared by the Euclidean distance as:

compDist4K
(
F 4K
M1

, F 4K
M2

)
=

∥
∥F 4K

M1
− F 4K

M2

∥
∥ .

We call this similarity measure as original and employ it by all the classifiers
proposed in this paper.

3 Classification Baseline

We formally define the problem of motion classification and introduce the base-
line 1NN classification approach, which has already been evaluated on the
motion-image similarity measure in [13].
1 https://github.com/BVLC/caffe/tree/master/models/bvlc reference caffenet.

https://github.com/BVLC/caffe/tree/master/models/bvlc_reference_caffenet
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Classification is the problem of identifying a single class (sometimes referred
to as category) to which a given motion sequence belongs, based on a set of
already categorized motion sequences, i.e., training data. Formally, a general
classifier classify determining the class of a query motion is defined as:

classify : M → C, (1)

where M = {M1, . . . ,Mn} denotes the input domain of n motions, while C =
{C1, . . . , Cm} is the output domain of m classes.

3.1 1NN Classifier

To implement any search-based classifier, there is a need to retrieve the most
similar motions – nearest neighbors (NN) – with respect to a query motion.
The following 1NN function searches a training set MTR of categorized motion
sequences and returns the one that is the most similar to the query motion MQ:

1NN
(
MQ,MTR

)
=

{
M ′ ∈ MTR

∣
∣ ∀M ∈ MTR :

compDist4K
(
F 4K
MQ , F 4K

M ′
) ≤ compDist4K

(
F 4K
MQ , F 4K

M

) }
.

(2)

The 1-nearest-neighbor classifier, denoted as classify1NN, then simply assigns
the query motion the class of the most similar motion:

classify1NN
(
MQ

)
= getClass

(
1NN

(
MQ,MTR

))
, (3)

where the function getClass returns the known class Ci ∈ C (i ∈ {1, . . . ,m}) of
motion passed in the argument.

3.2 Experimental Evaluation

We first introduce the dataset and methodology that are used for evaluation
throughout this paper. Then we present the accuracy results of the 1NN classifier.

Dataset. The classification scenario is evaluated on 3D skeletal data of the
publicly available HDM05 [11] motion capture dataset. This dataset provides
the ground truth HDM05-130, which categorizes 2,345 short motion sequences
into 130 categories of specific actions, such as the turn left, sit down on a chair,
or clap with hands five times. The average action length is 2.17 s – it corresponds
to about 260 frames with the dataset sampling frequency of 120 Hz.

We select this HDM05-130 ground truth because it is very challenging – it
contains the highest number of 130 categories when compared to other datasets,
such as CMU (30 categories), NTU RGB + D (60 categories), MSR (20 cate-
gories) or MHAD (11 categories) [16]. Moreover, it is characterized with a subtle
categorization, containing for example separate classes for kicking with left or
right leg, to the front or to the side.

As suggested in [13,14], we additionally ignore 8 categories with less than
10 motion samples. Thus our resulting ground truth HDM05-122 contains 122
categories with 2,328 motions in total.
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Methodology. To be consistent with previous works [6,7,13], we use 50% of
motion sequences for training by applying the 2-fold cross validation procedure.
In particular, we randomly partition all 2,328 motion samples into halves, i.e.,
into two sets (folds) of 1,164 motions. In the first pass, the first fold is used for
training (MTR) and the second one for testing. In the second pass, the training
and test folds are swapped. For each pass, we preprocess the ground truth to:

1. Generate motion images (see Sect. 2) for both training and test motions;
2. Fine-tune the reference model of the neural network by the motion images

from the training set;
3. Extract a 4,096D feature vector for each of training and test images based on

the fine-tuned network model.

The test motions are then used as query arguments of the classify1NN classifier.
The accuracy of a single-motion classification is either 100%, or 0% based on the
fact whether the classified category equals to the category of the query motion.
The accuracy of the given pass is then measured as an average accuracy over
1,164 test queries. The accuracy of the classifier is finally expressed as an average
over both passes.

Evaluation of Classification Accuracy. As already demonstrated in [13],
the 4,096D deep features compared by the Euclidean distance achieves the 1NN
classification accuracy of 87.84%. This result serves as the baseline for other
classifiers proposed in this paper.

4 Probabilistic kNN Classifiers

Although the 1NN classifier is simple and quite accurate, it needn’t be conve-
nient when (1) the query-closest neighbors have almost the same distance while
belonging to different classes or when (2) the correct class is confusable with
another class, e.g., “grab a thing” with“deposit a thing”. In that cases, it is use-
ful to analyze the categories and similarities of more nearest neighbors, rather
than relying only on the most similar one. This additionally brings the possibil-
ity to determine a probability distribution over a set of classes that the query
should belong to. Formally, a probabilistic classifier is defined as:

classify : M → {(C × [0, 1])} . (4)

The result of classification is a set of pairs associating the classes with their
probabilities of being the correct match. Within this section, we propose two
probabilistic classifiers classifykNN and classifykNN TMC.

4.1 Weighted-Distance kNN Classifier

The idea is to classify the query by a majority vote of its nearest neighbors. We
consider not only the number of votes but also the similarity of neighbors with
respect to the query.
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To obtain the k-nearest neighbors from the categorized training set MTR to
the query MQ, the following kNN function is evaluated:

kNN
(
MQ,MTR, k

)
=

{
M ′ ∈ M′ ∣

∣ M′ ⊂ MTR, |M′| = k,

∀M ′ ∈ M′,∀M ∈ MTR/M′ :

compDist4K
(
F 4K
MQ , F 4K

M ′
) ≤ compDist4K

(
F 4K
MQ , F 4K

M

) }
.

(5)

We extend this kNN function by the additional class parameter C ∈ C to
determine the subset of nearest neighbors that belong to the specified class C:

kNN(MQ,MTR, k, C) =
{
M ∈ kNN(MQ,MTR, k) : getClass(M) = C

}
.
(6)

Relevance of Neighbors. As the k-nearest neighbors are retrieved, the rele-
vance of each neighbor for classification is determined. This relevance is com-
puted by normalizing the neighbor distance with respect to the distance of the
k-th neighbor. Such query-dependent normalization is very effective in situations
where distances of nearest neighbors vary a lot across different categories, rather
than a normalization based on the maximum possible distance. The relevance of
the neighbor M is computed by the function compRel : M → [0, 1] as:

compRel(M) = 1 − compDist4K(F 4K
MQ , F 4K

M )
kNeighborDist · kNeighborDistWeight

,

kNeighborDist = max
{
compDist4K(F 4K

MQ , F 4K
M ) : M ∈ kNN

(
MQ,MTR, k

)}
,

(7)
where kNeighborDist is the precomputed distance to the k-th neighbor and
kNeighborDistWeight ∈ [1,∞) is a user-defined parameter determining the
importance of distances to classification. We fix this parameter to 1.1 to put a
high emphasis on the distances, which at the same time decreases relevance of
the k-th neighbor a lot.

The result relevance approaching the value 1 denotes a high importance of
the specific neighbor and with a decreasing value, the neighbor importance goes
down.

Aggregation of Relevances of Neighbors. To compute classification prob-
abilities, relevances of neighbors belonging to the same class are summed and
finally normalized across all categories. The following compRels function returns
the pairs associating the summed relevance ri with the class Ci:

compRels
(
MQ,MTR, k

)
=

{
(Ci, ri)

∣
∣
∣ Ci ∈ C,

ri =
∑

M∈kNN(MQ,MTR,k,Ci)

compRel(M)
}
.

(8)
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To normalize the relevances into probabilities, the following normRels function
is employed:

normRels ({(C1, r1), . . . , (Cm, rm)}) =
{

(Ci, pi)
∣
∣ i ∈ [1,m], pi = ri/

∑m
j=1 rj

}
.

(9)

It transforms the relevance ri of each class Ci into probability pi ∈ [0, 1], com-
puted as a ratio between the class relevance and the sum of relevances of all the
classes. Such normalization additionally ensures that the sum of probabilities of
all the classes is equal to 1. The classifier returning such probabilities of classes
is denoted as weighted-distance classifier (classifykNN) and defined as:

classifykNN
(
MQ,MTR, k

)
= normRels

(
compRels

(
MQ,MTR, k

))
. (10)

4.2 Training-Class-Sizes kNN Classifier

The disadvantage of the previous weighted-distance classifier is that the com-
puted class probabilities can be influenced by different sizes of categories, in
terms of the number of training samples. For example, assume that the query
MQ should be assigned to the class C1 and that the classes C1 and C2 contain 1
and 100 training samples, respectively. Then by considering k = 15, the 15 near-
est neighbors to MQ are retrieved. Even if the most similar neighbor belongs to
the correct class C1, the class C2 is evaluated as the most probable because next
14 neighbors belonging to C2 overweight just one sample. This can arise when
the sizes of training classes are not balanced.

In order to avoid such situation, we compute for each class the ratio between
the number of its samples being among the k-nearest neighbors and the number
of the available training samples of that class. The function updRels updates
the originally-computed relevances ri by the square root of such ratios in order
to calculate new relevances r′

i as:

updRels
(
MQ,MTR, k

)
=

{
(Ci, r

′
i)

∣
∣
∣ (Ci, ri) ∈ compRels

(
MQ,MTR, k

)
,

r′
i = ri ·

√
|kNN(MQ,MTR, k, Ci)|

|{M ∈ MTR : getClass(M) = Ci}|
}
.

(11)
The classifier considering the sizes of classes is denoted as training-class-sizes

classifier (classifykNN TCS) and formally defined as:

classifykNN TCS
(
MQ,MTR, k

)
= normRels

(
updRels

(
MQ,MTR, k

))
. (12)

4.3 Evaluation of Classification Accuracy

Both the proposed kNN classifiers (classifykNN and classifykNN TCS) compute
the probabilities of classes of being the correct match. To evaluate the classifi-
cation scenario, we consider the class of the highest probability. Figure 1a illus-
trates the differences between the classifiers depending on an increasing value of
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Fig. 1. Accuracy of kNN classification based on a varying value of k: (a) Accuracy
of classifykNN and classifykNN TCS classifiers. (b) Accuracy of the classifykNN TCS

classifier when the correct match is among the two/three/four highest-probable classes.

k. As expected, the differences are relatively small due to a quite balanced sizes
of training classes. In particular, the differences are negligible up to the value
k = 15, which is the number approaching the average number of class samples.
With the value k > 15, the sizes of training classes play a more important role,
which leads to a slightly better accuracy of the classifykNN TCS classifier.

Both classifiers reach the highest accuracy when k = 1 and with an increasing
value, their accuracy decreases. Even the results do not outperform the baseline
1NN classifier (the accuracy of 87.84%), the probabilities of individual classes
bring new possibilities for enhancements. Based on these kNN classifiers, the
confusion-based kNN classifier is proposed in next section.

5 Confusion-Based Classifier

In case there is no clear decision on what class is a query motion, the kNN
classifiers provide more classes ranked by their probabilities of being the correct
match. If we tolerate that the correct match is among the two top ranked classes
(instead of considering only the highest-probable class), the classification accu-
racy can significantly increase. Figure 1b illustrates the kNN TCS classification
accuracies when the correct match is included in the two/three/four top ranked
classes. We can see that for k = 15, the achieved accuracy is higher than 95%,
even when only the two top ranked classes are considered.

To significantly improve the accuracy from the baseline value of 87.84% up
to 95%, we would need a magic stick choosing the correct class from the two top
ranked classes obtained by the 15NN TCS classifier. The idea of approximating
the magic stick is to re-rank the k-nearest neighbors based on different similarity
measures which can better separate the two top ranked classes, than the original
measure presented in Sect. 2. Such suitable measures are automatically selected
for each pair of classes based on confusion matrices learned from the training
data. The class of the neighbor with the smallest re-ranked distance is finally
considered as the classification result.
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5.1 Training Phase: Learning Confusion Matrices

To increase the classification accuracy, additional distance measures can be pro-
vided. We consider the set D of additional descriptors {D1, . . . , Dd} to rep-
resent each motion M by additional feature vectors FD1

M , . . . , FDd

M . For the i-
th descriptor Di (i ∈ [1, d]), the similarity of feature vectors FDi

M1
and FDi

M2
of

motions M1 and M2 is calculated using a predefined distance measure, denoted
as compDistDi .

Within the training phase, the confusion matrix cmDi is calculated for each
of the measures. Each matrix has the size of m × m elements, where m is the
number of training classes. The element cmDi [Cx, Cy] ∈ [0, 1] of the matrix
expresses how much the class Cx is confusable with the class Cy (x, y ∈ [1,m]),
with respect to the distance measure compDistDi . The value of 0 means that
the measure perfectly separates the training motions of both classes and with an
increasing value, separability decreases. We compute such value by evaluating
the average 1NN classification accuracy over all training motions categorized in
both classes. Formally, we compute the value as:

cmDi [Cx, Cy ] =

∣
∣
{
M ∈ MCx

∣
∣ getClass(M) �= classify1NN(M,MCxy/{M})}∣

∣

|MCx | ,

MCx =
{

M ∈ MTR
∣
∣ getClass(M) = Cx

}

,

MCxy =
{

M ∈ MTR
∣
∣ getClass(M) ∈ {Cx, Cy}

}

,

(13)

where MCx denotes the training motions belonging to the class Cx, while MCxy

represents motions of both classes Cx and Cy.
The way of matrix calculation does not guarantee the symmetry, i.e., it may

happen that cmDi [Cx, Cy] �= cmDi [Cy, Cx]. Since this is not convenient for fur-
ther processing, we make the matrix symmetric by considering the maximum
value, which can increase the confusion value of both classes:

cmDi [Cx, Cy] = cmDi [Cy, Cx] = max
{
cmDi [Cx, Cy], cmDi [Cy, Cx]

}
. (14)

5.2 Classification Phase: Analyzing the Nearest Neighbors

Within the classification phase, the k-nearest neighbors are retrieved and clas-
sified by the classifykNN TCS classifier. The correct match is considered to be
among the two top ranked classes. Based on the confusion values of these two
classes, the weights of the additionally provided similarity measures are com-
puted. These weights are used to re-rank the nearest neighbors. The whole pro-
cess is described in the following paragraphs.
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Identifying the Most Ranked Classes. The two top ranked classes C ′ and
C ′′ (C ′, C ′′ ∈ C) are selected from the classifykNN TCS classification result as:

get2MostRankedClasses
(
MQ,MTR, k

)
=

{
C ′, C ′′

∣
∣
∣

(C ′, p′), (C ′′, p′′) ∈ classifykNN TCS(MQ,MTR, k) : p′ ≥ p′′,

∀(Ci, pi) ∈ classifykNN TCS(MQ,MTR, k)/{(C ′, p′)} : p′′ ≥ pi

}
.

(15)

Weighting Similarity Measures. The most suitable similarity measure(s)
for re-ranking should have the lowest (ideally zero) confusion value for the
two top ranked classes C ′ and C ′′ – the lower the value cmDi [C ′, C ′′], the
better separation ability of the Di descriptor. Such lowest confusion value,
denoted as minConf , can be easily obtained by this formula: minConf =
mind

i=1 cm
Di [C ′, C ′′].

The lowest confusion value is used to determine the weight wDi ∈ [0, 1] for
each descriptor Di. Since there can be a high number of provided descriptors, we
select only the best one(s) of the lowest confusion value in order not to suppress
important movement features by aggregating many measures. At the same time,
the best-available descriptor(s) for the query motion needn’t be still optimal and
can have a quite low weight, i.e., the two top ranked classes cannot be simply
separated by any of the additionally provided measures. For these reasons, we
decrease the weight to the power of 3 to more suppress the influence of the
best-available measure(s) having “lower” weights. The descriptor weight wDi is
finally determined as:

wDi =
{

0 cmDi [C ′, C ′′] > minConf,

(1 − minConf)3 cmDi [C ′, C ′′] = minConf.
(16)

If the best-available measure(s) have a “low” weight, the original motion-
image similarity measure is more important. The weight w4K of such original
measure is determined as:

w4K = max
{(

1 − cm4K[C ′, C ′′]
)3

, 1 − (1 − minConf)3
}
. (17)

This value is the maximum between the weight computed based on the confusion
matrix of the original descriptor and the inverse value of the weight of the best-
available additional measure. In other words, the original similarity measure is
preferred if it well separates the two top ranked classes or in cases when a strong
additional descriptor is not available.

Re-ranking and Classifying Neighbors. The calculated weights of the origi-
nal similarity measure and additional measures are used to re-rank the list of the
retrieved neighbors. The re-ranking process is based on weighting and normal-
izing the distances separately for each descriptor and summing such updated
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distances together. Formally, to re-rank the neighbor M with respect to the
query MQ, the following reRank function is applied:

reRank(MQ,M) =w4K · compDist4K(F 4K
MQ , F

4K
M )/md4K[C ′, C ′′]+

d∑

i=1

(
wDi · compDistDi(FDi

MQ , F
Di

M )/mdDi [C ′, C ′′]
)
,
(18)

where mdDi is the matrix of class-pairwise maximum distances. In particular,
the value mdDi [C ′, C ′′] is the maximum of distances computed among all pairs
of training motions belonging to classes C ′ or C ′′, with respect to the distance
measure compDistDi . Such matrices are simply precomputed for the original
motion-image measure (matrix md4K) and each additional measure (matrices
mdDi) in the training phase as:

mdDi [C ′, C ′′] = max
{
compDistD

i

(FDi

M1
, FDi

M2
)

∣
∣ M1 ∈ C ′,M2 ∈ C ′′

}
. (19)

The maximum distances computed separately for each pair of classes more
effectively normalize the distances, rather than considering a global maximum.
The neighbors are than sorted based on their re-ranked distance and the class
of that with the lowest distance is considered as the final classification result.
We call this approach as the confusion-based classifier classifyCONF and define
it formally as:

classifyCONF
(
MQ,MTR, k

)
= getClass

({
M ′ ∈ kNN(MQ,MTR, k)

∣
∣

∀M ∈ kNN(MQ,MTR, k) : reRank
(
MQ,M ′) ≤ reRank

(
MQ,M

) })
.

(20)

Due to the concentration on the first re-ranked neighbor only, the confusion-
based classifier does not support probabilistic classification. However, it would
be possible if the re-ranked list was processed by another kNN classifier.

5.3 Experimental Evaluation

We describe the additional three measures used for re-ranking, evaluate the
accuracy of the confusion-based classifier, and outline the efficiency results.

Description of Additional Similarity Measures. To verify the suitabil-
ity of the confusion-based classifier, we implement the following three simple
descriptors whose features are compared by the Manhattan distance, i.e., L1

metric.

– Joint trajectory length (D1) – the 31D feature vector, where each dimension
corresponds to the total length of the trajectory of the specific joint (out
of 31 joints). The trajectory length is computed by summing the Euclidean
distances between the 3D joint positions in consecutive skeletons.
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Fig. 2. Accuracy between kNN-based and confusion-based classifiers.

– Normalized joint trajectory length (D2) – the 31D feature vector constructed
in the same way as the previous D1 descriptor. The total trajectory lengths
are additionally normalized by the length of the motion sequence, i.e., by the
number of captured skeletons.

– Maximum axis distance (D3) – the 93D feature vector whose dimensions
correspond to the maximum reachable coordinate separately in the x/y/z
axis of each joint. When comparing with the feature of another motion, only
the differences in the 8 most distant dimensions are considered, which implies
that this similarity measure is not symmetric.

While the first two descriptors (D1 and D2) are computed based on the original
motion data, the third descriptor (D3) is extracted from normalized skeleton-
centric view-invariant data, described in Sect. 2.

Classification Accuracy. Figure 2 illustrates the contrast between the accu-
racies of both kNN classifiers (introduced in Sect. 4) and the confusion-based
classifier. The confusion-based classifier increases the accuracy with an increas-
ing value of k up to k = 15 and then the accuracy slightly decreases. When
k = 15, the classification reaches the 89.09% accuracy. When compared to the
baseline 1NN accuracy of 87.84%, the error in classification is decreased by 10%.

Efficiency of Learning and Classification. To pre-compute a confusion
matrix cmDi (m × m) for a given descriptor Di, there is a need to evaluate m2

confusion values, where m denotes the number of provided classes. Assuming
that all the classes contain approximately the same number of |MTR|/m train-
ing motion samples, a single matrix cell requires ((|MTR| − 1)/m) · |MTR|/m
evaluations of the Di distance measure. In total, the following number of:

m2 ·
( |MTR| − 1

m
· |MTR|

m

)
∼= |MTR|2

compDistDi distance computations is performed in the training phase. Since in
our case |MTR| = 1,164, we perform about 1.4 M distance computations for the
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original as well as each of the three additional descriptors. The total time needed
to learn all the matrices takes only about 10 s. For example, the clearly most
expensive compDist4K measure applied to the 4,096D features needs roughly 7 s
on commodity hardware (i7 960 at 3.2 GHz).

The mdDi matrix keeping the maximum class-pairwise distances can be com-
puted during the process of calculation of the confusion matrix.

Also the classification time is not much influenced by additional descriptors
that need roughly 1 ms in total for re-ranking. The most expensive operation is
the searching for k-nearest neighbors, which requires 6 ms. However, this time
can be further decreased by indexing the original features by any metric-based
structure [17] to scale to large databases of training samples. Sometimes, the
feature extraction process is included in classification time, mainly when queries
cannot be preprocessed in advance. In our case, the extraction of all the features,
also including the original 4,096D feature, takes about 30 ms per a query motion.

6 Comparison with the State-of-the-Art Approaches

We compare the accuracy of the best-performing confusion-based classifier with
the most recent approaches [4,6,7,13,14] that evaluate the same 2-fold cross
validation procedure on the challenging HDM05 ground truth with 122 or 130
categories. Table 1 shows that we beat not only the 1NN classifiers based on
the motion-image concept [13,14] but even the most recent purposely-trained
classifiers [4,6,7] based on neural networks. From the recognition-error point of
view, we decrease the error by 54%, 33%, 15%, 10%, and 19% with respect to
the methods in [4,6,7,13,14], respectively.

Table 1. Comparison with the state-of-the-art methods using the 2-fold cross valida-
tion (i.e., using 50% of training data).

Method Accuracy (%)

HDM05-122 HDM05-130

Huang et al. [4] N/A 75.78

Laraba et al. [6] N/A 83.33

Sedmidubsky et al. [14] 87.24 N/A

Sedmidubsky et al. [13] 87.84 N/A

Li et al. [7] N/A 86.17

Our approach 89.09 88.78

Although there are other well-performing classifiers, such as [1,3,9,12,15],
they do not evaluate the recognition accuracy on the challenging set of 122
or 130 HDM05 categories. One of the reasons is probably a limited amount of
training data, with less than twenty samples per a single class. Moreover, such
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approaches pay a little attention to efficiency and applicability issues. Specifi-
cally, our confusion-based classifier has the following advantages when compared
to the state-of-the-art classifiers.

– Dynamic measure selection – additional similarity measures are dynamically
and automatically weighted to select the best possible one(s) for re-ranking,
with respect to a query motion being classified. It is much more convenient
than training a single descriptor that needs to recognize any class, as used in
existing works.

– Robustness – if there are some misclassified training samples, they can degrade
the classification accuracy. In our approach, the class of such samples can
simply be repaired causing the immediate impact on classification, without
the necessity of any long-term retraining like in [9,12].

– Limited amount of training data – the original descriptor does not need large
amounts of training data due to the utilization of pre-trained neural net-
work on a different image domain. Additional measures can also separate
well classes having a limited number of training samples. In particular, we
use 50% of the dataset for training in comparison with other approaches
utilizing, e.g., 80% or 90% [14] of data for training.

– Efficiency and indexability – the comparison of the original 4,096D feature
vectors by the Euclidean distance enables indexing such features by any
metric-based structure [17] to efficiently evaluate k-nearest neighbor queries,
even in very large databases of training samples.

7 Conclusions

The state-of-the-art similarity measure for motion data [13,14], based on 4,096D
deep features extracted using a convolutional neural network, achieves a high
accuracy even when used with the baseline 1NN classifier. In this paper, we
employ this original measure to search for the k-nearest training samples with
respect to an unlabeled query. The retrieved neighbors are analyzed by the pro-
posed kNN TCS classifier to determine the two top probable classes for the
processed query. To select the correct class, we employ additional simple similar-
ity measures. Based on class-pairwise confusion matrices automatically learned
for each similarity measure, the correct class is selected in 94% of cases. This
helps decrease the error in classification by 10% on the challenging HDM05-122
dataset, when compared to the baseline 1NN classifier.

The proposed approach, despite being very effective in classification, has
several other advantages in comparison with existing classifiers. In particular,
the training sample set can be (1) small (less than 10 samples per class) to
reach a high classification accuracy or (2) large to search the k-nearest neigh-
bors efficiently due to indexability of the original similarity measure, and (3)
dynamic (even in sense of adding samples of new classes) with the immediate
impact to classification, without any time-consuming retraining process. More-
over, the additional similarity measures are dynamically utilized in classification
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only when the original measure does not provide clear results. The provided addi-
tional measures are automatically integrated into the confusion-based classifier,
without any need of supervision.
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Abstract. When building Knowledge-Based Systems, we are often faced with
vague data. The formers are generally modeled and treated using fuzzy logic,
which is based on fuzzy set theory, or using symbolic multi-valued logic, which
is based on multi-set theory. To provide a unified framework to handle simul-
taneously both types of information, we propose in this paper a new approach to
translate multi-valued knowledge into fuzzy knowledge. For that purpose, we
put forward a symbolic-to-fuzzy conversion method to automatically generate
fuzzy sets from an initial multi-set. Once unified, handling heterogeneous
knowledge become feasible. We apply our proposal in Rule-Based Systems
where an approximate reasoning is required in their inference engine. Once new
facts are deduced and in order to make the translation completely transparent for
the user, we also provide a fuzzy-to-symbolic conversion method. Its purpose is
to restore the original knowledge type if they were multi-valued. Our proposal
offer a high flexibility to the user to reason regardless to the knowledge type. In
addition, it is an alternative to overcome the modeling shortcoming of abstract
data by taking advantage of a rigorous mathematical framework of fuzzy logic.
A numerical study is finally provided to illustrate the potential application of the
proposed methodology.

Keywords: Fuzzy logic � Multi-valued logic � Vagueness � Unified framework
Knowledge-Based Systems

1 Introduction

Because of the variety of information sources, the lack of reliability of the measurement
tools and the subjectivity of the information evaluation that differ from an expert to
another, knowledge are generally imperfect and heterogeneous. Hence, several types of
imperfections coexist in Knowledge-Based Systems. There is mainly uncertainty and
imprecision [1]. Uncertainty means that the event realization is subject of question.
However, Imprecision expresses the event vagueness to measure the degree to which
an event occurs. Each imperfection type is handled by a particular theory. Indeed,
uncertain knowledge are mainly processed by the probability theory [2]. Imprecision is
generally treated by rough set theory [3]. Some imperfect data express both imprecision
and uncertainty such as incomplete and vague information. Incompleteness means that
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the probability of an event occurrence is unknown but we are sure about its possibility.
They are generally treated by the possibility theory [4]. Vagueness arises from the
existing of knowledge objects with concepts that have no clear boundary among others.
The borderline between the definitions of these concepts is rather confused such as the
information “the room is big”. In this case, the concept “big” is undefined and we do
not know its limits. An example of vague and uncertain information is: “Paul can be
young with a confidence degree of 60%”. It is precise but not a certain information. The
fact that Paul is young is not at 100% guaranteed. He may be for example old. An
example of vague and imprecise information is “Paul is young, adult or old”. It is a
certain but imprecise information. Indeed, it is certain that Paul belongs to one of the
three classes {young, adult, old}, but we do not know exactly to which one. Vague
knowledge are treated either by fuzzy logic [5] or by multi-valued logic [6]. Fuzzy
logic is based on fuzzy set theory. Its principal is to model every term by a fuzzy set
having a numerical universe. Thus, it is artificial and complicated to model
abstract/qualitative data like the intelligence of the mood. This presents the main
inconvenient of the fuzzy logic according to many authors [7–9]. Nonetheless, to deal
with fuzzy logic, the expert has to define a membership function for each linguistic
term. However, in literature, there is no standard to do it for abstract data, but each
expert defines it in his own way. Modelling them with fuzzy sets is difficult and
artificial because they do not refer to a numerical universe. In the other hand, symbolic
multi-valued logic expresses belonging using symbolic adverbs such as little and
moderately, without having to refer them to numerical universes. It is based on multi-
set theory, and allows getting closer to human reasoning by a symbolic modelling.

It is likely to be in need to handle both fuzzy and multi-valued knowledge in the
same Knowledge-Based System, especially when data are collected from different
sources (tools or experts). Nevertheless, according to our knowledge, this type of
problem has not been treated so far. The difficulty lies in the choice of the perfect
unification environment that will standardize the heterogeneous inputs whether it is a
numerical environment manipulated by the fuzzy logic or a symbolic environment
managed by the symbolic multi-valued logic. In previous work, we initiated our
research to make the right decision about the unification framework [10]. Indeed, we
have proposed a fuzzy-to-symbolic conversion to translate fuzzy knowledge to multi-
valued knowledge in Knowledge-Based Systems. We used our proposal in Rule-Based
Systems, to finally infer them by employing symbolic approximate reasoning. The
inference results were close to the expert reasoning. Taking account of knowledge
treatment, symbolic multi-valued logic provides a simple symbolic reasoning envi-
ronment. However, when a precise numerical result is required, such environment is no
longer appropriate. In fact, having a multi-valued unification system can generate a loss
of information when converting a fuzzy set to a multi-set. This is due to the fact that the
conversion is made by a discretization of the fuzzy universe. In order to avoid this
information loss and to keep mathematical characteristics of fuzzy sets, we adopt in this
work the fuzzy logic as the unification environment. We propose for that an approach
to automatically translate symbolic multi-valued knowledge to fuzzy knowledge:
symbolic-to-fuzzy conversion.

The remainder of this paper is as follows: in Sect. 2, we focus on the modeling of
vague data in quantitative way as well as in qualitative way by employing, respectively,
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fuzzy logic and multi-valued logic. In Sect. 3, we study the generation of fuzzy sets
from discrete data (numerical and symbolic) as well as from abstract data in the
literature. Section 4 details our new approach; the symbolic-to-fuzzy conversion that
consists in automatically generating a set of fuzzy sets from an initial multi-set. An
example of application in Rule-Based Systems will take place in Sect. 5 to illustrate our
approach. Section 6 concludes the paper and cites some perspectives.

2 Modeling and Treatment of Vague Knowledge

The vague, uncertain and imprecise knowledge can be modeled and thus processed
with a numerical/quantitative way by employing the fuzzy set theory (fuzzy logic) or in
a symbolic/qualitative way based on the multi-sets theory (multi-valued logic).

2.1 Modeling Vague Knowledge

The fuzzy logic that is introduced by Zadeh [5], is an extension of classical Boolean
logic. In fact, it allows handling nuanced knowledge and especially those that refer to a
numerical universe. A fuzzy linguistic variable is represented by the triplet <X, R (X),
U> with:

• X: name of the linguistic variable.
• U: numerical universe.
• R(X): set of fuzzy sets representing X.

Fuzzy logic models quantitative knowledge through fuzzy sets that are modeled by
membership functions. However, humans deal also with abstract terms that do not refer
to numerical universe such as clever, beautiful, etc. In that case, he need to model such
terms in a qualitative way, which is not adapted to the fuzzy set theory. As an alter-
native, the symbolic multi-valued logic presents another formalism to present vague
data by employing the multi-set theory [6, 11]. Actually, symbolic multi-valued logic,
which is an axiomatic approach of fuzzy sets theory, manipulates similarly abstract data
as well as numerical data by a qualitative way. Each linguistic term is expressed by a
multi-set A. The truth degree sa shows how much a linguistic variable X satisfies A.
The membership relation between X and A is denoted by “X is #a A” where #a is an
adverbial proposition associated to a symbolic degree sa. As an example of a propo-
sition, we can cite “the food is very delicious” where food is a linguistic variable, very
is an adverbial proposition, and delicious is a multi-set. Employing symbolic degrees
such as quite, very, and perfectly is more intuitive and is a part of our natural language.
In fact, humans express generally their knowledge by a qualitative way rather than in a
quantitative way, which represents the strength of the symbolic multi-valued logic.
A degree sa refers to an ordered list LM ¼ sa; a 2 0;M � 1½ �f g where M is the scale
size of LM associated to A. For example, the multi-set delicious can be associated to
L4 ¼ s0; s1; s2; s3f g where each multi-valued degree corresponds respectively to the
following set of adverbs: {not-very, more-or-less, very, extremely}. A proportion is
associated to each multi-valued degree denoted by sið Þ ¼ i

M�1. As we can see, the
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proportion is the rate of the degree according to the base, so prop sið Þ
2 0; 1½ � 8i and 8M.

2.2 Treating Vague Knowledge

Reasoning is the process of mapping from a given inputs to an inferred output. Rea-
soning using fuzzy knowledge as well as symbolic multi-valued knowledge is gener-
ally ensured by the approximate reasoning [12]. Its objective is to imitate human
reasoning by ensuring more flexibility in the inference step. It is used to overcome
borders problem due to the discretization since it does not require a perfect conformity
between facts to reason. It is based on a generalization of Classic Modus Ponens:
Generalized Modus Ponens (GMP). The standard form of GMP is as follows:

Rule :               If  X is A   then   Y is B
Observation: X is A’
Conclusion : Y is B’

Where X, Y are linguistic variables and A, B, A’, B’ are predicates. GMP is adapted
to be used in both fuzzy and symbolic multi-valued logics. In the former, predicates are
fuzzy sets and in the latter they are multi-sets.

The commonly used GMP is proposed by Zadeh where the way in which the
conclusion B’ is obtained is called Compositional Rule of Inference (CRI) [13]. The
form of the proposed GMP is as follows:

’A=’B ○ R (A, B) ð1Þ

In fact, the conclusion B’ is determined as a composition of the observation and the
fuzzy relation R, which is the application of a fuzzy implication operator I. The fuzzy
implication I represents the fuzzy conditional statement “X is A ! Y is B” and o stands
for the sup-min composition of the unary relation A’ and the binary relation I. The fuzzy
sets A and B are defined on U and V, respectively. That is, B’ is obtained by [14, 15]:

8 v 2 V ; lB0 ðvÞ ¼ Supu2UTðlA0 ðuÞ; lIðu; vÞÞÞ ð2Þ

Where T is a t-norm.
Fuzzy inference systems integrate fuzzy approximate reasoning in their inference

engine, which contain three phases [16]. The first phase is the fuzzification that
transforms a numerical input into a fuzzy point. The second phase is the inference. It
refers to a knowledge base and an observation to conclude new facts and then update
the knowledge base. The third phase is the Defuzzification, which is the opposite phase
of fuzzification. It determines a numerical value from the fuzzy part resulting from the
inference phase.

The GMP is also employed in the symbolic multi-valued context [6, 17, 18]. It is
used to process a symbolic approximate reasoning that infers multi-valued knowledge.
In that context, the symbolic inference system is only composed of the inference phase.
Thus, comparing with fuzzy inference systems, nor the fuzzification or defuzzification
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are required. Multi-valued knowledge expressed by the expert are directly integrated in
the inference engine. The symbolic approximate reasoning is then employed to get a
symbolic result. Different symbolic inference systems were proposed [19–22].

3 Generating Fuzzy Sets in Literature

In symbolic multi-valued logic, knowledge values correspond to a multi-valued degree
si. Each degree corresponds to a proportion prop sið Þ. These proportions have discrete
numerical values that belong to the interval [0, 1]. Converting discrete values (numeric
or symbolic) and presenting them using fuzzy sets means to accentuate their impre-
cision. In other words, these discrete values will be converted into fuzzy values.

In order to better understand the basis of our proposal, we outline in the following
section how fuzzy sets are generated from discrete data (numeric or symbolic) and also
from abstract data in the literature.

3.1 From Discrete to Fuzzy: Fuzzy Numbers

Fuzzy number was introduced by Zadeh [5]. A fuzzy number A in a universe U is
defined by a membership function lA which specifies the degree of credibility of the
assertion x 2 A:

l :U ! 0; 1½ �
x ! lA xð Þ ð3Þ

A fuzzy number A is generally defined as a trapezoidal membership function [a, b,
c, d] where [a, d] is its support. This format can be used to represent a fuzzy interval
(approximately between b and c) (see Fig. 1). Its function is defined as formula (4)
shows [23].

xð Þ ¼
1� b�x

b�a if a� x� b
1 if b� x� c

1� x�c
d�c if c� x� d
0 else

8>><
>>:

ð4Þ

However, some particular cases of fuzzy numbers are presented as a triangular
membership function where b = c (see Fig. 2). They are commonly used to represent a
value that is approximately equal to b. Its function is as formula (5) shows.

Fig. 1. Trapezoidal representation of
a fuzzy number
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lA xð Þ ¼
1� b�x

b�a if a� x� b
1� x�b

d�b if b� x� d
0 else

8<
: ð5Þ

3.2 From Abstract to Fuzzy

In the literature, there is no standard to model abstract data using fuzzy sets. This is
actually artificial and each researcher does it in his own way. For example, in sensory
analysis domain, human evaluators are used to apprehend how products are perceived.
In [24], a fuzzy number, which also represents a fuzzy score, gives the evaluation of
each descriptor by each expert. Every expert perception is presented by a triangular
membership function to take into account the imprecision of the value in U = [0, 100].
In another work [25], the authors use to classify a car within six predefined categories.
According to him, it is possible that more than one membership function form could be
used to represent symbolic degrees describing the same linguistic variable. Thus, the
employed estimation values are either triangular or trapezoidal fuzzy numbers within
the same universe of discourse.

In [26], there is a proposal of associating to linguistic truth-values that belongs to a
graduated scale LM a membership function of a fuzzy set. Each membership function
has a triangular form. The choice of such form is based on its simplicity but also in
accordance with a domain expert. Authors choose a symbolic graduation from the “Not
at all or small” to “Large”. The universe of discourse is the interval U = [0, 255]
presenting the pixel grey level. Then, membership functions are associated with a pixel
feature where U is normalized to [0, 1]. Truth values are chosen in L3 where the
functions of truth degrees are respectively:

lNot at all or small xð Þ ¼ 1� x

llarge xð Þ ¼ x

lmore or less xð Þ ¼ 2x for x� 0:5

2� 2x for x� 0:5

�

However, no indication is given by the authors about the generated membership
functions if more than three truth values where used. In addition, what if the linguistic
variable does not belong to a numerical scale such as the grey level of an image, how
should the universe of discourse of generated fuzzy sets be defined?

Similarly, in [27], there is another proposal to replace crisp membership functions
by fuzzy truth-qualified statements in which the truth is a fuzzy set. Thus, authors allow
expressing uncertainty such in the following statement: “Tina is young is very true”.
This statement may be represented with “tina:Young, ln(4)” where ln() is a linear
membership function. The proposal allows representing an imprecision about the actual
degree of truth. For example, it is possible to express the statement “Tina is young is

Fig. 2. Triangular representation of a
fuzzy number
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true to degree around 0.7”, as an axioms of the form “tina:Young, tri(0.6, 0.7, 0.8)”,
where tri() is a triangular membership function.

Consequently, there is no standard to generate automatically, without the recom-
mendation of an expert, fuzzy sets from abstract data. The difficulties lie first in the
choice of the interval of discourse where membership functions of fuzzy sets will be
defined, and second in the form of each fuzzy set.

4 The Proposed Approach: Unifying Fuzzy and Multi-valued
Knowledge

The problematic that we are dealing with is how to integrate multi-valued and fuzzy
knowledge in the same Knowledge-Based System. We adopt as an example of
application Rule-Based Systems. In these systems, premises, rule conclusions, and
even observations may contain fuzzy and multi-valued predicates at the same time.
Fuzzy predicates are modeled by fuzzy sets whereas multi-valued predicates are
modeled by multi-sets. We cite as an example the following rule: “if the student is
intelligent then its exam mark is high” where student and exam mark are two linguistic
variables, intelligent is a multi-set, and high is a fuzzy set.

Inferring such heterogeneous knowledge requires first to integrate them into a
unified environment: either fuzzy or multi-valued. As explained above, the multi-
valued logic is perfect for modeling quantitative and qualitative knowledge. However,
it generates a loss of information with quantitative knowledge due to the discretization
[10]. Nonetheless, the fuzzy logic that is characterized by a rigorous mathematical
environment presents a perfect tool to handle imprecise knowledge. For these reasons,
we propose to model multi-valued knowledge by employing the fuzzy set theory. The
generation of fuzzy sets procedure that we propose is advantageous compared to the
other works [24–26] by being automatic and it does not require the intervention of an
expert. This is done by relying on the characteristics of the symbolic degrees in the
multi-valued logic, more precisely their proportions. Consequently, the standardized
knowledge will be inferred by adopting the fuzzy approximate reasoning in order to
take advantage of the accuracy of the results.

In order to standardize heterogeneous inputs, we propose to convert multi-valued
data into fuzzy data by applying the symbolic-to-fuzzy conversion. In other words, we
propose to translate each multi-set to a set of fuzzy sets. We also apply the symbolic-to-
fuzzy conversion if the object that we want to evaluate has a multi-valued type, that is,
if the rule conclusion contains a multi-valued predicate. Once standardized, fuzzy
approximate reasoning can be performed leading to fuzzy inference conclusions. These
conclusions are then aggregated to get finally a new resulting membership function.
The defuzzification will then take place to discretize it into a single value. If the
predicate of the rule conclusion is originally fuzzy, then there is nothing to do and the
result is delivered to the user as it is. In the case where the predicate is originally multi-
valued, then we propose to apply the fuzzy-to-symbolic conversion. This method will
convert the numerical fuzzy output into symbolic multi-valued value. The aim of the
fuzzy-to-symbolic conversion is to make the inference conclusion intelligible to the user
and to guarantee that the symbolic-to-fuzzy conversion will be completely transparent
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for him. Figure 3 schematizes different steps, which are detailed in the sections below.
In this paper, we apply the symbolic-to-fuzzy conversion module in Rule-Based Sys-
tems. However, it can be easily used in any Knowledge-Based System.

4.1 Symbolic-to-Fuzzy Conversion

In order to convert fuzzy knowledge into multi-valued knowledge, two steps are
required: (a) Generation of the universe of discourse, (b) Generation of fuzzy sets.

Generation of the Universe of Discourse. A linguistic variable is defined over a
multi-valued base where its value is a multi-valued degree such as little, very, and
completely. For each degree is associated a proportion prop sið Þ ¼ i

M�1. Consequently,
the minimum value that can take prop sið Þ is when i = 0 then prop s0ð Þ ¼ 0. The
maximum value is attain when i = M−1, then prop sM�1ð Þ ¼ 1. Consequently, the
proportions over the multi-valued base are distributed over a scale having as interval
[0;1]. In our approach, we propose that this scale presents the abscissa axis of the
generated membership functions. In other words, the generated universe of discourse of
fuzzy sets is the interval U = [0;1].

Generation of Fuzzy Sets. Once the universe of discourse is ready, we have to
generate the fuzzy sets. We propose to generate from each multi-valued degree in LM a
fuzzy set that is represented by a membership function Fi. Consequently, we get as
many fuzzy sets as multi-valued degrees in the initial multi-valued base LM :

Fig. 3. A general algorithm of fuzzy approximate reasoning with fuzzy and multi-valued
knowledge
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Multi� setLM 7!Fuzzy sets F0; . . .;FM�1f g ð6Þ

To do this, we consider the proportion value of each multi-valued degree as a fuzzy
number. In order to extend its range of inaccuracy and to simplify its mathematical
manipulation, we transform each proportion into a triangular membership function (see
Fig. 4). The tracing of each membership function is based on three points Pi

1, P
i
2 (the

central point of the triangular function), and Pi
3 whose definitions are as follows:

Pi
1 ¼ max 0;

i� 2
M � 1

� �
; 0

� �
;Pi

2 ¼
i

M � 1
; 1

� �
;Pi

3 ¼ min 1;
iþ 2
M � 1

� �
; 0

� �
ð7Þ

We aim through the proposed triangular form to extend the imprecision of multi-
valued degrees and to ensure a maximum of overlap area between the generated fuzzy
sets. Thus, the generated universe of discourse will be better covered to enhance
decision-making process. For example, considering a multi-set A defined by the multi-
valued base L7. Then, the generated fuzzy sets are as follows:

AL7 7!Fuzzy sets F0;F1;F2;F3;F4;F5;F6f g

Where the tracing of each fuzzy set rely on the following three points:

F0 P01 0; 0ð Þ; P02 0; 1ð Þ; P03 0:33; 0ð Þ� �
;

F1 P11 0; 0ð Þ; P12 0:16; 1ð Þ; P13 0:5; 0ð Þ� �
;

F2 P21 0; 0ð Þ; P22 0:33; 1ð Þ; P23 0:66; 0ð Þ� �
;

F3 P31 0:16; 0ð Þ; P32 0:5; 1ð Þ; P33 0:83; 0ð Þ� �
;

F4 P41 0:33; 0ð Þ; P42 0:66; 1ð Þ; P43 1; 0ð Þ� �
;

F5 P51 0:5; 0ð Þ; P52 0:83; 1ð Þ; P53 1; 0ð Þ� �
;

F6 P61 0:66; 0ð Þ; P62 1; 1ð Þ; P63 1; 0ð Þ� �
:

Fig. 4. Translation from multi-valued logic to fuzzy logic
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4.2 Fuzzy Approximate Reasoning

Once heterogeneous inputs are standardized into fuzzy type, the fuzzy approximate
reasoning can be performed to infer new knowledge. We choose to use the most basic
scheme of the generalized modus ponens, which is the Compositional Rule of Inference
(CRI) of formula (2) proposed by Zadeh [13].

In order to simplify the inference process, we consider in this paper only numerical
inputs such as in fuzzy controller. Indeed, if the input is originally fuzzy, then a
numerical value u 2 U will be considered and then fuzzified. Otherwise, if the input
knowledge is originally multi-valued, then the value of its proportion will be consid-
ered and then fuzzified. For example, let L3 ¼ s0; s1; s2f g, if the observation is «X is s1
A» then the input that will be taken into consideration is the proportion value of the
degree s1, which is equal in this case to prop(s1) = 1/(3−1) = 0.5. This value will be
then fuzzified and will trigger CRI (2).

After inference phase, we get a resulting fuzzy part that aggregates the conclusions
of the triggered rules. This fuzzy part is then defuzzified. We choose to perform the
defuzzification step by relying on the centroid method [28]. If the rule conclusion is
fuzzy then the result of the defuzzification is delivered to the user as it is. Otherwise, if
the rule conclusion has a multi-valued type, then we propose a fuzzy-to-symbolic
conversion to convert the numerical value resulting from the defuzzification to an
equivalent symbolic value.

4.3 Fuzzy-to-Symbolic Conversion

The interest of the fuzzy-to-symbolic conversion is to make intelligible to the user the
inference result. In addition, in a fuzzy Rule-Based System, it allows the transparency
of the conversion of multi-valued knowledge. The fuzzy-to-symbolic conversion use to
find the nearest proportion to the defuzzified value uG. Once found, it returns to the user
its corresponding multi-valued degree si. To do this, we need to calculate then compare
all the distances between uG and propðsiÞ to find the minimum distance dmin:

8 i 2 0;M � 1½ �; dmin ¼ mini uG � propðsiÞj jð Þ ð8Þ

Let consider, as an example, the fuzzy partition presented in Fig. 5,which is generated
from the multi-valued base L7 ¼ s0; s1; s2; s3; s4; s5; s6f g. Suppose that the defuzzifi-
cation of the inference result using the center of gravity method produces the value
uG ¼ 0:4. To determine which proportion is the closest from uG, we proceed as follows:

8i 2 0; 6½ �; dmin ¼ minð 0:4� 0j j; 0:4� 0:16j j;
0:4� 0:33j j; 0:4� 0:5j j;
0:4� 0:66j j; 0:4� 0:83j j; 0:4� 1j j
¼ min 0:4; 0:24; 0:07; 0:1; 0:26; 0:43; 0:6ð Þ ¼ 0:07

Consequently, the smallest distance is between uG and propðs2Þ. So the final result
is s2.
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5 Example of Application

To explain how our approach is operating, we propose a complete example of an
heterogeneous Rule-Based System. We consider the following rule base of a store
where a detergent is sold out.

RULE 1: IF product is very efficient AND price is reasonable THEN sales are high;
RULE 2: IF product is little-bit efficient THEN sales are modest;
RULE 3: IF product is little-bit efficient OR price is expensive THEN sales are low;
RULE 4: IF sales are high THEN the marketing is extremely successful;
RULE 5: IF sales are modest THEN the marketing is little-bit successful;

– product and marketing are linguistic variables evaluated respectively by the multi-
sets efficient and successful. Both multi-sets are defined by the multi-valued base
L4 = {little-bit; more-or-less; very; extremely}.

– price (€) and sales (M €) are linguistic variables evaluated by fuzzy sets. Their
graphical partitions are depicted, respectively, in Fig. 6a and b.

Let consider the following observations:

• OBSERVATION 1: Product is more-or-less efficient.
• OBSERVATION 2: Price is equal to 15€.

Fig. 5. The Fuzzy-to-symbolic conversion of fuzzy inference result uG

Fig. 6. Graphical partition of fuzzy inputs
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5.1 Symbolic-to-Fuzzy Conversion

Since facts in the rule base contain both fuzzy and multi-valued knowledge, we should
apply the symbolic-to-fuzzy conversion to translate the multi-sets successful and effi-
cient to fuzzy sets.

Generation of the Universe of Discourse. The generated universe of discourse of the
new fuzzy sets will be the interval U = [0, 1].

Generation of Fuzzy Sets. Since both multi-sets (successful and efficient) are defined
over the multi-valued base L4, then from each multi-set we generate four fuzzy sets
(formula (6)). Then:

EfficientL4 7! F0 ¼ Little� bit;F1 ¼ more� or � less;f
F2 ¼ very;F3 ¼ extremelyg

SuccessfulL4 7! F0 ¼ Little� bit;F1 ¼ more� or � less;f
F2 ¼ very;F3 ¼ extremelyg

The tracing of both sets of fuzzy sets is performed by the same manner since both
are based on the same multi-valued base L4 (see Fig. 7). For example, the tracing of F0

according to formula (7) is as follows:

P0
1 ¼ max 0;

i� 2
M � 1

� �
; 0

� �
¼ max 0;

0� 2
4� 1

� �
; 0

� �
¼ 0; 0ð Þ

P0
2 ¼

i
M � 1

; 1
� �

¼ 0; 1ð Þ

P0
3 ¼ min 1;

iþ 2
M � 1

� �
; 0

� �
¼ min 1;

0þ 2
4� 1

� �
; 0

� �
¼ 2

3
; 0

� �

5.2 Fuzzy Approximate Reasoning

Once heterogeneous knowledge are unified, we can execute the fuzzy approximate
reasoning. To infer, we rely on an open source Java library called jFuzzyLogic [29],
which offers a fully functional and complete implementation of a fuzzy inference

Fig. 7. Generation of fuzzy sets from L4
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system. We employ the MIN and MAX aggregation methods respectively for the
operators AND and OR. We also use MIN as an implication operator and to aggregate
all the rule conclusion, we use MAX method.

Using fuzzy reasoning, we get as an inference result of rules 1, 2 and 3 with the
observation 1 and 2: “usales = 31.3 M€” (see Fig. 8a). The result is fuzzy, as the
original type of the linguistic variable sales. Therefore, no conversion is necessary.

When inferring rules 3 and 4 with the previous inference result as observation, we
get “umarketing = 0.22” (see Fig. 8b). This result is not intelligible for the user since
values that he knows about how much the marketing is successful, are only symbolic
and not numeric. Indeed, the original type of the linguistic variable marketing is multi-
valued. For that reason, it is required to apply the fuzzy-to-symbolic conversion.

5.3 Fuzzy-to-Symbolic Conversion

We need at this phase to find the nearest proportion value belonging to L4 to the
defuzzified value umarketing = 0.22. For that purpose, we rely on formula (8), so we get:

8 i 2 0; 3½ �; dmin ¼ min
i

umarketing � prop sið Þ�� ��� � ¼ 0:11

Fig. 8. Inference results

Fig. 9. Fuzzy-to-symbolic conversion of umarketing = 0.22
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Consequently, as shown in Fig. 9, the nearest proportion from umarketing is propðs1Þ.
The degree s1 corresponds in L4 to the linguistic term “more-or-less”. Then the
inference result returned to the user is «The marketing is more-or-less successful».

6 Conclusion

In this paper, we propose a new modeling and standardization approach of fuzzy and
symbolic multi-valued knowledge. As a unified framework, we adopt the fuzzy logic,
which provide a rigorous mathematical theory to handle imprecise knowledge. In that
context, we propose a fuzzy-to-symbolic conversion method to translate each initial
multi-set to a set of generated fuzzy sets. We apply our approach in Rule-Based
System, which offers a high flexibility to the user to exploit heterogeneous knowledge
simultaneously regardless to the manner that they were evaluated, if it was using fuzzy
set theory or in multi-set theory. In addition, we propose a symbolic-to-fuzzy conversion
method that is able to reset inference result to its initial type if it was multi-valued.
Consequently, the fuzzy-to-symbolic conversion will be completely transparent for the
user. In future work, we are going to evaluate the performance of our proposal with a
real rule-base and compare results with our previous work [10] where the unified
framework was the symbolic multi-valued logic. The aim of that comparison is to
decide of the optimal unification environment to handle both fuzzy and multi-valued
knowledge.
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Abstract. The problem of mining frequent itemsets from uncertain data
(uFIM) has attracted attention in recent years. Most of the work in this
field is based on the assumption of stochastic independence, which is
clearly unjustified in many real-world applications of uFIM. To address
this problem, we introduce a new general model for expressing depen-
dencies in frequent itemset mining. We show that mining itemsets in the
general model is NP-complete, but give an efficient algorithm based on
dynamic programming to mine itemsets in a simplified version of this
model. Our experimental results show that assuming independence in
correlated data sets leads to substantially incorrect results.

1 Introduction

Frequent itemset mining (FIM) is a fundamental problem in data mining. How-
ever, it has been argued that a large amount of data generated by emerging
technologies such as RFID and networks [12], information extraction services
[5], etc. is uncertain. In these technologies, data uncertainty occurs due to sensor
and network errors and aggregation of incomplete or inconsistent data. Another
source of “uncertainty” is as a summary of a large volume of certain data; exam-
ples of this include PWM (position-specific weight matrices) in bioinformatics
[7] and shopper profiles [3]. Such uncertainties are often modeled using the prob-
abilistic database framework [9]. The FIM problem formulated on probabilis-
tic databases is known as uncertain frequent itemset mining (uFIM) and has
attracted much attention in recent years [3,4,10,11,13]. In classical FIM, we
want to mine a transaction database, which contains a list of transactions, each
of which contains a set of items (in a retail scenario, an e.g. of this could be
items purchased by a shopper). In uFIM, we are given a probabilistic transaction
database (PDB), where each item in a transaction is labeled with a probability,
which is interpreted as the probability of that item existing in the transaction
(an interpretation of this in the retail scenario could be the probability of a
customer buying a given item). An example PDB is shown in Fig. 1.

PDBs are interpreted using possible world semantics [9]. The most common
way of generating the possible worlds is by assuming independence among the
probabilistic items in each transaction in a PDB [3,10,13]. In the scenario used by
Bernecker et al., the independence assumption applied to the example of Fig. 1a
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 84–98, 2018.
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Fig. 1. (a) shows a sample PDB from [3], where the probability of each item is the like-
lihood that the customer will buy the item on his/her store visits. This PDB has eight
possible worlds. (b) shows a subset of possible worlds for the PDB of (a), calculating
probabilities under the independence assumption.

would mean that customers A and B purchase items independently of each other:
buying decisions made by A are not influenced by the buying decisions of B and
vice versa. However, it may be that in real life A and B know each other, and
the decision of (say) A to buy (or not) music influences B’s decision. If this is the
case then the probabilities assigned to the possible worlds by the independence
assumption may be incorrect.

The uFIM problem comes in two variants: expected support [4] and prob-
abilistic frequentness [3]. The latter is normally preferred because it provides
much more precise (and actionable) information. Unfortunately, the probabili-
ties assigned to individual possible worlds are critical for computing probabilis-
tically frequent itemsets, and answers computed according to the independence
assumption can lead to incorrect results. We further explain this using Example
1 in Sect. 2.

In this paper, we define a general model, the directed acyclic graph correlated
probabilistic database model (DAG CPDM) for uFIM that allows dependencies
to be captured. This model generalizes the existing independence model, and
allows the existence of an item in a transaction to be decided by a probabilis-
tic DAG. It turns out that this model is too general: we show that deciding
whether an individual itemset is probabilistically frequent is NP-complete. On
the positive side, we propose a restricted version of the above model, the directed
acyclic graph-restricted correlated probabilistic database model (DAG-R CPDM)
and give a dynamic-programming algorithm for support computation for this
model. Embedding this into the Apriori algorithm, we can efficiently enumer-
ate all probabilistically frequent itemsets when correlations are expressed in the
DAG-R CPDM model. Our experiments show that on PDBs where there are
correlations between items, there are significant differences between the itemsets
computed by our algorithm and those obtained by ignoring these correlations
and assuming independence.

Overview. The rest of this paper is organized as follows. We present problem
formulation in Sect. 2. Sections 3 and 4 introduce the DAG CPDM and DAG-
R CPDM respectively. Related work is presented in Sect. 5. Finally, we present
experimental evaluation in Sect. 6 and conclude in Sect. 7.
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2 Problem Formulation

In this section, we first present formal definition of probabilistic transaction
databases, then we define possible world semantics. Next, we define frequentness
probability and probabilistic frequent itemset.

Probabilistic Transaction Databases (PDB). A probabilistic transaction
database R is a set of transactions {t1, t2, . . . , tn}, where each transaction is
denoted by a tuple. A tuple consists of a unique tuple id tID, and an itemset Y ,
i.e. ti = (tID, Y ), where Y = {y1(p1), y2(p2), . . . , yr(pr)}. Each element of the
set Y has an item ys and a probability of that item ps, and ps is the probability
that ys “truly” exists in ti. An example of PDB can be found in Fig. 1a.

Possible World Semantics. A PDB is considered as a set of deterministic
database instances, each of which is called a possible world. Each possible world
W has zero or more tuples, and has a probability value associated with it. The
probability value of a possible world W is denoted by Pr(W ), it shows how likely
W is the true world. The sum of the probability values of all possible worlds
equals 1. Under the independence assumption, each item in each transaction is
considered to be present or absent with the appropriate probability, indepen-
dently of all other items in the PDB. The possible worlds of the PDB of Fig. 1a
are given in Fig. 1b, with probabilities calculated according to the independence
assumption. For example the possible world {tA.Game} means that only the
item Game in tA is present, and all other items are not present. Its probability
value is computed as follows. 1.0 × (1 − 0.2) × (1 − 0.4) × (1 − 0.7) = 0.144.

Definition 1 (Frequentness Probability [3,13]). Given a PDB R, a mini-
mum support threshold θ, the frequentness probability of an itemset X, denoted
as PF (X), is defined as:

PF (X) = Pr[Support(X) ≥ θ]

Definition 2 (Probabilistic Frequent Itemset [3,13]). Given a PDB R, a
minimum support threshold θ, and a probabilistic threshold δ, an itemset X is a
probabilistic frequent itemset if PF (X) ≥ δ.

Example 1. We now argue that when computing probabilistic frequentness, it is
essential to model dependencies correctly. Looking now at the PDB in Table 1, we
focus only on the item “music”, whose support could be 0, 1, or 2, and compute
the probability distribution of the support of music under three assumptions,
ignoring the other items1. We abbreviate tA.Music and tB .Music as A.M and
B.M below. In each case below, we only fully compute Pr[Support({Music} =
1)]; the full results are in Table 1.

1. (Independent) Assuming A.M and B.M are independent,
Pr[Support({Music}) = 1] = 0.7 × (1 − 0.2) + 0.2 × (1 − 0.7) = 0.62.

1 Mathematically, we assume that tA.Music and tB .Music are independent of
tA.Game and tB .V ideo.
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2. (Positive Correlation) Customer A only buys music if Customer B buys it.
Specifically, Pr[B.M ] = 0.7, but Pr[A.M |B.M ] = 2/7, and Pr[A.M |¬B.M ] =
0. In this case Pr[A.M ] = Pr[A.M ∧B.M ] = Pr[A.M |B.M ] Pr[B.M ] = 0.2 as
before, but Pr[Support({Music}) = 1] = Pr[B.M∧¬A.M) = 0.7×(1−2/7) =
0.5.

3. (Negative Correlation) Customer A only buys music if Customer B does
not buy it. Specifically, Pr[B.M ] = 0.7, but Pr[A.M |B.M ] = 0, and
Pr[A.M |¬B.M ] = 2/3. In this case Pr[A.M ] = Pr[A.M ∧ ¬B.M ] =
Pr(A.M |¬B.M) Pr(¬B.M) = 0.2 as before, but Pr[Support({Music}) =
1] = Pr(A.M ∧ ¬B.M) + Pr[¬A.M ∧ BM ] = 0.7 + 0.2 = 0.9.

Table 1. The distribution of the support of {Music} from the PDB of Fig. 1a.

Model Support

0 1 2

Independent 0.24 0.62 0.14

DAG-R positive correlation 0.3 0.5 0.2

DAG-R negative correlation 0.1 0.9 0

Now assume that θ = 1. According to the probability distribution that we
have in Table 1, PF (Music) is 0.62 + 0.14 = 0.76, 0.5 + 0.2 = 0.7 and 0.9
respectively, depending on whether the possible worlds are calculated according
to independence, positive correlation, or negative correlation. Thus, for exam-
ple, using δ = 0.75, {Music} is probabilistic frequent assuming independence
but not frequent assuming positive correlation. Using δ = 0.8, {Music} is not
probabilistic frequent assuming independence, but is frequent assuming negative
correlation. This shows that by using independence assumption we may not find
the correct probabilistic frequent itemsets.

3 DAG-Correlated Probabilistic Database Model

3.1 Overview

In this model, there are correlations between individual items in transactions.
These correlations are limited to acyclic dependencies. The model is defined as
follows. We are given a PDB R = {t1, t2, . . . , tn}, where each ti is a tuple. We
will use the notation ti.Y to denote the itemset of tuple ti, and ti.yj to denote an
individual item in tuple ti, which we later call a component. In addition, we have
a set of predefined correlation rules, which is defined as G = {C1, C2, . . . , Cm}.
These correlation rules are defined over a dependency graph Gd = (V,E) where
the set of vertices V is ∪n

i=1∪|ti.Y |
j=1 ti.yj . In other words, each possible component

of a tuple is a vertex of this graph. The dependency graph is assumed to be
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acyclic and bounded in-degree. In what follows, we will interchangeably refer to
a vertex v and the component of a tuple that it represents.

The correlation rules are specified as follows. Consider any vertex v ∈ V and
suppose that edges (u1, v), . . . , (uk, v) exist. Then, in this correlation rule, we
are given 2k conditional probabilities for the existence of v, given the existence
or non-existence of each of u1, . . . , uk. If there are no edges of the form (u, v)
then v is assumed to be independent of all other vertices in Gd, and there is no
correlation rule for v.

Possible World Semantics. Given a PDB R, and a set of correlation rules
G, we define a possible world as a set of boolean variables, where each boolean
variable corresponds to a vertex. If the boolean variable has true value then the
corresponding vertex exists, otherwise the vertex does not exist. A possible world
denoted as W = {δ1, δ2, . . . , δn}. The probability values of the possible worlds
can be computed by the following formula.

Pr(W ) := Pr(v1 = δ1, v2 = δ2, . . . , v|V | = δ|V |)

= Π|V |
i=1 Pr(vi = δi|{vj = δj such that (vi, vj) ∈ E}) (1)

where Pr(vi = δi|{vj = δj}) shows conditional probability between vertex vi

and vj . To compute all the conditional probabilities we apply chain rule.

3.2 Computational Complexity

Probabilistic Support Problem. Let D be a DAG correlated PDB, n be the num-
ber of transactions, G be a set of m correlation rules, θ be the support thresh-
old, where 0 ≤ θ ≤ n and δ be a probabilistic threshold . The probabilistic
support problem is, given D, s, delta, and an itemset X, to decide whether
P [Support(X,D) ≥ θ] ≥ δ, i.e. the probability value that at least θ number of
transactions support X with at least δ probability value, or not in polynomial
time.

Theorem 1. The probabilistic support problem is NP-hard.

Proof. We reduce 3-SAT problem to the probabilistic support problem. Let F =
(x1,1 ∨ x1,2 ∨ x1,3) ∧ . . . ∧ (xm,1 ∨ xm,2 ∨ xm,3) be a boolean formula with m
clauses in conjunctive normal form (CNF) over boolean variables y1, . . . , yn,
where each xi,j is a literal that equals some variable yk or its negation yk (we
assume that xi,1, xi,2, and xi,3 all refer to distinct variables). The 3-SAT problem
asks whether, given such an F , there is an assignment of values to y1, . . . , yn such
that F evaluates to true.

Given a 3-SAT formula F , we create a DAG correlated PDB D in polyno-
mial time such that solving exact support problem gives solution to the 3-SAT
problem. For the given formula F , we create 2n + m tuples with n ti and n fi

tuples. The tuples ti and fi correspond to yi and its negation yi respectively.
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The tuples ti and fi both contain just {a(0.5)} for some item a. In addition,
we generate tuples e1, . . . , em, where ei corresponds to the ith clause in F . The
tuples ei all contain {a(0.875)}, for the same item a.

Next, we create correlation rules C1, . . . , Cn, where Ci links ti.a to fi.a, and
specifies that their joint probability is 0. Thus, every possible world must have
exactly one of ti.a or fi.a. In addition, we create correlation rules C ′

i, . . . , C
′
m

where C ′
i corresponds to the ith clause. For the vertex ei.a, if the j-th literal xi,j

equals yk (resp. yk), then there is an edge from tk.a (resp. fk.a) to ei.a Thus, ei.a
has a total of three predecessors in the DAG. We set the conditional probabilities
for ei.a in the natural way, best illustrated by an example. If ei = y3 ∨ y5 ∨ y7,
then the probability of ei.a existing, conditioned on the existence of any of t3.a,
f5.a, or t7.a, is 1, and conditioned on the existence of none of t3.a, f5.a, or t7.a,
is 0. Since the probability of each of the predecessors of ei.a is 0.5 and they are
independent of each other, the probability of ei.a is 1 − (0.5)3 = 0.875.

Since the existence of ei.a is fully determined by the existence of the t.a and
f.a tuples, there are in fact only 2n possible worlds for D. Each possible world has
probability 2−n, corresponds to a truth assignment, and in each possible world,
either ti.a or fi.a exists. For every satisfying truth assignment, all of the ei.a’s
exist, and for any non-satisfying truth assignment, at least one of the ei.a’s does
not exist. Thus, in all possible worlds corresponding to satisfying assignments,
the support of the item a is n + m, and in all possible worlds corresponding
to non-satisfying assignments, the support of a is < (n + m). Thus, if we set
θ = n + m and δ = 2−n, asking whether {a} is a probabilistic frequent itemset
tells us whether F is satisfiable. �	

4 DAG-R Correlated Probabilistic Database Model

4.1 Overview

DAG-R CPDM is generated by adding the following constraints to DAG CPDM.
Given a PDB R which includes n transactions, t1, . . . , tn, every tuple is grouped
in a disjoint set of size k, where k is an integer from 1 to n. To give the intuition of
our model we choose k ≤ 2, where PDB contains two correlated tuples and single

Table 2. Conditional prob. for the correlation rules that are shown in Fig. 2.

v2 v4 Partial
correlation
p(v4|v2)

Positive
correlation
p(v4|v2)

Negative
correlation
p(v4|v2)

T T 1/2 2/3 0

T F 1/2 1/3 1

F T 1/4 0 1

F F 3/4 1 0
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tuple that is independent from others. In the correlation rules each component
can only come from the tuples that are in the same group and they can only
include the same items. The following example further illustrates the model.

Fig. 2. Correlation rules on the PDB that is shown in Fig. 1a.

Example 2. Given the PDB in Fig. 1a, correlation rule in Fig. 2 , and conditional
probabilities in Table 2, we compute all possible worlds under the conditional
probability cases that are given in Subsect. 6.2 and the independent model. The
complete set of possible worlds are shown in Table 3. The probability value of
Pr(W1), under partial correlation case, is computed as follows.
Pr(W1) = Pr(v1 = T, v2 = F, v3 = F, v4 = F ) = Pr(v4 = F |v2 = F ) × Pr(v2 =
F ) × Pr(v1 = T ) × Pr(v3 = F ) = 3/4 × 0.8 × 1 × 0.6 = 0.36
where {v1 = tA.Game, v2 = tA.Music, v3 = tB.V ideo, v4 = tB .Music}.

Table 3. Possible worlds for Fig. 1a under three correlation cases and independent
model.

Possible world ppartial ppositive pnegative pindependent

W1 {T, F, F, F} 0.36 0.48 0 0.144

W2 {T, F, T, F} 0.24 0.32 0 0.096

W3 {T, F, F, T} 0.12 0 0.48 0.0.336

W4 {T, T, F, F} 0.06 0.04 0.12 0.036

W5 {T, T, F, T} 0.06 0.08 0 0.084

W6 {T, T, T, F} 0.04 0.08/3 0.08 0.024

W7 {T, F, T, T} 0.08 0 0.32 0.224

W8 {T, T, T, T} 0.04 0.16/3 0 0.056

4.2 Exact Probabilistic Frequent Algorithm

The first dynamic programming based algorithm to compute the frequent prob-
ability of an itemset was proposed by Bernecker et al. [3]. To efficiently calculate
the frequent probability of correlated itemsets we extend dynamic programming
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based Apriori algorithm that was proposed by them. Similar to their algorithm
to compute exact frequentness probability, our algorithm first calculates the fre-
quentness probability of each itemset. Before giving recursive formulas to com-
pute frequent probability, we define Pri,j(X). It stands for probability value that
the itemset X appears i times among the first j transactions in the given cor-
related PDB. On a correlated PDB, where there are only two correlated tuples
and independent tuples, the following recursive relationships can be defined.

Pri,j(X) = Pri−1,j−1(X) × Pr(X ⊆ tj) + Pri,j−1(X) × (1 − Pr(X ⊆ tj)) (2)

Pri,j(X) = Pri−1,j−1(X) × Pr(X ⊆ (tj |tk)) + Pri,j−1(X) × Pr(X ⊆ (tj |tk)) (3)

Pri,j(X) = Pri−1,j−1(X) × Pr(X ⊆ (tj |tk)) + Pri,j−1(X) × Pr(X ⊆ (tj |tk)) (4)

Base Cases

⎧
⎨

⎩

Pri,j(X) = 1, if i = j = 1
Pri,j(X) = 0, if i > 0, j = 0
Pri,j(X) = Pri,j−1(X) × (1 − Pr(X ⊆ tj)), if i = 0, j > 0}

where Pr(X ⊆ tj) shows probability value that the itemset X exists in transac-
tion tj . Also, in above equations tj and tk are two correlated transactions, and
tj and tk denotes transaction that does not occur, and Pr(X ⊆ (tj |tk)) shows
probability value that the itemset X exists in tj |tk intersection. As a correlated
PDB may include both correlated transactions and independent transactions the
above equations apply accordingly. The base cases apply to both correlated and
independent transactions, the Eq. 2 is used for independent transactions, and 3
and 4 are used for correlated transactions.

By using the above equations probability value of θ transactions that includes
the itemset X can be calculated. This probability value is called frequentness
probability of itemset X and denoted as Prθ,n(X) where n is the number of
transactions. To efficiently calculate Prθ,n(X) value for each (i, j) pairs, j only
runs up to n−θ+i. Thus, large j values are excluded from Prθ,n(X) computation.

Exact probabilistic frequent algorithm uses the dynamic programming
method to compute frequent probability of each itemset and Apriori framework
[1] to compute all probabilistic frequent itemsets. The time complexity of the
dynamic programming computation of each itemsets is O(n2 × θ).

5 Related Work

Correlations on PDBs has been considered in the following studies.

Tuple Correlations. San et al. [8] introduced correlations between tuples on
probabilistic databases. A probabilistic graphical model “factored representa-
tion” was used for modeling correlations. Query processing was discussed on
probabilistic databases that is represented by the model. They also described
optimization to query processing over probabilistic databases.

x-Tuple Model. Benjelloun et al. [2] proposed the X-tuple model, which they
used in the context of answering top-k queries on PDBs. Applied to uFIM, the
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X-tuple model would say that the presence of one item in a transaction in a
possible world rules out the presence of another item in a (possibly different)
transaction in the same possible world. Such correlations can be captured in our
DAG-R CPDB model.

Linear Correlations. Tong et al. [11] proposed linear correlation in uFIM. They
argued that linear correlation is suitable for modeling dependencies in sensor
data, which is correlated according to the spatial closeness of the sensors. How-
ever, linear correlation is somewhat limited in its expressive power. As it is not
always possible to set linear correlation between any two variables in a way that
they have linear correlation between them, but independent of other variables.

Definition 3 (Property of Linear Correlation [6]). Given n Bernoulli random
variables, y1, y2, · · · , yn, they have no second or higher order correlations if and
only if Eq. 5 holds.

p(y1 = v1, . . . , yn = vn)
p(y1 = v1) ∗ . . . , p(bn = vn)

=
∑

1≤i≤j≤n

p(yi = vi, yj = vj)
p(yi = vi) ∗ p(yj = vj)

− n(n + 1)
2

+ 1

(5)
where vl = 0 or 1 for l ∈ [1, n]

To clarify our claim we give Example 3.

Example 3. Given three Bernoulli variables b1 = 0.3, b2 = 0.7, and b3 = 0.79,
the Pearson correlation coefficients between these pairs of variables ρ1,2 = 0,
ρ1,3 = 0.3375, and ρ2,3 = 0.7875, we want to show that property of correlation
coefficient which is given by Eq. 5 does not hold for these variables.

To solve Eq. 5 for different combinations of b1, b2, and b3, we first compute
the two sub parts of the equation p(bi = vi, bj = vj) and p(bi = vi, bj = vj)/
p(bi = vi) ∗ p(bj = vj). By placing back these probability values we compute the
probability value of each p(b1 = v1, . . . , bn = vn)/p(b1 = v1) ∗ . . . , p(bn = vn).
Finally we multiply the each of these equations by its denominator, and find
the possible world probabilities that are shown in Table 4. The probability value
of world W2 comes out −0.0441 which is not a valid probability value. This
completes our clarification.

Table 4. A subset of possible worlds for given Bernoulli variables in Example 3.

Possible world Probability

W1 {b1 = 1, b2 = 1, b3 = 1} 0.2541

W2 {b1 = 1, b2 = 1, b3 = 0} −0.0441

· · · · · · · · ·
W8 {b1 = 0, b2 = 0, b3 = 0} 0.1659
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6 Experimental Study

In this section, we report experimental results on comparison of DAG-R CPDM
model with the Independent model. To compare these two models, we find all
probabilistic frequent itemsets under both models by using the exact probabilis-
tic frequent algorithm. Then, the similarity of sets of frequent items that found
under both models compared by usingby using Jaccard index2.

6.1 Experimental Setup

We run our experiments on a computer that has Intel(R) Xeon(R) E5-2620
2:40 GHz processor, 16 GB main memory, running on Ubuntu Linux3:16. The
apriori algorithm technique is implemented using Java programming language.
Datasets that are used for experimental evaluation are taken from Frequent Item-
set Mining Dataset Repository(fimi) fimi.ua.ac.be/data/. The chosen datasets
are Mushroom, Chess, Retail, and T10I4D100K, which are not probabilistic
datasets. These datasets include transactions with varying number of items,
where the chess and mushroom datasets has fixed number of items per transac-
tions. Also, mushroom and chess data sets share higher number of similar items
between their transactions. Whereas, T10I4D100K and Retail datasets do not
share many similar items between their transactions and they are less intense
than Chess and Mushroom. The characteristics of these datasets are shown in
Table 5.

Table 5. Characteristic of datasets

Dataset Number of items Number of transactions Average length

Chess 75 3196 37

Mushroom 119 8124 23

T10I4D100K 870 100000 10

Retail 16470 88162 10

Considering the size of the datasets and their intensity, we set a default value
for each parameter differently on each dataset. This was because a default value
for one dataset was not meaningful for the other one. The θ and δ values that
we used in our experiments are shown in Table 6.

6.2 Correlation Types

Based on the conditional probability values we can analyze the dependencies
between the tuples under the following three cases. When one of the two or
more customers make a buying decision, other customer(s) will make a buying
decision based on it. If the second decision maker makes the same buying decision

2 Jaccard(A, B) = |A∩B|
|A∪B| , where A and B arenot empty and 0 ≤ Jaccard(A, B) ≤ 1.
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Table 6. θ and δ threshold for Chess, Mushroom, T10I4D100K, and Retail datasets.

Dataset Positive correlation Negative correlation Partial correlation

θ δ θ δ θ δ

Chess 30% to 50% 0.3 5% to 50% 0.3 5% to 50% 0.3

Mushroom 1% to 30% 0.3 1% to 20% 0.3 1% to 15% 0.3

T10I4D100K 0.015% to 0.060% 0.3 0.005% to 0.060% 0.3 0.003% to 0.020% 0.3

Retail 0.01% to 1% 0.1 0.01% to 1% 0.1 0.01% to 0.09% 0.1

as the first one, we call it positive correlation, while if the second one makes an
opposite buying decision, it is called negative correlation and finally if the first
one’s decision does not directly influence the second one’s decision we call it
partial correlation.

6.3 Correlated Probabilistic Dataset Generation

Correlated probabilistic datasets are generated in the following two steps. In the
first step, we group transactions that share the highest number of same items
by using Jaccard index. To prevent complexity, we restrict our correlation rules
to be in length two. The pair-up process starts with picking one transaction
and scanning the database for finding the most similar transaction to it. The
transactions that share similar items copied into a new file, with one transaction
is adjacent to another. This process recursively continues until all transactions
are paired up with one of the other transactions. During this process, every
transaction is used only once. Secondly, we go through each correlation rule and
add a probability value to each item of the transactions from [0.01, 0.99] except
the common items. For the common items probability values are given according
to each case that is described in Subsect. 6.2. For example, under the positive
correlation, common items were given same randomly chosen probability value
of p from [0.01, 0.99].

6.4 Experimental Evaluation

Minimum support threshold (θ) and frequentness probability threshold (δ) are
two parameters that influence the number of frequent itemsets. We test their
influence by keeping one of them at a fixed value and changing the value of the
other one. For each pair of θ and δ, we compare the number of frequent itemsets
that obtained from both DAG-R CPDM and independent model. Upon the fre-
quent itemsets are obtained, Jaccard index was used to compare the similarity
of sets of itemsets. We choose the minimum length of the itemsets to be three,
to apply Jaccard index. This is because sets of itemsets that has length one and
length two have most of the common items, so almost all sets of the itemsets
had high Jaccard similarity values between them.

The common observation that we got from our experiments is that the Jac-
card index values are getting closer to zero (or become zero) when the length of
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Fig. 3. Jaccard index values vs varying θ for negative correlation, positive correla-
tion and partial correlation respectively on Retail dataset (first column) and Chess
dataset(second column).

the itemsets are getting bigger. This was because the number of frequent item-
sets that we find under DAG-R CPDM was greater than or equal to the number
of frequent itemsets that we found under the independent model. This result
supports our claim that assuming independence would cause incorrect results,
as in this case, we may miss some of the frequent itemsets.



96 Y. A. Kalaz and R. Raman

Fig. 4. Jaccard index values vs varying δ for negative correlation, positive correlation
and partial correlation respectively on Retail dataset (first column) and Chess dataset
(second column).

In our experiments, we were able to capture Jaccard index values up to
length ten itemsets for Mushroom and Chess data sets. Whereas, for Retail
and T10I4D100K we could not capture any Jaccard index values above length
six. This was because the first two datasets are denser and share more similar
items between their transaction, i.e., more correlated. Due to the difficulty of
illustration, we only show Jaccard index values up to length five on the graphs.
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Experimental results that we found for Retail dataset were close to the results
of the T10I4D100K dataset, and similarly, experimental results of Chess dataset
were close to Mushroom dataset’ results. That is why we only show results for
Retail and Chess datasets.

Effect of Minimum Support Threshold. Figure 3 shows Jaccard index values
between sets of itemsets with respects to θ in Retail and Chess datasets. As
it can be seen from graphs, the Jaccard index values are lower when the length
of the itemsets increased. Whatsmore, for Chess dataset, Jaccard index values
stay at zero for varying θ values. This is because under independent model we
were not able to find any frequent itemsets w.r.t. high θ values.

Effect of Frequentness Probability Threshold. Figure 4 shows Jaccard index values
between sets of itemsets w.r.t. δ. The Jaccard index values are close to zero, its is
because DAG-R CPDM was able to find the higher number of frequent itemsets
than the independent model. Especially for the Chess dataset, we were able to
find large number of frequent itemsets under high minimum support and varying
frequentness probabilities, which were not captured by the independent model.

7 Conclusion

In this study, we have shown that the DAG-R correlated probabilistic database
model allows us to capture dependencies between transactions. Experimental
results show that this model is able to find frequent itemsets that can not be
caught by independent model. In addition, if there is no correlation rules defined
this model will also find independent frequent itemsets. On the other hand, min-
ing frequent itemsets with this model left us in an NP-complete problem when
there are multiple dependencies between different database items. A solution to
this problem was limiting the number of transactions in each correlation rules
and excluding these transactions from others. Considering that people in real
world are significantly influenced by limited number of people around them,
these restrictions that we applied to the model should not affect it’s applicabil-
ity to real world data.
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Abstract. Recently, a number of data fusion systems have been pro-
posed that offer conflict resolution as a mechanism to integrate con-
flicting data from multiple information providers. State-of-the-art data
fusion systems largely consider claims for a data item to be unrelated
to each other. In many domains, however, the observed claims are often
related to each other through various entity-relationships. We propose
a formalism to express entity-relationships among claims of data items
and design a framework to integrate the data relationships with existing
data fusion models to improve the effectiveness of fusion. We conducted
an experimental evaluation on real-world data, and show that the perfor-
mance of fusion was significantly improved with the integration of data
relationships by (a) generating meaningful correctness probabilities for
claims of data items, and (b) ensuring that the multiple correct claims
output by the fusion models were consistent with each other. Our app-
roach outperforms state-of-the-art algorithms that consider the presence
of relationships over claims of data items.

1 Introduction

With the advent of the collaborative web, while innumerable data providers
furnish increasing amounts of information on diverse data items, often there
is little to no restraint on the quality of data from different providers. Data
sources often provide conflicting information either unknowingly (e.g., failing
to furnish updated data, making errors during data collection, copying from
other sources) or deliberately (e.g., to mislead facts). A number of data fusion
techniques have been proposed [1] to resolve data discrepancies from disparate
sources and present high-quality integrated data to users. Recently, [2,3] stud-
ied the problem of dependence among sources in the context of data fusion
whereas [4,5] studied the interdependence among data items in the fusion of
spatial and temporal data. However, the space of existing associations between
claims of data items has largely been unexplored. Failing to acknowledge these
relationships has been observed to account for as much as 35% of false negatives
in data fusion tasks [6]. The rich space of relationships among claims of data
items makes it challenging to distinguish correct from incorrect information as
illustrated next.
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Table 1. Table shows five websites providing information about music genres of four
songs. Correct claims are marked with a (*).

ID Data item S1 S2 S3 S4 S5

O1 Silent night Christmas Pop* Pop/Rock*

O2 Feel it still Pop* {Alt Pop Rock*, Rap} Rock* Pop/Rock* Pop*

O3 Perfect Pop* Classical Pop/Rock* Classical

O4 Unforgettable Rap* {Pop, Alt R&B*} Classical Hip Hop*

Example 1. Consider an example of information provided by five websites on
music genres of certain songs (Table 1). Sources provide conflicting information
for the same data item, e.g., S2 provides Christmas as the genre for song Silent
Night whereas S3 claims it to be Pop and S4 provides Pop/Rock as the genre.

Claims for data items exhibit various entity-relationships: (a) Sometimes,
claims are hierarchically related, e.g., Pop/Rock is a sub-genre of genres Pop
and Rock whereas Alt R&B has stylistic origins in Hip Hop; (b) a claim may be
referred to by different names, e.g., in the context of music, Hip Hop and Rap are
widely considered to agree with each other; (c) claims may be mutually exclusive
to other claims. For example, the song Unforgettable may not be simultaneously
of the Classical and the Hip Hop genres. Note that entity-relationships among
claims can be obtained from domain-specific databases (e.g., structured vocabu-
lary input [7], map databases) and general purpose knowledge bases [8,9]. (The
relationships among claims for this example have been obtained from DBpedia [9]
and AllMusic1, the popular online music guide.)

Single-truth data fusion models [2,10] mostly regard claims to be mutually
exclusive while some consider implications (or similarities) among the various
observations. The approaches adopt ad hoc measures, such as string edit dis-
tance, difference between numerical values, and Jaccard similarity, to identify
whether or not one claim implies another. These measures, however, may not
be directly applicable to data that exhibit relationship semantics different from
notions of implications addressed in prior work, e.g., when claims are real-world
entities related to each other beyond string edit-distance. On the other hand,
multi-truth fusion models [3,11] completely disregard the existence of relation-
ships among claims of data items. Implications between observations may offer
completely new scenarios in the multi-truth setting, e.g., integrity constraints
may mandate that multiple true claims be associated to each other.

Furthermore, the correctness probabilities produced by different data fusion
models often do not reflect the true likelihood of a claim being true: without any
integrity constraints, a data fusion model may generate correctness probabilities
such that for the song Perfect, sub-genre Pop/Rock rather than genre Pop has a
higher probability of being correct. However, since the latter is a broader genre,

1 www.allmusic.com.

www.allmusic.com
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one would expect it more likely to be true. Existing data fusion models do not
account for these kinds of constraints on the correctness probabilities of claims.

Given the knowledge of how different music genres are related to each other,
a data fusion system that considers Pop and Pop/Rock to be distinct genres (for
the song Perfect) would benefit from the knowledge by re-evaluating the cor-
rectness probabilities of these claims and by reconsidering claims provided by
sources S2 and S4 to improve the output of fusion on other data items. There are,
however, certain challenges in integrating the domain knowledge information on
entity-relationships among claims with the data fusion process. First, there can
be permutations of agreement or disagreement among sources at different granu-
larities of information. For example, sources may: (a) agree on a broader concept
but disagree on specifics, (b) agree on a specific concept and disagree on broader
ones, or (c) may not reach a consensus at any granularity. A näıve solution will
gather evidence for and resolve the ‘general’ claims; however, the downside to the
approach is that while we gain confidence about broader claims, no additional
evidence is obtained on the correctness of specific claims. Second, existing data
fusion models vary widely in their underlying conflict resolution mechanisms
(e.g., Bayesian-based, optimization-based, probabilistic-graphical-model-based).
We need a way to represent the data relationships that facilitates seamlessly
integrating it with the various fusion models. To address the aforementioned
issues, we require principled strategies to represent the domain knowledge infor-
mation on relationships among claims and leverage it effectively to jointly assess
data sources and infer correctness probabilities of claims.

In this paper, we address the problem of integrating entity-relationships
among claims with data fusion process to improve the effectiveness of existing
data fusion models. Our main contributions can be summarized as follows:

• We propose to represent the knowledge of data relationships among claims in
the form of an arbitrary directed graph. We outline pre-processing steps for
effective representation and efficient traversal of the graph (Sect. 4).

• We propose an approach to integrate the directed graph of data relationships
with existing data fusion models and propose an algorithm to leverage the
graph to generate consistent correct claims for each data item (Sect. 5).

• Our experimental evaluation on real-world data shows the applicability of
our approach to a wide range of data fusion models and demonstrates that
incorporating the domain knowledge of entity-relationships among claims can
significantly improve fusion results (Sect. 6).

2 Related Work

Data Fusion. The problem of conflict resolution as a way to integrate conflicting
data from a multitude of data sources has been extensively studied, and a number
of data fusion systems have been proposed in the past [1].

The present work provides a general framework to effectively integrate rela-
tionships among claims of data items with existing data fusion models.



102 R. Pradhan et al.

Leveraging Data Correlations. The problem of dependencies and correla-
tions among data sources has been studied in the context of data fusion [2,3]
whereas correlations between data items have been explored during the fusion
of spatial and temporal data [4,5].

While the hierarchical structure of relationships among object labels has
been studied extensively in the past, especially in the area of image annota-
tion [12] and classification [13], it has not been exploited fully in data fusion.
Few single-truth data fusion systems (that assume each data item to have a single
correct claim) have found the approach of considering implications or similar-
ities between claims to improve the effectiveness of fusion [2,10]; the adopted
techniques, however, are limited to ad hoc similarity measures between claims.
Multi-truth models [3,11], on the other hand, do not consider any associations
among claims of data items.

The closest to our work is [14] that proposed using information on partial
ordering among claims to discover truth from synthetically generated data and
showed that considering partial ordering reduces the error-rate of source quality
estimation. Their approach, however, does not capture relations other than par-
tial ordering, e.g., it does not address representation of relations among claims
that are equivalent to each other or are mutually exclusive. Moreover, in a bid to
limit overestimation, the approach does not take the partial order into account
for evaluating source metrics, and considers it partially in determining correct
claims of data items resulting in a low overall recall for fusion.

Extracting Entity-Relationships. The present work does not focus on mod-
eling the entity-relationships for integration with data fusion. With the unde-
niable success of large-scale knowledge bases [8,9] and the ongoing research on
learning entity-relationships [15,16], our framework relies on knowledge bases
and domain-specific databases to extract the relationships among claims of data
items. The extracted relations are then fed into the data fusion framework to
improve the effectiveness of fusion.

3 Problem Formulation

We consider database instance D, data fusion model F and binary relation R
denoting the entity-relationships among claims of data items in D, and formulate
the problem of leveraging relation R to improve the effectiveness of fusion.

Data Model. Let S = {S1, . . . , Sn} be a set of sources that provide claims
about data items in set O = {O1, . . . , Om}. For a particular data item, say
Oi, Si = {Si

1, S
i
2, . . .} denotes the ordered list of sources that provide claims

ψi = {ψi
1, ψ

i
2, . . .} about Oi, where source Si

j provides claim ψi
j . The set of

unique claims of Oi is denoted by Vi = distinct(ψi) = {v1
i , . . . , v

|Vi|
i }. The set

of sources that provide claim v ∈ Vi is represented by Si(v) ⊆ Si, and the set
of claims that Sj provides for Oi is denoted by Vi(Sj) ∈ Vi. We represent the
observations and distinct claims of data items in O by Ψ = {ψ1, . . . , ψ|O|} and
V = {V1, . . . , V|O|}, respectively.
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Example 2. Consider data item O2 in the example presented in Table 1. ψ2 =
{Pop, Alt Pop Rock, Rap, Rock, Pop/Rock, Pop} is the ordered list of claims
made by sources in S2 = {S1, S2, S2, S3, S4, S5}, where source S3 provides claim
Rock. Also, V2 = {Pop, Alt Pop Rock, Rap, Rock, Pop/Rock}. For data item O2,
the set of sources for claim Pop is denoted by S2(Pop) = {S1, S5}.

Definition 1. A database D is a tuple 〈O,S, Ψ, V 〉, where O is the set of data
items, S is the set of sources, V = {V1, . . . , V|O|} is the set of claims, and
Ψ = {ψ1, . . . , ψ|O|} is the set of observations for all data items.

Definition 2. A data fusion system F is a function that takes database D as
input and outputs a set of probability assignments P denoting correctness prob-
abilities of claims and source quality measures QF :

F : D → 〈P,QF 〉

where ∀Oi ∈ O, P (vk
i ) = pk

i ∈ [0, 1] is the correctness of claim vk
i , i.e., the

probability that claim vk
i ∈ Vi is correct and ∀Sj ∈ S, QF

j is a vector indicating
the quality of source Sj.

Definition 3. A binary relation R ⊆ V × V denotes the entity-relationships
among claims V = {V1, . . . , V|O|} of data items in O.

Problem Statement. It is required to develop a relation-aware data fusion
framework, denoted by FG , that integrates data fusion model F with relation R
to infer the correctness probabilities of claims in database D.

4 Exploring Entity-Relationships

In this section, we review the various entity-relationships existing between claims
of data items and propose a formalism to express the prior domain knowledge
of entity-relationships among claims.

4.1 Observations

As an extension to existing relationships among real-world entities, we observe
subsumption, overlaps, equivalence and disjointedness among claims of data
items (also detailed in Example 1). In the following, we provide an intuition
of what these relationships mean in the context of correctness of claims:

Subsumption/Overlaps. A claim may be part of one or more claims, e.g.,
Pop and Rock, as music genres, are generalization of the Pop/Rock genre.
Any source that provides Pop/Rock definitely agrees with the Pop and Rock
genres. We say that genre Pop/Rock implies or supports genres Pop and Rock.
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Equivalence. Real-world entities may be referred to differently by different
sources and contexts, e.g., Hip Hop music is referred to as Rap in some cul-
tures and contexts. Therefore, any source that provides Hip Hop as a genre
agrees with Rap and vice versa. The relation between such claims elicits a
bidirectional implication, i.e., both the claims imply each other.

Mutual exclusion. In certain settings, the correctness of a claim may require
all other claims to be declared false. For example, a song-listing integration
system may mandate that a song be either of genre Alt R&B or Classical but
not both. Therefore, if Alt R&B is considered the correct genre for data item
O4, Classical cannot be correct and vice versa.

From these observations, we recognize two themes, namely implication and
mutual exclusion, in the relationship among claims of data items. Implication
summarizes subsumption, overlaps and equivalence relationships, and indicates
claims that can be correct or incorrect at the same time. Mutual exclusion dic-
tates the set of claims that cannot be simultaneously correct.

4.2 Relationship Model

Based on these two themes, we define relation R ⊆ V ×V to describe implication
(relationship) between two claims: that is (u, v) ∈ R if and only if u implies or
supports v. We observe that R is reflexive, transitive and neither symmetric
nor antisymmetric (because given (u, v) ∈ R, (v, u) may or may not exist in
R). Relation R can be represented in the form of a directed graph G = (V, E)
where V = V , i.e., vertices in G represent the set of distinct claims in V and
edges in E represent the relation between claims at the corresponding vertices.
∀(u, v) ∈ R,∃(u, v) ∈ E denoting the fact that claim represented by vertex u
supports that represented by v. In the rest of the paper, where applicable, we
will use claim v ∈ V and the vertex represented by claim v ∈ V interchangeably.
Subgraph Gi = (Vi, Ei) ⊆ G represents the relations over claims of data item Oi.

Following standard graph notation, if e = (u, v) ∈ E , then v is a parent of u
and u is a child of v. If there is a path from u to v (denoted by u � v), then v
is an ancestor of u and u is a descendant of v. An arbitrary directed graph thus
defined captures the observed relations among claims in the following way:

Implication relation is captured by reachability among vertices. If u � v in G,
then u implies or supports v. Under this definition of implication,
1. v represents coarser information than u and encapsulates subsumption.
2. Overlapping claims have a common descendant. Formally, u overlaps with

v if there exists w such that w � u and w � v.
3. If u � v and v � u, then u and v represent equivalent claims such that

G contains a cycle which is incident with both u and v. Equivalent claims
are represented by equivalence classes of vertices in G.

Mutual exclusion is expressed by identifying claims that do not have a common
descendant, i.e., u and v are mutually exclusive if �w such that w � u and
w � v.
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Fig. 1. Figure on left shows the directed graph G of entity-relationships among claims
of data items as shown in Table 1. The shaded subgraph denotes relations between
claims specific to data item O4. Figure on right shows modified graph GT obtained as
transitive reduction of the equivalent acyclic graph of G.

A directed graph (defined as above) over the claims of a data item presents
general to specific information as we move from its root (top) to leaves (bottom).
When claims are not related, G = (V, E) can be seen as a graph with claims as
vertices with no edges in between, i.e., E = ∅.

Example 3. Figure 1a shows the directed graph of relations over claims of data
items in Table 1. Rock and Pop are overlapping claims that have a common
descendant: Pop/Rock. Hip Hop and Rap are considered equivalent claims as they
are on a cycle incident with both the claims. Moreover, claims Rap and Christmas
are mutually exclusive because they do not have a common descendant.

Removing Redundancies. The aforementioned directed graph representation
can have a large number of redundant edges and vertices as illustrated next.
Consider subgraph G2 = (V2, E2) ⊆ G consisting of claims of data item O2.
Since edge (Alt Pop Rock, Pop/Rock) ∈ E2 and edge (Pop/Rock, Rock) ∈ E2,
by transitivity, Alt Pop Rock � Rock causing edge (Alt Pop Rock, Rock)∈ E2

to be redundant. Furthermore, in the subgraph G4 = (V4, E4) ⊆ G of claims of
data item O4, claims Hip Hop and Rap are in the same equivalence class and
therefore, can be represented by a single vertex.

We process graph G = (V, E) in the following two steps to achieve a concise
representation that facilitates effective summarization and efficient navigation:

1. Redundant Vertices. We remove redundant vertices in V by forming the
equivalent acyclic graph [17] of G, denoted by G∗ = (V∗, E∗). Vertices in G∗

represent equivalence classes in G and edges in G∗ represent edges between
the equivalence classes. G∗ can be obtained by identifying strongly connected
components [18] of G. Consider vertices u, v ∈ V. Let u∗ and v∗ respectively
represent the equivalence classes for claims u and v in G∗ = (V∗, E∗). For
u∗ 
= v∗, if ∃(u, v) ∈ E , then edge (u∗, v∗) ∈ E∗. Note that G∗ may still have
redundant edges because of the transitivity property.
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2. Redundant Edges. We identify the unique transitive reduction [17] of G∗,
denoted by GT = (V∗, ET ) ⊆ G∗. GT has no redundant edge, i.e., for u, v ∈ V∗,
if v is not a parent of u and u � v, then edge (u, v) /∈ ET . Transitive reduction
GT has the fewest possible edges and has the same reachability relation as G∗.

Subgraph GT
i = (V ∗

i , E∗
i ) ⊆ GT represents the transitive reduction of Gi.

Figure 1b shows the graph obtained after processing directed graph in Fig. 1a.

Complexity Analysis. Equivalent acyclic graph G∗ is obtained in O(|V| + |E|)
time [18] whereas transitive reduction GT can be derived in O(|V|β) steps [17]
where β ≥ 2. Note that processing directed graph Gi depends only on the number
of distinct claims for data item Oi (which is usually not very large) and not on
the number of sources that provide information on the item.

In the rest of this paper, we use G to represent the modified directed graph
representation GT and Gi to denote GT

i .

Supporting and Supported Claims. To integrate directed graph G with
existing data fusion models, we need to identify the following two sets of claims
for each claim v ∈ Vi: (a) set of claims in Vi that support v, denoted by δ(v,Gi);
and (b) set of claims in Vi that v supports, denoted by α(v,Gi). After identifying
the vertex or equivalence class in Gi that v belongs to, we add claims in the
equivalence class and claims that are its descendants in Gi to δ(v,Gi), and
add claims in the equivalence class and claims that are its ancestors in Gi to
α(v,Gi). The notion of supporting and supported claims will be used in Sect. 5.1
to estimate source qualities and correctness of claims.

5 Integration with Data Fusion

Given the entity-relationships among claims as described in G (obtained in
Sect. 4), in this section we outline the steps for leveraging G to resolve conflicts
during integration of data from multiple sources. We first describe how existing
data fusion models can be modified in the presence of G and then discuss how
to utilize G to determine correct claims for data items.

5.1 Revised Data Fusion Methodology

To determine which of the provided claims are correct and which incorrect,
state-of-the-art data fusion models [2,3,10] consider sources to play a pivotal
role and usually function in two steps: first, obtain source quality estimates; sec-
ond, compute the correctness of claims based on the computed source qualities.
Given a data fusion model F , characterized by computations of source quality
measures QF and correctness of claims P , we describe how to modify these two
computations for F given directed graph G over claims of data items.

• Estimating Source Quality. Existing fusion models evaluate sources either
in terms of a single measure (e.g., accuracy [2], trustworthiness [10]) or mul-
tiple measures (e.g., precision, recall, accuracy, false positive rate [3,11]).
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Table 2. Claims provided or supported by source S2.

ID Vi(S2)
−→
Vi(S2) Correct

O1 Christmas Christmas Pop, Pop/Rock

O2 Alt Pop Rock, Rap Alt Pop Rock, Pop/Rock,
Pop, Rock, Rap

Alt Pop Rock,
Pop/Rock, Pop, Rock

O3 Pop Pop Pop/Rock, Pop

O4 Pop, Alt R& B Pop, Alt R& B, Hip Hop,
Rap

Alt R&B, Hip Hop,
Rap

The quality of source Sj , denoted by QF
j , is measured based on Vi(Sj), the

set of claims that Sj provides for data item Oi ∈ O.
In the presence of entity-relationships among claims, a source, in addition to
claims directly provided by it, also implicitly supports claims that are sup-
ported by the provided claims. Therefore, QF

j depends on claims in Vi(Sj) and
claims supported by those in Vi(Sj). Given directed graph Gi ⊆ G for data
item Oi, claim v ∈ Vi(Sj) supports claims in α(v,Gi) (Sect. 4). Consequently,
we replace Vi(Sj) by

−→
Vi(Sj) = {α(v,Gi) | v ∈ Vi(Sj)} in the computation of

QF
j . Clearly, Vi(Sj) ⊆ −→

Vi(Sj).

Example 4. Consider source S2 in Table 1. Using the modified directed graph in
Fig. 1, we observe that S2 supports claims as shown in Table 2. Note that for
each data item, we only consider the modified directed subgraph over claims of
that particular data item, e.g., since claim Hip Hop /∈ V2, we do not consider
that Rap supports Hip Hop in the context of data item O2.

Comparing Table 2 with Table 1, we observe that out of the 11 claims S2

supports, 8 are correct resulting in a precision (fraction of claims provided that
are correct) of 8/11 = 0.73. Its recall (fraction of correct claims provided) is
8/11 = 0.73 as it provides 8 out of the 11 listed correct claims. Note that in the
absence of knowledge of relations among the claims of data items, the precision
and recall of S2 would be 3/6 = 0.5 and 3/11 = 0.27, respectively.

Procedure EstimateSourceQuality outlines pseudocode for estimating source
quality measures given a fusion model and claim relationships. Note that when
training data is available, P (v) is defined for items in the training data and QF

is computed over those items. Otherwise, QF is initialized to random values, and
source quality and claim correctness are estimated iteratively.

• Estimating Correctness of Claims. The second step in data fusion models
estimates the correctness of claims by utilizing the estimated source quality
measures. The correctness of claim v ∈ Vi, denoted by P (v), is computed
in terms of the quality measures of sources in Si(v), the set of sources that
provide v. Claims provided by good sources are considered more likely to be
correct than those provided by poor sources.
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Procedure EstimateSourceQuality

Input: Database D, directed graph G, fusion model F , claim correctness P
Output: QF , quality measures of sources
for s ∈ S do

for Oi ∈ O do−→
Vi(s) = {α(v, Gi) | v ∈ Vi(s)}
for v ∈ −→

Vi(s)) do
Compute QF (s) according to F based on P (v)

Intuitively, the correctness of claim v should depend not only on sources that
provide v but also on sources that implicitly support it – the latter can be
identified by identifying claims that support v. Given directed graph Gi ⊆ G
for data item Oi, claim v is supported by claims in δ(v,Gi). In estimating
the correctness of v by a particular data fusion model, we replace Si(v) by
Si(−→v ) = {Si(u) | u ∈ δ(v,Gi)}. Again, Si(v) ⊆ Si(−→v ). This step ensures
that general claims gather greater evidence with support from specific claims
and have higher correctness probabilities than them.
In the presence of directed graph Gi, instead of computing the correctness
of each provided claim for data item Oi, we compute the correctness of each
vertex in Gi. Doing so, we avoid having to separately estimate the correct-
ness of equivalent claims. Procedure EstimateClaimCorrectness outlines the
pseudocode for computing correctness probabilities given the knowledge of
relations among claims.

Procedure EstimateClaimCorrectness

Input: Database D, directed graph G, fusion model F , source measures QF

Output: P correctness probability of claims
for Oi ∈ O do

for claim v ∈ Vi do
Si(−→v ) = {Si(u) | u ∈ δ(v, Gi)}
for s ∈ Si(−→v ) do

Compute P (v) according to F based on QF (s)

Given observations ψ, data fusion model F and directed graph represen-
tation G, as discussed above, we integrate G with the processes of estimating
source quality measures and correctness of claims. We present the pseudocode
for modifying F using G in Algorithm 1.

Iterative fusion models [2,10] randomly initialize source quality estimates
and iterate over lines 1 and 2 until QF converges. When ground truth data is
available, fusion models [3] utilize it to compute source quality estimates.
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Algorithm 1. ModifyDataFusion

Input: Database D, directed graph representation G, data fusion model F
Output: P correctness probabilities of claims

1 QF = EstimateSourceQuality(D, G, F , P )

2 P = EstimateClaimCorrectness(D, G, F , QF )

5.2 Determining Correct Claims

Having obtained the correctness probabilities, single-truth fusion models will
consider claim with the highest probability to be correct and multi-truth fusion
models will consider claims with probability greater than a threshold (usually
0.5) to be correct. However, determining correct claims in the standard manner
has certain limitations: (a) single-truth fusion models will miss multiple correct
claims, and (b) multi-truth fusion models may output correct claims that are
indeed constrained to be mutually exclusive.

To address the aforementioned issues, given correctness probabilities P and
directed graph G, we describe the steps to determine correct claims for data
items in Algorithm 2. Lines 4–6 identify root nodes of the directed graph Gi over
claims of data item Oi. Lines 8–10 consider the vertex with maximum correctness
probability, currentNode, to be correct and add claims in currentNode to the
list of correct claims for data item Oi. The algorithm then identifies children
nodes of the selected vertex for further traversal and repeats lines 8–10 until a
leaf node (i.e., vertex with no children) is reached.

Algorithm 2. DetermineCorrectClaims

Input: Directed graph representation G, correctness probabilities P
Output: V ∗, set of correct claims for data items in O

1 for Oi ∈ O do
2 Initialization: considerNodes = ∅; V ∗

i = ∅
3 Let Gi = (Vi, Ei) ⊆ G be the directed graph over claims in Vi

4 for vertex V ∈ Vi do
5 if � {(V, b) ∈ Ei} then
6 considerNodes = considerNodes ∪ {V } /* identify root nodes */

7 do
8 currentNode = argmax

w∈considerNodes

P (w)

9 for claim v ∈ currentNode do
10 V ∗

i = V ∗
i ∪ {v}

11 considerNodes = children of currentNode

while ( ∃u | (u, currentNode) ∈ Ei)
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6 Experimental Evaluation

This section presents an empirical evaluation of the proposed approach on a
real-world dataset. Our objectives are: (1) to assess the effectiveness of using
the knowledge of entity-relationships among claims in improving the accuracy
of existing data fusion models, and (2) to compare the effectiveness of using
arbitrary directed graphs against existing approaches that consider prior domain
knowledge of entity-relationships among claims of data items.

Competing Methods

We evaluate the effectiveness of using the domain information on entity-
relationships among claims on the following single- and multi-truth data fusion
models:

Voting: Näıvely assumes correct data to be more frequent than inaccurate data
and considers the most frequent claim of a data item to be correct.

TruthFinder [10]: Iteratively computes trustworthiness of sources and confidence
in claims, and selects claim with the highest confidence to be correct.

ACCU [2]: Iteratively computes accuracy of sources and correctness of claims by
assuming only one claim of a data item to be correct and rest incorrect.

PrecRec [3]: Computes source quality metrics assuming access to ground truth
for a subset of data items and uses the estimates to determine correctness of
claims. The method outputs multiple correct claims for a data item.

We further compared our approach of using arbitrary directed graphs (denoted
by DG) to the partial ordering solution [14] (denoted by PO). We implemented
all the algorithms in Java.

Performance Metrics

To evaluate effectiveness of the approaches, we present results according to their
precision, recall and F 1-score. We measure the precision of an approach as the
fraction of claims output by the algorithm that are indeed true. Recall is mea-
sured as the fraction of all correct claims that are output by the particular
algorithm. We measure the overall performance of an approach in terms of the
harmonic mean of its precision and recall, that weighs the two metrics evenly(
i.e., F1 = 2.precision.recall

precision+recall

)
.

% inconsistency: We use the entity-relationships among claims of data items
to measure the fraction of pairs of claims considered correct by a data fusion
model that are unrelated and inconsistent with each other.
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Table 3. Effectiveness of data fusion models on Restaurants. Multi-truth fusion model
PrecRec is effective in identifying correct claims but outputs claims that may be incon-
sistent with each other.

Voting TruthFinder ACCU PrecRec

Recall 0.210 0.243 0.251 0.919

Precision 0.758 0.874 0.904 0.835

F1 0.329 0.380 0.393 0.875

% inconsistent - - - 0.146

Real-World Data

We conducted experiments on the Restaurants dataset in [19] that lists informa-
tion on restaurants in New York’s Manhattan area as provided by 12 sources.
We observed that the locations of these restaurants are conflicting but related
and, therefore, chose to determine their correct values for the snapshot of data
collected on the last available date (3/12/2009).

We identified restaurants by their names and removed those that were chains:
if a single source provides inconsistent claims for a restaurant, we consider it to
be a chain that may have multiple locations and remove all instances of such
restaurants. For example, if a source provides two neighborhoods or two street
addresses for the same restaurant, we consider the possibility that it is part of
a chain of restaurants. The resulting dataset had 11, 589 unique restaurants (we
collected ground truth for 500). It should be noted that, we assume sources to
be self-consistent (i.e., a source by itself does not provide inconsistent claims)
and ignore errors arising during data collection by humans and sensors.

We extracted the different granularities of locations for restaurants as pro-
vided by sources into separate claims. For example, claim “357 East 50th St,
Midtown East” was broken down into claims: 357 East 50th St and Midtown
East. We extracted relations among the claims using Wikipedia 2 and corrob-
orated with DBpedia and Google Maps. Using the neighborhood definitions,
we extracted relations of streets and avenues with neighborhoods. We identified
∼1% of restaurants for manual review of relations. Their claims included build-
ings that were represented by alternate street addresses because of the difference
in data collection strategies of different sources.

As a result of inconsistencies across data sources, the resulting directed graph
of relations among claims is not just a tree (as in the partial order solution [14])
but can be any arbitrary directed graph with cycles. A partial ordering solution,
therefore, will not be directly applicable to resolve such conflicting data.

The Case for Consistency. To demonstrate the need for approaches that gen-
erate consistent correct claims, we run the described data fusion models (Voting,
TruthFinder, ACCU and PrecRec) on Restaurants and report their performance as
measured by precision, recall and F1-measure in Table 3. We observe that while
2 https://en.wikipedia.org/wiki/List of Manhattan neighborhoods.

https://en.wikipedia.org/wiki/List_of_Manhattan_neighborhoods
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the multi-truth model (PrecRec) is, expectedly, able to retrieve a larger fraction
of correct claims, it is less accurate than the single-truth models TruthFinder and
ACCU. We dig deeper into the recall of PrecRec and observe that ∼15% of pairs
of claims considered correct by PrecRec are, in fact, inconsistent with each other
(similar results were obtained with synthetic data). The reason for this behav-
ior is that the model considers most of the claims to be correct but is unable
to distinguish correct from incorrect information. Moreover, the other methods
output a single true claim, and hence are inadequate for the current problem.
This experiment proves that multi-truth data fusion models are not sufficient
for such interrelated data, and that there is indeed a need for approaches that
present consistent and accurate data to users.

Effectiveness of Using Data Relationships During Fusion. We evaluate
the advantage of using the knowledge of relations among claims of data items
over the effectiveness of different data fusion models. In particular, we have
three goals: (a) to evaluate whether the knowledge of relations among claims
improves fusion results, (b) to compare the two approaches, PO and DG, and (c)
to evaluate how the different data fusion models perform with the knowledge of
relations.

Table 4. Effect of integrating the entity-relationships among claims on the effectiveness
of different fusion models.

Voting TruthFinder ACCU PrecRec

PO DG PO DG PO DG PO DG

Recall 0.889 0.950 0.876 0.939 0.797 0.940 0.889 0.954

Precision 0.948 0.951 0.939 0.941 0.954 0.944 0.956 0.957

F1 0.917 0.950 0.906 0.940 0.868 0.942 0.921 0.956

We present in Table 4, the results of using DG and PO, entity-relationships
among claims, in conjunction with the data fusion models. Comparing the results
with Table 3, we find that leveraging data relationships results in an overall
improvement in the precision, recall and F1-measure of all data fusion mod-
els. The reason for this improvement is that using the knowledge of entity-
relationships among claims: (a) single-truth fusion models are converted into
multi-truth models, thus retrieving more than one correct claims for each data
item and resulting in higher recall, and (b) proper traversal of the graph struc-
tures results in less false positives compared to that obtained without the infor-
mation on relations.

In Fig. 2, we compare how the entity-relationship models (PO and DG) fare
in conjunction with different data fusion models. Since PO does not support par-
tial orders between claims that result in graphs with cycles, to evaluate PO, we
removed edges on cycles in the directed graphs. To determine correct claims in
PO, we set the probability threshold, θ = 0.05, i.e., claims with correctness prob-
ability higher than 0.05 are considered correct. While both approaches exhibit
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Fig. 2. Comparing relationship models PO and DG during fusion of Restaurants. For
PO, we set probability threshold θ = 0.05.

comparable improvement in precision, DG has consistently higher recall for cor-
responding data fusion models. This is because DG considers a wide range of
relations existing among claims whereas PO is limited only to hierarchies and
leaves out ancestors of an overlapping claim that are not reachable from the par-
ent of the claim in question. With an increase in the value of θ, we observe that
PO is able to retrieve far fewer correct claims than DG (a difference of around
20% in recall when θ = 0.1 and ∼70% with θ = 0.3).

It is worth mentioning how the data fusion models compare against each other
in the presence of information about relations. Unsurprisingly, our best case is
using DG with PrecRec, when we have access to ground truth for computing
source quality measures and have all the information on relations among claims,
thus outperforming the other data fusion models across all performance metrics.
This is in line with earlier efforts in data fusion that emphasize upon the need
for accurate initialization of source quality metrics toward obtaining superior
fusion results. It is, however, interesting to note that with the knowledge of
data relationships, even the most näıve data fusion technique (Voting) achieves
significant improvement in precision and recall – it outperforms state-of-the-art
multi-truth model PrecRec that has access to ground truth but no access to
domain knowledge (comparing Voting + DG in Table 4 vs. PrecRec in Table 3).

Experiment Takeaways. (1) Leveraging the knowledge on relations among
claims improves fusion results. (2) Arbitrary directed graph representation DG
is more effective at identifying correct claims than partial ordering solution PO.
(3) Unsupervised data fusion models (Voting, TruthFinder, ACCU) perform com-
parable to supervised models (PrecRec) with DG. This experiment gives rise to
an important result: in the presence of domain knowledge, we may not need
sophisticated models or ground truth to benefit from the domain knowledge.

7 Conclusions

In this paper, we proposed a formalism to express the prior knowledge of entity-
relationships among claims of data items that enables representing a wide range
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of relationship semantics existing between claims. We designed a framework
to integrate the data relationships with the process of fusing conflicting data
from disparate sources. We demonstrated the applicability of our approach to a
number of existing fusion models, evaluated our approach against other meth-
ods that incorporate such relation information in the data, and showed that,
compared to other methods, our algorithm achieves significant improvement in
fusion results. The effectiveness of our approach depends on completeness of the
extracted knowledge and can be improved by accounting for ambiguity in rela-
tions. Moreover, directed graphs formalize binary entity-relationships that could
be improved with more expressive knowledge representation formalisms (e.g.,
logic-based, conceptual graphs). We plan to explore these issues in future work.
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Abstract. There are two design methodologies to maintain the single version of
the truth in Data Warehouses. Inmon’s approach builds a consolidated enterprise
DW represented as an ER diagram. Data marts are derived from this and rep-
resented as facts and dimensions. Kimball’s approach builds a bus of data marts
represented as multi-dimensional model that rely on conforming facts and
dimensions. However, recent proposals integrate the requirements using the
notion of early information. We explore this option by first building a model of
early information. The concepts of this model are used in developing an auto-
mated conflict resolution mechanism for integration of early information.
Finally, we propose an algorithm for the conversion of integrated early
requirements into its multi-dimensional form.

Keywords: Early information � Multi-dimension model � Integration
Data marts � Conflicts � Consolidation � Star schema

1 Introduction

At the core of data warehouse design is the notion of the single version of the truth
(SVOT). In Inmon’s approach [1], the enterprise wide data warehouse (EDW) that
captures the SVOT is represented in ER form [2]. Data marts obtained from the EDW
are represented in multi-dimensional form. Techniques like [3, 4] perform this con-
version. In the approach of Kimball [5], the SVOT is represented in multi-dimensional
form and relies on the notion of a bus of data marts. The bus comprises of conformed
facts and dimensions across data marts. The pros and cons of the two approaches have
been discussed in [2].

A number of techniques exit for obtaining conformed facts and dimensions [6–9].
Recently, a proposal has been made to move integration from the design phase into the
requirements phase [10]. This means that instead of conforming facts and dimensions
of data marts D1 and D2, the requirements R1 of data mart D1 and R2 of data mart D2
are integrated. The authors of [10] express requirements as ‘early information’; the
early information has been variously described as [11, 12] fuzzy, first cut, and
unstructured. The SVOT is obtained by doing pair-wise integration of requirements.

The integration process [10] starts with identifying the two pieces of early infor-
mation (EI) to be integrated and finding correspondences between them. Now, if the
two pieces are exactly the same, then only one copy of EI is saved. If not, the conflict
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resolver is used to resolve conflicts. Finally, the information collator collates the
information to give us integrated early information. At the core of the integration
process is the conflict resolver. However, the approach to conflict resolution outlined in
[10] is semi-automated and requires a fair amount of manual intervention.

Once the requirements have been integrated, the next question is how can we arrive
at the facts and dimensions of the DW to-be? [12] follows the approach of Inmon
where integrated early information is first converted into ER schema from which facts
and dimensions are identified. If Kimball’s design is to be adopted then there is a need
to convert the integrated early information into multi-dimensional schema directly.

We explore the direct conversion alternative in the paper. The early information
model is discussed in the next section of the paper. The integration problem is to take
two instantiations and remove conflicts between them. We propose an automated
conflict resolution mechanism in Sect. 3. Thereafter, in Sect. 4, we propose an algo-
rithm for the conversion of integrated early requirements into its multi-dimensional
form. We conclude the paper in Sect. 5.

2 The Early Information Model

As mentioned above, an instantiation of the early information model yields the
requirements of a data mart. That is, the model provides the concepts in terms of which
data mart requirements can be expressed.

Figure 1 describes our early information model. As can be seen, information is of
three types aggregate, detailed and historical. When information is detailed then it is at its
lowest grain. For example, suppose a hotel chain has to purchase beds for all its branches.
Detailed information will reflect the beds purchased for each branch of the hotel.

A second type of information is aggregate information. Aggregate information is
summarized information. It can be obtained from detailed information or from previ-
ously aggregated information. Generally, aggregations come to us as functions like
sum, count, min, max etc. This is shown in Fig. 1 by the relationship function-of

Fig. 1. The early information model
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between aggregate information and information. An example is total number of beds
purchased by the hotel group.

There is a third type of information which is Historical and has two properties.
Duration tells us the duration for which this information needs to be kept in the DW to-
be and Time unit tells us the temporal unit of capturing this information namely daily,
monthly, yearly etc.

Information can also be computed from other information (Fig. 1). For example,
profit per transaction is information calculated from the difference between sales price
and cost price.

Figure 1 also shows that information takes values from a value set. Information can
be categorized by category as shown by the information-category relationship in Fig. 1.
Let us say that the information is about patient admissions. This can be categorized
ward wise and department wise. Figure 1 also shows that categories have attributes
associated with them. This tells us the descriptive properties of category.

An inter category relationship, ‘contains’, has also been defined. For example, in
the example considered above, there are two categories, department and ward and a
ward is contained in a department or a department ‘contains’ wards.

The requirements engineer during the requirements engineering task instantiates the
information model of Fig. 1. Let us consider the following instantiation. A hospital
keeps information about the time spent for consultation which is calculated as the time
difference between registration and consultation. Assume that waiting time for all
patients visiting a unit and a department is required. Daily information is to be
maintained and information for 5 years is to be kept. When we instantiate the model of
Fig. 1 with this, we obtain the following:

For the rest of this paper we will refer to this information as EI1.

3 Integration of Early Information

The early information, in accordance with the model of the previous section, is to be
structured in multi-dimensional form. However, first early information pieces have to
be integrated together. As stated in the Introduction, we concentrate on developing
processes and algorithms for automated conflict resolution.

Information: Time spent for consultation 
Computed from: Time of registration; Time of consultation;  
Category: Department Contains Unit; Patient 
Categorized by :  

< waiting time, patient> 
< waiting time, unit> 
< waiting time, department> 

Attributes: (1) Department Attributes: Name 
     (2) Unit Attributes: Name 

    (3) Patient Attributes: Registration number, Name, Age, Gender 
History Time Unit and Duration: Daily; 5 years 
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We find the following types of conflicts:

I. Name conflicts: Naming conflicts arise when same information is referred to by
different names. Name conflicts can be between categories or between information
that is to be integrated. Conflicts can be due to either Homonyms or Synonyms.
Synonyms are two or more names referring to the same concept. Schema inte-
gration literature [13] suggests many ways of resolving name conflicts. Of these,
we have adopted the use of thesaurus for our work.

II. Information Type conflicts: These conflicts arise if in one case information is of
detailed type and in another of aggregate type or vice versa.

It is preferred that simple information is stored in the DW to-be. Aggregates can
then be created at the level of BI tools. Thus, the type of information in the
merged early information will be detailed type.

III. Aggregate function conflicts: It may happen in some cases that both pieces of
early information agree that aggregate information is required but they may
differ in the type of aggregate function. For example, consider that revenue
generated lab test wise is to be kept in the DW to-be. One, say EIa, may require
the average revenue and the other, say EIb, may require total revenue which
indicates the application of function sum.

This conflict can be resolved by applying Algorithm 1 which says that if the
aggregate functions are different then integrated early information must be of type
detailed. This allows the different aggregate functions to be applied over the detailed
information. In other words, we record that the UNION of the functions is to be
applied.

Algorithm 1: Integration with aggregate function conflict 

Input: early information EIa and EIb
Output: integrated EI 

1: for Each pair of information, EIa and EIb do
2: if only one of either EIa or EIb has Function f(x) then
3: add Function = f(x) to EI 
4: EI:= whichever of  EIa or EIb is detailed information 
5:     end if 
6:     else if EIa has function f1(x) and EIb has function f2(x) then
7:         if f1(x) <> f2(x) then 
8: EI:= Detailed type 
9:             Function = f1(x) UNION f2(x) 
10: else keep one copy, say f1(x) 
11:      end if 
12: end for 
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IV. Category conflicts: Now, we consider Category conflicts. EI1 is the same as the
one illustrated in Sect. 2. Let EI2 capture information for distribution of personnel
in the various departments and units of a hospital. Personnel include patients,
doctors, nurses and record clerks. Thus, EI2 is detailed information categorized by
Doctor, Nurse, Patient, Record clerk, Department and Unit.

In other words, while EI1 categorizes information by ‘Department contains Unit’,
EI2 categorizes information by ‘Department’ and ‘Unit’. There is no contains rela-
tionship for EI2 between Department and Unit. We refer to these types of conflicts as
category conflicts.

We propose Algorithm 2 to convert sub category into category.

Algorithm 2: Sub category to Category conversion  
Input: category, c, contains subcategory, sc 
Output: sc as a category 

1: for each sc that is in ‘contains’ c 
2: new_category:= sc 
3:     Remove c Contains sc relationship 
4:     Add categorized by relationship <Information, new_category > 
5: end for

There can also be conflicts between the attributes of the same category. In this case,
the attributes of the integrated EI is the UNION of all the attributes of EI1 and EI2. In
other words, if EI1 has attributes (A1….An) and EI2 has attributes (B1….Bm) then EI
will have attributes (A1….An, B1….Bm).

V. Temporal conflicts: Here we consider differences in granularity between cate-
gories. Information at the lowest grain of the temporal unit needs to be maintained.

4 Deriving Multidimensional Schema from Early
Information

In order to progress with DW development, early information based on the information
model above has to be converted into a more structured form. We, in this section,
propose an algorithm to derive the multidimensional schema from early information.
The algorithm is shown below as Algorithm 3.
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Algorithm 3: Conversion of early information to multi-dimensional 
schema
Input: Early Information, I 
Output: Snowflake schema for I 

1: for Each early information, I do
2:     F:= createfact(I) 
3:     for Each computed-from,M, associated with I do
4: addMeasure(M,I); 
5:     for Each category, C associated with I do        
6: D := createDimension(C); 
7: if D does not exist then
8:        for Each attribute, A, linked to category C do
9:                 Add A to D as a Dimensional attribute 
10:             end for
11:             Link D to F;
12: end if 
13:         else Link already existing D to F and discard current D
14:    for Each category, cc, contained in C do
15:              SD = createSubDimension(cc) 
16:              if SD does not exist then
17:                  for Each attribute, A, linked to cc do
18:                      Add A to SD as a Dimensional attribute 
19:                  end for
20:                  Link SD to D 
21:          end if
22: else Link already existing SD to D and discard current SD 
23:         end for 
24:     end for 
25:     if History is to be maintained then 
26:         for Each D, linked to F, for which history is required do
27: Augment(D, timestamp) 
28:         end for 
29:        Add Dimension Date and link to F
30: end if 
31: end for 

For each piece of early information, I, the function createfact (step 2) takes I as the
argument and creates a fact of the multidimensional schema. Each element of the
‘computed from’ field of the early information, I, becomes measures of the Fact. Steps
3 and 4 show the same.

The createdimension function takes each ‘category’ of I and makes it into a
dimension. Internally, this function generates a surrogate key field for the dimension.
Attributes of the category become attributes of the dimension. The dimensions are then
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connected to the Fact (steps 5–13). Further, if any category has a ‘contains’ property
then createSubDimension creates a sub-dimension between the category and its con-
tained category. The attributes of the sub-dimension are obtained in a manner similar to
the one for obtaining attributes for dimensions (steps 14–24).

If history is to be maintained then the fact created is augmented to include a time
stamp, TS, by the Augment function (steps 25–31). Further, a Date dimension is added
to the schema.

Notice that due to the ‘contains’ relationship between categories, the resulting
multi-dimensional schema is a snowflake schema. Naturally, if there is no contains
relationship we obtain a star schema.

After we apply our algorithms of Sect. 3 and Sect. 4, we obtain the full schema
shown in Fig. 2.

5 Conclusion

We have taken forward the approach of developing a SVOT by the use of early
information. While earlier proposals did elicit requirements as early information, they
still relied on converting early information into an intermediate ER diagram. The ER
diagram would then have to be converted to multi-dimensional form for the data marts.
We have proposed algorithms to convert early information directly into multi-
dimensional form. Notice our approach is automated both in the integration stage as
well as in the conversion stage.
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Abstract. It becomes hard and tedious to easily obtain relevant deci-
sional data in large data warehouses. In order to ease user exploration
during on-line analytical processing analysis, recommender systems are
developed. However some recommendations can be inappropriate (irrele-
vant queries or non-computable queries). To overcome these mismatches,
we propose to integrate contextual data into the recommender system. In
this paper, we provide (i) an indicator of obsolescence for OLAP queries
and (ii) a context-aware recommender system based on a contextual
post-filtering for OLAP queries.

1 Introduction

A substantial effort of the scientific community in the last decades has been to
develop data warehousing and on-line analytical processing (OLAP) [1]. Data
warehouses (DWs) are built using materialized views [2] based on the multidi-
mensional model, which consists in describing data as a data cube [3]. Contem-
porary DWs form large multidimensional networks where it becomes hard and
tedious to explore and easily obtain relevant decisional data [4].

Context. One possible opportunity is to extend decision support systems with
recommender system approaches [5]. The recommendation approaches are popu-
lar to provide personalized results into large volumes of data [6]. However, there
is few research in the field of OLAP query recommendation [7,8].

Paper Issue. Although these approaches allow recommending queries for a
given user, the recommended queries may be not satisfactory because the solu-
tion space is limited to queries that existed in the past. The problem of out
of date recommended queries is the dissatisfaction of the recommender system
users. We identified two reasons for the dissatisfaction:

– Irrelevant queries for users, which are not used for long time. These old queries
may be considered out of date by users.

c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 127–137, 2018.
https://doi.org/10.1007/978-3-319-98812-2_9
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– Non-computable queries due to data updating: stored data are periodically
refreshed, and possibly updated.

Motivating Example. The illustrating example concerns a product company.
Users analyze quantities of sales of products according to time and stores. To
support this analysis, they query the DW (Fig. 1) where the analysis subject is
Quantity and the three available analysis axes are Store, Product and Time. Each
of them is organized according to a hierarchy of attributes, which represent vari-
ous granularities. OLAP analysis consists in applying different sessions of queries
on the schema defined above. After applying a user query, a recommender system
proposes different possible queries that can help the user in his/her analysis.

Given a user query qc and a set of past queries Ω that the recommender
system kept, recommending queries aims to provide a subset QR ⊆ Ω similar
to qc. QR = {(qri, σi) | σi ∈ [0..1] is a similarity value between qri and qc} is an
ordered set of recommended queries qri ranked to the more similar to the less
similar regarding to qc.

Suppose that, today, a user wants to know the quantity of beverages of the
range ‘Fanta’ sold in New York City and San Francisco in 2016 via the query qc

such that: qc = “Sales of Fanta in San Francisco and New York City in 2016”.
OLAP queries that can complete the analysis. To suggest additional queries, the
OLAP recommender system (RS) calculates similar queries denoted QR from
the set of stored past queries denoted Ω (previous launched queries between
2005 and 2017). The recommendations returned by the system may be QR =
{(qr1, 0.95), (qr2, 0.94), (qr3, 0.92)} where:

– qr1 = “Sales of Cola in New York City in 2012”
– qr2 = “Profits related to Fanta in New York City and San Francisco in 2016”
– qr3 = “Sales of Fanta in the store M1 of New York City”

Due to periodically refreshing, the DW only contains now products sold in US
from 2012 to 2017. In classical RS, the stored queries is kept with non-calculable
queries or it is cleaned by deleting out of date queries.

– qr1 is out of date because the query handles data related to 2012, which are
out of date for the user who focuses on 2016.

– qr3 is out of date because the store M1 of New York City is closed since 2011.
The M1 data no longer exist in the current DW.

Only Q′
R = {(qr2, 0.94)} is usable. Interesting queries, e.g. QR\Q′

R are lost
because part of data is not kept, and then it is not possible to calculate these
out of date queries. Here, qc is launched in 2017 and qr1 could be really inter-
esting for data related to 2016. In the same way, qr3 could be interesting for
data related to 2016 and either for another store(s), or cities. To overcome these
drawbacks, we intend to define an OLAP context-aware RS allowing the recom-
mendation of some past queries such as qr1 and qr3 that are out of date and/or
non calculable into classical RS. We want to extend classic RS where recom-
mended queries are extended with contextual data. In the example, qr1 and
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Fig. 1. Example of DW star schema Fig. 2. Our context-aware approach

qr3 could be reformulated. The RS may provide a set of contextualized queries
Qcxt = {(qcxt1, 0.99), (qcxt3, 0.96)} where:

– qcxt1 = “Sales of Cola in New York City in 2016”.
– qcxt3 = “Sales of Fanta in all stores of New York City”.

Finally, given a user query qc, and a past queries set Ω, our approach aims
at calculating Q′

R ∪ Qcxt = { (qcxt1, 0.99), (qcxt3, 0.96), (qr2, 0.94) }, where
Q′

R is the set of “usable” recommended queries and Qcxt is a set of out of date
queries that are contextualized to be relevant regard to qc. Figure 2 illustrates
the approach to extend the set of recommended queries by reformulating some
out of date queries (instead of delete these queries).

Paper Contributions and Organization. In this paper, we propose a
context-aware recommender system based on a contextual post-filtering for
OLAP queries where we contextualize queries recommended by a classic log-
based recommender system. The paper is organized as follows: Sect. 2 presents
the related work on OLAP recommender systems and Context-aware recom-
mender systems (CARSs). Section 3 details our indicator of obsolescence and
our OLAP queries CARS. Section 4 presents some experiments and results.

2 Related Work

In this section we present some related work about, OLAP recommender systems
(RSs) and Context-aware recommender systems (CARSs).

OLAP Recommender Systems. RSs are a particular form of information
filtering designed to present information items (e.g., movies, books, ... ) that
may interest the user. RSs have been studied in many fields, including cognitive
science, information retrieval, web and e-commerce. However, some works have
focused on recommendations in the field of data warehouses analyzed by OLAP
queries and proposed methods and algorithms to assist the user in her/his query-
ing process by proposing relevant queries (items). Among these, some focused on
exploiting user profiles and preferences [9], and others focused on the discoveries
made during analyses [10] as well as on exploiting logs containing sequences of
queries previously run by other users on the same cube [11].
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The quality of RSs may be measured by prediction/classification/ranking
accuracy, user coverage and recommendation diversity (see [12] for further
details). To the best of our knowledge, there does not exist any measure or
indicator verifying if the recommendations returned by a RS are out of date.

Context-Aware Recommender Systems. The probably most widely
accepted definitions of context is the one of [13] where: “Context is any infor-
mation that can be used to characterize the situation of an entity”. A key
accessor to the context in any context-aware system is a well designed model.
Some context modeling approaches exist [14,15]. Another complementary app-
roach is to incorporate context. [16] explains that CARSs “generate more rel-
evant recommendations by adapting them to the specific contextual situation
of the user”. Traditionally, the problem of recommendation can be summa-
rized as the problem of estimating scores for items that have not been seen
by a user, i.e. as a prediction problem where the RS predicts the user’s rat-
ings for a given item according to a user profile, it is a rating function:
rRS : Users × Items → Ratings [16]. With context, the rating function for
CARS becomes: rCARS : Users × Items × Contexts → Ratings [16]. Further-
more, the context can be incorporated in various stages of the recommendation
process: (i) pre-filtering, (ii) post-filtering, and (iii) contextual modeling [16].
Finally, [17] concludes that post-filtering seems to be the more efficient.

To the best of our knowledge, there exists no CARS in OLAP field. So, in
this paper, our goal is to propose a CARS based on a contextual post-filtering
for OLAP queries.

3 OLAP Queries Context-Aware Recommender System

3.1 Definitions

A N-dimensional Cube C has for schema C = 〈D1, ...,DN , F 〉 where: (i) For
i ∈ [1, N ], Di is a dimension, (ii) F is a fact containing the set of measures.

For a dimension D (of the cube C), having for schema an ordered list of m
attributes {Lj} (∀j ∈ [1,m], where m is the depth of the dimension). L1 is the
lowest granularity attribute. Each attribute Lj of the hierarchy is the child of a
single parent present at the level of granularity immediately higher Lj+1 of the
hierarchy. In the following, ADOM(D) =

⋃m
j=1 adom(Lj), where adom(Lj) is

the set of existing values of Lj on C and ADOM(D) is the set of all existing
attribute values of dimension D (on C).

Given a cube C = 〈D1, ...,DN , F 〉, a multidimensional query qM on C can
be represented as qM = 〈q1, ....qN 〉 where ∀i ∈ [1, N ] , qi is a relational query (to
obtain the values of the attributes of each dimension Di). Thus, qM = q1(D1) ×
... × qN (DN ) = ×N

i=1qi(Di).

3.2 ObsoIndic

As displayed in the previous section, there does not exist any indicator verifying
if recommended OLAP queries returned by a RS are out of data of use and/or
missing data. First of all, we give the definitions of some notations.
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– QR is the set of all possible recommended queries
– Q′

R is the set of computable recommended queries (Q′
R ⊂ QR)

So, we define a new indicator for OLAP queries log-based RS, ObsoIndic
that measures the number of recommended queries that are obsolete of use (i.e.
“old”/irrelevant) or obsolete of data (i.e. non-computable) in relation to the total
number of recommended queries such that:

ObsoIndic =
|QR| − |Q′

R|
|QR|

where ObsoIndic ∈ [0; 1] and the lower the value, the higher the non-obsolescence
of the recommendations.

For example, according to the motivating example (Sect. 1), the log-based
RS returns three recommendations (QR): qr1 , qr2 and qr3 where qr1 and qr3 are
out of date. Our indicator is: ObsoIndic = 3−1

3 ≈ 0.666: more than 66% of
the recommended queries are irrelevant or non-computable. So this RS needs to
enhance its process by integrating our context-aware approach.

Fig. 3. Our proposition. Red arrows are inputs and Blue arrows are execution (Color figure
online)

3.3 Global Process

Unlike classic approaches, ours aims at recommending queries that did not exist.
Starting from log-based recommended queries, our system exploits additional
information to obtain context-aware recommendations (not existing queries). In
fact, “old”/irrelevant queries will be updated and non-computable queries will
become computable. Our approach mixes decision making process, recommenda-
tion process and contextual data to help a decision-maker. We extend a classic RS
where returned queries are improved with contextual data. Then, the obtained
context-aware recommendations are returned to the decision-maker. Figure 3
displays this additional component. During the recommendation process, the
OLAP query, qc, launched by the decision-maker (i) is logged, (ii) updates the
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context and (iii) is the input of the RS. Then, the log-based RS returns a set of
recommended queries QR = {qri

}. Our proposition starts from this point: the
contextualization process. Each query qri

of QR is processed. Then:

1. the query qri
can be processed and is not out of date, in which case, this

query is added to the final output QRcxt
, or

2. the query qri
is out of date, in which case, this query does require some

updates according to a given context and the new context-aware query qcxti

is added to the final output QRcxt
.

Finally, this set QRcxt
= {qri

} ∪ {qcxti} of context-aware recommendations is
returned to the decision-maker.

Specifically, given a current query qc, and Ω the set of all past queries (query
log), the log-based RS proposes a set of recommended queries QR ⊆ Ω that
can follow qc in an analysis session. The set QR is composed of queries qri

(∀i ∈ [1; |Ω|]) dated ti (see Recommendation process part of Fig. 3). Ω can
contain relatively old or even obsolete queries. In our approach, to overcome
these two cases of obsolescence (because of using only the contents of a log Ω),
we want QRcxt

⊆ Δ (where Δ represents all the queries that can be launched
on the cube C1 (Ω ⊂ Δ)). So when the queries qri

recommended for qc are not
out of date, we do not act. By cons, when queries qri

are considered out of date,
we want to contextualize them. What we mean by “context-aware queries” is,
intuitively, to put the queries “in the style of today”. More formally, we have
to modify each obsolete query to make them relevant and appropriate to the
specific context of the current query qc (see Contextualization process part of
Fig. 3). In more details, during the contextualization process, there are two steps:
(i) Processing the qri

and (ii) Contextualizing the obsolete qri
.

3.4 Defining/Modeling Context

The context is a set of contextual information [18]. To take fully account of the
context of OLAP analysis, we represent it using 5 categories of elements (accord-
ing to [19]): Time, Individuality, Relations (between users), Activity, Material.

Context modeling is still complicated given the nature of the data and/or
contextual information: the model must be able to manage various data sources,
their quality and lifetime heterogeneity and their imperfect nature [20]. Accord-
ing to [21], only the ontological model allows a good partial validation of the
data and a good formalization of the model. Thus, we use the general ontology
of [19] regrouping the five categories.

3.5 Contextualization Process

The contextualization process can be modeled as an algorithm where the inputs
are the set QR of recommended queries returned by the classic log-based RS
(during the recommendation process), the log of queries Ω, the cube on which
queries are launched, some contextual data/information and the obsolescence
threshold. Concretely, for each recommended query qri

of QR:
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– when qri
is computable and obsolete of use (isObsoleteU ), the RecCxtOld

function updates qri
into qri

(cxt) which is added to the final set QRcxt
;

– when qri
is computable and not obsolete of use, qri

does not require any
update and is added to the final set QRcxt

;
– when qri

is not computable, the RecCxtData function updates qri
into

qri
(cxt) which is added to the final set QRcxt

.

Finally, the set QRcxt
of context-aware recommendations is returned by our

following Algorithm which complexity is O(|QR| × t × k × |Ω|3) where |QR| is
the number of queries in QR, t is time to calculate the more complicated query,
k is the number of clusters and |Ω| is the size of the query log Ω.

Algorithm. Context-aware recommended queries: CarsOlap
Require: C1 the cube on which queries are launched

QR : the set of recommended queries returned by the log-based recommender system
Context : contextual data/information (ontology)
Ω : the log of queries
ObsoTh : the obsolescence threshold

Ensure: QRcxt : the set of context-aware recommended queries
QRcxt = ∅
for each qri (∀i ∈ |QR|) do

if qri ⊂ C1 (computable on C1) then
if isObsoleteU(qri , Ω, ObsoTh) then

Obsolescence of use/irrelevance:
QRcxt ← QRcxt ∪ RecCxtOld(qri , Context, Ω, ObsoTh, C1)

else
QRcxt ← QRcxt ∪ qri

end if
else

Obsolescence of data (non-computable):
QRcxt ← QRcxt ∪ RecCxtData(qri , Context, C1)

end if
end for
Deleting duplications
return QRcxt

The boolean isObsoleteU(q,Ω,ObsoTh) function returns true when the
query q has not been launched in Ω since a certain time (ObsoTh is a threshold,
Sect. 4.2 shows how to define its value).

The RecCxtOld(q, Context,Ω,ObsoTh,Cube) function updates the query
q which is obsolete of use with the contextual data Context. If the query
q contains a selection on some temporal levels, the corresponding values are
replaced/upgraded with the TIME category of the Context, by keeping the time
span between the time the query q was launched and time selections. If the
query q does not contains temporal selections, the k-medoid clustering algo-
rithm is used to partition the more recent queries of the log Ω (according to the
threshold ObsoTh). Each cluster clj is represented by a specific query : qj

med.
Then, the query q is replaced by the more similar qj

med. Only if the obtained
context-aware query is computable on Cube and can be displayed1 (according
to the MATERIAL category of the Context), it is returned by the system.
1 Note that the obtained context-aware query may be update by rolling-up, level by

level, until the query can be displayed (according to the MATERIAL category) .
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The RecCxtData(q, Context, Cube) function updates the query q which is
non-computable on Cube, with the contextual data Context. If it is a schema
problem, i.e. some levels do not exist or are not accessible, and the corresponding
dimension exists, then, the query q rolls-up to the ‘ALL’ level of this dimension.
If it is an other schema problem, i.e. some dimensions do not exist or are not
accessible, then this dimension is removed from q and some constraints are added
through the INDIVIDUALITY category of the Context. If it is a data problem,
i.e. some values of levels do not exist or are not accessible, and the corresponding
level exists, then, all the existing values of the level are displayed and some
constraints are adding through the INDIVIDUALITY or TIME categories. Only
if the obtained context-aware query is computable on Cube and can be displayed
(see footnote 1) (according to the MATERIAL category ), it is returned by the
system.

4 Experiments

We present the results of the experiments we have conducted to assess the capa-
bilities of our framework. We used synthetic data produced with our own data
generator [11]. Both our prototype and our generator are developed in Java
using JRE 1.6.0-27 with Postgres 9.1.10 and Mondrian 3.3.0.14703. All tests are
conducted with a Core i5-2520M (2.5 Ghz × 4) with 8 GB of RAM using Linux
Ubuntu 12.04.

4.1 Data Set

The process of synthetic log generation is detailed in [11]. Our experiments are
conducted with the log-based RS prototype: RecoOLAP [22].

4.2 Results

Obsolescence Threshold. Obsolescence and freshness were studied in the
case of OLAP queries [23]. Here, we attempt to experimentally determine the
threshold value of obsolescence of a query log. We make 10 successive 10-fold

Fig. 4. F-Measure of the recommendations for the 10 validations
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Fig. 5. User feedback analysis (% of pertinent recommendations, left: for each of the 5 cases

and right: for different status of responders).

cross validation. First, the generated set of sessions is partitioned, according to
the seniority of the sessions in the log, in 10 equally sized subsets, i.e. 10 deciles.
We then make a 10-fold cross validation with the 10 deciles. For each such session
sc of size n, we use the sequence of the first n − 1 queries as the current session,
and we compute the recommendations for the n-th query. The generated log
contains 610 queries (100 sessions).

Figure 4 shows the inverse cumulative frequency distribution of the recorded
F-measure for the 10 validations (d1-10 is the log with 100 sessions, d1-9 contains
the 9 more recent deciles, 90 sessions, ... and d1 contains the more recent decile,
10 sessions). This experiment allows us to tune our system in order to choose for
the obsolescence threshold the value that achieves best F-measure. First, note
that these good results can be explained by the density of the log generated.
Second, as many machine learning systems, the more logs are large, the better
the quality. So it is normal that d1 − 10 obtains the best results. In the case of
d1, the log is small but provides a relatively good quality (over 70% of sessions
have a F-measure ≥ 0.8). From d1 − 2 to d1 − 5, less than 60% of sessions reach
a F-measure ≥ 0.8 (which is not satisfactory). Starting from d1 − 6, results are
correct (and close to those of d1), we can conclude that we must keep at least
the 6 first deciles. Finally, the obsolescence threshold can be defined as 6

10 , e.g. if
the log sessions spread over 10 years, sessions/queries over 6 years are obsolete.

User Feedback. User feedback is weakly used to evaluate RSs, due to the dif-
ficulty of setting up a protocol and/or the one to involve users (who find the
task time-consuming), but a user feedback evaluation allows to position the user
at the heart of the evaluation knowing that the vocation of the RS is to satisfy
the user. In order to test the quality of the context-aware recommendations, we
established a protocol of tests conducted with 72 real users2 on the FoodMart
dataset3. Starting from a session of queries (where goal is explained), users are

2 Students, researchers, professionals from different French universities and enterprises
- Master 1 students: 21%, Master 2 st.: 61%, researchers: 15% and professionals: 3%.

3 http://mondrian.pentaho.org.

http://mondrian.pentaho.org
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offered 3 recommendations (note that users do not know which system returned
which recommendation) from (i) the log-based RS (RecoOLAP), (ii) our propo-
sition, CarsOLAP, (iii) taken at random from the log. Users should choose which
recommendation seems the most relevant for each of the 5 cases4. Figure 5 shows
that whatever the case and whatever the responder’s status, CarsOLAP’s recom-
mendations are always the most pertinent (more than 50% even more than 80%).
Notice that professionals never chose a recommendation obtained by random.

According to this feedback analysis, it seems that recommendations obtained
with our proposition, CarsOLAP, a CARS based on a contextual post-filtering,
are more relevant than recommendations obtained with a classic log-based RS.

5 Conclusion

In this paper, we exposed the limits of classic log-based RSs when recom-
mending OLAP queries. Indeed, recommended queries can be irrelevant or non-
computable. In order to overcome these limitations, we propose (i) an indicator
of obsolescence and (ii) to enhance these systems (especially when our indicator
value is poor), a process for contextualizing recommended queries and develop a
CARS. In OLAP area, we model the concept of Context as an ontology including
five categories of elements: Individuality, Activity, Time, Relations and Material.
Our contextual post-filtering approach couples a classic recommendation process
and a contextualization process where recommended queries returned by classic
RS are contextualized to obtain context-aware recommended queries. This allows
the system to recommend more relevant and context-aware recommendations.

As future work, we intend to perform experiments on real datasets and scale
them up. Some experiments will be perform on more or less obsolete datasets to
compare results and, obtain user feedbacks to compare the recommendation
quality. Our CARS should be applicable both to detailed as well as aggre-
gated data. Our system must be able to choose whether the query runs or
not on detailed data or on aggregates. In the same way, our system should
remove irrelevant aggregates and/or create new ones. Finally, other approaches
can be proposed to modeling and integrating context into CARSs, taking into
account for example, the multidimensional nature of context. Furthermore, we
hope that RSs will become more than context-aware RSs and perhaps even
context-driven RSs.
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Abstract. The Agri sector has shown an exponential growth in both the
requirement for and the production and availability of data. In parallel
with this growth, Agri organisations often have a need to integrate their
in-house data with international, web-based datasets. Generally, data is
freely available from official government sources but there is very little
unity between sources, often leading to significant manual overhead in the
development of data integration systems and the preparation of reports.
While this has led to an increased use of data warehousing technology
in the Agri sector, the issues of cost in terms of both time to access data
and the financial costs of generating the Extract-Transform-Load layers
remain high. In this work, we examine more lightweight data marts in
an infrastructure which can support on-demand queries. We focus on the
construction of data marts which combine both enterprise and web data,
and present an evaluation which verifies the transformation process from
source to data mart.

1 Introduction

Agri companies are increasingly making use of data analytics and data warehouse
technologies. Start-ups and research groups are emerging for the purpose of
addressing the need for data analytics unique to the Agri sector [1,7]. Extract-
Transform-Load (ETL) as a framework for data integration gained popularity
in the 1970’s and quickly became the standard process for data integration.
Traditional ETL grabs a ‘snapshot’ of the source data at given intervals, be
it daily, weekly etc. and updates the data warehouse or data marts [14]. This
happens pro-actively at these intervals and all the source data is extracted,
transformed according to relevant rules and loaded into a warehouse where it
remains until it is needed for user queries. The primary issue with this approach
is that it is very costly in terms of both time and resources. As the integration
effort is generally significant, it is not easy to modify the ETL system, meaning
that the addition of new sources is a major task.
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Motivation. The Kepak Group [6] is a leading Irish meat producer and our
industry partner and provided the business requirements that drive our case
study for this project. Using one of these requirements, we have specified a data
mart to be built and populated using our ETL framework. It is often the case
that only a small subset of all the data loaded is actually required for a user’s
query. However, the user must still wait for the loading of the data update in
its entirety [5], a burden for data scientists who require near real-time data to
make predictions. Traditional ETL is typically run on a batch basis, for example
on a weekly or daily schedule. All of the data from the input data source(s) are
transformed and loaded to the target warehouse, with no regard for how, when
or if it will be used at query-time. This is less than ideal for two main reasons:
it is heavy on resources and creates redundancy; this time-consuming process
also means that the warehouse is constantly out of date. In [5], researchers focus
on shortening the update interval using Active Warehousing. However, doing so
increases the burden on the transactional and analytical databases, as it requires
performing more frequent extractions, scheduled concurrently with the frequent
loads, while still not addressing the issue of redundancy in the data.

Contribution. In this paper, we present a new framework which presents a
more lightweight approach to the ETL process. The framework also provides
a methodology to integrate unknown data sources, from both enterprise and
web environments. With the aid of an (Agri) ontology and transformation tem-
plates, the Transform and Load components are used to populate the data marts
directly. As the process is largely automatic, it has a significant benefit to end
users who can import new data into data marts for analysis and predictions.
However, this fast transformation of unknown sources may introduce errors and
thus, our evaluation contains validation routines to verify transformed data.

Paper Structure. The remainder of this paper is structured as follows: In
Sect. 2, we present a review of related research in this area; Using a real world
case study from a test application developed with our industry partner, Sect. 3
shows our approach to importing new data sources; Sect. 4 continues the case
study with a description of data mart construction and population; in Sect. 5, we
present our evaluation which validates our transformation process; and finally,
in Sect. 6, we present our conclusions.

2 Related Research

As the primary focus of this paper is to build an automated ETL process to
combine web and enterprise data into data marts, we focus on similar work in
this area. While data integration is now a well-understood problem and ETL
architectures comprise mature processes, research into systems that attempt a
form of auto-integration between enterprise and web sources, or web sources
alone, remains topical.

In [10], the difficulty in automating a process to assign the mappings and
transformations required for ETL is addressed. While information about the
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semantics of the data, the necessary constraints and requirements may be hard
to find or unreliable, the design of an ETL process hinges on this information.
Therefore, the authors propose making use of an ontology in order to provide
this domain-specific information to drive the transformation stage of the ETL
process. Our approach also requires a domain-specific ontology to drive the trans-
formation stage of the ETL process but we propose a number of metadata struc-
tures drawn from the ontology for a more lightweight ETL process which can
support on-demand querying.

In [13], the authors present an ontology-based agricultural knowledge fusion
method based on recent advances in the area of data fusion such as the semantic
web. Their ontology defines an integrated hierarchy of agricultural knowledge:
definitions and relationships. The purpose was to use an ontology to drive a
knowledge fusion method to resolve disparity when integrating Agri data sources
to create knowledge as well as analyse the data. We also make use of an ontol-
ogy but instead combine it with transformation templates to resolve the hetero-
geneities between enterprise and web sources.

In [2], researchers focus on reducing latency in the data warehouse as a
decision-making tool. Similar to our work, they regard the creation of a real-
time data warehouse as a continuous data integration environment and end-to-
end automation of the ETL process. They propose an architecture that facilitates
a more streamlined approach to ETL by moving the data between the different
layers of the architecture without any intermediate file storage. However, data is
loaded as it becomes available and not as it is needed by the user. Our approach
populates data marts from the Data Lake as they are required by the end user.

3 Data Importation Process

In traditional ETL systems, warehouse updates occur on a periodic basis through
the ETL process and normally represents a significant overhead. The various
components of Extract, Transform and Load are separated in our framework
where the Extract process imports to the Data Lake only and involves the use
of a Metabase as a management tool for the Data Lake.

3.1 Data Lake Storage

A Data Lake is a repository for large amounts of data from multiple sources,
wherein the data is stored in its native format. This makes it a very lightweight
and low-overhead data storage area. In our system, we adapt the concept slightly
and perform a very simple transformation on each of the imported datasets,
which are then stored as sets of attribute-value (A-V) pairs.

When a new data source is imported, metadata is recorded as an Import
Template, and updated again when the data is transformed, queried and/or
loaded. The Import Template then can provide the system with basic details
(metadata) of the source data. An example of the Import Template can be
found at [9].
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3.2 Transformation

A transformation template (Transformer) is created for each individual data
source and it stores each of the native terms used in the data and maps each
of them to a standard term. In this research, we are using the Agri warehouse
model described in [8]. All data marts must conform with the common model:
they are cubes derived from the base schema. The base schema is a star schema
comprised of 24 dimensions and 26 fact tables.

The output of the following 5-step process is a dataset which is ready to load
into the data mart. Given a set S = {(A1, V11), (A1, V12), (A1,V 13 )...(A4, V43)}
1. Retrieve attribute-value pair.
2. Map attribute to standard term found in Transformer.
3. Map value to standard term found in Transformer.
4. Create transformed attribute-value pair.
5. Update Import Template to indicate transformation status.

3.3 Load

The Load process initiates a MySQL Insert statement and populates parameters
before execution. Both the Import Templates and the Transformers are used
again in the Loading process. To fulfil the Load process, the set of transformed
attribute-value pairs are first split into batches, where each batch contains a
single item of each measure and its associated dimension data. These are then
used to populate a MySQL command to insert data to the data mart. The
Import Template informs the process of the size of each batch and the target
mart. Further details of the Transformation and Loading workflows can be found
at [9].

4 Data Mart Construction

4.1 Overview

Kepak, our Agri business partner, have a requirement to analyse trade prices of
beef commodities and wish to do so using their own enterprise data, combined
with selected web based information. The 5 data sources are described below
and, in the following section, we provide details for the Eurostat import and
transformation process.

– The Eurostat [4] website is the source for EU trade data which is publicly
available.

– The United States Department of Agriculture (USDA) [12] publishes Agri
trade data figures which can be downloaded in bulk.

– StatCan [11] is the Canadian National Statistics agency and publishes eco-
nomic, social and census data.

– Comtrade [3] is the U.N. international trade statistics database.
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– Kepak Group [6] have exported from their own operational databases.

The above sources provide dimensional data to the following source
attributes:

– reporter: the country that is reporting this data
– partner: the country with whom the reporter is trading
– product: the commodity being traded
– flow: the direction of the trade, i.e. imports or exports.

All sources additionally have a time attribute but the date dimension in the
warehouse is static and pre-populated with a fixed range of dates before loading
time. Therefore, it is not part of the evaluation process presented in Sect. 5. All
web sources use trade weight, measured in either tons or kg, and trade value,
in their local currency, as their measures. The enterprise data uses both of these
along with two additional measures: offcut value and yield.

Beef trade data is extracted from each of these sources. This data will
then populate a beef trade data mart with the following dimensions: dim geo,
dim trade product, dim trade flow, dim date monthly; and measures:
trade weight, trade value, offcut value and yield. Both the reporter and
partner source attributes will populate the dim geo dimension.

4.2 Details for Eurostat Import

The input for this process (Fig. 1) is a file download from the website. Example 1
shows a single row of the Eurostat data in the attribute-value pairs which is the
format for the Data Lake.

Fig. 1. Eurostat web output

Example 1. Eurostat data in Data Lake
S={(PERIOD, 201708),

(DECLARANT LAB, France),
(PARTNER LAB, Netherlands),
(FLOW LAB, EXPORT),
(PRODUCT, 2011000),
(PRODUCT LAB,CARCASES OR HALF-CARCASES OF BOVINE ANIMALS,
FRESH OR CHILLED),
(INDICATORS, QUANTITY TON),
(INDICATOR VALUE, 198.6) }
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4.3 Eurostat Transformation Process

The input for this process is the Eurostat data in its Data Lake format, as seen
in Example 1. For each attribute and value, the Eurostat Transformer supplies
the standard term which should replace it (though it is not always the case that
the source’s original term is different from the standard term). The output of
this process is seen in Example 2.

Example 2. Eurostat data after Transformation
S’={ (yearmonth, 201708),

(reporter, FRANCE),
(partner, NETHERLANDS),
(flow, exports),
(product code, 2011000),
(product desc,CARCASES OR HALF-CARCASES OF BOVINE ANIMALS,
FRESH OR CHILLED),
(unit, ton),
(value, 198.6) }

5 Evaluation

As with any automated transformation process, validation of the process itself is
crucial. The goal of this paper is on the overall framework which moves data from
source to data mart and the focus of the evaluation to validate transformations.
This involves two sets of experiments: the first validates that all measure data
was loaded correctly in its entirety from source to (warehouse model) data mart;
the second validates that dimensional data underwent valid transformation. Pos-
sible states that may result during the Loading of both fact and dimension tables
are:

– Attribute error: A mismatch between a data point from the source file and
the data mart because dimensions were extracted from the Data Lake in the
wrong order. This could occur with both dimensional and measure data.

– Value error: Missing values where a value is accidentally skipped during the
Loading process means that the datasets have different cardinalities. This
could occur with both dimensional and measure data.

– Transformer error: Errors during creation of the Transformer means that
the data is incorrectly NULL. This can only occur for dimensional data.

– True: The validation test passes.

Measure Validation: Ordered List Test. The purpose of the Ordered List
(OL) Test is to ensure that the correct number of data points were loaded to
the mart (no missing or duplicated data) and that values that should remain
unchanged, did so. The OL test runs against every measure in each of the data
sources. The inputs for this process are an ordered list of measure values obtained
from the Fact table, and an ordered list of measure values extracted from the
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source file. It tests for Attribute errors and Value errors, and returns True if
none are found.

Frequency Pattern (FP) Test for Dimension Values. Dimensional data
is treated as non-numeric and values may be required to change during the
Transformation process. The purpose of this test is to ensure that term trans-
formations are consistent. This test is run on every populated dimension. Two
sorted lists are constructed: the frequency count of all distinct dimensional values
found within the source file, and the distinct frequency count of all foreign keys
found within the fact table, both sorted in ascending order. If the frequencies of
the values are different, then either two source original terms have been mapped
to the same standard term or a single original term has been mapped to more
than one standard term, i.e. term mappings have not been consistent.

The two sorted lists are compared and tested for all of the potential errors -
attribute, value and transformer, and returns True if none are found.

5.1 Results Overview

The results of all validation tests run gave a result of 6 failures out of 28 tests
giving a success rate of 78.57%. On investigating the causes for the failures, all
the errors listed previously were found.

– Attribute error: For example with USDA, the dim trade product foreign
key was assigned to the dim trade flow value. This shows the importance
of importing the dimension values in the order in which they are expected to
populate the dimensions.

– Value error: For example with Comtrade trade value, a data point was
skipped as a result of an error during Loading.

– Transformer error: For the dimensional data of our business partner, there
is a high number of dimensions and not all were imported as the Agri model
did not capture this level of dimensionality.

5.2 Detailed Eurostat Results

The results for the validation of the Loading process for a Eurostat dimension
and a measure are given.

Figure 2 shows the Frequency Pattern of the product source attribute as
extracted from the dim trade product dimension for Eurostat. The label
trade product sk refers to the ID of the fact’s foreign key link with the
dim trade product dimension. It can be seen that the terms in the source
file and the transformed data in the data mart have the same frequency pattern
and that the source original terms were mapped correctly to a standard term.

For the sake of brevity, the entire results of the Ordered List tests on the mea-
sure will not be displayed. Instead we have summed the values of trade weight
from the source file (TWS) and the values of trade weight from the fact table
(TWF). ∑

(tws ∈ TWS) −
∑

(twf ∈ TWF ) = 0
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Fig. 2. Eurostat product dimension Frequency Pattern

The results of the Eurostat case study data shows that the data retains its
integrity throughout the ETL process and the original data could, if necessary, be
re-created from the data mart by reversing the transforms by the same process.
This supports our vision of a lightweight ETL process that makes use of metadata
structures, as opposed to a high-overhead traditional data integration process.

6 Conclusions

Data warehouses provide the basis for powerful analytical tools but are expensive
to build and support, and tend to be very slow to incorporate new data sources.
In this work, we looked at creating more lightweight data marts in order to
accommodate new data sources that are selected by end users. We presented a
framework which uses a common Agri model to which data marts must conform,
and a method to transform data sources into the conforming data mart. A real
world case study was specified by our Agri business partner which used their
own enterprise data together with 4 selected web sources. Our evaluation used
a number of validation techniques to ensure that data extracted from source
and loaded into data marts were accurate. An area of work not addressed in
this research is the automatic construction of the Transformer which is part
of current research. Our overall aim with this platform is to provide Query on
Demand data marts which extract from the data lake as required by the user.
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Abstract. FairGRecs aims to offer valuable information to users, in
the form of suggestions, via their caregivers, and improve as such the
opportunities that users have to inform themselves online about health
problems and possible treatments. Specifically, FairGRecs introduces a
model for group recommendations, incorporating the notion of fairness.
For computing similarities between users, we define a novel measure that
is based on the semantic distance between users’ health problems. Our
special focus is on providing valuable suggestions to a caregiver who is
responsible for a group of users. We interpret valuable suggestions as
ones that are both highly related and fair to the users of the group.

1 Introduction

During the last decade, the number of users who look for health and medi-
cal information has dramatically increased. However, it is still very hard for a
patient to accurately judge the relevance of some information to his own case
and to identify the quality of the provided information. The optimal solution
for patients, however, is to be guided by healthcare providers to more optimal
resources over the Web [1]. Delivering accurate sources to a patient, increases
his/her knowledge and changes the way of thinking which is usually referred as
patient empowerment. As a result, the patient’s dependency for information from
the doctor is reduced. Moreover, patients feel autonomous and more confident
about the management of their disease [9]. To achieve this, health providers have
the history of their patient’s and their interests, in order to make an informed
decision about the information that would likely be beneficial for the patients.
However, health providers have less and less time to devote to their patients. As
such, guiding each individual patient appropriately is a really difficult task. On
the other hand, the use of group-dynamics-based principles of behavior change,
have been shown to be highly effective in enhancing social support. In those
cases, a caregiver guides patient groups to more optimal resources over the Web.
However, if identifying online information content for a single patient is a difficult
task, identifying information for a group of participants is a really challenging
one.
c© Springer Nature Switzerland AG 2018
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To this direction, we focus on recommending interesting health documents
selected by health professionals, to groups of users, incorporating the notion of
fairness, using a collaborative filtering approach. Our motivation is to offer a list
of recommendations to a caregiver who is responsible for a group of patients.
The recommended documents need to be relevant, based on the patients current
profiles. To exploit patients profiles, we use the data stored in their personal
health-care record (PHR) data. These patients do not necessarily suffer from
the same health problems, but a variety of them. As such, we introduce the
notion of fairness in the recommendation process.

More specifically, the contributions of our work are the following: (a) We
demonstrate the first group recommendation model incorporating fairness in
the health domain; (b) We propose a novel semantic similarity function that
takes into account the patients medical profiles, showing its superiority over a
traditional measure; (c) We introduce a new aggregation method that encap-
sulates the notion of fairness; (d) We explore 5 different aggregation methods;
(e) We present the first synthetic dataset and the corresponding engine for con-
structing it, for benchmarking works in the area. To our knowledge, this is the
first work that introduces fair group recommendations in the health domain. A
preliminary abridged version of this paper appears in [8].

2 Single User Recommendations

Assume a recommender system in the health domain, where I is a set of data
items to be rated and U is the set of patients in the system. A patient, or user,
u ∈ U might rate an item i ∈ I with a score r(u, i), as in [1, 5]. Typically, the
cardinality of the item set I is high and users rate only a few items. The subset
of users that rated an item i ∈ I is denoted by U(i), while the subset of items
rated by a user u ∈ U is denoted by I(u).

For the items unrated by the users, recommender systems estimate a rele-
vance score, denoted as relevance(u, i), u ∈ U , i ∈ I. To estimate the relevance
score of an item, we follow the collaborative filtering approach. First, similar
users are located via a similarity function that evaluates the proximity between
two users. Then, items relevance scores are computed for individual users, taking
into account their most similar users. Instead of only using classical similarity
notions, we exploit the similarity in patient profiles (their diseases), improving
the quality of the recommendations.

Similarity Based on Ratings. Two users are similar if they have rated data
items in a similar way, i.e., they share the same interests. We calculate their
similarity based on their ratings, by exploiting the Pearson correlation metric:

RatS(u, u′) =

∑

i∈X

(r(u, i) − µu)(r(u′, i) − µu′)

√
√
√
√

∑

i∈X

(r(u, i) − µu)2
√
√
√
√

∑

i∈X

(r(u′, i) − µu′)2
, where X = I(u)∩I(u′),

µu is the mean of the ratings in I(u).
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Similarity Based on Semantic Information. In the health domain, usually
two people have similar interest in health documents if they have similar health
problems. ICD101 is a standard medical classification ontology, which we exploit
to record and identify similarities between health problems and eventually
between users. The ICD10 taxonomy can be represented as a tree, with health
problems as its nodes. In the 2017 version of ICD10, there are 4 levels in the
tree, in addition to the root level. Sibling nodes that belong to lower levels share
greater similarity than siblings that belong to upper levels. Because of this, we
assign different weights to nodes according to their level. These weights will help
us differentiate between siblings nodes in the various levels; we want sibling nodes
in the higher levels to share greater similarity than those in the lowest. Formally,
for a node A in the ontology tree, weight(A) = w∗2maxLevel−level(A), where w is
a constant, maxLevel is the maximum level of the tree and level(A) is a function
that returns the level of each node. In addition, let anc(A) be the direct ances-
tor of A, and LCA(A,B) be the lowest common ancestor of the nodes A and B.
For computing the distance between A and B, we compute their distance from
LCA(A,B) = C. The distance between A and C is calculated by accumulating
the weight of each node in the path, as dist(A,C) =

∑
n∈path(A,C) weight(n). In

overall, the similarity between A and B is: simN(A,B) = 1− dist(A,C)+dist(B,C)
maxPath∗2 ,

where maxPath = dist(root, L). L is a leaf node in the highest level.

Overall Similarity Between Two Users. Let Problems(u) be the list of
health problems of user u ∈ U . As such, given two users u and u′, we calculate
their overall similarity by taking into consideration all possible pairs of health
problems between them. Specifically, we take one by one all the problems in
Problems(u) and calculate the similarity with all the problems in Problems(u′).
For each distinct problem from u, we take into account only the health problem
of u′ that has the maximum similarity.

Definition 1 (SemS). Let u and u′ be two users in U . The similarity
based on semantic information between u and u′ is defined as: SemS(u, u′) =
∑

iεP roblems(u) ps(i,u′)
|Problems(u)| , where ps(i, u′) = max(∀jεProblems(u′){simN(i, j)}).

Single User Rating Model. Let Pu denote the set of the most similar users
to u, hereafter, referred to as the peers of u. If u has expressed no prefer-
ence for an item i, the relevance of i for u is estimated as: relevance(u, i) =
∑

u′∈(Pu∩U(i)) S(u,u′)r(u′,i)
∑

u′∈(Pu∩U(i)) S(u,u′) , where S is either RatS or SemS.
After estimating the relevance scores of all unrated user items for a user u,

the items Au with the top-k relevance scores are suggested to u.

3 Group Recommendations

Our goal is to provide valuable suggestions to a caregiver who is responsible for
a group of patients. We interpret valuable suggestions as suggestions that are
both highly related and fair to the patients of the group.
1 http://www.icd10data.com/.

http://www.icd10data.com/
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Group Rating Model. Most previous works focus on recommending items to
individual users. Recently, group recommendations that make recommendations
to groups of users instead of single users (e.g., [5,6]), have received considerable
attention. Commonly, a method for computing group recommendations first esti-
mates the relevance scores of the unrated items for each user in the group, and
then, aggregates these predictions to compute the suggestions for the group.
Formally, the relevance of an item for a group is computed as follows:

Definition 2 (Relevance). Let U be a set of users and I be a set of items.
Given a group of users G, G ⊆ U , the group relevance of an item i ∈ I for G, such
that, ∀u ∈ G, �rating(u, i), is: relevanceG(G, i) = Aggru∈G(relevance(u, i)).

As in single user recommendations, the items with the top-k relevance scores
for the group are recommended to the group.

Fairness in Group Recommendations. Given a particular set of recommen-
dations for a caregiver, it is possible to have a user u that is the least satisfied
user in the group for all items in the recommendations list, that is, all items are
not related to u. Therefore, although the caregiver may like as a whole the set
of recommendations, the package selection is not fair to u. In actual life, where
the caregiver is concerned for the needs of all patients in his group, we should
recommend items that are both strongly relevant and fair to the majority of the
group members. In particular, to increase the quality of the recommendations
for the caregiver, we consider, similar to [7], a fairness measure that evaluates
the goodness of the recommendations as a set. This way, given a user u and
a set of recommendations D, we define the degree of fairness of D for u as
fairness(u,D) = |X|

|D| , where X = Au ∩ D.
Intuitively, the fact that the group recommendations contain some highly

relevant items to u, makes both u and his caregiver tolerant to the existence of
other items that are not highly related to u, considering that there are other
members in the group who may be related to these items. Then, the fairness of
a set of recommendations D for a set of users G is defined as follows.

Definition 3 (Fairness). Given a group G and a set of recommendations D,
the fairness of D for G is defined as: fairness(G,D) =

∑

u∈G fairness(u,D)

|G| .

Finally, we define the fairness-aware value of D for G as follows:
value(G,D) = fairness(G,D) · ∑

i∈D relevanceG(G, i).

Aggregation Designs. We distinguish between the score-based and rank-based
designs. In a score-based design, the prediction for an item is computed taking
into account the relevance of the item for the group members. Firstly, we consider
that strong user preferences act as a veto; this way, the predicted relevance of an
item for the group is equal to the minimum relevance of the item scores of the
members of the group: relevanceG(G, i) = minu∈G(relevance(u, i)). Alterna-
tively, we focus on satisfying the majority of the group members and return the
average relevance for each item: relevanceG(G, i) =

∑
u∈G relevance(u, i)/|G|.

In a rank-based design, we aggregate the group members recommendations
lists by considering the ranks of their elements. Specifically, following the Borda
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count method [2], each data item gets 1 point for each last place received in
the ranking, 2 points for each next to last place, and so on, all the way up to
k points for each first place received in the ranking. The item with the largest
point total gets the first position in the aggregated list, the item with the next
most points takes the second position, and so forth, up to locate the best k
items. Overall, the points of each item i for the group G is computed as follows:
points(G, i) =

∑
u∈G(k−(pu(i)−1)), where pu(i) represents the position of item

i in Au.
Targeting at increasing the fairness of the resulting set of recommendations,

we introduce also the Fair method, which consists of two phases. In the first
phase we consider pairs of users in the group, in order to identify what to suggest.
In particular, a data item i belongs to the top-k suggestions for a group G, if, for
a pair of users u1, u2 ∈ G, i ∈ Au1

⋂
Au2 , and i is the item with the maximum

rank in Au2 . For locating fair suggestions, initially, we consider an empty set D.
Then, we incrementally construct D by selecting, for each pair of users ux and
uy, the item in Aux

with the maximum relevance score for uy. If k is greater
than the items we found using the above method, then we construct the rest of
D, by serially iterating the Au lists of the group members and adding the item
with the maximum rank that does not exist in D.

Regardless of how similar the group members are, the first phase of the
algorithm may yield few items (i.e., less than k). Moving to the second phase,
we can assume a pseudo hierarchy inside the group members, meaning that
the members that will be checked first, will have more relevant items for them,
in the group list. So, by rearranging the order of the group members, we can
influence the fairness achieved for each individual member. On the other hand,
if we produce all top-k items from the first phase, then a number of items in
the group list, may change accordingly to what order we examine the members.
Again the vast majority of the items will be included, regardless of the members
order. In both cases, the fairness of the list for the group does not change.

4 Experimental Evaluation

Dataset. In our experiments, we exploit 10.000 chimeric patient profiles [3] pre-
serving the characteristics that exist in a real medical database. The patients
health problems are described using the ICD10 ontology. Based on these profiles,
we synthetically generated a document corpus and user ratings as follows. Ini-
tially, we generated numDocs documents, for each first level category of ICD10.
For their corresponding keywords, we randomly selected numKeyWords words
from the description of the nodes in each subsequent subtree. We assume that
all patients have given numRatings ratings. Specifically, we have divided the
patients into three groups – sparse, reqular and dedicated. The users in each
group have given few, average and a lot of ratings, respectively. When ranking
items based on human preferences, they tend to follow the power law distribu-
tion. To depict this, we have randomly selected popularDocs documents that will
be the most popular. Given that patients are interested not only in documents
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regarding their health, but also to some extent in others as well, for each patient,
we have divided the ratings into healthRelevant and nonRelevant. Finally, for
each rating generated in the previous step, we assigned randomly, a value in the
range of 1 to 5. In our experiments, we set numDocs = 270, numKeyWords = 10
and popularDocs = 70.

Aggregation Methods. In our evaluation, we use the Minimum, Average,
Borda and Fair designs. As a baseline, we will employ the Round-Robin aggre-
gation design, considering each member of the group individually, and for each
one, taking the item in his/her list with the highest score that does not already
exist in the group list.

Evaluation Measures. For our experiments, to calculate the semantic similar-
ity SemS, we use w = 0.1. To evaluate the similarity functions, we used the Mean
Absolute Error (MAE) and the Root Mean Square error (RMSE). To quantify
the success of each aggregation method, we compute the distance of each user’s
top-k recommendation list with that of the group. To calculate the final score,
we take the average of those. For calculating the distance, we used the Kendall
tau and the Spearman footrule distance.

Evaluation of Similarity Functions. To compare the two similarity functions,
we focused on single users recommendations. In Fig. 1, we see the different values
of MAE and RMSE for several k values. In all cases, the semantic similarity
function gave better results than the rating function. This shows the added
value of our solution on calculating effectively the similarity between users.

Fig. 1. The RMSE and MAE for different K

Evaluation of Aggregation Methods with Different Similarity Func-
tions. To compute the distance between the top-k lists of the group members,
and the group recommendation lists, we use the Kendall tau and Spearman
footrule distances. We randomly selected 10 different groups that share the same
group similarity. Group similarity is the similarity of all pairs of users in the
group, averaged over the number of pairs. After generating group recommen-
dations, we calculate for each member of the group the Kendall and Spearman
distance. The distance score for the aggregation method is the averaged score of
the summation of these distances over the number of group members. Follow-
ing the same procedure for all 10 groups, the overall score for each aggregation
method is the mean of the previously calculated scores, over the number of
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different groups. To further supplement our findings, we compare the Kendall
and Spearman distance for 10 different groups of size 5. The results are shown
in Fig. 2 (a) and (b); SemS offers better results than RatS, regardless of the
aggregation design used.

Fig. 2. The Kendall and the Spearman distance.

Evaluation of Aggregation Methods with Different Group Size. To get
more accurate results, we study different sized groups, namely groups with 5
and 7 members. Using the Kendall distance (Fig. 2(c)), the rank-based methods
give better results than the score-based methods. This is because the score-based
methods consider the whole user’s list, while the rank-based ones consider only
the top-k items. The Minimum and Average designs, take into account the scores
given to an item. For example, given one item, if a member of the group has a
radically different relevance score for it than the rest, for Minimum, his opinion
will act as veto, while in the case of Average, its group relevance will be brought
down and might not make it into the group list. The rank-based methods are
able to include more items from the members individual top-k recommendation
lists, and hence give lower distances. Round-Robin is the worst method, while
Borda and Fair have similar results. As expected, when the group similarity gets
higher, all methods provide better results. Finally, the size of the group, given
that we consider groups with the same similarity, slightly affects the quality of
the results of the employed aggregation methods, and overall, the bigger the
size of the group, the higher the Kendal tau distance. Figure 2(d) shows similar
results for Spearman.

Fig. 3. Fairness, value and execution times.

Fairness. Since with fairness, we measure in essence how many of the items
in an individual top-k list made it in the group recommendation list, which
is inherently what we shown in Fig. 2(c) and (d), we expect complementary
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results. In fact, the Minimum method that had the highest distance produces
the lowest fairness. Although Borda gave marginally lower distance, Fair now
gives better fairness. An explanation for this is that during the first phase of the
Fair algorithm, we take into account items regardless of their relevance score – we
actually want to include in the group list items that are relevant to most users,
leading to higher fairness. Finally, the Round-Robin method gives lower fairness
than the rest of the rank-based methods, because with Round-Robin, we do not
consider the rest of the group members when constructing the recommendations
list, but we consider each member individually from the others.

Value. Because of the inherent differences of the score-based and the rank-based
designs, we cannot directly compare them regarding their value. To elaborate
more, when we aggregate using the score-based techniques, for any given item,
we directly compute its corresponding relevance score in the final group recom-
mendation list. On the other hand, with the rank-based techniques, what we
actually calculate is the rank that a specific item will have in the group recom-
mendation list. But to find the value of a group recommendation list, we need
the relevance score of all its items. Thus, we define the relevance score of an item
in a group recommendation list, that is produced by a rank-based technique as
the summation of its rank in each individual recommendation list of the group
members. If an item is not present in a list, then it’s score is 0. As it is apparent,
we cannot directly compare score-based and rank-based aggregation methods.
The score-based ones give a relevance score to an item in the range of [1,5],
while the rank-based approaches, given that the group recommendation list con-
sist of k items and the size of the group is s, give a relevance score in the range
[1, s ∗ k]. In Fig. 3(b), we see the value for the score-based aggregation methods.
As expected, the Average method offers much better results. In Fig. 3(c), we
compare the rank-based methods. These results complement those in Fig. 3(a).
The Fair algorithm offers better overall value for the group recommendation list.
The worst results are presented by Round-Robin; the fairness that Round-Robin
offers is highly incidental and the relevance scores for those are low, since most
users do not share the same items with the same high scores.

Execution Time. In Fig. 3(d), we show the time needed to aggregate the indi-
vidual lists for each method. For each group size, we took randomly 10 different
groups with the same group similarity. Average is the most time costly method.
The time needed for Fair is marginally more, than the one needed for Borda.
Nevertheless, the execution time is really small (at most 4 ms), offering better
results (Fig. 3(a)).

5 Conclusions

In this work2, we investigate how fairness can be modeled in group recommen-
dations in the health domain. Specifically, we proposed a new similarity function
2 The work was partially supported by the EU project iManageCancer (H2020,

#643529), and the TEKES Finnish project Virpa D project.
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that takes into account information provided by a patient’s profile. As in modern
Personal Health Systems [4], patient information is represented using standard
terminologies, in this work, as a proof of concept, we employ the ICD10 ontol-
ogy. Our experiments confirm that our proposed similarity function gives better
results than traditional similarity functions based on ratings. We proceed even
further, to explore and compare 4 different aggregation methods. Our experi-
ments demonstrate the good behavior of our solution with respect to its target,
i.e., to increase the fairness and utility of the suggested results.
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Abstract. With the continuous increase in data velocity and volume
nowadays, preserving system and data security is particularly affected.
In order to handle the huge amount of data and to discover security
incidents in real-time, analyses of log data streams are required. However,
most of the log anomaly detection techniques fall short in considering
continuous data processing. Thus, this paper aligns an anomaly detection
technique for data stream processing. It thereby provides a conceptual
basis for future adaption of other techniques and further delivers proof
of concept by prototype implementation.

Keywords: Data stream · Anomaly detection · Log analysis
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1 Introduction

Security incidents currently concern most of the companies as shown in a recent
study [15]. In order to respond to security attacks before they gain a foothold,
81% of the enterprises nowadays apply log analyses [15], which can detect anoma-
lous or even malicious behavior. Log analysis has been addressed by researchers
for decades, while data stream research especially came to the fore as recently
as the Big Data era. The combination of both issues, log analysis and Big Data
stream processing, opens a new field of research, which has barely been addressed
in literature to date. Although there have been early works on algorithms for
anomaly detection in stream processing, data streams nowadays encompass Big
Data dimensions [13], such as semi-structured formats, high volume and velocity
- and thus generally require different processing systems [13] as well as different
algorithms. This work addresses this research issue by developing a concept to
adapt a statistical anomaly detection for log streams.

The remainder of this paper is organized as follows. The next section presents
related concepts of previous works. Section 3 gives an overview of the devel-
oped concept for adapting the anomaly detection technique. Section 4 focuses
the experiments conducted, including the implementation of the prototype and
an evaluation of the practicability of the proposed solution. Section 5 outlines
the main contributions and ways to enhance future research.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 159–166, 2018.
https://doi.org/10.1007/978-3-319-98812-2_12
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2 Related Work

Since the beginning of the twenty-first century, log analysis and further anomaly
detection techniques focused on preventing the newly emerged denial-of-service
attacks, as presented by [19] amongst others. At that time, batch processing was
the prevalent processing mode, which is demonstrated in the fundamental log
analysis techniques described by [6].

However, some works already tackle the issue of developing anomaly detection
techniques for data streams. One approach consists of applying sliding window to
enable anomaly detection on data streams [1]. This method is the first known to
support changes in baseline data instead of having a fixed set of historical data.
The authors of [3] suggest an algorithm for anomaly detection in two-dimensional
data streams. In another work, the current challenges in anomaly detection for
data streams are stated [18]. More recently, the precedence of this topic regarding
the advancing importance of continuously produced data is pointed out and the
authors propose a theoretical concept for creating a framework for a Machine
Learning technique in log stream analysis [11].

The work presented in this paper enlarges the state-of-the-art in various ways.
First, the data streams differ from the vast majority of works as they represent
log streams, which further possess a semi-structured format instead of structured
or relational data. This adds complexity and addresses the Big Data dimension
variety [14]. Second, previous works mainly focused on developing an anomaly
detection algorithm or presenting a theoretical concept. This paper additionally
shows an appliance in real-world scenarios and proves the practicability of the
proposed concept by prototype implementation.

3 Conceptual Approach

The statistical technique for data stream anomaly detection as presented in
this paper determines a baseline for normal instances and classifies all instances
outside of the baseline as anomalies. The primal batch technique is presented in
Sect. 3.1. Occurring issues of the technique due to the change in dynamics are
stated in Sect. 3.2. Subsequently, Sect. 3.3 presents a solution addressing these
issues and tailoring the primal technique to data streams.

3.1 The Primal Batch Anomaly Technique

The basic batch technique focuses on point-anomalies as these are the most com-
mon type of anomalies [5]. The adapted technique defines its baseline by a 95%
confidence interval of numeric values referring to normal instances [6]. Such val-
ues can be an instance’s attribute values or their aggregation, such as the times
a system access to another system on an hourly basis. The confidence interval is
computed by employing the following formulas [6]. At first, the arithmetic mean
of the data instances xi has to be defined.

μ =
1
n

n∑

i=1

xi. (1)
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Next follows the calculation of the standard deviation.

σ =

√∑n
i=1(xi − μ)2

n
. (2)

At last, the 95% confidence interval is computed [6].

[μ − σ√
n

· 1, 96;μ +
σ√
n

· 1, 96]. (3)

To address the issue of outdated data, new data should replace old data at regular
intervals [6]. However, this is often manually managed [1]. A benefit that comes
with the adaption, and thus the appliance of stream processing constructs, is that
they can provide an implicit management of outphasing the oldest instances and
absorption by the latest ones as described in Sect. 3.3.

3.2 Problem Statement

As the “store-then-process” strategy is no longer reasonable these days, data has
to be processed on-the-fly, respectively on-line, which is considered as stream
processing [9]. Streams consist of potentially infinite, continuously fast-moving
data elements, also referred to as tuples [4], which further contain attribute
values such as a timestamp [17]. Data stream management systems (DSMS) or
stream processing applications (SPA) process streams with operators receiving
tuples from incoming streams, employing a function on them and forwarding
the processed tuples in outgoing streams [2]. As a result, processing on-the-fly
implies statelessness of the stream and thus of the tuples. Thus, adapting the
batch anomaly technique for real-time processing poses the following issues.

Problem 1: The determination of baselines is done by using previous
instances, which arrive in the data stream before those instances investigated
of being anomalies. As windows include real-time arriving instances, the investi-
gated instances will emerge in the window, but have to be excepted for baseline
determination.

Problem 2: The calculation of arithmetic mean (Formula 1) transforms the
instances, which are no longer available for the calculation of the standard devi-
ation (Formula 2).

3.3 The Proposed Stream Anomaly Technique

In order to manage stateful operations (e.g. aggregations of multiple tuple val-
ues), window constructs [8] are required. Figure 1 sketches the resulting concept.
In detail, the two problems are addressed as follows.

Solution 1: To determine the baseline correctly, the latest instances in the
window, which are checked for anomalies, have to be ignored or deleted (Fig. 1,
step 1). Additionally, the investigated instances have to be maintained in a
separate window (Fig. 1, step 5).
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Solution 2: To solve the conflict between calculating the arithmetic mean
and the part-aggregations for determination of the standard deviation simulta-
neously, clustering of attribute frequencies and separate storing of these clusters
is required (Fig. 1, step 2):

a = xi∀i ∈ 1...n. (4)

Subsequently, the mean can be calculated using the non-clustered version of the
instances (Fig. 1, step 3). By combining both results, the standard deviation can
be computed:

σ =

√∑n
j=1(aj − 1

n

∑n
i=1 xi)2

n
. (5)

Fig. 1. Concept for adapting a batch anomaly detection for a log stream scenario

In general, two time-based windows build the developed concept’s foundation,
namely a sliding and a tumbling window. The tumbling window receives arriving
instances within a certain timeframe delta(x), e.g. 30 min, processes and deletes
them afterwards before receiving instances within that timeframe again [7]. It
is used to maintain the instances to be checked (Fig. 1, delta(x)). In contrast to
tumbling windows, sliding windows do not delete all of their contained instances
[7]. The applied sliding window receives instances within timeframe delta(y)
(larger than delta(x)). It further slides by timeframe delta(x), which means that
after each processing the oldest instances are deleted while the newest arriving
instances are instead incorporated [8]. This window is used to calculate the
baseline (Fig. 1, delta(y), step 4).

4 Experiments

The following experiments comprise a prototype implementation to realize the
theoretical concept. Furthermore, a case study including a real-world firewall log
stream serves experimentation and evaluation of the prototype.
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4.1 Implementation

The prototype development process is oriented on the work of [16]. It consists of
a project developed in Java with the stream processing system Apache Flink1.
The logs addressed in this paper are produced by a firewall recording occurring
events, which are also known as event logs [12]. This data stream source, the fire-
wall, lies within the enterprise infrastructure provided by the DINGfest2 project.
Thereafter, the produced log stream enters the buffer technology Apache Kafka3

where it is transmitted to Apache Flink. In Apache Flink, the prototyped con-
cept is applied to the stream. The results of this analysis are printed in the Flink
console or visualized. To enable visualization of the current frequencies and the
baseline values, the streams are conveyed to the visualization system Grafana4.
The transfer of the stream instances is done via influxdb5, which is a database
that is able to transfer time series data points to Grafana.

4.2 Evaluation

The experimental assessment of this work is carried out by evaluating the pro-
totype through controlled environments within a case study as proposed by [10].
The case study of this work encompasses a log stream describing real-world
security events of the respective system, which produces data instances in mil-
liseconds to seconds. Hence the analyzed stream corresponds to the Big Data
dimensions in velocity and volume. The analyzed log stream possesses a semi-
structured stream schema containing security-relevant information of a firewall,
which contains network data instances.

Sample output line of the Flink console presenting the anomaly detection result
for the case study

2> anomaly: false || checked tuple(udp) : start: 02/02/2018
08:00:00; count: 8 || confidence interval(udp) : end: 02/02/2018
08:00:00; interval: [6;17]

(Extract of the anomaly detection in frequencies in the firewall protocol attributes)

The above shows a sample output line of the frequencies of the firewall pro-
tocol attributes in the Flink console. At the beginning a boolean value displays
whether the analyzed attribute frequency is an anomaly (true) or not (false).
Afterwards, the characteristics of the checked window are listed, including the
attribute value, e.g. udp, the actual frequency and the start time of the win-
dow. In the end, the baseline is described by the attribute value, the end of
the time frame of the baseline window and the confidence interval. Thereby the
1 https://flink.apache.org.
2 A project funded by the German Ministry of Education and Research that provides

real-world log streams of various systems within an enterprise infrastructure.
3 https://kafka.apache.org.
4 https://grafana.com.
5 https://www.influxdata.com.

https://flink.apache.org
https://kafka.apache.org
https://grafana.com
https://www.influxdata.com
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attribute values coincide as well as the start time of the checked window with
the end time of the baseline window. Thus, the fact that the baseline calculation
happens independent of the checked frequencies is confirmed.

Table 1 depicts sample results of the case study. It enlarges the first analysis
of the protocol attribute by showing the concrete access frequencies from internet
protocol (IP)-addresses to other IP-addresses, which each refer to various sys-
tems within the enterprise infrastructure. In more detail, the source IP belongs
to the system that tries to or accesses another system. While the frequencies of
the protocol attributes can be analyzed at first glance, the anomaly detection
of the IP-address frequencies allows an additional in-depth view of occurring
anomalies.

Table 1. Sample output presenting the anomaly detection result for the firewall IP-
address access frequencies in the case study

Anomaly Attribute Attribute value Current access
frequency

Baseline access
frequency

False protocol udp 8 [6;17]

False source IP 194.150.241.49 8 [8;9]

False destination IP 194.150.241.55 8 [8;9]

The graphical interface for visualization of the results is accomplished with a
Grafana dashboard. Figure 2 shows a panel, in which the frequencies of the udp
protocol type against the time are plotted. Anomalies become apparent when
the line or point representing the frequency of the attribute value exceeds the
line or point of the upper bound of the confidence interval or falls below the
lower bound.

Fig. 2. Sample output of the dashboard in anomaly detection of the frequencies in the
protocol attribtute udp

In the following the issues and solutions of the approach as well as result-
ing outcomes are discussed. Generally, one circumstance hampers the anomaly
detection in this work: Events or attribute values occurring rarely pose an issue,
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as, if a too small capture period of the baseline is chosen, the confidence interval
will feature a very small width. The baseline start is further close to zero, as in
most of the times of the baseline time frame the attribute value will not emerge.
This situation is observed in the case study in the case of the protocol attribute
value tcp, which does not emerge on some days and occurs on few points in time
on other days. However, this issue is diminished by slightly adjusting the calcula-
tion of the arithmetic mean within the baseline calculation. By only considering
frequencies greater than zero as well as the times such frequencies occur, the
arithmetic mean no longer converges as strongly towards zero as before.

In other respects, there are no issues with sufficiently large continuous data
streams and a correspondingly broad period of capture. Thus, the statistical
anomaly detection of this work is thus a suitable way to detect outliers in Big
log data streams.

5 Conclusion and Future Work

The work’s general contribution is a concept for adapting batch processing tech-
nique for deployment in a streaming context. An additional contribution is given
by solving the adaption with windows, where the calculated baseline is based on
a defined data period delta(y), e.g. six weeks, which means that only the tuples
that appeared from t0 until t0 + delta(y) are considered. From this follows
that change in frequencies is minded, with the result that it remains valid for
future scenarios. Although other statistical anomaly methods are not explicitly
considered, underlying parts of the proposed concept can be applied in simi-
lar scenarios, e.g. in classification algorithms for anomaly detection purposes,
which are also based on declaring a larger set of instances as training set and
investigating the latest instances (test set) of being anomalies.

As the evaluation suggests, the timeframe for baseline calculation influences
the number of detected anomalies. Future work may therefore consider cus-
tomization of the timeframe for baseline calculation. For instance, an imple-
mented user interaction with the dashboard can enable a broader group of users
to customize the timeframe of the baseline window by evaluating the different
effects visually.
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Abstract. There are a massive amount of texts on social media. How-
ever, only a small portion of these texts is informative for a specific
purpose. If we accurately filter the texts in the streams, we can obtain
useful information in real time. In a keyword-based approach, filters are
constructed using keywords, but selecting the appropriate keywords to
include is often difficult. In this work, we propose a method for filter-
ing texts that are related to specific topics using both crowdsourcing
and machine learning based text classification method. In our approach,
we construct a text classifier using FastText and then annotate whether
the tweets are related to the topics using crowdsourcing. In this step, we
consider two strategies, optimistic and pessimistic approach, for selecting
tweets which should be assessed. Then, we reconstruct the text classifier
using the annotated texts and classify them again. We assume that if we
continue instigating this loop, the accuracy of the classifier will improve,
and we will obtain useful information without having to specify key-
words. Experimental results demonstrated that our proposed system is
effective for filtering social media streams. Moreover, we confirmed that
the pessimistic approach is better than the optimistic approach.

1 Introduction

A massive amount of texts are on social network services, and much informa-
tion about real situations can be gleaned from these texts. There have been
many studies on how to extract the necessary information from these data [1].
Information filtering [2] is a process for retrieving texts from text streaming,
and the keyword-based method is often used for this. However, it is difficult to
set appropriate keywords that correspond to the information needed, because of
two reasons; information need are generally vague and sentences on social net-
works are always broken. Crowdsourcing is one possible solution to solve these
issues. However, assessing all tweet streaming data by crowdsourcing is unrealis-
tic, because there are a large amount of tweets, then we should pay many wages
to the workers for assessing all tweets. To reduce the amount of crowdsourcing
tasks, we used machine learning.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 167–175, 2018.
https://doi.org/10.1007/978-3-319-98812-2_13
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In our research, we have developed a system that collects a small number
of texts relevant to subjective queries from among a large text stream by using
machine learning and crowdsourcing. Our objective is to extract tweets related to
topics from text streaming. The topics we assume are general, and the extracted
tweets are worthwhile for many users (i.e., not personalized topics).

To achieve our objective, we combine two techniques; crowdsourcing and
machine learning, which is called Human-in-the-Loop. In this research, we inves-
tigated a problem that occurs when active learning is performed on information
filtering with regard to the tweets presented to the workers. Information filtering
was performed using machine learning and crowdsourcing so as to determine the
accuracy and the cost involved in obtaining relevant tweets.

2 Related Work

In social network services, numerous useful texts are posted, such as those related
to the spread of influenza or the occurrence of an accident. Several systems have
been proposed to capture these incidents quickly [3] and thereby to utilize social
media services as a kind of social sensor. Many information filtering methods
to glean useful information from streaming data have been proposed, and many
of them are used in systems generated for personalization [4] in what is called
“personalized information filtering.” These techniques are based on informa-
tion retrieval and are not appropriate for short texts such as tweets. Therefore,
bag-of-words features along with domain-specific knowledge [5], the relationship
between users [6], and user behaviors such as re-tweeting [7] are used as features
to filter tweets.

Relevance feedback is important for improving the accuracy of information
filtering. Rocchio [8] proposed a relevance feedback mechanism on the vector
space model. In this mechanism, since more accuracy is improved as more feed-
back is given, a method using crowdsourcing for feedback has been proposed.
[9,10]. However, in these methods, it is assumed that the set of documents that
are compatible is sufficiently large as compared with the whole set, so it was not
clear whether it can be used for information filtering. In this research, we clar-
ify whether relevance feedback by crowdsourcing is effective when the relevant
document is extremely few.

3 Information Filtering Method

Our proposed information retrieval system uses a combination of crowdsourcing
and machine learning techniques. An overview is shown in Fig. 1.

3.1 Building Classifier

We use FastText [11,12], an application for word embedding and classification,
for classifying tweets. With FastText, we input a training set, a pre-trained
embedding model, and parameters.
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Twitter
Streaming

API

(Fasttext)

Annotation
(Crowdsourcing) Filtered Text

Step 1.

Step 2.

Relevance 
Feedback

Step 3.

Relevance Feedback

Fig. 1. Overview of the proposed system.

First, we prepare a dataset for constructing an initial classifier. We remove
tweets from the dataset if they include URLs or mention other users. Then, we
prepared a set of tweets that are related to specific topics using crowdsourcing.
Each tweet is given the label positive or negative. The label positive means that
the tweets are relevant to the topics, and the label negative means that the tweets
are irrelevant to the topics. At this time, the classifier calculates the certainty.

Next, we extract bag-of-word features from the texts. MeCab1 with the
IPADIC-Neologd dictionary2 was used as a morphological analyzer. There are
typically many newly coined words in the tweets, so we use a dictionary that
includes new words. Then, we extract nouns, verbs, adjectives, and adverbs. We
use a pretrained embedding model3 constructed using the Japanese Wikipedia
copus4. This enables synonyms to be handled in the same way.

Finally, using the classifier included in FastText implementation [13], we
construct a classifier of the tweets. We assigned a positive label or a negative
label to the unlabeled tweets.

3.2 Classify Tweets

Next, we classify the tweets obtained from text streaming by using the classifier
described in Sect. 3.1. We classify the new tweets and continue classification until
we can look for tweets labeled as positive. The tweets judged as positive by the
classifier perform annotation, which is the next step. Tweets that are judged as
negative are discarded after this step.

3.3 Annotation

As shown in Fig. 2, we manually judged whether or not the tweets classified as
positive by the classifier were positive. Although accuracy can be improved by
making judgments (and the more people, the better the accuracy), the accuracy
of the final classifier improves as the number of judged tweets increases, even if

1 http://taku910.github.io/mecab/.
2 https://github.com/neologd/mecab-ipadic-neologd.
3 https://qiita.com/Hironsan/items/513b9f93752ecee9e670.
4 https://dumps.wikimedia.org/jawiki/20170101/.

http://taku910.github.io/mecab/
https://github.com/neologd/mecab-ipadic-neologd
https://qiita.com/Hironsan/items/513b9f93752ecee9e670
https://dumps.wikimedia.org/jawiki/20170101/
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the accuracy is low. Each judgment made was considered final (i.e., there was
no redundancy by multiple workers or averaging that took place).

Irrelevant

Relevant

Decision Boundary

Optimistic
Approach

Pessimistic
Approach

tweet

Fig. 2. Intuitive example of our proposed method. (Color figure online)

Interestingly, the performance of the classifier changed depending on which
text was judged by a worker. Campbell et al. [14] pointed out that there are
differences in the performance of classifiers depending on the sample selection
method. The following two ideas were considered as an optimal approach and a
pessimistic approach.

Strategy 1: Optimistic Approach. When a classifier classifies a tweet, it is a
way to prioritize tweets that are difficult to judge as positive or negative. Lewis
et al. [15] proposed a technique called uncertainty sampling, which Simon et al.
[16] later used in an application using support vector machines. In this method,
tweets near a decision boundary are annotated. The blue part in Fig. 2 shows
the tweets which should be annotated using this approach.

Strategy 2: Pessimistic Approach. In this strategy, a presentation is made
to the worker in descending order of probability of what the classifier judges as
positive. In the information filtering handled in this research, many tweets are
considered to be unrelated, which means that even if the positive probability
of the classification result is high, it is unlikely to be positive. Therefore, this
method was devised to judge, as accurately as possible, the appropriate tweet.
The red portion in Fig. 2 shows the tweets which should be annotated using this
approach.

This method is considered suitable for when the classification performance
by classifiers is not sufficient for the unlabeled tweet.
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Table 1. Parameters for FastText.

Parameter Value

Number of epochs 10,000

Size of vectors 300

Number of buckets 100,000,000

Loss function Negative sampling

Number of negatives sampled 10

Minimum number of word occurrences 1

Max length of word n-gram 1

Learning rate 0.075

Table 2. Experimental setting.

Optimistic Pessimistic

Manually processed tweets 94,597 176,238

No. of workers 72 72

4 Evaluation

We used the optimistic and pessimistic approaches (Sect. 3.3) to determine the
effectiveness of these strategies using the number of adequate tweets to be
obtained (Table 2).

Data. We prepared two groups of tweet data: labeled and unlabeled. As labeled
data, we used all 3,580 manually collected tweets. As unlabeled data, the Twit-
ter Streaming API was used to collect more than 1 million tweets in advance.
To ensure the same conditions when making a comparison of the two strate-
gies, the tweets to be categorized were made identical for both strategies. If the
performance was the same, the same tweet was extracted.

Procedure. Evaluation experiments were carried out as follows.

– Build a classifier using labeled data.
– Arrange unlabeled data in chronological order and classify using a classifier.

Obtain 1,000 positive tweets.
– Classify tweets against positive tweets by crowdsourcing.
– Add judgment result of crowdsourcing to labeled data and return to 1.

First, we gathered tweets by using the optimistic strategy and then collected
tweets again by the pessimistic strategy. The number of workers was the same
in both strategies, but the workers themselves were different.
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Fig. 3. Ratio of positive tweets and correct answer rate.

Results and Discussion. The hyperparameter used for the classifier is shown
in Table 1. In a preliminary experiment using initially labeled data, parameters
that can classify positive and negative with high accuracy were obtained by grid
search.

We obtained 94,598 and 176,238 assessments by using the optimistic and pes-
simistic approaches, respectively. For comparison, we used all 94,548 assessments
by the optimistic approach and the first 94,548 assessments by the pessimistic
approach. The results are shown in Fig. 3. We discovered that the correct tweet
could be collected twice as fast by the pessimistic approach than the optimistic
approach. Specifically, when the number of the assessed tweets was 40,000, the
system could collect many correct tweets when it exceeded 85,000.

Figure 4 shows the number of model reconstruction (steps) vs. the ratio of
positive tweets. In this figure, a point shows how much percentage of new tweets
classifier judged as positive at a step. For example, if the value at step 3 is
0.1, the classifier judges the tweets as positive at the ratio of 1 to 10 when the
classifier was rebuilt three times. From this figure, in the pessimistic approach,
many tweets were judged as positive in the first three steps, but after step 4
the ratio is lower than the optimistic approach and the ratio is converged to
about 0.02. On the other hand, in the optimistic approach, in the first step, the
classifier judge a small number of the positive tweet than that by the pessimistic
approach. However, the ratio of positive tweets does not decrease in subsequent
steps. The same number of positive tweets are selected at each level. Therefore,
decreasing the ratio of positive tweets means that it is possible to judge many
tweets in a short time. As a result, it was found that the pessimistic approach
can handle many tweets as compared with the optimistic approach.
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5 Conclusion

In this paper, we proposed a method for filtering tweet streams using both crowd-
sourcing and machine learning. In this research, we investigated a problem that
occurs when active learning is performed on information filtering with regard to
the tweets presented to the workers. Information filtering was performed using
machine learning and crowdsourcing so as to determine the accuracy and the
cost involved in obtaining relevant tweets.

In the evaluation experiment, we confirmed how many relevant tweets the
system can collect when combining crowdsourcing and FastText, a machine
learning based classifier. At this time, we compared two strategies, optimistic
and pessimistic approach, to select tweets presented to workers which are useful
for improving the accuracy of the classifier. As a result, we were able to collect
relevant tweets as much as 50 tweets and 100 tweets for optimistic approach,
and pessimistic approach for 4,500 JPY (45 USD), respectively. At this time,
we got an assessment result of around 95,000. We were able to obtain unfavor-
able tweets with keywords so that we could show the usefulness of the proposed
method.

In future work, we should combine the existing keyword-based approach with
our proposed crowdsourcing and machine learning based approach for construct-
ing more accurate information filtering.

Acknowledgments. The research results have been achieved by “Research and Devel-
opment on Fundamental and Utilization Technologies for Social Big Data,” the Com-
missioned Research of National Institute of Information and Communications Technol-
ogy (NICT), JAPAN.
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Abstract. The skyline query over uncertain data streams has attracted
considerable attention recently, due to its significance in helping users
analyze big data. However, existing uncertain skyline queries with slid-
ing window model only focus on retrieving the most recent N streaming
items, which limits the query flexibility and efficiency. In this paper, we
propose an efficient parallel method for processing uncertain n-of-N sky-
line queries. Specifically, we define the parallel uncertain skyline queries
with n-of-N model, and propose a novel parallel query framework. More-
over, we propose a sliding window partitioning strategy, as well as a
streaming items mapping strategy to realize the load balance. Addition-
ally, we provide an encoding interval technique to further improve the
query efficiency. Extensive experiments are conducted to demonstrate
the effectiveness and efficiency of our proposals.

Keywords: Uncertain data · Parallel skyline queries · n-of-N model

1 Introduction

The skyline query is also referred as Pareto optimal query [1], which has widely
used in various domains like market analysis, multi-target optimization, and
preference query. Generally, users may need the query results of different query
scopes at the same time. Unfortunately, it is difficult to address the problem
above because the traditional skyline queries only focus on the most recent N
streaming items. The skyline query with n-of-N model provides an effective way
to enhance the query flexibility, by supporting the query for the most recent
n (n ≤ N) items at the same time. Nevertheless, compared with the traditional
uncertain skyline queries with full window model, the n-of-N skyline query over
uncertain data streams faces the following challenges:
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– The computation of the uncertain n-of-N skylines not only needs to exam-
ine the dominance relationships, but also requires to compute the skyline
probabilities. Therefore, the skyline computation has a demand for powerful
processing capability.

– The continuous items arriving makes the number of items concerned by users
more large, but the response time more limited. Therefore, the existing cen-
tralised methods will be difficult to meet the query requirements.

In this paper, we extensively study the parallel approach for computing the
uncertain skylines against n-of-N model. To summarize, we provide the following
contributions:

– We define the parallel n-of-N skyline queries over uncertain data streams;
– We propose a novel parallel query framework and two strategies to realize the

load balance between each node;
– To further improve the query efficiency, we provide an encoding interval

scheme to transform the n-of-N query into stabbing query;
– We conduct extensive experiments with real deployment under different

parameter settings to verify the effectiveness and efficiency of our propos-
als.

The rest of this paper is organized as follows: Sect. 2 reviews the related work.
Section 3 describes the definitions and notations. Section 4 describes the parallel
query model. Section 5 elaborates our parallel query algorithms. We extensively
evaluate the performance of our proposals in Sect. 6. Finally, we conclude the
paper and outline our future work in Sect. 7.

2 Related Work

Since its introduction [2], uncertain skyline queries have received considerable
attention in database community in recent years. Particularly, Yang et al. [3]
present an uncertain dynamic skyline (UDS ) query and propose several effective
pruning strategies. In addition, He et al. [4] propose three effective pruning tech-
niques to obtain the skyline in the interval. To process skyline queries efficiently,
De Matteis et al. [5] propose a parallelization algorithm to achieve near-optimal
speedup with several load-balancing strategies. Moreover, Park et al. [6] propose
an efficient parallel algorithm SKY-MR+ for processing skyline queries.

Unlike the skyline queries with full-window model, n-of-N skyline queries
over uncertain data streams focus the attention on different size windows, which
concern the most recent n (n ≤ N) data items. Typically, Yang et al. [7] pro-
pose an uncertain n-of-N skyline query method which uses RDO tree, interval
tree and time-label tree to optimize the update of data streams. Similarly, an
effective pruning technique is proposed in [8] to improve the query efficiency by
minimizing the number of uncertain elements to be kept.



178 J. Liu et al.

3 Definitions and Notations

Definition 1 (dominance [9]). For any two items a and b from the d-
dimensional space, a dominates b, denoted by a ≺ b, iff a.i ≤ b.i for all dimen-
sions 1 ≤ i ≤ d and there exists a dimension j satisfying a.j < b.j.

Definition 2 (skyline probability [10]). The skyline probability of an uncer-
tain item e in DSN is defined by

Psky(e) = P (e) ×
∏

e′∈DSN ,e′≺e

(1 − P (e′)) (1)

We also define the Pnew(e) with items arriving later than e, that is

Pnew(e) = P (e) ×
∏

e′∈DSN ,e′≺e,k(e′)>k(e)

(1 − P (e′)) (2)

Definition 3 (candidate set SN,q [9]). We use SN,q to denote the subset
{e|e ∈ DSN} in which the item e satisfying Pnew(e) not small than q.

Definition 4 (n-of-N model [7]). N represents the sliding window size and
n (n ≤ N) is the most recent items. Particularly, the sliding window with size N
is just a special case of n = N .

Definition 5 (uncertain n-of-N skylines). The uncertain n-of-N skylines is
a subset of DSN , which includes items whose Psky(e) within the most recent n
items are not small than q.

For brevity, the frequently used notations in the paper are summarised in Table 1.

Table 1. Frequently used notations

Symbol Meaning

U The number of streaming items arrived

W The global sliding window

|W | The size of the sliding window W

Wi The local sliding window

k(e) The item e arrives k(e)-th in DS

enew The new arriving streaming item in W

eold The expired streaming item in W

ae The youngest item (but older than e) dominating e

P (e) The uncertainty of item e
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4 Parallel Query Model

4.1 Query Interval Encoding

To calculate the uncertain n-of-N skylines, we need to maintain a candidate set
and map the items in it to the stabbing query intervals according to the method
proposed by Lin et al. Thus if item e satisfies U − n+ 1 ∈ (k(a), k(e)], then it is
a skyline object of DSN .

Definition 6 (stabbing query interval). To process the query efficiently,
we use the red-black tree RBI to organize stabbing query intervals. A semi-
closed query interval is denoted by a structure Inv, which contains three attributes
including item e, left endpoint l and right endpoint r (i.e., the time label k(e))
of the interval. The left endpoint of the interval for e is calculated as follows:

– For each item e ∈ SN,q, we assume there are m items dominating and arriving
earlier than e, and use a1, a2, ..., am in sequential order to denote them.

– For ∀e ∈ SN,q, let j = min{k|1 ≤ k ≤ m ∧ Pnew(e) × ∏m
i=k(1 − P (ai)) ≥ q}.

– If j exists, there is l = 0 when j = 1 or l = k(ai−1) when j > 1;
– If j does not exist, there is l = 0 when m = 0 or l = k(am) when m �= 0.

4.2 Parallel Query Framework

In this paper, our proposals mainly obtain the query results with the parallel
iterative processing on each local sliding window. Figure 1(a) shows our parallel
processing framework, which contains two kinds of nodes:

– Monitor node (M): the node is responsible for maintaining W , mapping new
items to compute nodes, and collecting query results.

– Compute node (Pi): the nodes are used to compute the stabbing query interval
of enew and process n-of-N skyline query.

(a) Parallel processing framework (b) Window partitioning and items mapping

Fig. 1. Parallel query model.
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4.3 Sliding Window Partitioning and Streaming Items Mapping

In this paper, we assume all compute nodes have the same calculated capacity
and Pi maintains Wi (1 ≤ i ≤ n). Therefore, we partition the global sliding
window averagely by |Wi| = |W |/n. In order to improve the efficiency of the
dominance tests between items, we use a R tree RST to organize all streaming
items. Moreover, to achieve the load balance between compute nodes, we map
the new arriving items to the compute nodes by an alternate mapping strategy,
such as first to Pi, then to Pi+1, and this is followed by Pi+2, ..., Pi. As shown
in Fig. 1(b), we first transmit e1 to P1, and then e2 to P2, followed by e3 to P3,
and so forth.

5 Parallel Query Algorithms

5.1 Parallel Query Processing

Assume that the initialization is complete and W is full, then our proposed
parallel query framework can be summarized in Algorithm 1.

Algorithm 1. Parallel Uncertain n-of-N Skyline Queries
Input: the uncertain data streams
Output: the uncertain n-of-N skylines

1 begin
2 while there comes a new item enew to M do
3 M maps enew to Pi according to the alternate mapping strategy;
4 Pi compute the stabbing query interval of enew with Algorithm 2;
5 foreach compute node Pj (1 ≤ j ≤ n) do
6 update the SN,q it maintains with Algorithm 3;
7 stab RBI by U − n + 1 and return query results to M ;

In Algorithm 1, M first transmits enew to compute node Pi (Line 3). Then,
Pi computes the stabbing query interval of enew with other compute nodes (Line
4). Furthermore, each compute node updates the stabbing query intervals of all
items dominated by enew (Lines 5–6). Finally, each compute node stabs the RBI
it maintains by U − n + 1, and sends the query results to M (Line 7).

5.2 Computing enew Interval

When enew arrives, we compute its query interval with items dominating it.
In Algorithm 2, Pi first gets all items dominating enew and computes the query
interval of enew with items above (Lines 3–7). Then, Pi puts all items dominating
enew and satisfying Psky(enew) ≥ q into the dominating set of enew (Line 8).
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Algorithm 2. Computing enew Stabbing Query Interval
Input: the item enew; the Pi with enew

Output: the stabbing query interval of enew

1 begin
2 Pnew(enew) := 1;
3 Pi finds items dominating enew against Wi;
4 Pi transmits enew to other compute nodes Pj (1 ≤ j ≤ n, j �= i);
5 foreach compute node Pj (1 ≤ j ≤ n, j �= i) do
6 find all items dominating enew against Wj and send them to Pi;

7 Pi compute the stabbing query interval of enew with Definition 6;
8 compute the dominating set of enew;

5.3 Maintaining SN,q

In Algorithm 3, BD(enew) is the set including items dominated by enew. If
there is P (enew) > (1 − q), there will be Pnew(e) < q absolutely according to
Definition 2. Thus we delete the items above directly (Lines 2–10). And if there
exist enew ≺ e ∧ k(ae) > U − N + 1 ∧ (1 − P (ae)) × Pnew(e) < q, we update
the interval of e as (k(ae), k(e)] (Lines 11–15). Otherwise, we recalculate the
stabbing query interval of item e by using its dominating set (Lines 16–17).

Algorithm 3. Maintaining SN,q

1 begin
2 foreach compute node Pi (1 ≤ i ≤ n) do
3 if P (enew) > (1 − q) then
4 delete ∀e ∈ {e′|enew ≺ e′ ∧ e′ ∈ SN,q} and their intervals from RBI;
5 else
6 compute the BD(enew) dominated by enew;
7 foreach e ∈ BD(enew) do
8 Pnew(e) := Pnew(e) × (1 − P (enew));
9 if Pnew(e) < q then

10 delete e and its interval from RBI;
11 else
12 Psky(e) := Psky(e) × (1 − P (enew));
13 if Psky(e) < q ∧ k(ae) > U − N + 1 then
14 if Pnew(e) × (1 − P (ae)) < q then
15 e.l := k(ae);
16 else
17 recalculate e.l;
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6 Experimental Evaluation and Analysis

6.1 Experimental Setup

We conduct all our experiments with real deployment in the TianHe-1A HPC
environment. All the algorithms are implemented in C++ running on the Linux
OS. The data sources we adopted in the experiments are Real data, Independent
data, and Anti-correlated data. Table 2 summarizes the parameters and their
default values are indicated in bold. Note that, 1M in Table 2 means that there
are 1 × 106 streaming items in W .

6.2 Experimental Results

Figure 2 shows the experimental results with different parameters, such as m,
|W |, d, and q. We can know that in Fig. 2(a)–(d), the time for each update
increases as the increase of sliding granularity, sliding window size, item dimen-
sionality, and decreases as the increase of probability threshold.

Table 2. System parameters

Parameter Meaning Values

m Sliding granularity 100 101 102 103

|W | Global window size 0.1M 0.5M 1M 2M 3M 4M 5M

t Number of compute nodes 1 2 4 8 16 32

d Item dimensionality 2 3 4 5 6

q Probability threshold 0.1 0.3 0.5 0.7 0.9
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Fig. 2. Overall performance.
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Fig. 3. Performance versus number of computational nodes.

We can easily see that in Fig. 3, the time per update decreases gradually as
the increase of t from 1 to 32. The main reason is that if the number of compute
nodes is large, the items processed by each compute node will be small.

7 Conclusion and Future Work

In this paper, we define parallel n-of-N skyline queries over uncertain data
streams, and propose a novel and efficient framework to answer these queries.
To the best of our knowledge, this is the first work to study the problem. Exten-
sive experiments are conducted to demonstrate our proposals are effective and
high-efficiency. In addition, we will study the k-dominance skyline queries over
high-dimensional uncertain data streams in future work, in order to meet the
query requirements of users’ special preferences.
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Abstract. Intelligent technologies are enjoying growing popularity in
a telehealth environment for helping improve the quality of chronic
patients’ lives and provide better clinical decision-making to reduce
the costs and workload involved in their daily healthcare. Obtaining
a short-term disease risk prediction and thereby offering medical rec-
ommendations reliably and accurately are challenging in teleheath sys-
tems. In this work, a novel medical recommender system is proposed
based upon time series data analysis for diabetes patients. It uses
three decomposition methods, i.e., dual-tree complex wavelet transform
(DTCWT), fast Fourier transformation (FFT) and dual-tree complex
wavelet transform-coupled fast Fourier transform (DWCWT-FFT), with
least square-support vector machine (LS-SVM) for short-term disease
risk prediction for diabetes disease patients which then generates appro-
priate recommendations on their need to take a medical test or not on
the coming day based on the analysis of their medical data. A real-life
time series dataset is used for experimental evaluation. The experimental
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accuracy and can effectively reduce the workload for diabetes disease
patients in conducting daily body tests.
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1 Introduction

According to World Health Organization (WTO), chronic diseases are causing
the death for 50% of people worldwide in recent years [1], and they require more
and more medical attentions and resources in today’s increasingly aged societies.
Diabetes, one of the most common chronic diseases, is a major health problem
in the world and the rates of its incidence are significantly rising [10].

Telehealth systems serve as real time and convenient platforms for health-
care practitioners and chronic diseases patients to exchange information easily
in consultation, diagnosis and treatment [2], and consequently have enjoined fast
developments in many countries in recent years due to fast service delivery and
its low operational cost. Due to the importance of disease risk prediction on
the patients’ life who suffering from the chronic diseases [8] such as diabetes as
well as the urgency of improving the analytic techniques used for this regard,
great efforts are needed to enhance the quality of evidence-based decisions and
recommendations in a telehealth environment. Diabetes disease patients often
need to undertake various daily medical tests in order to monitor their overall
health conditions through the telehealth system. However, in the current prac-
tice, carrying out various medical tests by diabetes disease patients every day
may bring lots of inconvenience and even burden, and thus affects their overall
life quality.

Generating accurate recommendations is an essential function in telehelth
systems, which is often based on the prediction of patients’ short-term disease
risk. In literature, the assessment and prediction of various diseases have been
studied by using data mining techniques and statistical tools for different health-
care and medical issues [3,4]. Although most of these studies have been achieved
a reasonable level of predictive accuracy, most of them focused on the long-term
medical prediction instead of short-term prediction which is studied in our work.

The major scientific contributions and features of our system are summarized
as follows.

– The system utilizes three decomposition methods, including DTCWT, FFT
and DWCWT-FFT;

– The statistical features extracted from these methods are then separately
input into the Least Square-Support Vector Machine classifier (LS-SVM) to
predict the necessity of taking body test on the next day in advance;

– We use a majority vote based ensemble technique to combine the prediction
results based on the three individual decomposition methods for producing
the final recommendation for diabetes patients;

– We compare our system with the existing work conducted to tackle the exactly
same issue to establish the superiority of our technique.

2 Proposed Recommender System

2.1 An Overview of Our System

Figure 1 illustrates the overall architecture of our recommender system used for
diabetes patients in the telehealth environment. First, the time series medical
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Fig. 1. The architecture of our recommendation system

data of a given patient is pre-processed, which is performed off-line, by seg-
menting them into smaller overlapped sliding windows based on the size of the
sliding window used in the data analysis. Then, the three decomposition meth-
ods – DTCWT, FFT and DTCWT-FFT – are separately applied to decom-
pose the segmented time series data of patients. The LS-SVM is used with each
decomposition method to test its ability to classify the patient’s condition. The
final recommendation is then taken based on the ensemble mechanism using the
majority vote approach for the three decomposition methods in order to produce
a binary accurate recommendation concerning whether the patient needs to take
a medical test on the coming day or not.

2.2 Dual Tree Complex Wavelet Transformation

The drawbacks of DWT are ameliorated by using the Dual Tree Complex
Wavelet Transformation (DTCWT) which offers a better time-frequency rep-
resentation of signals [5]. It is an improved version of wavelet transformation
that is designed to tackle some limitations in the discrete wavelet transform.

In our system, DTCWT is adopted to decompose the input time series data
into sub-bands of delta, theta, alpha, beta and gamma. Each DTCWT coefficient
has two parts real and imaginary. As a result, ten sub-bands in total obtained
after four-level decomposition (five sub-bands for each part).

From each frequency sub-band, six different statistical features can be
extracted. The extracted features are mean of coefficients of the absolute values,
average power of the coefficients, standard deviation of the coefficients, ratio of
the absolute mean values of coefficients of adjacent sub-bands, kurtosis of the
coefficients and skewness of the coefficients respectively.
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2.3 Fast Fourier Transformation

The Fast Fourier Transformation (FFT) is one of the most efficient techniques
used to compute the Discrete Fourier Transformation (DFT) and its inverse. In
many studies, it is used as a windowing technique like the wavelet transforma-
tion [6,9].

For each sliding window, five frequency bands (i.e., alpha, beta, gamma,
delta, and theta) are obtained using the fast Fourier transformation.

From each frequency band, eight different statistical features can be
extracted. The extracted features are denoted by XMin, XMax, XSD, XMed,
XMean, XRG (for Range), XFQ (for the First Quartile) and XSQ (for the Sec-
ond Quartile), respectively. The best performing features are dataset dependent.
Some series data are symmetrically distributed while others may have a more
skewed distribution.

In our work, the extracted features from each frequency band are grouped
into one vector and used as the input to the LS-SVM to predict the patient’s
condition.

2.4 Hybrid Method of Dual Tree Complex Wavelet Transform with
Fast Fourier Transform (DTCWT-FFT)

In this method, we apply 1D dual-tree complex wavelet transform to the input
time series data of patients for four-level DTCWT decomposition, and then
applies the fast Fourier transform to each DTCWT sub-bands and takes the
magnitude of these coefficients. In this way, the levels of the Fourier spectrum
vectors are used as a features set and the LS-SVM is used to classify the input
time series data into one of two classes: test required or no test required.

The proposed method for generating short-term medical recommendation
can be summarized as follows:

1. Get the input time series data of patients x(n) where n ∈ [1, N ].
2. Apply four-levels DTCWT decomposition to the input time series data. Let

the output time series be y{1}, y{2}, y{3}, y{4} and z{4} for levels 1, 2, 3,
and 4 respectively.

3. Apply forward FFT to y{1}, y{2}, y{3}, y{4} and z{4} and then take the
logarithm of the Fourier spectrum. Let the generated features be F{1}, F{2},
F{3}, F{4}, and F{5} respectively.

4. All the generated features vectors enter to the LS-SVM classifier to classify
the input time series data of patient.

3 Experimental Results

3.1 Diabetes Dataset

The diabetes dataset obtained from the Repository of Machine Learning
Databases by Washington University [7]. The collected data contain measure-
ments taken multiple times per day from 70 patients. Blood glucose measure-
ments, symptoms and insulin treatments were recorded with timestamps for each
patient, over the course of several weeks to months.
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Each record in the diabetes dataset consists of four fields about the date of
measurement, time of measurement, the code of measurement and the value of
measurement.

For the purpose of evaluating our system, the dataset is divided into two
parts: the training set and the testing set. The three transfer methods are trained
using the training set and then validated using the testing set as the ground truth
result. In our study, 75% of the dataset was partitioned as the training data while
the remaining 25% was used as testing data.

3.2 Performance Evaluation Measurements

To evaluate the performance of the proposed system, we have proposed three
performance metrics for this work, namely accuracy, workload saving and risk.
Accuracy refers to the percentage of correctly recommended days against the
total number of days for which recommendations are provided. Workload saving
refers to the percentage of the total number of days when recommendations are
provided for skipping the medical test against the total number of days in the
training set. Risk refers to the percentage of the days with risky recommendation
against the total number of days in the training set.

3.3 Recommendation Effectiveness of Our System

Recommendation Effectiveness of Our System Using FFT. Based on
our previous work [8,9], it was found that the obtained prediction results of our
system were not good enough when the features were not appropriately selected
from a time series data and vice versa. Thus, the statistical features of FFT were
tested separately to evaluate the prediction accuracy of the proposed system.

Furthermore, the patient discrimination ability of the eight statistical fea-
tures {XMin, XMax, XSD, XMed, XMean, XRG, XFQ, XSQ} is performed using
t-test. The p-values of the eight statistical features of five waveforms for two dif-
ferent classes including taking a test or not needed using t-test are presented in
Table 1. It can be seen that the last four waves (theta, alpha, beta and gamma)
with the statistical features of rang, mean, median, standard deviation, max,
and min provide a significantly difference (P < 0.003). Thus, the six features
of {XMin, XMax, XSD, XMed, XMean, XRG} of four waves are extracted from
FFT sub-bands were used to evaluate the performance of our system for pre-
dicting the patient’s condition one day in advance. The vector of features is then
entered into LS-SVM classifier to decide whether a given patient needs to take
a medical measurement on day in advance or not.

Based on the results in Table 3, it can be seen that when using the six statis-
tical features with the four waves, our system can achieve an accuracy over 90%,
a workload saving over 63% while the risk is lower than 5 %, indicating that
our recommendation system is highly accurate and able to significantly reduce
the workload for chronic diabetes disease patients to take up their daily medical
tests with a low health risk.
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Recommendation Effectiveness of Our System Using DTCWT. In this
experiment, the extracted statistical features from the high-frequency sub-bands
(i.e., y1, y2, and y3) were also tested separately to evaluate the prediction accu-
racy of the proposed system.

To achieve the best possible performance of our system, the statistical fea-
tures extracted from the high-frequency sub-bands (i.e., y1, y2, and y3) are
quantified using t-test. Table 2 shows the P -values of the six features extracted
from five waveforms of need or not to take a medical test. On the basis of
these results, we can be clearly observed that the five statistical features of
average power, ratio of mean values, standard deviation, skewness and kurtosis
extracted from the sub-bands (alpha, beta and gamma) are provide a highly def-
erence (P < 0.001). Hence, the five statistical features with the three sub-bands
DTCWT are selected to present the time series data of patient.

Our findings showed that combining all the five statistical features for the
three high-frequency sub-bands yielded a high prediction accuracy with an aver-
age accuracy of 91%, workload saving 63% and risk 4%. The obtained results
showed that the statistical features were able to reveal the characteristics of time
series data of patients, and to identify patient’s condition for short-time disease
risk prediction.

Table 1. p-values of statistical features for all waveforms

Waveforms p-values

of XFQ

p-values

of XSQ

p-values of

XSD

p-values of

XMAX

p-values of

XRG

p-values of

XMin

p-values of

XMed

p-values of

XMean

Delta 0.0425 0.0215 6.5214E−09 3.1245E−04 0.0695 0.0425 0.0525 4.2586E−11

Theta 0.0612 0.0325 2.3125E−06 6.2548E−07 0 3.5271E−05 4.2154E−06 0

Alpha 0.4325 0.0345 0 0 5.6243E−05 0 0 0

Beta 0.2154 0.6258 0 5.3641E−09 0 8.2546E−10 0 2.2547E−11

Gamma 0.9457 0.5054 8.9554E−07 0 0 0 0 0

Table 2. p-values of statistical features extracted form the five waveforms of DTCWT

Waveforms p-values
of mean

p-values of
average
power

p-values of
ratio of
mean values

p-values of
standard
deviation

p-values of
skewness

p-values of
kurtosis

Delta 0.0914 0.0754 0.0541 8.7894E−06 0.0465 0.0254

Theta 0.0456 0.1245 0.3254 0.0312 0.2584 0.4512

Alpha 0.1524 0 0 0 0 5.2364E−10

Beta 0.6324 0 5.8254E−09 0 0 0

Gamma 0.5214 7.5417E−05 0 6.2548E−07 7.5588E−09 0

Recommendation Effectiveness of Our System Using a Hybrid Trans-
form Method (DTCWT-FFT). In order to improve this method, the present
study applies the a dual-tree complex wavelet to the input time series data of
patients for four-level DTCWT decomposition, and then applies the fast Fourier
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transform to each DTCWT sub-bands and takes the magnitude of these coef-
ficients. The extracted features are entered to the LS-SVM classifier to decide
whether the patient who is suffering from chronic diabetes disease needs to take
a medical body test one day in advance or not.

The proposed system using a hybrid method yields an improved performance
compared with the previous two methods. Our system using a hybrid method
able to improve the accuracy performance from 90% to 93% while there is no
significant difference in the value of workload saving where the workload saving
rate is a very close to the two previous methods. The recommendation risk of
our system is also lower than the two competitive approaches.

Recommendation Effectiveness Based on the Majority Vote of the
Three Decomposition Methods. First, we apply the three methods to pro-
cess the time series medical data to facilitate the subsequent data analytic. Then,
the statistical features extracted from each decomposition method are separately
entering into the least square-support vector machine classifier to predict the
necessity of taking body test. The final recommendation of a given medical mea-
surement is considered based on applying the majority vote of the three decom-
position methods to decide whether the patient who is suffering from chronic
diabetes disease needs to take a medical body test one day in advance or not.

Based on Table 3, the proposed method based on majority vote technique
had the ability to classify the patients’ condition with a high accuracy over 96%,
while the risk is lower than 1.5%.

Table 3. The averaged performance of the three decomposition methods and the
proposed method

Method used Accuracy (%) Saving (%) Risk (%)

FFT 90.90 63.40 04.75

DTCWT 91.00 63.20 04.30

DTCWT-FFT 93.60 64.00 03.20

Proposed method 96.00 64.50 01.50

4 Conclusions and Future Research Directions

In this work, we propose a recommendation system supported by three decom-
position methods including dual-tree complex wavelet transform, fast Fourier
transform and dual-tree complex wavelet-coupled fast Fourier transform– to
provide the patients suffering from chronic diabetes disease with appropriate
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recommendations in a telehealth environment. This study applies three decom-
position methods which effectively analyze the medical time series data and input
separately the extracted statistical features from each method to the LS-SVM
to generate the accurate, reliable recommendations for chronic diabetes disease
patients. The final recommendation is taken according to the majority vote of
the three decomposition methods.

In future, we will apply other ensemble techniques, such as Adaboost and
boosting, to generate recommendations and conducting a comparative study on
those different ensemble models.
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Abstract. In this big data age, extensive requirements emerge in data
management and data analysis fields. Heterogeneous information net-
works (HIN) are widely used as data models due to their rich semantics
in expressing complex data correlations. The data similarities other than
the exact matches are required in many data mining, data analysis and
machine learning algorithms. Graph edit distance (GED) is one of the
feasible methods on HIN similarity measuring. In this paper, we firstly
extend the concept of GED in homogeneous graphs to the heterogeneous
information networks by introducing newly defined edit operations. The
metapath-based approximation method is then proposed to improve the
performance of full database similarity search, in which a upper bound
and a lower bound, both of polynomial time complexity, are utilized as
filters. Finally, comprehensive experimental results show the proposed
method outperforms the existed method in terms of computational effi-
ciency, bound tightness and similarity filtering capability.

Keywords: Heterogeneous information network · Similarity search
Graph edit distance · Metapath · Lower bound · Upper bound

1 Introduction

In big data age, extensive requirements emerge in data management and analy-
sis fields. A suitable data model is essential for the effectiveness and efficiency.
Heterogeneous information networks (HIN) are widely used as data models due
to its rich semantics in expressing complex data correlations [1]. Different from
the traditional data graphs, or homogeneous information networks, in which the
entities and relationships are of same types, the entities (vertices) in heteroge-
neous information networks are multi-typed and there are diverse relationships
(edges) among the entities.

In some data applications, it is important to measure the data similarities
other than to acquire the exact matches. As one of the most widely used and
feasible methods, Graph Edit Distance (GED) is proposed to calculate the sim-
ilarity of homogeneous graphs [2]. Unfortunately, the cost of GED computation
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 195–202, 2018.
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is exponential to the number of graph vertices, which is too expensive to be
applicable in large scale graphs. Therefore, feature-based GED approximation
techniques are proposed to improve graph search performance. Heuristic meth-
ods are proposed to obtain upper and lower bounds of GED to improve the
efficiency of graph similarity searches [3,4].

Although the heterogeneous information networks share the same basic
notions as the homogeneous graphs, i.e. they are both composed of vertices
and edges. There are issues need to be addressed in similarity measuring. Fur-
thermore, there are more options in performance improving as HINs have richer
information that can be utilized.

In this paper we extend the concept of Graph Edit Distance in homogeneous
graphs to the heterogeneous information networks by introducing the newly
defined edit operations. A star-based approach is firstly proposed by revising
the existed work on homogeneous graphs. Due to the unique characteristics
of heterogeneous information networks [5], metapaths are then utilized as basic
semantic components and the metapath mapping distance is proposed to approx-
imate the HIN Edit Distance. Additionally, metapath mapping distance is used
to support graph similarity search by obtaining upper and lower bounds of HIN
edit distance in polynomial time. In summary, the contributions of this paper
are as follows.

1. Graph edit distance is extended from homogeneous graphs into heterogeneous
information networks, noted as HIN-ED, in which the vertex types are taken
into account.

2. Metapaths are utilized as the features of HINs, and the metapath mapping
distance is proposed to approximate HIN-EDs.

3. The metapath-based lower bound and upper bound, both of polynomial time
complexity, are introduced to assist the similarity search.

4. Comprehensive experimental studies are conducted to evaluate the efficiency,
bound tightness, scalability and filtering performance of the proposed algo-
rithms.

2 HIN Edit Distance and Similarity Search

Many concepts, such as information network, heterogeneous information net-
work(HIN), network schema and meta path, were proposed by Han and Sun [7].

The existed edit distance metric is proposed to measure the similarities of
homogeneous graphs. We extend it by adding new edit operations to support
similarity search of heterogeneous information networks. The edit operations
are conducted on HIN with no self-loops, multi-edges or edge labels.

A heterogeneous information network can be transformed to another one by
performing a sequence of edit operations. We consider six edit operations.

1. Vertex Insertion. Add a vertex into the network;
2. Edge Insertion. Add an edge into the network;
3. Vertex Deletion. Remove a vertex from the network;
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4. Edge Deletion. Remove an edge from the network;
5. Vertex Relabeling. Change the label of one vertex into another one;
6. Vertex Type Substitution. Change the type of one vertex into another one.

Vertex labels are subordinate to vertex types. The cost of vertex type sub-
stitution is 2 since it will cause the vertexs label being changed.

Definition 1. Heterogeneous Information Network Edit Distance (HIN-ED).
Given heterogeneous information networks g1 and g2, the edit distance of g1
and g2, denoted as λ(g1,g2), is the number of edit operations in the optimal edit
operation alignment that make g1 reach g2.

Let P=(p1,p2,· · · ,pk) be an edit operation alignment transforming g1
to g2. Accordingly, there is a sequence of information networks g1=h0→h1

→· · · →hk=g2, where hi−1→hi(1≤i≤k) indicates that hi is derived from per-
forming pi over hi−1.

The purpose of full similarity search is to find all the heterogeneous informa-
tion networks in database that is similar to a given query network. A distance
threshold is commonly used to measure the similarity by testing whether the
distances between networks are qualified or not.

Algorithm 1. HIN-Sim: Full Similarity Search of Heterogeneous Information
Networks.
Input: A query graph q and a graph database D; Distance threshold ω;
Output: All graphs g in D where λ(g, q) ≤ ω;
1: for each graph g∈D do
2: if Lb(g,q) ≥ ω then
3: continue;
4: end if
5: if Ub(g,q) ≤ ω then
6: report g as a result;
7: continue;
8: end if
9: if λ(g,q) ≤ ω then

10: report g as a result;
11: end if
12: end for

Algorithm 1 illustrates the process of full similarity search. Given a query
network q and a distance threshold ω, it is inefficient to calculate and test the
distances of q and every network g in D. Therefore, a lower bound and an
upper bound are used as filters. The lower bound, Lb(g,q), is first calculated
and tested against to filter out the unqualified data (line 2–4). Then, the upper
bound,Ub(g,q), is calculated and tested to get the definitely qualified data (line
5–7). Finally, the edit distance, λ (g, q), is calculated and tested on the data
that are in between (lines 9–11).
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It is obvious that the performance of Algorithm 1 depends on the bounding
tightness and the computing efficiency of the bounds. The closer the bounds to
the HIN-EDs are, the better the filtering capability is, and the less the HIN-EDs
are calculated.

3 Metapath-Based HIN-ED Lower and Upper Bounds

Zeng and Tung proposed to bound the graph edit distance based on stars since
the star structure is one of the basic structures of graph [4]. While, metapath
is a special structure depicting the composite relationships of heterogeneous
information networks [5,7,8]. We use metapaths as the basic components of
HINs to bound the HIN edit distance.

Definition 2. Metapath Schema Coverage. A HIN schema TG=(Vs, Es, Ts,
αs) is covered by a metapath set Pm if for each e∈Es there is a metapath p∈Pm

that contains e.

Definition 3. Metapath HIN Coverage. A HIN G is covered by a metapath
instance set P if (1) the schema of G is covered by metapath set Pm; (2) any
metapath instance in P is an instance of some metapath in Pm; (3) all edges of
G appears in some metapath instance in P. We call P is the metapath represen-
tation of HIN g, denoted as P(G).

Proposition 1. Metapath Edit Distance. The edit distance of two metapath
instances p1 and p2 is:

λ(p1, p2) =
n∑

i=1

M(p1.Ni, p2.Ni)

T (r1, r2) =

⎧
⎪⎨

⎪⎩

2 ifα(v1) �= α(v2)
1 ifα(v1) = α (v2) andβ(v1) �= β(v2)
0 ifα(v1) = α (v2) andβ(v1) = β(v2)

(1)

p.Ni is the ith node in path p.

Proof. The proof is simple and omitted.

Definition 4. Given two metapath instance multisets P1 and P2 with identical
cardinalities, The mapping distance from P1 to P2, denoted as B:P1→P2, is a
bijection and defined as follows.

ζ(S1, S2) = minB

∑

pi∈P1

λ(pi, B(pi)) (2)

Computing ζ(P1,P2) is similar to computing ζ(S1,S2) introduced in [4].

Definition 5. Metapath Mapping Distance. The metapath mapping distance
μ(g1,g2) of HIN g1 and g2 is defined as:

μ(g1, g2) = ζ(P1, P2) (3)
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We will analyze the relationship between the metapath edit distance and
each edit operations in GED sequence.

Proposition 2. Given two HINs g1 and g2, the metapath mapping distance
μ(g1,g2) of g1 and g2 satisfies the following inequality:

μ(g1, g2) ≤max{max{δ(g1)
L−2

, δ(g2)
L−2} × L,

max{(δ(g1)
2M )L−2, (δ(g2)

2M )L−2} × 2}
× λ(g1, g2)

(4)

where L is the length of metapath, and the maximum number of singular-
typed neighbours of all the vertices in g is noted as δ(g).

Proof. The proof is omitted.

Similar to the star mapping distance, certain edit operations may also be
redundantly calculated in metapath mapping distance. For example, one vertex
relabeling operation on v0 is conducted to edit g1 to g2. Assume that label of v0

is changed from σ1 to σ2, and σ1 doesn’t exist in g2. It is clear that metapath
mapping distance counts the number of metapath instances containing v0 and
adds it up, of which only 1 unit cost contributes to HIN-ED.

Given a HIN G=(V, E, Tv, α, L, β) and a coverage metapath instance set
P, the metapath degree of a vertex type t, noted as pathDeg(t), is the minimum
number of edges incident with the vertices of type t that are contained by P.

Proposition 3. Metapath-based Upper Bound. Given the metapath mapping
distance of HINs g1 and g2, μ(g1,g2), the metapath-based upper bound of λ(g1,g2),
denoted as τ(g1,g2), satisfies the following equation:

τ(g1, g2) = μ(g1, g2) − M(g1, g2) ≥ λ(g1, g2)

M(g1, g2) =
n∑

i=1

(min(pathDeg(g1.a(Vi)), pathDeg(g2.a(Vi))) − 1)

×(min(|g1.a(Vi)|, |g2.a(Vi)|) − |g1.a(Vi) ∩ g2.a(Vi)|))
(5)

g.a(Vi) is the set of vertices with the same type as Vi in network g.

Proof. The proof is omitted.

4 Performance Evaluation

All the experiments were conducted on a 2.60 GHz Inter(R) Core(R) i7 PC with
8 GB main memory, running Windows 7. All the algorithms were implemented
in C++ and compiled by MS VC10. The dataset is generated by an revised
version of the generator kindly provided by Kuramochi [6].

As the base-lines, we revised the algorithm in [4] and implemented the star-
based lower bound and star-based upper bound on HIN.
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Experiment 1 [Computing efficiency]. The average runtime of computing
star-based lower bound ω, star-based upper bound θ, metapath-based lower
bound γ and metapath-based upper bound τ were tested in this experiment.
We compared the four bounds with exact HIN-ED λ on the synthetic dataset
with different network sizes.

In Fig. 1, the X-axis shows the network sizes being tested, and the Y-axis
shows the corresponding average runtimes of the four bounds and HIN-ED. The
lengths of metapaths were set to 3 for simulating the network schema of DBLP.
The cost of HIN-ED computation was exponential to the graph size and does
not apply in large-scale HIN similarity measuring. For HINs, one vertex may
act as a root or as a leave in a star, while its position in a metapath is fixed.
So, metapath mapping is relatively simpler than star mapping. As a result, the
computations of metapath-based bounds, τ and γ, outperformed that of star-
based bounds, θ and ω, by 5 to 10 times generally. Since the upper bounds shrink
from the mapping distances, the costs of computing upper bounds were slightly
larger than that of lower bounds in both sub-structures.
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Experiment 2 [Tightness of bounds]. In this experiment, we looked into
the tightness of lower and upper bounds. The lengths of metapaths were set to 3
for computing the metapath-based bounds. Figure 2 depicts the average values
of ω, γ, θ, τ and λ on the networks of different sizes.

Metapaths capture more semantics than stars, and the redundancy in meta-
path mapping distance is less than that in star mapping distance. So, in Fig. 2
the metapath-based lower bound, γ, was closer to λ than the star-based lower
bound, ω. When the networks got bigger, ω went further from λ than γ since the
increasing rate of number of stars is much faster than that of number of meta-
paths. As for the upper bounds, the metapath-based upper bound τ bounded
more tightly than star-based upper bound θ when the sizes were relatively small,
while the situation changed when the sizes got bigger.
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We adopt the well known approximation ratio e=max{d/λ,λ/d} to measure
the bounding tightness, where d represents the lower bounds or upper bounds.
The closer to 1 e is, the tighter the bound is.

As shown in Fig. 3, the approximation ratio of the metapath-based lower
bound γ gradually approached to 1 along with the increasing of the network
sizes. On the other hand, the star-based lower bound ω gradually got looser
from HIN-ED. To be quantitative, the average e of ω was 92.02% larger than
that of γ. For upper bounds in Fig. 4, the approximation ratio of star-based
upper bound tended to be stable, while the approximation ratio of metapath-
based upper bound τ increased fast when the network scale was relatively bigger.
The average e of θ was 26.27% tighter than that of τ .
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Experiment 3 [Full similarity search]. In experiment 3, we investigated the
performance of similarity search by setting different upper and lower bounds
as filters. The number of expensive HIN-ED computations (noted as #λ) was
set as the filter criteria. Since λ cannot be solved in a polynomial time, the
fewer λ is calculated, the better the filter is. Four versions of algorithm HIN-
Sim were tested, HIN-Sim:ω (with star-based lower bound), HIN-Sim:γ (with
metapath-based lower bound), HIN-Sim:ω+θ (with star-based lower bound and
upper bound), and HIN-Sim:γ+τ (with metapath-based lower bound and upper
bound).

Figure 5 gives the filter abilities of the proposed bounds. The metapath-based
filters were better than the star-based filters in general, which agreed to the
conclusion of the bounding tightness experiments. The upper bounds had little
impact when the thresholds were small, while along with the threshold increas-
ing, the upper bounds introduced significant impacts. Due to the parameters
settings, such as the vertices of the same type may have more label options, the
metapath-based upper bound performed much better than the star-based upper
bound when the thresholds was larger.
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5 Conclusions

The edit distance based similarity search of heterogeneous information networks
was investigated in this paper. The graph edit distance in homogeneous graphs
was extended first. We utilized the metapaths to approximate HIN-ED by intro-
ducing the metapath mapping distance. The metapath-based lower bound and
upper bound were derived as the filters of full similarity search. There are fewer
redundant edit operations in the metapath mapping distance than that in the
star mapping distance. Since metapath is a specific structure designated to cap-
ture the composite relationship semantics of HINs, the bounding effectiveness
of the metapath-based lower bound was much better than the star-based lower
bound. The experimental results showed the proposed methods were effective
and efficient in terms of computational efficiency, bound tightness, and similar-
ity filtering capability.
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Abstract. This paper proposes an approximate nearest neighbor search
algorithm for high-dimensional data. The proposed algorithm is based on
a distance-based hashing called adaptive flexible distance-based hashing
(AFDH). For a given query, AFDH returns a small-sized candidate set
of nearest neighbors, and the one closest to the query is selected as
the final result. The main advantage of the proposed algorithm is that,
without fine tuning of parameter values of the algorithm, good search
results can be obtained. Experimental results show that the proposed
algorithm produces satisfactory results in terms of quality of results as
well as execution time.

Keywords: Nearest neighbor search
Adaptive flexible distance-based hashing

1 Introduction

The nearest neighbor search problem is a well-known and fundamental problem
in many applications such as machine learning, pattern recognition, computer
graphics, information retrieval, and so on [2,4,7]. The problem is to find a data
point in a set of data points D, which is closest to a given query q with respect
to a defined distance measure. A typical and important version of the nearest
neighbor search problem is the case that the distance measure is the ordinary
Euclidean distance, and the dimension of the data space is very high such as d ≥
20. In this paper, this type of the nearest neighbor search problem is discussed.

To shorten the computation time of nearest neighbor search, various
approaches have been proposed [1,3,5,6]. Most of existing algorithms for this
problem can be classified into two categories: search algorithms using tree-based
data structures and approximate nearest neighbor search algorithms based on
hashing. Typical examples of tree-based data structures used in nearest neigh-
bor search algorithms are KD-tree, R-tree and its variants, B+-tree, and Cover
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tree [6,7]. Although most of search algorithms using tree-based data structures
can produce the exact result, they may not often be very efficient for the high-
dimensional and large scale dataset.

Approximate nearest neighbor search algorithms, on the other hand, can
improve the efficiency of search in computation time and space at the sacrifice
of exactness of solutions. There are several types of approximate nearest neigh-
bor search algorithms. Among them, algorithms using hashing are well-known.
Various kinds of hashing techniques, such as locality-sensitive hashing (LSH),
spectral hashing, etc., have been proposed to find efficiently approximate near-
est neighbors with good accuracy [1,3].

In this paper, we propose an approximate nearest neighbor search algorithm
for high-dimensional data based on hashing. The hashing technique adopted
in the proposed algorithm is an extension of flexible distance-based hashing
(FDH) [8]. For a given query, FDH returns a small-sized candidate set of nearest
neighbors. Among them, the one closest to the query is selected as as the final
result.

The original FDH has a drawback that there always exist some regions (i.e.,
subspaces of the entire data space) which would not be selected as candidate
regions having nearest neighbors. To overcome this drawback of FDH, we newly
introduce two ideas into FDH. One is the furthest δ-neighbor, and the other
is the adaptive control of searching regions. Introducing those two ideas into
FDH, we newly propose an extension of FDH, called adaptive flexible-distance
based hashing (AFDH, for short). Experimental results show the effectiveness
and efficiency of the proposed approximate nearest neighbor search algorithm
based on AFDH.

The rest of the paper is organized as follows. Section 2 describes the nearest
neighbor search problem and flexible distance-based hashing (FDH). Section 3
introduces an extension of FDH called AFDH, and proposes a new approximate
nearest neighbor search algorithm based on AFDH. Section 4 shows experimen-
tal evaluation of the proposed AFDH-based nearest neighbor search algorithm.
Finally, Sect. 5 concludes the paper.

2 Preliminaries

2.1 Nearest Neighbor Search

The nearest neighbor search problem is formally defined as follows. Assume that
a dataset D = {p1, . . . , pn} with n elements is given. Each element in D consists
of d attributes (r1, . . . , rd), and each attribute ri is a real number within the
range of [Li, Ui], where Li and Ui are the lower and upper bounds of attribute
ri, respectively. From the definition, each element in D can be considered as a
data point in d-dimensional space Rd.

Nearest neighbor search for a dataset D is described as follows. Given a query
point q in Rd, we want to search a nearest point of q in D where the nearness
of two points in D is defined with respect to the Euclidean distance in Rd. In
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the following, the Euclidean distance between two data points, p and q, in Rd is
denoted as dist(p, q).

2.2 Flexible Distance-Based Hashing (FDH)

Flexible distance-based hashing (FDH) is a hashing method proposed in [8] for
nearest neighbor search in a high-dimensional space. Given a dataset D =
{p1, . . . , pn}, the method firstly selects a set of A points, denoted An = {a1, a2,
. . . , aA}, from D so that the distance between any pair of ai and aj , i �= j, is large
as much as possible. Each ai is called an anchor. For each anchor ai in An, we
determine the “radius”, denoted ri, so that |Dnear(ri)| � |Dfar(ri)| holds where
Dnear(ri) = {p ∈ D|dist(ai, p) ≤ ri} and Dfar(ri) = {p ∈ D|dist(ai, p) > ri}.

Determining a set of anchors appropriately is important to get a good solution
in the nearest neighbor search using FDH. A heuristic approach to this problem
is an iterative improvement method. In this method, firstly, a set of anchors is
randomly selected. Next, the method selects a pair of distinct anchors, p and
q, such that dist(p, q) is the smallest among all pairs of anchors. Then, another
point, r, is randomly selected, and if the minimum distance between r and any
other point is larger than dist(p, q), p is discarded from the set of anchors, and r
becomes an element of the set of anchors. Otherwise, r is discarded. The method
repeats this procedure until no more improvement is observed.

Assume that we have an anchor set An for a dataset D in Rd. Given a data
point p in Rd, a bit sequence of length A, denoted BM(p) = b1, b2, . . . , bA, is
defined as follows.

BM(p)[i] = bi =
{

0 if dist(ai, p) ≤ ri
1 otherwise

(1)

We call this bit sequence BM(p) the bitmap of data point p. Using the
bitmap, the d-dimensional data space can be divided into a set of 2A subspaces.
That is, two distinct data points, p and q, are included in the same subspace
if BM(p) = BM(q) holds. In the following, we call each subspace a region. A
region can be identified by its corresponding bitmap. For example, when d = 2
and A = 3, then the 2-dimensional data space is divided into 8 regions, whose
boundaries are represented as 3 circles (see Fig. 1).

For a dataset D in the d-dimensional data space, if each data in D is main-
tained in its corresponding region, we can efficiently search a nearest point for a
given query point q by calculating BM(q). This search method has been firstly
proposed in [8], and named Flexible Distance-based Hashing (FDH). For exam-
ple, in Fig. 1, there are 16 data points, p1, p2, . . . , p16, in which p14 = a1,
p15 = a2, and p16 = a3 are anchors. If a query point p is given, its bitmap is 010
(BM(p) = 010). The region with bitmap 010 includes p5, p7, p8, and p11. We
calculate the Euclidean distance between p and those 4 data points, and find p8
as the closest point to p.

Since if two data points exist in a neighborhood in the data space, there is a
high possibility that two data points belong to a same region (i.e., they have a
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Fig. 1. An example of FDH.

same bitmap), FDH can be considered as a family of locality sensitive hashing.
An advantage of FDH is that, since there is no parameters of FDH depending
on the number of dimensions of data space, the nearest neighbor search using
FDH can be easily applied to any number of dimensions without degrading its
performance.

2.3 Nearest Neighbor Search Using FDH

FDH can be used for nearest neighbor search. However, a straightforward, brute-
force approach to nearest neighbor search could fail to find an exact solution,
since there is no guarantee that a region including a query point includes the
nearest point to the given query. To relax this problem, the concept of neighbor
regions is introduced. Given two data points, p and q, Hamming(p, q) represents
the Hamming distance of bitmaps of p and q. For example, if BM(p) = 011 and
BM(q) = 110, then Hamming(p, q) = 2. We extend the notation of Hamming()
so that Hamming(p,R) represents the Hamming distance of BM(p) and BM(R)
where p is a data point and R is a region, and BM(R) represents the bitmap of
R.

The nearest neighbor search using FDH is given as follows. Assume that a
positive integer H is given as an input, and H ≤ A holds where A is the number
of anchors in FDH. Then, a given query p, a set of neighbor regions, R1, R2,
. . ., Rk is determined so that for each Ri, 1 ≤ i ≤ k, BM(p,Ri) ≤ H holds. A
nearest neighbor is searched in those neighbor regions, and a data point closest
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to the query is output as a search result. There is still no guarantee that the
exact solution is obtained. However, the accuracy of search can be controlled by
the value of H. Note that, when H = A, then this search algorithm is equivalent
to the full search algorithm, and the obtained result becomes an exact solution.

3 The Proposed Algorithm

3.1 A Drawback of Nearest Neighbor Search Using FDH

In Subsect. 2.3, we described the approximate nearest neighbor search algorithm
using FDH. As explained, this algorithm has a possibility that an exact solution
is failed to find. For example, consider Fig. 1 again. In this figure, there are 16
data points including 3 anchors. Assume that a query point q is given. A region
having q has bitmap 110. In the following, a region having the query point is
called a query region. In the query region, there are 3 data points, but any of
those are very far from an exact solution p2. If the Hamming distance H is given
as 1, which specifies neighbor regions to the query, bitmaps of neighbor regions
are 010, 100, 111, but those regions still don’t contain p2. If H is given as 2, the
region containing p2 becomes a neighbor region, and an exact solution can be
found. However, in this case, the number of neighbor regions including the query
region is 7, and all regions but one (region 001) are to be searched for finding a
nearest neighbor. This is a drawback of nearest neighbor search using FDH. To
solve this drawback, two mechanisms are newly introduced, that is, a furthest
δ-neighbor and an adaptive control of neighbor regions, which will be explained
in the subsequent subsections.

3.2 Furthest δ-Neighbor

Let’s pay attention to Fig. 1 again. The reason that an exact result p2 for query
point q is failed to find when H = 1 is that the query point q exists very near
to spheres (circles) defined by two anchors a1 and a2. In this case, region with
bitmap 000 is far from the query region 110 in the Hamming distance (the
Hamming distance from the query to the region is 2), but in the Euclidean
distance, region with bitmap 000 is near to the query. An idea to solve this
drawback is to add such regions like region 000 in the figure to neighbor regions
to be searched in the search algorithm using FDH.

Given a query q and a positive real number less than 1.0, denoted δ, we newly
introduce a furthest δ-neighbor, denoted FN(q, δ), to the search algorithm. A
furthest δ-neighbor is a region which is near to the query in the Hamming dis-
tance, but furthest in the Euclidean distance. A furthest δ-neighbor FN(q, δ)
is defined as follows. Let the bitmap of q be BM(q) = b1, b2, . . . , bA. For each
anchor ai, 1 ≤ i ≤ A, a bitmap b′

1, b
′
2, . . . , b

′
A is defined as

if (dist(ai, q) ≤ ri) ∧ (dist(ai, q) ≥ (1 − δ)ri) then b′
i = 1

if (dist(ai, q) > ri) ∧ (dist(ai, q) ≤ (1 + δ)ri) then b′
i = 0

otherwise b′
i = bi
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where ri is a radius corresponding to anchor ai, and dist(ai, q) represents
the Euclidean distance between ai and q. Then a furthest δ-neighbor of q,
FN(q, δ), is a region whose bitmap is b′

1, b
′
2, . . . , b

′
A defined as above (that is,

BM(FN(q, δ)) = b′
1, b

′
2, . . . , b

′
A). For example, in Fig. 1, let δ = 0.1, and a query

q is given. Then, BM(q) = 110. According to the definition of bitmap of furthest
δ-neighbor, b′

1b
′
2b

′
3 = 000. Thus, FN(q, δ) is a region with bitmap 000.

Introducing the furthest δ-neighbor, the nearest neighbor search algorithm
using FDH is modified as follows. Given a query q, H and δ, we firstly calculate
a set of neighbor regions, denoted NR(q,H), which are defined as same as the
original search algorithm using FDH. That is, NR(q,H) is formally given as
follows.

NR(q,H) = {R | R ∈ Rall,Hamming(q,R) ≤ H}
where Rall is a set of all regions in the data space. For example, in Fig. 1, for q
and H = 1, NR(q,H) = {110, 010, 100, 111}, where regions are represented by
their corresponding bitmaps (this representation will be used hereafter). Note
that, as explained, if H = A, NR(q,H) represents all regions of the data space,
and the search algorithm becomes a brute-forth, full search algorithm.

Then, we calculate additional neighbor regions, denoted FNR(q, δ), based
on the the furthest δ-neighbor, given as follows.

FNR(q, δ) = {R | R ∈ Rall, Hamming(q, R) + Hamming(R, F ) ≤ Hamming(q, F )}

where F is the furthest δ-neighbor region of q, that is, F = FN(q, δ). The intu-
itive explanation for the inequality in the definition is that R exists somewhere
between q and F , but not beyond F . Figure 2 shows a schematic depiction of
NR(q,H) and FNR(q, δ).

Fig. 2. Furthest δ-neighbor.

For example, in Fig. 1, for q and δ = 0.1, F = 000, and FNR(q, δ) =
{000, 010, 100, 110}. Other regions are not included in this set, since the inequal-
ity in the definition does not hold. We can easily show that the number of regions
in FNR(q, δ) is shown as follows.
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|FNR(q, δ)| = 2Hamming(q,F )

where F is the furthest δ-neighbor region of q.
Then, a candidate of a nearest neighbor will be searched in NR(q,H) ∪

FNR(q, δ). Note that there are some regions which belong to both NR(q,H) and
FNR(q, δ). In the case of Fig. 1, regions of {000, 010, 100, 110, 111} are searched.
In this example, exact solution p2 will be found. Note that the same result could
be obtained with the original search algorithm with H = 2. But, in this case, 7
regions will be searched, and hence the computation time would be larger than
the improved algorithm given in this section.

3.3 Adaptive Control of δ

The search algorithm presented in the previous subsection is superior to the
original search algorithm using FDH. However, there is still one issue of the
improved algorithm. That is, the effectiveness of the algorithm would depend on
the values of parameters. The algorithm has two parameters, H and δ. Prelimi-
nary experiments show that the accuracy of results as well as computation time
vary as the parameter values are changed. Experimental results show that, in
general, H and δ are set to large values, the accuracy of results becomes high,
but requires more computation time. For a given data set and a query, it is
difficult to set appropriate values to the parameters in advance.

To overcome this difficulty, we introduce the mechanism of adaptive control
of the value of δ during the search. The overview of the adaptive control of
parameter value is as follows. When the algorithm starts, δ is set to 0. This
means that the behavior of the algorithm is the same as the original search
algorithm using FDH. After the algorithm finishes, the obtained result is tem-
porarily stored. Then, the value of δ set to a predefined value, denoted Δ, and
the algorithm starts again. After finishing the algorithm, if the obtained result is
improved, we update δ as δ ← δ + Δ, and the algorithm runs again. Otherwise,
the algorithm terminates. We call the modified FDH explained in this section
the adaptive FDH. As shown later in Sect. 4, experimental results show that the
proposed mechanism works very well to get a good solution.

3.4 Algorithm Description

The proposed approximate nearest neighbor search algorithm, which includes
furthest δ-neighbor and adaptive control of the value of δ, is given below.

Inputs: a query: q, a data set: D = {p1, p2, . . . , pn}, a set of anchors: An =
{a1, a2, . . . , aA}, a set of radius: Ra = {r1, r2, . . . , rA}, the maximum Ham-
ming distance: H, the incremental value of δ: Δ.

Step1: Calculate BM(q).
Step2: δ ← 0, SR ← NR(q,H), mind ← ∞.
Step3: oldd ← mind.
Step4: For each p ∈ SR do:
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Step4-1: If dist(q, p) < mind then pmin ← p, mind ← dist(q, p).
Step4-2: If there is no data point left in SR, then go to Step5, otherwise go to

Step4.
Step5: If oldd = mind then output pmin, stop.
Step6: δ ← δ + Δ.
Step7: SR ← {regions in FNR(q, δ) newly added by increment of δ}, go to

Step3.

The main advantage of the proposed nearest neighbor search algorithm using
adaptive FDH is that there is no need to determine the values of parameters in
advance. Although H and Δ are listed in inputs of the algorithm shown above,
as shown in experimental results given in Sect. 4, in practice, their values can be
fixed in advance, and satisfactory results can be obtained.

4 Experimental Evaluation

We show some experiments to evaluate the proposed search algorithm from
the viewpoint of search accuracy. Given a query q, let palgo be a data point
obtained by the search algorithm as an approximate nearest neighbor, and popt
be a exact nearest neighbor of q. We define two measures, the absolute error
AE(q, palgo, popt) and the relative error RE(q, palgo, popt), to evaluate the quality
of search. The absolute error is defined as follows:

AE(q, palgo, popt) = dist(palgo, q) − dist(popt, q) (2)

The relative error is 0 if the absolute error is 0. For the case that the absolute
error is not 0, the relative error is defined as follows:

RE(q, palgo, popt) = (AE(q, palgo, popt)/dist(popt, q)) × 100 (%) (3)

We use another measure for evaluation of search. Consider that the nearest
neighbor search is performed in N times, and we get exact nearest neighbors
in M times (M ≤ N). Then, the accuracy rate, denoted AR, is defined as
AR = (M/N) × 100 (%). To obtain an exact solution, we develop an exact
nearest neighbor search program.

As inputs of the search program, we randomly generate 2 sets of datasets.
Each dataset consists of 16, 384 data points, and each data point in the dataset
has 16 and 32 attributes. Attribute values are real numbers within the range of
(−999.99, 999.99).

In experiments, the number of anchors A in AFDH is set to 10, and the
upper bound of Hamming distance used in the search to determine regions to be
searched, H, is set to 1, 2, 3 and 4. The total number of nearest neighbor search
for each data set, N , is 100, 000. Queries are randomly generated.

Experimental results were shown in Tables 1 and 2, each of which show the
results of the cases of d = 16 and d = 32, respectively, where d is the number of
attributes of a data point (that is, the number of dimensions). In the tables, “Abs.
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Table 1. Experimental results of AFDH (case of d = 16).

H Abs. Err.
(Ave.)

Abs. Err.
(Max.)

Rel. Err.
(Ave.) [%]

Rel. Err.
(Max.) [%]

Accuracy
[%]

#regions
(Ave.)

Time
(Ave.) [μs]

Δ = 0.1

1 101.39 1108.41 7.70 146.32 43.51 51 85.52

2 42.30 951.97 3.20 133.88 67.68 74 126.23

3 14.99 761.33 1.12 77.48 85.98 183 237.26

4 4.22 605.21 0.31 63.69 95.48 388 413.46

Δ = 0.2

1 46.26 1040.39 3.51 146.32 70.59 300 295.58

2 19.51 951.97 1.47 133.88 84.03 213 318.33

3 6.61 761.33 0.49 77.48 93.57 240 414.86

4 1.74 510.47 0.13 44.31 98.10 404 524.37

Δ = 0.3

1 11.21 1001.23 0.84 105.46 92.63 588 514.59

2 4.78 878.47 0.36 86.02 96.03 373 507.25

3 1.62 724.32 0.12 66.45 98.40 301 604.73

4 0.42 402.88 0.03 33.43 99.52 419 679.92

Err.” and“Rel. Err.” represent the absolute and the relative errors, respectively.
“Ave.” and“Max.” represent the average and the maximum values, respectively.
“#regions (Ave.)” shows the average number of searched regions during the
algorithm execution.“Time (Ave.)” represents the average computation time to
get a solution per one query. Note that since A = 10, the number of all regions
is 210 = 1024.

From experimental results, we have several observations shown as follows.
Firstly, as the value of H increases, better results will be obtained. Secondly, as
the value of Δ increases, better results will also be obtained. Thirdly, the number
of attributes of a data point increases, results will be improved. Fourthly, there
always exist very difficult cases, in which exact results can be hardly obtained,
but those cases are very rare, in particular, when H and Δ are large. Note that,
except for the case that the behavior of the proposed algorithm is the same as a
brute-forth full search algorithm (for example, a case of setting H to A), we can
show that there always exists a query, for which the proposed algorithm fails to
produce an exact solution.

Finally, the best values of parameters of H and Δ depend on the required
accuracy. For example, let’s consider the case that the accuracy of 99% or more
is required. Then, for the case of d = 16, H = 4 and Δ = 0.3 are the best values
in terms of the accuracy and the computation time per query. For the case of
d = 32, H = 1 and Δ = 0.3 are the best values.
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Table 2. Experimental results of AFDH (case of d = 32).

H Abs. Err.
(Ave.)

Abs. Err.
(Max.)

Rel. Err.
(Ave.) [%]

Rel. Err.
(Max.) [%]

Accuracy
[%]

#regions
(Ave.)

Time
(Ave.) [μs]

Δ = 0.1

1 102.85 1366.22 3.87 81.47 47.32 175 262.24

2 61.83 1205.84 2.32 61.73 61.15 160 323.02

3 30.16 1055.92 1.13 54.98 77.51 228 431.75

4 11.92 1055.92 0.44 54.98 89.92 406 662.41

Δ = 0.2

1 17.27 1157.59 0.65 57.44 89.61 696 679.20

2 10.45 1055.92 0.39 54.98 92.69 539 785.94

3 5.08 1055.92 0.19 54.98 95.97 429 877.87

4 1.98 1055.92 0.07 54.98 98.25 478 1043.75

Δ = 0.3

1 0.86 746.28 0.03 33.69 99.45 836 834.92

2 0.51 597.85 0.02 26.49 99.62 642 843.50

3 0.26 527.91 0.01 26.49 99.79 483 976.72

4 0.09 399.78 0.00 13.95 99.91 497 1103.41

In addition, for both cases, H = 4 and Δ = 0.3 always achieve the accuracy
of 99% or more. This result shows that, in practice, there is no need to adjust the
parameter values of the proposed algorithm, although fine tuning of parameter
values will result better performance as well as better results of the algorithm.
Depending on the requirement of the application, we can choose appropriate
parameter values so that better results can be obtained in shorter computation
time.

5 Conclusion

In this paper, we proposed a hashing-based approximate nearest neighbor algo-
rithm for high-dimensional data. The search algorithm was based on flexible
distance-based hashing (FDH). We extend FDH by introducing the concept of
δ-nearest neighbor and the adaptive control of parameter value δ used in the
algorithm, and call this extended FDH the adaptive FDH. Using AFDH, we
propose a nearest neighbor search algorithm for high-dimensional data. Exper-
iments show that the proposed search algorithm was effective to obtain a good
result. The proposed algorithm can produce good results even if there is no
parameter tuning of the algorithm.

As future work, further improvement of the search method using FDH may
be desired so that better approximate results can be obtained in a shorter com-
putation time. Comparing the proposed algorithm with existing nearest neighbor
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algorithms is interesting and important. Experiments using benchmark data as
well as real data will be required to show the effectiveness of the proposed algo-
rithm in the real world applications. Extension of the algorithm to a k-nearest
neighbor algorithm is also attractive.
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Abstract. Set similarity join is a database operation used to find out
all similar pairs of sets from two collections over sets. Due to the high
versatility, it has been applied in many applications in various domains,
including text processing, image processing, etc. One of its drawbacks
is the high computational costs, especially when the size of the given
collections is large. In this paper, we propose a scheme for efficient set
similarity join on Intel Xeon Phi, one of the latest many core processor.
In order to make best use of high computational power of Intel Xeon
Phi, we employ following approaches: (1) we compress each record by
b-bit MinHash to fit them in MCDRAM which is a high bandwidth on-
chip memory; and (2) we apply some optimizations such as utilization
of 512-bit SIMD instructions and loop unrolling. Experimental results
show that our proposed method outperforms CPU implementation.

Keywords: Intel Xeon Phi · Set similarity join · MinHash

1 Introduction

Set similarity join is a database operation used to find out all similar pairs
of sets from two collections of sets. It has many practical applications such as
data cleaning, entity resolution, image matching, etc., where an object can be
represented as a set of features. One of its problem is that it is demanding for
both time and space, which makes it difficult to apply it to large datasets. This
is due to the fact that it basically requires pair-wise comparisons over all possible
combinations of objects (or records) consisting of many features.

To cope with this problem, there have been several research works that
attempt to approximately compute similarity between sets. Among others, Min-
Hash and its variants [1,6,7] are the most widely recognized algorithms. Instead
of make exhaustive comparisons over set items, for each set, it extracts some fea-
tures whereby similarity computation can be done by comparing the features.
Notice that, once the features are extracted, the original set is no longer nec-
essary, thereby allowing us to save the memory space and computation time as
well. One may afraid about the fact that the final result is approximated; i.e.,
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 214–222, 2018.
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the results may contain false positives and/or false negatives. However, in real
applications, it is often the case that we do not necessarily stick to the correct-
ness of the results. Nevertheless, it is still important to speed up its computation
in particular when dealing with very large datasets.

In the meantime, many-core processors have been gaining much attentions
due to their high computational power. It has become common that high-end
processors more than 16 processing cores. In addition, Intel Xeon Phi, a series
of many-core processors, has emerged and applied in different fields such as
HPC (High Performance Computing) and big data analytics. Xeon Phi has
many physical cores and VPUs (Vector Processing Units) which support 512
bit SIMD instructions, thereby achieving high computational power for data
intensive workloads [4,9].

So far, there have been many researches to accelerate set-similarity join from
different approaches. Xiao et al. proposed some filtering methods to eliminate
unnecessary comparisons thereby achieving better performance while maintain-
ing accurate result [12]. From another direction, parallel processing has been
successfully applied by using shared-nothing clusters [10,11], multi-core proces-
sors [5], and GPU [3,8]. However, none of the existing works has applied the
latest many-core processor, i.e., Xeon Phi, for accelerating approximate similar-
ity join processing.

In this paper, we propose a new scheme for efficient approximate set similarity
join on Intel Xeon Phi. We chose Intel Xeon Phi because GPU-based approach has
been studied by other works [3]. Besides, Intel Xeon Phi as the following advan-
tages against GPU: (1) the processing cores share the same memory space whose
space is much greater than that of GPU, while we need to transfer necessary data
between main memory and GPU’s device memory, which incurs extra cost; and
(2) we can enjoy ordinary programming language, e.g., C and C++, while we need
to learn a dedicated programming environment, e.g., CUDA or OpenCL, to use
GPU. On the other hand, in order to make the best use of high computational
power of Intel Xeon Phi, two challenges need to be addressed: (1) hiding memory
access latency; and (2) efficient parallelization utilizing many physical cores and
512-bit SIMD instructions. To address these challenges, we employ b-bit MinHash
[6], which is a space efficient algorithm to estimate the Jaccard similarity between
two sets. In this algorithm, each set is converted to a compact data structure called
signature. Therefore, we can fit large-scale collections in MCDRAM and cache
memory as well, thereby enabling us to hide memory access latency. In addition,
we apply two optimizations: SIMD Vectorization and loop unrolling. Experimen-
tal results show that our proposed method is faster than CPU implementation,
while maintaining accuracies applicable in many applications.

2 Preliminaries

2.1 Intel Xeon Phi

Intel Xeon Phi is a series of many-core processors. The main hardware features
of the second generation Intel Xeon Phi, called KNL (Knights Landing), are the
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followings: (1) it has up to 72 cores and four hardware threads per core; (2)
it supports 512-bit SIMD instructions; and (3) it has high bandwidth memory
called MCDRAM (Multi-Channel DRAM) in addition to the DDR4 memory.

The key points to achieve high performance on KNL are utilization of these
features by efficient use of multithreading and SIMD instructions. In addition,
since the memory access latency is significantly larger than that of ordinary
CPUs, it is also important to exploit CPU cache as much as possible and
MCDRAM to hide the latency.

2.2 Set Similarity Join

Set similarity join is defined as follows:

Definition 1. Given two collections of sets R and S, a set similarity function
Sim(), and a similarity threshold t, set similarity join is defined as R ��t S �
{〈r, s〉 ∈ R × S | Sim(r, s) ≥ t}.
We suppose that the Jaccard similarity Jac(r, s) = |r ∩ s|/|r ∪ s| is used as the
set similarity function and threshold t = 0.65. Set similarity join returns the pair
〈r1, s3〉 as Jac(r1, s3) = 2/3 ≥ t and all the others are not similar. Henceforth,
we use collection to denote collection of sets, if there is no ambiguity.

There are some commonly used similarity functions between sets such as
Jaccard, Dice, and cosine similarities. In this paper, we use Jaccard similarity
as the set similarity function. There are two drawbacks of calculating Jaccard
similarity exactly. First, It requires high computational cost due to a number of
pairwise comparisons of two elements from each set. Second, it is necessary to
store the whole sets in memory.

2.3 MinHash

To address the above problems, Broder et al. proposed MinHash [1]. It com-
presses each set to a signature and estimates the Jaccard similarity using the
signatures without accessing the original sets. A signature is defined as followed:

Definition 2. Given a set r ⊆ Ω = {0, ..,D − 1} and hash functions h1, .., hk :
Ω 	→ Ω, the signature of r is defined as Sig(r)=〈mine∈r(h1(e)),..,mine∈r(hk(e))〉.
We can estimate the Jaccard similarity between r and s by ˆJac(r, s) = 1 −
Ham(Sig(r),Sig(s))/k, where Ham() represents Hamming distance between two
signatures. There is a tradeoff relation between estimation accuracy and com-
putational cost; the larger the parameter k, the higher the estimation accuracy.
Conversely, the larger the size of the signatures and the longer the execution
time.
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Fig. 1. An example of array representation.

2.4 b-bit MinHash

Li et al. proposed b-bit MinHash [6] to improve the trade-off of original MinHash.
Instead of storing entire minimum hash value for each hash function, it stores
only the lowest b bits. Although it causes increasing unexpected hash collisions,
it is possible to maintain the estimation accuracy by increasing the number of
hash functions k, thereby achieving high space efficiency compared with the
original MinHash. The Jaccard similarity between r and s can be estimated by

ˆJac(r, s) = 1 − Ham (Sigb (r) ,Sigb (s))
(1 − 2−b) k

(1)

where Sigb() represents a signature of b-bit MinHash.
One of its important characteristics is that we can calculate it efficiently

because calculation of Hamming distance between two signatures can be imple-
mented efficiently with SIMD instructions, in particular when b = 1. We will
elaborate the detail in the next section.

3 Proposed Method

In this section, we describe our proposed method for efficient approximate set
similarity join for Intel Xeon Phi. As we mentioned in Sect. 2.1, it is important to
be aware of the cache architecture and MCDRAM, so we employ b-bit MinHash
to fit large-scale collections in them. Hereafter, we denote by set similarity join
the approximated version of set similarity join by b-bit MinHash if there is no
ambiguity.

Our proposed method comprises two phases as similar to other MinHash-
based algorithms: (1) compression phase and (2) join phase. In the compression
phase, we compress each set (or record) in the given collections to signature by
b-bit MinHash. Then, in the join phase, similarity join is performed by estima-
tion of Jaccard similarity using the b-bit MinHash signatures. Notice that we
regard compression phase as a offline process, which means that collections are
compressed and stored in disk storage before join queries arrive.

3.1 Array Representation of Collections

We assume that a collection is represented by the following two arrays:
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– tok: This array stores the elements of each set in the collection. Each element
is 4-byte integer and the first element of each record is aligned on a 64-byte
boundary. The space between the last element of the i-th set and the first
element of the (i+1)-th set is padded with the last element of the i-th set.

– end: This array stores the position in tok of the last element of each set.

Algorithm 1. Parallel b-bit MinHash
input : collections of sets R = {r1, ..., rn}, hash functions h1, ..., hk : Ω �→ Ω
output: collections of signatures R′ = {r′

1, ..., r
′
n}

1: for i = 1 to n in parallel do // Executed by threads
2: for j = 1 to k do
3: val ← mine∈ri (hj (e))
4: Store the lowest bit of val to j-th bit of r′

i

5: end for
6: end for

Algorithm 2. Parallel join
input : collections of signatures R′ = {r′

1, ..., r
′
n}, S′ = {s′

1, ..., s
′
m}, threshold th

output: Output space O

1: for i = 1 to n in parallel do // Executed by threads
2: for j = 1 to m do
3: if popcnt(r′

i ˆ s′
j) ≤ th then

4: Add < i, j > to O
5: end if
6: end for
7: end for

Since it is possible to quickly access data aligned on a 64-byte boundary in
KNL architecture, the array representation enables fast access to the elements
of each set. Figure 1 shows an example of array representation where each set
in tok is aligned on a 32-byte boundary. Note also that this representation is
applicable to various types of data including text, transaction, image features,
etc., although we will test the performance using text dataset.

3.2 Compression Phase

In this phase, we compress each set in a collection represented by two arrays to
a signature using b-bit MinHash. As we mentioned in Sect. 2.4, we can calculate
the estimate value quickly when b = 1, so we set b = 1, which means that we
store only the lowest bit of the minimum hash value for each hash function. In
addition, we set the power of 2 between the range of 32 to 512 as k so that we
utilize 512-bit SIMD instruction effectively in the join phase.
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Algorithm 1 shows how we compress a collection in parallel. We divide the
collection to sets each of which corresponds to a string and assign a thread to
each set (Line 1). Each thread is responsible for compressing the assigned set
into signature (Lines 2–5). Since the process for each set is independent of each
other, we can parallelize it efficiently. Finally, signatures are stored in the disk
storage.

3.3 Join Phase

Algorithm 2 shows how we perform join using b-bit MinHash signatures. First,
the signatures are read from the disk storage and are stored in the space aligned
on the 64-byte boundary in MCDRAM. Then, we decompose the signatures R′

and assign each to a thread (Line 1). Each thread is responsible for joining the
assigned signatures of R′ and the whole of S′ (Lines 2–6). The operator ˆ in Line
3 represents bit-wise XOR and popcnt() in the same line represents the function
to get the number of non-zero bits in the given integer. Thus, we calculate
the Hamming distance between two signatures in Line 3. After that, we output
the pair of sets if the Hamming distance between corresponding two signatures
is smaller than th, which is the threshold of Hamming distance between two
signatures which is obtained by transforming the Eq. 1.

3.4 Further Optimizations

SIMD Vectorization. To take advantage of 512-bit SIMD instructions, we
vectorize the processing by using Intel AVX512 which is a SIMD instruction set
available on KNL.

In the compression phase, we vectorize Line 3 in Algorithm 1. We group the
elements of a set into 16 pieces and calculate hash values simultaneously for each
group. Since each set is aligned on 64-byte boundary in tok, we can load them
into SIMD registers quickly. In addition, we get the minimum value by reduction
of the hash values by using SIMD instructions.

In the join phase, we vectorize Lines 2–6 in Algorithm 2. We group signatures
of S′ into several pieces. Then, we calculate Hamming distance and compare it
with the threshold simultaneously for each group by using SIMD instructions.
The number of signatures in each group depends on the size of signatures. In
the case of the size of signature is 32-bit, signatures are grouped into 512/32=16
pieces. Since each group of signatures is aligned on 64-byte boundary, we can
load them into SIMD registers quickly.

Loop Unrolling. Loop unrolling is a technique to reduce the loop overhead
by reducing the number of iterations and replicating the body of the loop. Fur-
thermore, the degree of instruction level parallelism can be improved by appro-
priately combining the replicated instructions. We unroll the loop of Line 1 of
Algorithm 2, which reduce the number of load instruction as well.
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4 Experiments

In this section, we present the experimental evaluations. The objective is to check
the effect of the optimizations and compare the performance with normal CPU
implementation.

4.1 Environment

In our experiments, we chose datasets from two distinct domains, i.e., real and
artificial datasets. Enron1 is composed of 517,431 emails and we tokenize each
body into words. Large is composed of 5,000,000 artificially generated texts. The
number of words in each text follows the normal distribution N(140,40), and we
randomly selected words in each text from 235,886 words in Unix’s dictionary
file (/usr/share/dict/words).

The CPU used in our experiments is an Intel Xeon E5-1620 v3 (4 cores, 8
threads). The Xeon Phi is an Xeon Phi 7250 (68 cores, 272 threads) with 16 GB
MCDRAM. We used MCDRAM in flat mode and mapped all memory requests
to MCDRAM using the numactl utility. We used Intel C++ Compiler with -O3
option and we implemented multi-threading by OpenMP 4.0.

We experimentally obtained that both the precision and recall reached about
95% when k = 32. Hence, we set k = 32 unless explicitly specified henceforth.

Fig. 2. Scalability Fig. 3. Acceler-
ation by SIMD
instructions.

Fig. 4. Accel-
eration by loop
unrolling.

Fig. 5. Compari-
son with CPU

4.2 Performance Evaluation

Scalability. We evaluated the speedups of the join phase using Enron as shown
in Fig. 2. The speedup is the ratio of the elapsed time of the parallel program
with that of the single thread program. We can see that our method achieved
67.9x faster processing when the number of threads is 272, where all physical
cores runs 4 threads simultaneously. This result shows that our method achieves
good scalability.

1 http://www.cs.cmu.edu/∼enron/.

http://www.cs.cmu.edu/~enron/
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SIMD Vectorization. We evaluated the acceleration of the process by SIMD
instructions using Enron. Figure 3 presents the elapsed time of the join phase
with and without SIMD instructions. We can see that the join with SIMD
instructions achieved up to 4.6x faster than the one without instructions. In the
compression phase, SIMD instructions achieved up to 7.9x faster. Since branch
mispredictions occur in the join phase, the speedup rate of the join phase is
relatively low.

Loop Unrolling. We evaluated the acceleration of the join phase by loop
unrolling using Enron. Figure 4 presents the elapsed time of the join phase
applied the loop unrolling. We can see that we achieved speedups of approx-
imately 2.0x when the loop unrolled 16 times due to reducing the loop overhead
and the number of load instructions.

Comparison with CPU. We compared our method with the CPU implemen-
tation which is parallelized by 8 threads with SIMD instructions. We used Large
as dataset. Figure 5 shows the comparison in the join phase. We can see that our
method achieved up to 9.8x faster than the CPU implementation. This result
shows that significant speedup was achieved by using Xeon Phi.

5 Related Work

Existing works are roughly classified into two groups. The first one reduces the
number of candidate pairs, which we need to carry out similarity calculation,
adopting filtering techniques [2,12]. PPJoin [12] adopts several powerful filtering
techniques such as Prefix filtering and Positional filtering, and reduces significant
amounts of computational cost.

The second one exploits paralell computation using PC clusters [10,11],
GPUs [3], or multi-core processors [5]. Cruz et al. proposed a scheme of set
similarity join for GPU [3]. In order to perform the join on a limited memory
space of GPU, it uses One Permutation Hashing [7] which is one of the improve-
ments of MinHash.

6 Conclusions

We proposed a set similarity join scheme that uses b-bit MinHash to exploits
Intel Xeon Phi and achieved a speedup of up to 9.8x when compared to CPU
implementation. The Xeon Phi optimizations such as SIMD vectorization and
loop unrolling accelerated the processing significantly.

Our future works will focus on the experiments over large data sets which can
not fit in cache memory and MCDRAM, and on adopting filtering techniques
exploiting Xeon Phi architecture.
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Abstract. We propose a general class of graph-pattern association rules
(GPARs) for social network analysis, e.g., discovering underlying relation-
ships among entities in social networks. Despite the benefits, GPARs bring
us challenges: conventional support and confidence metrics no longer
work for GPARs, and discovering GPARs is intractable. Nonetheless, we
show that it is still feasible to discover GPARs. We first propose a metric
that preserves anti-monotonic property as support metric for GPARs. We
then formalize the GPARs mining problem, and decompose it into two
subproblems: frequent pattern mining and GPARs generation. To tackle
the issues, we first develop a parallel algorithm to construct DFS code
graphs, whose nodes correspond to frequent patterns. We next provide an
efficient algorithm to generate GPARs by using DFS code graphs. Using
real-life and synthetic graphs, we experimentally verify the performance
of the algorithms.

1 Introduction

Association rules have been studied for discovering regularities between items in
relational data [4]. They have a traditional form X ⇒ Y , where X and Y are dis-
joint itemsets. There have been recent interests in studying associations between
entities in social graphs, e.g., a special kind of graph pattern association rules
are introduced in [7]. While, as these rules have consequents taking only a single
edge, they are not capable enough to model even more complicated associations
among entities in social networks. Nonetheless, GPARs are more involved with
generalized patterns as antecedents and consequents. This highlights the need
for studying how to discover generalized GPARs on social graphs.

Example 1. A fraction of a social network G is shown in Fig. 1(a), where each
node denotes a person with name and job title (e.g., project manager (PM),
database administrator (DBA), programmer (PRG), business analyst (BA) and soft-
ware tester (ST)); and each edge indicates friendship, e.g., (Bob, Mat) indicates
that Bob and Mat are friends. One can easily infer the rule from graph G that
among a group of people with titles PM, BA, DBA, PRG and ST, if PM and BA, PM
and DBA, DBA and PRG, DBA and ST, PRG and ST are friends, then the chances are
that PRG and BA, BA and DBA are likely to be friends. As shown in Fig. 1(b), the
antecedent and consequent of the rule, which are represented as graph patterns,
i.e., Ql and Qr, specify conditions on various entities in a social graph in terms
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 223–235, 2018.
https://doi.org/10.1007/978-3-319-98812-2_19
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Fig. 1. Graph, association as graph patterns and code graph

of topological constraints, e.g., friendship. With the rule, one can infer social
relationships, and recommend friends to others who are most likely interested
in, e.g., recommend Mary to Dan, and Roy to Mary. �

Though, GPARs have wide applications, they bring several challenges. (1)
Conventional support and confidence metrics no longer work for GPARs. (2) Prior
techniques cannot be directly applied to discover generalized GPARs. (3) Social
graphs are often big and distributively stored, these make mining computation
even harder.

Contributions. The paper provides methods to discover GPARs.

(1) We propose generalized GPARs to capture complex social relations among
social entities (Sect. 2.2). We define support and confidence metrics for
GPARs, decompose the GPARs mining problem into two subproblems, i.e.,
frequent pattern mining and rules generation, and outline an algorithm for
the problem (Sect. 2.3).

(2) We first study the frequent pattern mining problem (Sect. 3.1). We develop
a parallel algorithm, that outputs a DFS code graph Gc, with nodes corre-
sponding to frequent patterns. The algorithm has desirable performance: it
computes support for a node at k-th level in Gc in O(|Ef |((k + 1)2k+1)k−1)
time, where |Ef | is the number of crossing edges. We also study how to gen-
erate GPARs with DFS code graph Gc (Sect. 3.2). Given Gc = (Vc, Ec) and
bound η, we then develop an algorithm to produce GPARs with confidence
above η in O(|Vc|(|Vc| + |Ec|)) time, which is independent of the size of the
underlying big graph G.

(3) Using real-life and synthetic graphs, we experimentally verify the perfor-
mance of our algorithms, and find the following: (a) our mining algorithm
scales well with the increase of processors; and (b) they work reasonably well
on large graphs (Sect. 4).

Related Work. We categorize related work as follows.

Graph Pattern Mining. The problem has two branches. (1) Algorithms for pat-
tern mining in graph databases are given in [9,10]. (2) Mining techniques over
single large graphs are also studied in, e.g., [6]. To improve efficiency, parallel
technique is proposed in [13]. Our work differs with [13] in the following: we lever-
age partial evaluation and asynchronous message passing to identify potential
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matches in distributive scenario, moreover frequent patterns are our intermediate
results.

GPARs Mining. A special kind of GPARs and its mining techniques are introduced
in [7], where consequents of the GPARs are defined as pattern graphs with a single
edge. Another closer work is about mining GPARs over stream data [11]. Our
work differs with them in the semantics, i.e., we are mining generalized GPARs,
with antecedent and consequent represented by general graph patterns.

2 Graph Pattern Association Rules

In this section, we introduce graph-pattern association rules.

2.1 Preliminary Concepts

We start with preliminary concepts.

Graph and Subgraph. A graph is defined as G = (V,E,L), where (1) V is a
set of nodes; (2) E ⊆ V ×V is a set of undirected edges ; and (3) each node v in V
carries L(v) indicating its label or content e.g., name, job title, as found in social
networks. A graph G′ = (V ′, E′, L′) is a subgraph of G = (V,E,L), denoted by
G′ ⊆ G, if V ′ ⊆ V , E′ ⊆ E, and moreover, for each v ∈ V ′, L′(v) = L(v). A
directed graph is defined similarly, but with each edge (v, v′) denoting a directed
edge from v to v′.

Pattern and Sub-pattern. A pattern Q is a graph (Vp, Ep, f), where Vp and
Ep are the set of nodes and edges, respectively; each up in Vp has a label f(up),
specifying search condition, e.g., job title. A pattern Q′ = (V ′

p , E′
p, f

′) is sub-
sumed by another pattern Q = (Vp, Ep, f), denoted by Q′ � Q, if (V ′

p , E′
p) is a

subgraph of (Vp, Ep), and function f ′ is a restriction of f .

Isomorphism and Subgraph Isomorphism. An isomorphism is a bijective
function h from the nodes of Q to the nodes of G, such that (1) for each node
u ∈ Vp, f(u) = L(h(u)), and (2) (u, u′) is an edge in Q if and only if (h(u), h(u′))
is an edge in G. A subgraph isomorphism [5] is an isomorphism from Q to a
subgraph Gs of G. When an isomorphism h from pattern Q to a subgraph Gs

of G exists, we say G matches Q, and denote Gs as a match of Q in G. Abusing
notations, we say v in Gs as a match of u in Q, when h(u) = v.

We denote by Q(G) the set of matches of Q in G. We also denote the image
img[Q,G] of Q in G by a set {(u, img(u))|u ∈ Ep}, where img(u), referred to as
the image of u in G, consists of distinct nodes v in G as matches of u in Q.

DFS Code and DFS Code Tree. The definitions are introduced in [14]. To
make the paper self-contained, we cite them as follows (rephrased).

Given a graph G = (V,E), its DFS tree TG can be built by performing a
depth first search in G from a node. Given TG, a DFS code α of G is an edge
sequence (e0, e1, · · · , em), that is constructed based on the binary relation ≺E,T ,
such that ei ≺E,T ei+1 for i ∈ [0, |E| − 1]. We refer readers to [14] for more



226 X. Wang and Y. Xu

details about binary relation ≺E,T . A graph G can have multiple DFS trees and
a set of DFS codes. While one can sort them by DFS lexicographic order, then
the minimum one, denoted by min(G), can be chosen as the canonical label of
G, and graph isomorphism can be determined by comparing min(G) [14].

A DFS code tree Tc is a directed tree with a single root, where (a) the root
is a virtual node, (b) each non-root node, denoted as vα, corresponds to a DFS
code α, (c) for a node vα with DFS code (e0, · · · , ek), its child must have a valid
DFS code in the form of (e0, · · · , ek, e′), and (d) the order of the DFS code of
vα’s siblings satisfies the DFS lexicographic order. Similarly, a rooted DFS code
graph Gc is a directed graph with a single root as virtual node, and non-root
node corresponding to a DFS code.

Distributed Data Graphs. A fragmentation F of a graph G = (V,E,L) is
(F1, . . . , Fn), where each fragment Fi is specified by (Vi ∪ Fi.O, Ei, Li) such
that (a) (V1, . . . , Vn) is a partition of V , (b) Fi.O is the set of nodes v′ such that
there exists an edge e = (v, v′) in E, v ∈ Vi and v′ is in another fragment; we
refer to v′ as a virtual node, e as a crossing edge and cEi as the set of crossing
edges; and (c) (Vi ∪ Fi.O,Ei, Li) is a subgraph of G induced by Vi ∪ Fi.O. In
F , we denote Vf =

⋃
i∈[1,n] Fi.O as the set of virtual nodes, Ef as the set of

crossing edges, and |F| as the number of fragments.
We will use the following notations. (1) Pattern Q is connected if for each

pair of nodes in Q, there exists a path between them. (2) Given a DFS tree, we
denote the node being visited lastly via preorder search as the rightmost node,
then the direct path from root to the rightmost node is named as the rightmost
path. (3) Given pattern Q, we refer edges that are in the DFS tree as forward
edges, and remaining edges as backward edges. (4) We refer DFS code, DFS code
tree and DFS code graph as code, code tree and code graph, respectively, when
it is clear from context. (5) Given code α, we refer its corresponding pattern as
Q(α) = (V (α), E(α)). (6) The size |G| of G (resp. |Q| of Q) is |V | + |E| (resp.
|Vp| + |Ep|), the total number of nodes and edges in G (resp. Q). (7) Given a
directed graph G, node v′ is a descendant of v if there is a directed path from v
to v′. (8) Given a directed graph G with a single root vR, we denote node v as
the k-th level node of G, if there exists a path from vR to v with k edges on the
path; and denote the longest path from vR to a node v in G as the height of G.

2.2 Graph Pattern Association Rules

We now define graph-pattern association rules.

GPARs. A graph-pattern association rule (GPAR) R is defined as Ql ⇒ Qr, where
Ql and Qr (1) are both patterns, and (2) share nodes but have no edge in com-
mon. We refer to Ql and Qr as the antecedent and consequent of R, respectively.

The rule states that in a graph G, if there is an isomorphism mapping hl

from Ql to a subgraph G1 of G, then there likely exists another mapping hr

from Qr to another subgraph G2 of G, such that for each u ∈ Vl ∩ Vr, if it is
mapped by hl to v in G1, then it is also mapped by hr to the same v in G2.
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We model a GPAR R as a graph pattern QR by extending Ql with edge set
of Qr. We consider nontrivial GPARs by requiring that (1) QR, Ql and Qr are
connected; and (2) Ql and Qr are nonempty, i.e., each of them has at least one
edge.

2.3 GPARs Mining

We define support and confidence for GPARs, followed by a mining algorithm.

Support. The support of a pattern Q in a single graph G, denoted by
supp(Q,G), indicates the appearance frequency of Q in G. Several anti-
monotonic support metrics for graph patterns are introduced. Following “mini-
mum image” [6], which preserves anti-monotonic property, we define support of
Q as supp(Q,G) = min{|img(u)| | u ∈ Vp}. Then the support of a GPAR R can
be defined as supp(QR, G).

Confidence. To find how likely Qr holds when Ql holds, we define the confidence
of a GPAR R in G as conf(R,G) = supp(QR,G)

supp(Ql,G) .

Mining Algorithm. Following traditional strategy for association rules mining,
we outline an algorithm, denoted by GPARMiner (not shown) for mining GPARs.
The algorithm first mines frequent patterns QR with support above threshold
from graph G, then generates a set of GPARs satisfying confidence threshold with
QR. In Sect. 3, we will introduce how to mine frequent patterns and generate
GPARs.

3 Graph Pattern Association Rules Mining

We first introduce the frequent pattern mining (FPM) problem, followed by dis-
tributed technique for the problem. We then develop method to generate GPARs.

3.1 Distributed Frequent Pattern Mining Algorithm

The FPM problem can be stated as follows: given a graph G, and support thresh-
old θ, it is to find a set S of frequent patterns Q such that supp(Q,G) ≥ θ for
any Q in S. However, the problem is nontrivial. Its decision problem is verified
NP-hard by reduction from the NP-complete subgraph isomorphism problem [5].
Despite the hardness, one can leverage parallel computation to improve mining
processing. Motivated by this, we develop a distributive algorithm for the FPM
problem.

Theorem 1. There exists a parallel algorithm for FPM problem that computes a
code graph Gc of a fragmented graph F such that (a) each node in Gc corresponds
to a code representing a frequent pattern, and (b) the support computation for a
node at k-th level in Gc is in O(|Ef |((k + 1)2k+1)k−1) time.

Proof. We show Theorem 1 by presenting an algorithm as a constructive proof.
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Algorithm FPMiner /* executed at the coordinator */

Input: Fragmented graph F = {F1, · · · , Fn} of data graph G, support threshold θ.
Output: A code graph Gc.
1. initialize a code graph Gc rooted at vR;
2. collect partial results from workers; initialize a set QSet;
3. remove α from QSet if supp(Q(α), G) < θ;
4. for each code α in QSet do PatExt(R, α, θ, Gc);
5. return Gc.

Procedure PatExt
Input: αp, α, θ and Gc.
Output: Updated Gc.
1. if α �= min(Q(α)) then
2. connect vα with its parent vαp in Gc;
3. return ;
4. initialize a new node vα, connect vα with its parent vαp in Gc;
5. generate a set cSet of code, corresponding to a set of candidate patterns;
6. for each code αc in cSet do
7. M := M∪ LocalMine (Fi, θ, α, αc);
8. for each αc in M do
9. compute global support of Q(αc);
10. if supp(Q(αc), G) ≥ θ then PatExt(α, αc, θ, Gc);
11. return Gc;

Fig. 2. Algorithm FPMiner

The algorithm, denoted as FPMiner and shown in Fig. 2, takes a fragmented
graph F = (F1, . . . Fn) and support threshold θ as input, works with a coordi-
nator Sc and a set of working sites (a.k.a. workers) Si. Before illustrating the
algorithm, we first introduce a notion of partial matches, and auxiliary structures
used by FPMiner.

Partial Matches. Consider that some matches of a pattern may cross over
multiple sites, and each worker may only have a part of these matches. We refer
these match fragments at workers as partial matches, and associate a unique
id with them if they belong to the same match. At each worker, we associate a
Boolean variable X(u,v) with a virtual node v to indicate whether v is a match of
a pattern node u, and send X(u,v), to neighbor sites for local evaluation. When
v has not been determined a match of u, X(u,v) is set as unknown; while once v
is confirmed a valid (resp. invalid) match of u, X(u,v) is evaluated as true (resp.
false).

Auxiliary Structures. The algorithm maintains the following: (a) at the coor-
dinator, a code graph Gc, in which a node, denoted as vα, corresponds to a code
α and the frequency of Q(α); and (b) at each worker, indexes MF, MS as hash-
table, that map codes corresponding to frequent patterns to their match set and
images, respectively.

Algorithm. Below, we describe details of the algorithm.
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Initialization. The initialization has following three steps.

(1) The coordinator first initializes a code graph Gc with a single node vR as its
root (line 1). It next requests local frequency of patterns from all workers.

(2) Upon receiving requests from Sc, all workers Si compute local support for
single edge patterns, in parallel as following. (a) Each worker Si constructs
a graph Ge with a single edge e = (v, v′), and generates its minimum code
min(Ge). (b) If min(Ge) equals to a code α in MF, Si (i) checks whether
the edge e is a crossing edge or not. If e is a crossing edge, Si marks v′ in
Ge as a dummy node, notifies Sj to generate a match of Q(α) and update
indexes by sending X(u′,v′) = true to Sj , where v′ locates; and (ii) updates
MS(α) by extending img(u) with h(u) for each pattern node u, where h is
the isomorphism mapping from Q(α) to Ge, and expands MF(α) with Ge.
Note that if a pattern node u is mapped to a dummy node v, v is viewed as
a “virtual” match of u, and will not be included in img(u) at local fragment,
instead, v will be included in MS(α) at the site where it locates. Finally,
Si generates a set M = {(u, |img(u)|)|u ∈ V (α)} for each α in MS as local
supports, and sends M to the coordinator.

(3) The coordinator Sc assembles sets M from all workers, initializes QSet by
summing up all local supports (line 2). It next eliminates code α from QSet
if Q(α) is not frequent, i.e., frequency is less than threshold θ (line 3),
and repeatedly invokes procedure PatExt to mine larger patterns by using
frequent single edge patterns (line 4).

Frequent Pattern Mining. Starting from code α that corresponds to a single edge
pattern, Sc invokes procedure PatExt to mine frequent patterns. In a nutshell,
the mining procedure consists of three stages. Below we describe details of each
stage.

(1) Redundancy Elimination. A pattern may have numerous codes, and each
of them may generate different patterns, that might be generated before.
Expansion from a code that’s generated before may cause unnecessary com-
putation. To avoid this, one can determine whether a code is redundant by
applying the rule given by Lemma1.

Lemma 1. If the DFS code α of a pattern Q(α) is not minimum, then α must be
redundant, and any descendant of vα on DFS code graph must also be redundant.

Lemma 1 tells us that one can determine whether code α is redundant by
checking whether α is the minimum code of the pattern Q(α). With the lemma,
PatExt applies the strategy, given in [14], to verify whether a code α is minimum
(line 1). The strategy iteratively (a) expands α′; and (b) compares α with α′

during expansion, and terminates current iteration as soon as α is already greater
than α′.

Note that PatExt uses a code graph Gc to maintain frequent patterns. As
opposed to the growth of code trees that only includes a new edge between a
pair of nodes that corresponding to minimum codes, given code α and its parent
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Procedure LocalMine /* executed at each site Si in parallel */

Input: Fragment Fi, frequency threshold θ, α, αc.
Output: A set M.
1. for each GQ(α) (with id=id) in MF(α) as a match of Q(α) do
2. generate GQ(αc) by extending GQ(α) with e1 = (v1, v′

1);
3. if GQ(αc) is a match of Q(αc) then
4. assign idc to GQ(αc); update GQ(αc), MS(αc), MF(αc);
5. for each undetermined virtual node vv (locating at Sj) in GQ(αc) do
6. set corresponding variable associated with vv as true;
7. invoke EvalT(id, α, αc) at Sj ;
8. if GQ(αc) is a possible match of Q(αc) and v′

1 is at site Sj then
9. invoke EvalU(id, u1, v1, u2, v2) at Sj ;
10. if X(u′

1,v′
1)
=true then

11. update GQ(αc), MS(αc), MF(αc);
12. return M = {(αc, 〈u, |S(u)|〉)|u ∈ V (αc), αc ∈ MS};

Fig. 3. Procedure LocalMine

code αp, if α is redundant, Gc will also be expanded by inserting an edge from
node vαp

to node vα′ , where α′ is the minimum code of Q(α), even though pattern
extension will no longer proceed (lines 2–3). If otherwise α is a minimum code,
PatExt expands Gc with node vα and edge (vαp

, vα) (line 4), and starts next
round pattern extension (Fig. 3).

(2) Candidate Generation. To avoid generate duplicate patterns following naive
pattern extension strategy, below rule is applied by PatExt. Specifically, given
code α, (a) the new edge to be inserted in Q(α), either connects nodes on
the rightmost path of DFS tree of Q(α) as backward edges, or is grown from
rightmost node of Q(α) as forward edges; and (b) any node label of G, whose
appearance frequency is above support threshold θ can be used to label new
node in the updated pattern (line 5).

Example 2. Given a pattern Q3 = (DBA,BA), three candidates Q3.1, Q3.2

and Q3.3, shown in Fig. 1(d), are generated by expanding Q3 with forward
edges (marked with dotted lines), while candidate Q3.1.4 extends Q3.1 with
a backward edge (marked with dotted lines). Moreover, the code of Q3.1.2:
{(BA,DBA), (DBA,PRG), (DBA,ST)} is already a minimum code. When can-
didate Q3.2.2 is generated, it is considered a duplicate pattern as its minimum
code is the same as that of Q3.1.2.

(3) Support Computation. The support of candidate patterns is computed in
parallel, with the following three steps.

Step I: Given a set cSet of codes, the coordinator iteratively sends a candidate
code αc to workers to request local support of Q(αc) (lines 6–7 of PatExt).
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Step II: Upon receiving αc, all workers compute matches and image of pat-
tern Q(αc) with procedure LocalMine, in parallel. Specifically, each worker Si

identifies the edge ei = (u1, u
′
1) that is in Q(αc) but not in Q(α), and gener-

ates a candidate match GQ(αc) by extending GQ(α) with an edge e1 = (v1, v′
1),

whose endpoints have the same node labels as that of edge ei, for each match
GQ(α) of Q(α) (line 2). Note that the set of matches GQ(α) are generated in
last round computation and are stored in MF. If GQ(αc) is verified a valid match
of Q(αc) (line 3), worker Si (a) assigns an id idc to GQ(αc); (b) marks v′

1 in
GQ(αc) as a “dummy” node, if v′

1 is a virtual node; and (c) updates indexes
MS(αc) and MF(αc) (line 4). It next propagates“truth” value of each virtual
node in GQ(αc) via procedure EvalT (lines 5–7). While if GQ(αc) can not be deter-
mined a match of Q(αc), which indicates that ei = (u1, u

′
1) and e1 = (v1, v′

1)
are backward edge and crossing edge, respectively, then EvalU (not shown) is
invoked at Sj , where v′

1 locates, to verify whether GQ(αc) is a true match or
not (lines 8–9). After verification, if X(u1,v1) = true, representing that v1 is a
valid match of u1, is returned, EvalU updates GQ(αc), MS(αc) and MF(αc) in
the same way as it does before (lines 10–11). Lastly, LocalMine sends the set
M = {(αc, 〈u, |S(u)|〉)|u ∈ V (αc), αc ∈ MS} to the coordinator for support com-
putation (line 12).

Procedure EvalT (not shown) propagates truth value of variables as follows.
Upon receiving id, α and αc, it checks whether there exists a partial match
with id=id in local index MF(α), if there does not exist such a partial match,
then a new match GQ(αc) of Q(αc) is generated, where all the nodes in GQ(αc)

that is not in current fragment are marked as “dummy” nodes; otherwise if
the partial match GQ(α) exists, EvalT simply extends GQ(α) with a new edge
corresponding to the new pattern edge in Q(αc). It then updates MS(αc) and
MF(αc) by including the new match. For each virtual node vv in GQ(αc), if the
variable Xvv

has not been evaluated, then EvalT sets corresponding variable
associated with vv as true and invokes EvalT at neighbor site where vv locates
for further propagation.

Observe that if pattern Q(αc) is grown from Q(α) with a backward edge
(u1, u

′
1), then any candidate GQ(α) should be expanded with the edge eb =

(h(u1), h(u′
1)), where h is the isomorphism mapping from Q(α) to GQ(α). When

the edge eb is a crossing edge connecting v1 and v′
1, GQ(αc) may not be deter-

mined a valid match of Q(αc) with local information, then data needs to be
shipped to neighbor sites for further verification. In light of this, procedure EvalU
is invoked at site where virtual node v′

1 locates to check whether there exists a
partial match with id=id, and contains v′

1 as a match of u′
1. If so, it next invokes

procedure EvalT to update indexes and propagate truth variables.

Example 3. After receiving a candidate pattern Q3.1 from Sc, the worker S2

computes its local frequency as following. S2 first extends matches of Q3 and
generates two matches G1

3.1 and G2
3.1 with node set {Nancy,Fred,Bill} and

{Nancy,Fred,Tim}, respectively, and updates MS(αc)) and MF(αc) by includ-
ing G1

3.1 and G2
3.1, respectively. As G2

3.1 has a virtual node Tim as a match of
PRG, S2 evaluates X(PRG,Tim) as true, marks Tim in G2

3.1 as dummy node, sends
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a tuple with X(PRG,Tim) = true to S3, and set M = {(BA, 1), (DBA, 1), (PRG, 1)}
to the coordinator. After receiving tuple from S2, worker S3 initializes a new
match of Q3.1 with node set {∗,Fred∗,Tim}. �

Step III: At the coordinator, procedure PatExt receives sets M from all workers,
assembles them, computes global support for each candidate pattern Q(αc), and
invokes itself to further mine patterns with Q(αc) that is verified frequent. When
all codes are processed, PatExt returns code graph Gc as the result (lines 9–11 of
PatExt).

Result Collection. When all the codes corresponding to single edge patterns are
processed, the code graph Gc is built up. The coordinator then returns Gc as
final result since each node on Gc corresponds to a frequent pattern (line 5 of
FPMiner).

Analyses. To analyze the performance of the algorithm, we denote candidate
patterns corresponding to k-th level nodes of code graph Gc as Qk = (Vk, Ek).
Then |Ek| trivially equals to k. One may verify the following to see the
complexity.

Complexity. When computing support for candidate Qk, the number of matches
that need to be expanded is bounded by O(2|Vk|). For each crossing edge (v1, v′

1)
marked as unknown at Si, it takes neighbor site SjO(2|Vk||Vk| + |Vk||Fj .O|)
time to verify whether v′

1 is a match of u′
1. Moreover, the verification request

will be propagated within |Ek| − 1 steps from Si. Hence, it takes O(2|Vk| +
|Fi.O|+|cEi|(2|Vk||Vk|+|Vk||Fi.O|)|Ek|−1) time, which is bounded by O(|Ef |((k+
1)2k+1)k−1) time, to compute support for Qk.

This completes the proof of Theorem 1. �

3.2 Rule Generation

Below we present an algorithm to generate GPARs with code graph Gc.

Algorithm. The algorithm, denoted as RuleGen (not shown), takes as input
a code graph Gc = (Vc, Ec) and confidence bound η. It first initializes empty
set S and queue q. It next repeatedly traverses Gc from each node vα by reverse
breadth first search. For each ancestor vα′′ of vα encountered during the traversal,
it generates another pattern Qr by excluding edges of Q(α′′) from Qα. If Qr is
connected and the confidence supp(Q(α),G)

supp(Q(α′′),G) ≥ η, a new GPAR Q(α′′) ⇒ Qr is
generated and included in set S. Lastly, RuleGen returns the set S as the final
result after all the nodes are processed.

Analyses. To see the complexity of RuleGen, observe that the number of nodes
in Gc is |Vc|, and each round of breadth first search takes at most |Vc| + |Ec|
time, hence the algorithm RuleGen is in O(|Vc|(|Vc| + |Ec|)) time. �
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4 Experimental Study

Using real-life and synthetic data, we conducted following experiments to eval-
uate (1) the scalability of algorithm FPMiner, and (2) the efficiency of algo-
rithm RuleGen.

Experimental Setting. We used three real-life graphs: (a) Pokec [2], a social
network with 1.63 million nodes taking 269 different node types, and 30.6 million
edges; (b) Google+ [8], a social graph with 4 million entities of 5 types and 53.5
million links; and (c) Web [3], a snapshot of Web graph with 12.1 million Web
pages labeled by its domain or country using a label set L with |L| = 100
and 103.6 million links. We designed a generator to produce synthetic graphs
G = (V,E,L), controlled by the numbers of nodes |V | and edges |E|, where L is
taken from an alphabet of 1K labels.

Algorithms. We implemented the following, all in Java. (1) Algorithm FPMiner,
compared with (a) GRAMIND, which is a naive distributed algorithm, that ships
all fragments to the coordinator, and applies centralized FPM tool GRAMI [1];
and (b) GRAMID, another distributed FPM algorithm. GRAMID first computes
support of single edge patterns in the same way as FPMiner does, and broadcasts
frequent patterns to each worker. All workers then invoke GRAMI [6] to compute
local supports parallelly, and ship both local supports and those matches with
virtual nodes to the coordinator. The coordinator finally assembles results and
identifies frequent patterns. (2) Algorithm RuleGen.

Graph Fragmentation and Distribution. We used the algorithm of [12] to parti-
tion graph G into n fragments, and distributed them to n sites (n ∈ [1, 20]).
Each site is powered by 8 cores Intel(R) Xeon(R) 2.00 GHz CPU with 128 GB of
memory and 1 TB hard disk, using Debian Linux 3.2.04 system. Each experiment
was run 5 times and the average is reported.

Experimental Results. We next report our findings.

Exp-1: Scalability of FPMiner. In this set of experiments, we evaluated the
scalability of FPMiner by varying the number of fragments n. We use logarithmic
scale for the y-axis in Fig. 4(a)–(b). We started the tests with three real-life
datasets.

Varying n. Fixing θ = 3K, 1K, and 4K for Pokec, Google+ and Web,
respectively, we varied n from 4 to 20 and evaluated efficiency of FPMiner.
Figure 4(a), (b) and (c) report the results of FPMiner on Pokec, Google+ and
Web, respectively, which tell us the following. Algorithm FPMiner allows a high
degree of parallelism: The more sites are available, the less time it takes. It is, on
average, 4.1, 3.3, and 2.9 times faster when n increases from 4 to 20 on Google+,
Web and Pokec, respectively, and scales best among three algorithms. Moreover,
it takes 749 s for FPMiner over Web, with 20 sites.

Varying θ. Fixing n = 4, we varied support θ from 2K to 4K in 0.5K increments,
0.6K to 1.0K in 0.1K increments, and 3K to 5K in 0.5K increments on Pokec,
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Fig. 4. Performance evaluation

Google+, and Web, respectively. Figure 4(d), (e) and (f) tell us the following.
(1) All algorithms take longer with small θ, because more candidate patterns
and their matches need to be verified. (2) FPMiner outperforms GRAMID in all
cases, and is less sensitive to the increment of θ. This is because FPMiner maxi-
mizes parallelism during support computation, hence is most efficient; GRAMID
assembles matches that cross multiple sites, and verifies support with costly cen-
tralized method; and GRAMIND is essentially a centralized algorithm, and has
worst performance, which is as expected.

Varying n (Synthetic). Fixing |G| = (10M, 20M), and θ = 4K, we varied n from
4 to 20. The results are shown in Fig. 4(g), and consistent with Fig. 4(a), (b)
and (c). In particular, FPMiner takes 177 s with 20 processors on synthetic graph
G.

Varying θ (Synthetic). Fixing n = 4, θ = 4K, we varied |G| from (10M, 20M)
to (50M, 100M) with 10M and 20M increments on |V | and |E|, respectively.
As shown in Fig. 4(h), (1) all three algorithms take longer on larger graphs;
(2) FPMiner is less sensitive to |G| than others, since when graphs get larger,
the increment of its computational time grows slower than other algorithms; and
(3) FPMiner outperforms GRAMID and GRAMIND by 1.6 and 2 times, respectively,
on average, which is consistent with Fig. 4(d), (e) and (f).

Exp-2: Performance of RuleGen. We evaluated efficiency of RuleGen in this
test.

Efficiency. Fixing confidence threshold η = 0.6, we varied support θ from 2K to
4K in 0.5K increments, 0.6K to 1.0K in 0.1K increments, and 3K to 5K in 0.5K
increments on Pokec, Google+, and Web, respectively, and evaluated efficiency
of RuleGen. We find that (1) RuleGen is very efficient, taking only 754 ms on Web
when θ = 3K; (2) RuleGen spends more time when θ gets smaller, as the smaller
θ is, the bigger code graph Gc is, hence more time is needed for the traversal.
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5 Conclusion

We have proposed generalized graph-pattern association rules (GPARs) and
viable support, confidence measures, and shown that GPARs can be used to
identify association rules among entities in social graphs. We have provided
techniques for GPARs mining. Our experimental study has verified the perfor-
mance of the algorithms. We contend that GPARs yield a promising tool for
social network analysis.
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Abstract. Due to the availability of larger RAM capacity, there is a
new trend bringing parallel main memory database systems with higher
performance, compared to traditional DBMSs. In parallel database sys-
tems the most critical aspect is data partitioning, which significantly
impacts query processing time. Specifically, unbalanced data partition-
ing introduces data skew, which ends up decreasing query performance if
not managed. In this work, we focus on optimizing range queries, widely
used in P2P, decision support systems and spatio-temporal databases.
We improve the communication complexity of the state-of-the-art previ-
ous algorithm based on skip graphs, which required O(log p) messages
between 2 nodes to rebalance load, resulting in a high complexity O(p
log p) to rebalance load on the p nodes. With such high cost in mind, we
propose to create a global view of data distribution among all processing
nodes and database clients. Our main contribution is the Approximate
Partitioning Vector (APV), which provides a global approximate view of
data distribution to both processing nodes and database clients. A new
data balancing algorithm, following a ring topology, reduces communi-
cation to 2 messages per node pair, resulting in O(1) communication
complexity per node pair and O(p) globally among the p nodes. Exper-
iments analyze the tradeoff between adjusting load balance and query
performance.

Keywords: Data skew · Load-balancing · Parallel database
Range-partitioning · Main memory databases · P2P databases
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1 Introduction

Range-partitioning maps tuples to partitions according to a partitioning key.
This scheme is the most common type of partitioning [1] and is often used
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with times (hour/minute). A key requirement in such systems is that the data
has to be uniformly partitioned on all nodes. This requirement is challenging
enforcing when the input data is skewed. Data skew is a well-known concern in
range-partitioning where only few partitions (nodes) may be more loaded than
others. In that case, data migration approaches are an appealing solution. The
out-of-range data has to be moved from the over-loaded area to under-loaded
one in order to satisfy the storage balance requirement. Data movement must
be accompanied by a change in the partition statistics (partition boundaries,
neighbors loads, and the position of the most and least loaded node, etc.). All
nodes/clients of the system must be aware of these changes in order to decide
whether to call the balancing algorithm and address the right node. One of the
dominant measures that we want to optimize in such a situation is communica-
tion cost. The focus is on the solutions that reduce the cost of maintaining data
distribution information.

Ganesan et al. [2] proposed an on-line load-balancing algorithm on a linearly
ordered nodes. Their algorithm called AdjustLoad guarantees a low imbalance
ratio between the maximum and the minimum load among nodes. Although, the
AdjustLoad algorithm is easy to state, each balancing operation may require
global load information, that may be expensive in term of operations costs. Their
algorithm uses a data structure called skip graph [3] to maintain load informa-
tion and ensure efficient range queries. Each invoked balancing operation may
require global information with a cost of O(log p) messages. Moreover, a change
of partition boundaries between neighbors in load-balancing will necessitate a
change in the two skip graphs used.

In this paper, we improve the Ganesan et al. work [2] by reducing the cost
of maintaining partition statistics. We propose an on-line balancing technique
of range-partitioned data with approximate information. Our algorithm uses the
same primitive operations, NbrAdjust and Reorder as in Ganesan et al. The
primitive NbrAdjust transfers the surplus of data from the current node to one
of its neighbors. The primitive Reorder changes the nodes order to achieve the
storage balancing requirements. As a result, the partition boundaries change as
well as the data size of each partition. However, our algorithm is not based on
skip graphs to maintain partition statistics. The key point of our contribution
is the Approximate Partitioning Vector (APV), where, both nodes and clients
have approximate information on data distribution statistics. Each entry APV [i]
in this vector, is an estimate of partition boundaries and data size related to
node Ni. After a balancing operation, the participating nodes may change their
own boundaries. These nodes do not need to inform the other ones by these
changes. The clients use their APV to direct the queries. As a result, clients may
address the wrong node when their APV are outdated. Nevertheless, whenever
an interaction happens between two peers (node or client), they exchange their
APV in order to correct each other. Our solution outperforms the state-of-the-
art methods in terms of communication cost. There is no additional cost for
maintaining load statistic as in Ganesan et al.
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This paper is organized as follows: in Sect. 2, we present the load-balancing
approach of Ganesan et al. We describe the system model in Sect. 3. In Sect. 4,
we present our approach. We experimentally evaluate it in Sect. 5. Finally, we
discuss the related work in Sect. 6.

2 Load-Balancing Solution of Ganesan et al. [2]

Ganesan et al.’s work is believed to be representative of the prior art. It sug-
gested an inspiring algorithm for reducing data skew. It guarantees a small imbal-
ance ratio σ between the largest load and the smallest one. This ratio is always
bounded by a small constant which is 4.24. The algorithm uses two operations:
(1) NbrAdjut, where the node Ni transfers its surplus of data to one of its
neighbors (Ni+1 or Ni−1), (2) Reorder: the least loaded node (Nr) among all
the nodes transfers its entire content to one of its neighbors and change its logical
position to share data with the node performing the load-balancing algorithm.

In both operations, the over-loaded node requires non-local information
(neighbors loads, the position of the most and least loaded node). A given node
attempts to shed its load whenever its load increases by a factor δ. For some
constant c, Ganesan et al. define a sequence of thresholds Ti = cδi, for all i ≥ 1.
The node Ni attempts to trigger the AdjustLoad procedure whenever its load
L(Ni) is greater than its threshold Ti.

Ganesan et al. use two skip graphs. Skip graphs are circular linked lists [4], in
which every node has log(n) pointers. Routing between two nodes needs O(logn)
messages. The first skip graph is used to get neighbors loads (one message) and to
route range queries to the appropriate node. The second skip graph is used to get
the positions of the most and least loaded node in the system (O(logn) messages
for locality plus costs of updating the two skip graphs). The main disadvantage
of this work is the costly need to maintain the load-balancing information.

3 System Architecture

In this section, we define a simple abstraction of a parallel database and make
some assumptions:

– N = {N1, N2, . . . , Np}, a set of p nodes. We consider a relation (or a data set)
divided into p range-partitions on the basis of a key attribute, with boundaries
R0 ≤ R1 ≤ . . . ≤ Rp. The node Ni manages a range [Ri−1, Ri]. We consider
that the nodes are ordered by their ranges, this ordering defines left and right
relationships between them. The need to preserve the order between the nodes
requires a communication only between the neighboring nodes. Note that the
data is In-memory resident and it is organized row wise. Each node Nj has
its own Approximate partitioning vector APVnj

. An entry APVnj
[i] in this

vector (for i different from j), is an estimate of partition boundaries and data
size related the node Ni.
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– C = {C1, C2, . . . , Cm}, a set of m clients performing insert, delete or range
queries. The clients may join or leave the system at any time. Each client
Cj has its own approximate partitioning vector APVcj . An entry APVcj [i] in
this vector, is an estimate of partition boundaries and data size related to the
node Ni. Clients use their approximate partitioning vector APVc to find the
right nodes for insert, delete or search operations.

– We assume that each node Ni sets a local load threshold. When the load
goes outside this limit, the node performs a load-balancing operation with
its neighbors. This operation updates the partition boundaries of the partic-
ipating nodes. Our load-balancing algorithm is invoked on a node at which
the insert or delete is occurring or a node receiving data from its neighbors.
At this stage, we assume that no central site is used to direct queries. We
also ignore concurrency control issues and consider only the serial schedule
of inserts and deletes, interleaved with the executions of the load-balancing
algorithm.

4 Our Approach

The main feature of our approach is the APV concept, where each node or
client has an approximate knowledge about the partition statistics. Based on
this knowledge, the node performs a load-balancing whenever its load passes a
local threshold. It invokes the NbrAdjust procedure that transfers the out-
of-range data and its vector towards its neighbors if it is possible, otherwise, it
performs the Reorder procedure. The neighbor, after having received the data,
performs the load-balancing algorithm and eventually updates its vector. The
process is repeated at each node receiving the data until the whole system is
balanced.

4.1 Node/Client Approximate Partitioning Vector

Consider that the partition statistics of a node Nj are encoded in a vector
APVnj

[1, p]. Each element APVnj
[i] of this vector is a triplet, it stores an esti-

mate of the node Ni information. Node information is mainly the upper bound-
ary (APVnj

[i].Upper Bound), the local data size (APVnj
[i].Load) and the last

updating time (APVnj
[i].Last Update). The last field is used to indicate the

time when the entry APVnj
[i] was last updated. Node vector is updated in case

of insert or delete queries, range queries and data migration from the current
node to one of its neighbors or vice versa.

The data stored in the nodes is manipulated through the insert, delete and
range queries sent by the clients. Consider that the partition statistics of a client
Cj are encoded in a vector APVcj [1,m], where each APVcj [i] stores the infor-
mation about the node Ni. Node information is essentially its upper boundary
(APVcj [i].Upper Bound), data size (APVcj [i].Load) and the last updating time
(APVcj [i].Last update). Inserting, deleting or searching for a tuple with a given
key k are performed as follows:
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– The client sends the request to Ni so that: APVcj [i− 1].Upper Bound ≤ k ≤
APV cj [i].Upper Bound. The local APVcj vector is also included in the same
message.

– A node Ni checks whether the included key k fits its range, if so, it executes the
specified request (insert, delete or just point-search), updates eventually its
partition statistics and sends a positive acknowledge consisting of its APVni

to the client.
– If k is outside the node’s range, a vector adjustment message (VAM) including

a negative acknowledge and the current APVni
is sent to the client. Another

solution may be proposed where the node redirects the request to the appro-
priate node, this solution may reduce the communication cost but the client
vector will be little updated.

– If a client receives a positive acknowledgment from the node, it just updates
its vector if it was outdated. Else, if it receives an adjustment message,
it updates its vector and repeats the operation until receiving a positive
acknowledgment.

4.2 Data Load-Balancing Algorithm

Our load-balancing algorithm uses the two universal load-balancing primitives,
Reorder and NbrAdjust as in Ganesan et al.’s work. However, we use the
APV concept to maintain the global load information instead of using the skip
graphs. Our algorithm, that we call DataLoadBalancing, is presented bellow
(Algorithm 1). A node Ni executes the load-balancing algorithm whenever its
load increases beyond a threshold Ti. The algorithm uses its partitioning vector
to check if data can be shared with the neighbor with the low load. If the
load of one of its neighbors is less than half of Ni’s load, then Ni performs
the primitive NbrAdjust to average out the load with it. Else, Ni attempts
to perform Reorder with the least loaded node in the system. Note that one
can avoid the additional launch of the load-balancing algorithm by raising the
threshold or more precisely by increasing the factor δ.

5 Experimental Evaluation

In this Section, we present results from our simulation of our approach on a
network of 8 nodes and 2 clients. Processing node software and client software
were executed on machines with Intel(R) Core(TM) i7-5500U CPU@2.40 GHz
and 8GiB of RAM. Algorithms are implemented in C language using the Message
Passing Library (Open MPI). In the experiments, we present the algorithm for
the insert-only case. This case is simpler to analyze and provides general ideas
on how to deal with the general case. It is also of practical interest because
in many applications, as in a file sharing, deletions rarely occur. In order to
evaluate the new approach in heavy skewed environment, the system is studied
under a simulation model that we call HOTSPOT . All insert operations are
directed to a single hot node. We use a sequence of 5 ∗ 104 frequent insert
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Algorithm 1: DataLoadBalancing (Ni, APVni
)

1 Let Nj be the neighbor of Ni with the low load (Ni+1 or Ni−1);
2 if (APVni [i].Load/2 ≥ APVni [j].Load) then
3 //The node will call the NbrAdjust procedure;
4 Send the (APVni [i].Load − APVni [j].Load)/2 tuples to Nj ;
5 Update Ni’s vector

(APVni [i].Load, APVni [j].Load, APVni [i].Upper Bound);
6 //Re-call the load-balancing procedure again in Ni and Nj ;
7 DataLoadBalancing (Ni, APVni [i]);
8 DataLoadBalancing (Nj , APVni [j]);

9 else
10 //The node will call the Reorder procedure;
11 Find Nr so that: ∀k ∈ [1, p], APVni [k].Load ≥ APVni [r].Load;
12 if (APVni [i].Load/4 ≥ APVni [r].Load) then
13 //Nr is going to change its location to be a Ni’s neighbor ;
14 Let Nj be the node with the low load between Nr+1 and Nr−1, the two

neighbors of Nr;
15 Send APVni [r].Load tuples to Nj ;
16 Nj changes its position to be Ni’s neighbor;
17 Send APVni [i].Load/2 to Nr;
18 Update Ni’s vector (APVni [i].Load, APVni [r].Load, Ni, Nj , and Nr

upper bounds);
19 DataLoadBalancing (Ni, APVni);
20 Rename nodes appropriately after the Reorder;

21 else
22 The system is balanced;
23 end

24 end

operations. The basic performance factors of our load-balancing mechanism are
the imbalance ratio, the number of client addressing errors, data movement cost
and the number of invocation of DataLoadBalancing algorithm.

5.1 Imbalance Ratio

We measure the imbalance ratio as the ratio between the largest and small-
est load after each insert operation. As the system’s thresholds are an infinite,
increasing geometric sequence, as in Ganesan et al.’s work, we measure the imbal-
ance ratio with three values of the factor δ, (δ = 1.62, δ = 2, δ = 4). δ = 1.62 is
the golden ratio Fig. 1 shows the imbalance ratios (Y-axis) against the number of
insert operations (X-axis). When δ = 1.62, the curve shows that the imbalance
ratio is always bounded by a constant 6 and it converges to 1.8 after 2 ∗ 104

operations unlike the imbalance ratio of Ganesan et al., that is bounded by 4.24
and converges towards 3.3. The spikes in the curve mean that an invocation of
DataLoadBalancing algorithm has been lunched. However, the results of the
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3rd experiment δ = 4 are different from the previous ones, the ratio values are
larger and converge towards 5.

Fig. 1. The imbalance ratio when δ = 1.62 (Golden ratio), δ = 2, and δ = 4 on a
cluster of 8 nodes and 2 clients

Table 1. Comparison between the AdjustLoad algorithm of Ganesan et al., and our
load DataLoadBalancing algorithm.

Procedure Largest load
(Tuples)

Mean load
(Tuples)

Imbalance
ratio

Query
performance

AdjustLoad 1885 781 2.41 21%

DataLoadBalancing 1492 781 1.91 0

AdjustLoad 2102 1048 2.02 27%

DataLoadBalancing 1568 1048 1.49 0

Simulations were run comparing performance of our load-balancing algorithm
and the AdjustLoad procedure of Ganesan et al. [2]. The data from Table 1
represents the comparative load-balancing results of the two procedures. The
comparison parameter is the imbalance ratio which is measured here as the ratio
between the largest load and the system average load.

When the performance of the system is measured by query response time,
it is proportional to the largest node load. The worst-case relative performance
of the DataLoadBalancing algorithm versus the AdjustLoad procedure is
the ratio of the highest load-balance ratios obtained for the two algorithms, or
1.0 − (1.91/2.41) = 0.21. One can expect to reduce query response time up to
28% as compared to a system using the AdjustLoad. It is important to mention
here that the cost of maintaining the load statistics is at least O(log p), where
p is the number of nodes. However, there is no cost needed for our approach.
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5.2 Client Adjustment Messages

After a balancing operation, two nodes at least change their partition boundaries
due to the data migration, which leads to changing the partitioning vectors of
these two nodes. The client with an outdated vector can address a wrong node
that has changed its boundaries. In our set of experiments, we were interested
in determining how efficiently a client obtains a true view about the nodes. We
measure the number of times the client sends a query to a wrong node and hence
makes an addressing error and receives a vector adjustment message (VAM). The
results showed in Fig. 2 present a rapid increase of addressing errors number in
the growing phase (from 1 to 1000 insert operations). This comes back to the
fact that there is a frequent invocation of the balancing algorithm, and therefore
a frequent change of the partition boundaries.

Fig. 2. The number of addressing errors (δ = 1.62 (Golden ratio), δ = 2, and δ = 4)
on a cluster of 8 nodes and 2 clients.

5.3 Performance Analysis

For balancing loads among nodes, we are also concerned with the minimization
of the movement cost as much as possible. After measuring the imbalance ratio
and the client vector adjustment, we next measure the data movement cost.
Figure 3(a) plots the cumulative number of tuples migrated by our algorithm
(Y-axis) against the number of insert operations (X-axis) during a run with
δ = 1.62, δ = 2. We observe that in the growing phase, the number of migrated
tuples for different δ values is rising, this is because keeping the system tightly
balanced causes a larger number of re-balancing operations. Figure 3(b) plots
the data movement cost when δ = 4.

Figure 4 illustrates the number of invocations of our load-balancing algorithm
(Y-axis) against the number of insert operations (X-axis) during a run. The
observation we make is that the number of invocations of the algorithm increases
for the three values of δ during the growing phase. The number of algorithm
invocations presented was measured when δ = 1.62, δ = 2 and δ = 4. We
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Fig. 3. (a): Data movement cost when δ = 1.62 (Golden ratio), δ = 2. (b): Data
movement cost when δ = 4 on a cluster of 8 nodes and 2 clients

Fig. 4. Number of DataLoadBalancing invocations when δ = 1.62 (Golden ratio),
δ = 2 and δ = 4 on a cluster of 8 nodes and 2 clients.

observe that the number of invocations is relatively small when δ = 1.62. This
comes back to the fact that we are supporting some imbalance situations.

6 Related Work

In this section, we describe the current researches that relate to ours achieved
load-balancing method while supporting range queries.

Peer-to-Peer Network: In P2P networks, a number of recent load-balancing
approaches have been proposed [5–8]. Structured P2P networks are an efficient
tool for storage and location of data since there is no central server which could
become a bottleneck. Many researches have been proposed on search methods
in Structured P2P networks.

An improvement of the Ganesan et al.’s work is presented in Chawachat et al.
[6]. However, Jakarin et al. use the skip graphs just like Ganesan et al.’s work.
The main drawback is the costly maintenance of these data structures. Work in
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[9] is an efficient technique to reduce the cost of maintaining partition statistics.
Our work is complementary to this one.

Parallel/Distributed Databases: A load-balance operation in a parallel
database is performed as a transaction. Work in [10] propose a multi-reorder
operation that finds a sequence of multiple adjacent nodes that have a small
average load of any such sequence. This technique uses partition statistics which
include an estimate of the number of tuples stored on each node for every rela-
tion in the database. Based on this information the system data skew can be
detected, but at the cost of maintaining partition statistics.

7 Conclusions

The present paper relates to load-balancing in parallel database systems. We
proposed an effective on-line data load-balancing algorithm that deals with the
problem of skewed data. Our experimental results that we set in our labora-
tory show that our approach does not need extra cost of maintaining partition
statistics as opposed to the cost of efficient solutions from the state-of-art. Our
procedure needs a very low overhead (or almost no cost) to locate the data even
in the presence of high degree of skew. Although our proposal was presented in
the context of balancing storage load, it can be generalized to balance execu-
tion load, all that is required is an ability to partition load evenly across two
machines. In another future work, we will use the same idea cited here in Spark
SQL to avoid data skew. Another major aspects in P2P databases is that some
clients may access only some ranges most frequently (popular songs, popular
artists). Data can be even partitioned but 90% queries access only 10% of data
most of the time. In our next work, we will address this point.
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Abstract. Distributed processing of RDF data requires partitioning of
big and complex data sets. The partitioning affects the performance of
the distributed query processing and the amount of data transfer between
the network-connected nodes. Static graph partitioning aims to generate
partitions with lowest number of edges in between but suffers high com-
munication cost when a query trespasses a partition’s border, because
then it requires moving partial results across the network. Workload-
aware partitioning is an alternative but faces complex decisions regard-
ing the storage space and the workload orientation. In this paper, we
present an adaptive partitioning and replication strategy on three levels.
We initialize our system with static partitioning where it collects and
analyzes the received workload; then we let it adapt itself with two lev-
els of dynamic replications, besides applying a weighting system to its
initial static partitioning to decrease the ratio of border nodes.

1 Introduction

The exploding size of RDF-represented web data led to methods that ware-
house and process the data in a distributed system. The first challenge for such
systems is to partition the big RDF graph into several fragments, which then
need to be assigned wisely to the clustered working nodes. A SPARQL query is
represented as a graph on its own with some vertices and/or edges represented
as variables. Query execution is the process of finding all the sub-graphs in the
RDF-graph that match the query graph. Using several hosts connected in a clus-
ter, a SPARQL query can be received and executed in parallel by all the hosts
on their local share of data. Unfortunately, we have an expensive communica-
tion cost, whenever the query requires matching sub-graphs located in different
hosts. Working towards local query execution and avoiding the communication
cost is usually following two directions: (1) a better partitioning strategy, and
(2) replication of selected important triples across hosts. Partitioning requires no
extra storage space but finding the best strategy often involves solving a difficult
problem due to the complex relationships which are embedded in a typical RDF
graph. Replication has, in turn, two factors that mainly affect its feasibility: (1)
a good selection of graph parts to replicate, and (2) the available storage space
which restricts the amount of replicated data. Regarding the first factor, [9]
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studied a set of DBpedia’s queries: more than 90% of the queries target only 163
frequent sub-graphs. This highlights the impact of the query workload to identify
important parts of the RDF graph and parts which should be kept together in a
single host. On the other hand, the storage space as the second factor affecting
a replication strategy limits the amount of replicated data which any host can
handle. However, the amount of storage space in a practical triple-store system
is variable; it depends on the size of the data set and of other important data
contained in the system like indices and statistics tables. Hence, a partitioning
and replication strategy focusing on saving disk space might perform poorly if
the system happens to have a lot of free storage space, and vice versa.

To address these challenges, our main contributions in this paper are:

– We present our RDF partitioning and replication approach, which is built
on two stages – with respect to the existence and absence of workload – and
three levels – with respect to storage space consumption.

– Given that the availability of storage space is variable, we describe the opti-
mized system behaviour with respect to the amount and type of replications,
to adapt to the different possible levels of storage space availability.

To the best of our knowledge, this is the first work in a distributed RDF triple
store, that considers the adaption of a partitioning and replication layer with
both the workload and the storage space availability.

The paper is structured as follows. We discuss related work in Sect. 2, then we
introduce the preliminaries and terminologies used in this paper in Sect. 3. We
describe the system’s initial cold partitioning and replication approach in Sect. 4.
Section 5 describes how the system reacts to a collected workload and adapts
its storage layer. Finally we state our bench marking report and conclusion in
Sect. 6.

2 Related Work

Many recent works deal with general graph partitioning, including works tar-
geting the problem of RDF graph partitioning. METIS [6] is a popular baseline
for many works like Huang [5], WARP [4], and TriAD [3] which applies a hash
function to assign many METIS partitions to hosts. Other works considere the
semantic embedded in the RDF data; Xu [12] apply a Page Rank inspired algo-
rithm to cluster the RDF data. EAGRE [13] identifies an entity concept for the
RDF data, which is then used to group and compress the entities which belong to
the same RDF classes. Wu et al. [11] follow path partitioning: first identify closed
paths in the RDF graph, then assign the paths that share merged vertices to the
same partition. Margo and Seltzer [7] perform edge partitioning by converting
the graph into an elimination tree and then trying to reduce communication cost
while performing partitioning on the resulting tree. Among the workload-based
approaches, however WARP [4] and Partout [2] can be considered baselines.
Following the work of Partout, Padiya et al. [8] identify properties which are
queried together and reflect this when partitioning the data set. Similar to the
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min-terms used in Partout and WARP, Peng et al. [9] detect frequent patterns
in the workload, measured by the frequency of appearance.

3 Preliminaries

In this section, we state the main definitions (RDF graph, METIS partitioning
[6] and the partition’s border region) needed throughout this paper.

Definition 1 (RDF Graph). Let G = {V,E, P} be a graph representing the
RDF data set. V is a set of all the subjects and objects in the set of RDF triples
D; E ⊆ V × V is a set of directed edges representing all the triples in the data
set; P is a set of all the edges’ labels in the RDF data, and we denote pe as
the property associated with edge e ∈ E. The RDF data set is then defined as
D = {(s, pe, o) | ∃e = (s, o) : e ∈ E ∧ pe ∈ P}.
Definition 2 (METIS Partitioning). We refer to METIS as a function
metis(v) which for any v ∈ V returns the static partition number which v belongs
to. We could then define the partition ri = {v ∈ V | metis(v) = i}.
Definition 3 (Border Region). For a partition ri, border(i) = {v ∈ ri |
∃(v, vm) ∈ E : vm /∈ ri}. The border region with depth δ is defined as the follows:
border(i, δ) = {v ∈ V | v �∈ ri, outdepth(v, i) ≤ δ}, where the outdepth(v, i) is
the distance between any vertex v /∈ ri and the partition border border(i).

Note that border(i) refers to nodes inside a partition while border(i, δ) refers to
nodes in neighboring partitions. Last, we define the query workload.

Definition 4 (Queries Workload, Query Answer). A query q is a set of
triple patterns {t1, t2, ..., tn}; each triple pattern (s̀, p̀, ò) ∈ q has at least one
but not more than two constants, while the rest are variables. This set composes
a query graph qG. The query answer qa is the set of all sub-graphs in RDF
graph G that match the query graph and substitute the corresponding variables.
A workload is defined as a set: Q = {(q1, f1), (q2, f2), ..., (qm, fm)}, where qi is a
SPARQL query, and fi is the frequency of its appearance in the workload. The
workload answer Qa is the set of the query answers of Q. The length of query q
is the maximum distance between any two vertices in its graph qG.

4 Cold-Start Partitioning

Without a pre-assumption about the query workload, our system starts by per-
forming static graph partitioning using METIS. This produces n partitions for
given n hosts. Each host handles its share of data and can provide space to
accept replications. The best area for replications is located at the hosts’ border
regions with some distance in depth. We differentiate in our system between two
types of replication: full and compressed.
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4.1 Compressed Replicated Data

In triple stores like RDF3X1, a dictionary is used to map the textual URIs
found in the triples to compressed numerical data which are then stored in
different indices. In the context of replication, the later architecture produces two
types: full replication where the host has full information about the graph data
including the dictionary entries, and the compressed replication where the host
has only the numerical data or even part of it. Given RDF data set represented
by graph G which has size T triples, the minimum length of numerical code
value used in dictionary is given by: log2

T
κ bits, where κ is the average number

of edges per vertex in G. The total size in bytes of the T triples when stored in
the numerical form is given by:

size(T ) =
3T · log2(T

κ )
8

(1)

4.2 Initial Cold Replication

At this stage, each host has a given amount of storage space assigned for repli-
cation denoted by S, and employs all of this space by replicating triples from its
neighbour hosts which are located at outdepth = 0 form its border; it then itera-
tively increases the outdepth and replicates the affected triples until the storage
space is fully taken. However, at each outdepth the host needs to make a decision
whether it should replicate the full or compressed data which was explained in
Sect. 4.1. The hypothesis here is that the full replication for certain outdepth
costs more space but performs faster than the corresponding compressed repli-
cation. On the other hand, the importance of triples decreases at their outdepth
increases, since their probability to contribute in queries workload decreases [5].

We now provide cost and benefit functions for each outdepth level δ and host i
such that each host can make a systematic decision about the type of replication
it should perform. The cost function at outdepth = δ reflects the fraction of the
storage space which the host i would pay if this outdepth was fully replicated.

cost(i, δ) =
(|border(δ, i)| − |border(δ − 1, i)|) · 8 · st

S̀
(2)

where st is the size of a single compressed triple in Bytes given by Eq. 1, and
S̀ is the size in Bytes of the currently remaining storage space of the original
S input. The factor 8 is estimated practically from [1] as the ratio of full to
compressed size. The benefit of host i performing full replication of the triples
at outdepth = δ is related to the fraction of the triples that are expected to
participate in the workload, which is inversely proportional with δ:

benefit(i, δ) =
1
δ

· 1
R

(3)

1 https://code.google.com/archive/p/rdf3x/.

https://code.google.com/archive/p/rdf3x/
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The factor R can be greater than 1 when the network performance is relatively
poor, or the length of the queries is expected to be small.

For every partition i, we calculate the cost and benefit ratios starting with δ =
1; we make a decision to build full-data replication if the benefit is greater than
the corresponding cost, or otherwise consider building compressed replication,
or stop if there is no more storage space left.

5 Load-Aware Partitioning and Replication Step

Initial partitioning of the RDF graph with METIS provides solid ground for
the system to start executing queries while decreasing the amount of network
data transfer between working hosts. Next, our system collects the executed
queries in order to perform another partitioning which is based on the workload.
In this step, we first update the existing METIS partitioning by performing
optimization based on the available workload knowledge, we then support the
METIS partitioning by providing efficient replications on multiple levels.

5.1 Weighted METIS

The cold partitioning which took place in Sect. 4, produces METIS partitions
that have a minimum number of edges across the partitions, given that all
the edges are equally weighted with 1. Since METIS provides the possibility
of assigning numerical weights to edges of the input graph, we provide a weight-
ing system that instructs the METIS with the more important edges in order
to avoid putting them on the resulting partitions’ cut. This weighting system is
produced from the collected workload and its results. The key advantage here
is that we remove the important vertices from the partition borders, and at the
same time we consume no more space, because no new data is added, but it
could require moving triples across hosts. The work of [10] compared between
different graph partitioning algorithms that try to achieve balanced partitions
in terms of the workload, but none of them directly considered the weighting
provided by METIS to partition RDF graphs. In contrast, we define the function
for each e ∈ E as w(e) = J · (f(e) + f(pe)) + β where

– f(e) is the frequency of appearance of e in the workload queries answer Qa,
– f(pe) is the frequency of appearance of pe (the property associated with edge

e) in the workload query answer,
– β is equal to 0 when the frequency of pe in the data set is larger than a fixed

threshold, or equal to 1 otherwise,
– J is the ratio between the average count of edges per vertex in the RDF graph

and the average query frequency in the workload.

5.2 Building Global Query and Fragments Graphs

In this step we again employ the storage space S assigned by each host, by
replicating border triples to support the METIS partitions. But we make use
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of the collected workload by generating full replication of those border triples
which have more priority, and compressed replications for the other lower priority
triples. For this we first normalize the workload, generate a global queries-graph,
and then describe the algorithm we run to compute the border triples priority.

Workload Normalization

In a query workload Q, we first remove any non-frequent constants (excluding
properties) and any variables found in each q ∈ Q and replace them with single
variable Ω. This normalizes the workload and avoids the generation of irrele-
vant small fragments. The item is considered non-frequent if its frequency is less
than a normalization threshold. This threshold was left to the application case
in WARP and Partout. We let the system find this threshold by determining the
first statistical quartile of the items frequencies, such that we have a fully auto-
mated process. Recall from Definition 4 that each q is a set of triple patterns; the
normalized workload can be defined as: TΘ = {(tΘ1, f1), (tΘ2, f2), .., (tΘk, fk)}.

Fig. 1. Example workload (left) and global queries-graph (right)

The Global Queries-Graph

The normalized queries workload is converted into a global queries-graph by
modeling each distinct triple pattern as a vertex. Figure 1 shows an example
workload and its global queries graph. An edge between two vertices in the
graph means that the two triple patterns modeled by the two vertices occur
together in one or more queries in the normalized workload. The edge weight
represents the total count of this occurrence. We define the global queries-graph
as:

Definition 5 (Global Queries-Graph). For a normalized workload TΘ =
{(tΘ1 , f1), (tΘ2 , f2), ..., (tΘm

, fm)}, the global queries-graph is Gp = {Vp, Ep},
where Vp = TΘ and Ep = {(tΘi

, tΘj
) | ∃(qk, fk) ∈ Q : ti ∈ qk ∧ tj ∈ qk}.

Each edge (tΘi
, tΘj

) in Gp is weighted with the total number of times that the
normalized triple pattern tΘi

falls with tΘj
in the same query.



256 A. Al-Ghezi and L. Wiese

Algorithm 1: Generate The Workload-based Replication
input : A global queries-graph Qp = {Vp, Ep}, and RDF graph G = {V, E}

1 for each host i do
2 //Create a fragment Fv for each (v, f) ∈ Vp, each Fv is a set of assigned triples:

F = {Fv | (v, f) ∈ Vp, Fv = {d ∈ D | FragAssign(d) = v}} ;
3 for δ = 0 to ∞ do
4 Dt = {(s, p, o) ∈ D | (s ∈ border(i, δ) ∧ o ∈ border(i, δ − 1)) ∨ (o ∈

border(i, δ) ∧ s ∈ border(i, δ − 1))} ;
5 if Dt = ∅ then
6 break;
7 end

8 for each d′ ∈ Dt do
9 for each (tΘ, f) ∈ Vp do

10 if d matches tΘ then
11 matchImpact ← matchImpact + f ;
12 q̀ = {(tΘj , fj) ∈ Vp | ∃(tΘ, tΘj) ∈ Ep};
13 fragmentMatch ← fragmentMatch + getFragMatch(q̀, tΘ, d′);
14 FragNo ← FragAssign(d′)
15 end

16 end

17 FF ragNo ← FF ragNo ∪ {d′} ;

18 benefit(d′) ←
benefit(i, δ) · ( fragmentMatch

maxRecordedfragmentMatch + matchImpact
maxRecordedMatchImpact );

19 cost(d′) ← cost(i, δ);

20 if benefit(d′) > cost(d′) then
21 Build full replication of triple d in host i ;
22 else
23 Build compressed replication of triple d in host i ;
24 end

25 end

26 end

27 end

Generating the Workload-Based Replications

The global queries-graph contains the workload-based information which enables
the recognition of the border triples that have more probability to participate
in future queries. Replicating those triples increases the chance of local query
executions. However, such probability is related to the outdepth of the border
triple and to the engagement level of this border triple with the global queries-
graph. The steps we follow in this stage are shown in Algorithm1. Each host
starts from its border and processes the triples at its neighbours which are located
at outdepth = 0, then iteratively increases the outdepth. Those triples are given
by set Dt at step 4 in Algorithm 1. We look at each triple d ∈ Dt, and compute
two values: The first is matchImpact which is the accumulative frequencies of
the normalized triple patterns in Gp that d matches; while the second value is
the fragmentMatch which gives an indication about the engagement level of D
with Gp. This level is computed by the function getFragMatch(q̀, tΘ, d′), which
computes multiple splits of the triple patterns of q̀, given that each split must
contain tΘ, and at least one other tΘj

∈ q̀. The function finds the split l with the
maximum number of triple patterns that d′ matches, and returns the summation
of all edges’ weights between tΘ and other triple patterns in l.
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6 Conclusion

In this work we presented a novel adaptive partitioning and replication approach
that can highly adapt to different levels of both workload and storage space. We
report on a benchmark based on three types of queries and three types of storage
levels in [1]. As a test set, we used the YAGO core2 data set with more than 50M
triples. We compare our system with three implementations based on WARP,
Partout and Huang.
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2. Galárraga, L., Hose, K., Schenkel, R.: Partout: a distributed engine for efficient
RDF processing. In: Proceedings of the 23rd International Conference on World
Wide Web, pp. 267–268. ACM (2014)

3. Gurajada, S., Seufert, S., Miliaraki, I., Theobald, M.: TriAD: a distributed shared-
nothing RDF engine based on asynchronous message passing. In: Proceedings of
the ACM International Conference on Management of Data, pp. 289–300. ACM,
New York (2014)

4. Hose, K., Schenkel, R.: WARP: workload-aware replication and partitioning for
RDF. In: IEEE 29th International Conference on Data Engineering Workshops
(ICDEW), pp. 1–6 (2013)

5. Huang, J., Abadi, D.J., Ren, K.: Scalable SPARQL querying of large RDF graphs.
Proc. VLDB Endow. 4(11), 1123–1134 (2011)

6. Karypis, G.: METIS and parMETIS. In: Padua, D. (ed.) Encyclopedia of Parallel
Computing, pp. 1117–1124. Springer, Boston (2011). https://doi.org/10.1007/978-
0-387-09766-4

7. Margo, D., Seltzer, M.: A scalable distributed graph partitioner. Proc. VLDB
Endow. 8(12), 1478–1489 (2015)

8. Padiya, T., Kanwar, J.J., Bhise, M.: Workload aware hybrid partitioning. In: Pro-
ceedings of the 9th Annual ACM India Conference, pp. 51–58. ACM (2016)

9. Peng, P., Chen, L., Zou, L., Zhao, D.: Query workload-based RDF graph fragmen-
tation and allocation. In: EDBT, pp. 377–388 (2016)

10. Shang, Z., Yu, J.X.: Catch the wind: graph workload balancing on cloud. In: Pro-
ceedings of the IEEE International Conference on Data Engineering, pp. 553–564.
IEEE Computer Society, Washington, DC (2013)

11. Wu, B., Zhou, Y., Yuan, P., Liu, L., Jin, H.: Scalable SPARQL querying using path
partitioning. In: 2015 IEEE 31st International Conference on Data Engineering
(ICDE), pp. 795–806. IEEE (2015)

2 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/
research/yago-naga/.

https://doi.org/10.1007/978-0-387-09766-4
https://doi.org/10.1007/978-0-387-09766-4
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/


258 A. Al-Ghezi and L. Wiese

12. Xu, Q., Wang, X., Wang, J., Yang, Y., Feng, Z.: Semantic-aware partitioning on
RDF graphs. In: Chen, L., Jensen, C.S., Shahabi, C., Yang, X., Lian, X. (eds.)
APWeb-WAIM 2017. LNCS, vol. 10366, pp. 149–157. Springer, Cham (2017).
https://doi.org/10.1007/978-3-319-63579-8 12

13. Zhang, X., Chen, L., Tong, Y., Wang, M.: EAGRE: Towards scalable i/o efficient
SPARQL query evaluation on the cloud. In: Jensen, C.S., Jermaine, C.M., Zhou,
X. (eds.) ICDE, pp. 565–576. IEEE Computer Society (2013)

https://doi.org/10.1007/978-3-319-63579-8_12


QUIOW: A Keyword-Based Query Processing
Tool for RDF Datasets and Relational

Databases

Yenier T. Izquierdo1,2(&), Grettel M. García1,2, Elisa S. Menendez1,
Marco A. Casanova1,2, Frederic Dartayre2, and Carlos H. Levy2

1 Department of Informatics, Pontifical Catholic University of Rio de Janeiro,
Rio de Janeiro, RJ, Brazil

{yizquierdo,ggarcia,emenendez,casanova}@inf.puc-rio.br
2 Instituto TecGraf, Pontifical Catholic University of Rio de Janeiro,

Rio de Janeiro, RJ, Brazil
{fdartayre,levy}@tecgraf.puc-rio.br

Abstract. This paper describes a keyword-based query processing tool, called
QUIOW, deployed in two distinct environments: RDF datasets with schemas
and relational databases. The tool first translates a keyword-based query into an
abstract query, and then compiles the abstract query into a concrete (SPARQL or
SQL) query such that each result of concrete query is an answer for the
keyword-based query. The tool explores the schema to avoid user intervention
during the translation process. The paper includes extensive experiments to
compare keyword-based query processing in the two environments, using a full
version of IMDb – The Internet Movies Database and the Mondial database.

Keywords: Keyword search � SQL � SPARQL � Relational model
RDF

1 Introduction

Database applications that offer keyword search free the users from filling “boxes” with
exact data by compiling keyword-based queries to the query language supported, and
by ranking the results. In fact, keyword search applications over relational databases
have been studied for quite some time. More recently, examples of such applications
designed for RDF datasets have emerged.

In this paper, we describe QUIOW, a keyword-based query processing tool
deployed in two distinct environments: RDF datasets with schemas and relational
databases. The tool first translates a keyword-based query into an abstract query, and
then compiles the abstract query into a concrete (SPARQL or SQL) query such that
each result of concrete query is an answer for the keyword-based query. The tool
explores the schema to avoid user intervention during the translation process, and to
minimize the number of joins in a query. The implementation of the tool is engineered
to work with different RDF stores and relational DBMSs. The current implementation
supports Oracle 12c, for both the RDF and relational environments.
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The paper also covers expensive experiments that use RDF and relational versions
of the Mondial database – compiled from geographical Web data sources and a
complete variation of IMDb – The Internet Movies Database, which includes
descriptions of artists, movies, documentaries, TV series, and even computer games.
The experiments with Mondial and IMDb extend the Coffman and Weaver’s bench-
mark [5] and were conducted to fully assess the performance of the tool in the two
environments.

The QUIOW tool evolved from an earlier implementation [7], which proved effi-
cient, but only worked with RDF datasets and suffered from the problem of maintaining
the RDF dataset synchronized with the source relational database. The QUIOW tool
differs from the earlier tool in four important aspects. First, it includes a backtracking
mechanism to generate alternative translations for a keyword-based query, which
expands the set of answers returned for the keyword-based query, since the answers
now reflect the result of executing several SPARQL (or SQL) queries. Second, the tool
supports both the RDF and the relational environments. Third, the negation operator is
included in the property filter options. Lastly, the tool is engineered to work with
different RDF stores and relational DBMSs.

The contributions of this paper can be summarized as follows. First, the paper
describes a keyword-based query processing tool, deployed in two distinct environ-
ments: RDF datasets with schemas and relational databases. This is the first tool with
these characteristics to be described in the literature, to the best of our knowledge.
Second, it includes extensive experiments using Mondial and IMDb to help assess the
performance of the tool and compare keyword-based query processing in two
environments.

The remainder of this paper is organized as follows. Section 2 summarizes related
work. Section 3 introduces the keyword translation algorithm the QUIOW tool uses.
Section 4 describes extensive experiments to compare keyword-based query process-
ing over RDF datasets and relational databases and to assess the performance of the
tool. Finally, Sect. 5 presents the conclusions and future work.

2 Related Work

Recent surveys of keyword-based query processing tools over relational databases and
RDF datasets can be found in [3, 16]. Early relational keyword-based query processing
tools [1, 2, 10, 11, 14] explored the foreign/primary keys declared in the relational
schema to compile a keyword-based query into an SQL query with a minimal set of
join clauses, based on the notion of candidate networks (CNs). This approach was also
adopted in recent tools [4, 13]. In particular, QUEST [4] explores the structure of the
conceptual schema to synthesize an SQL query, based on a Steiner tree that captures a
minimum set of joins. Tastier [13] included the user in the keyword-based query
processing loop and provided context-sensitive auto-completion of keyword queries,
via specialized data structures that index the database. Coffman and Weaver [5] pre-
sented a qualitative evaluation of several relational keyword-based query processing
tools, using a benchmark, which consists of a simplified version of IMDb, a subset of
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Wikipedia, and a subset of the Mondial dataset, and a set of 50 keyword queries for
each database.

An RDF keyword-based query processing tool can be categorized as schema-
based, when it exploits the RDF schema to compile a keyword-based query into a
SPARQL query, or as graph-based, when it directly operates on the RDF dataset. We
provide a brief review of each of these approaches.

We start with RDF schema-based approaches. Han et al. [9] described an algorithm
that assembles a query from the keywords and experiments with DBpedia and Free-
base. QUICK [17] translates keyword-based queries to SPARQL queries with the help
of the users, who choose a set of intermediate queries, which the tool ranks and
executes. Gkirtzou et al. [8] described a method to generate candidate SPARQL
queries, with natural language descriptions, to help users decide which query to
execute.

As for graph-based tools, SPARK [19] uses techniques, such as synonyms from
WordNet and string metrics, to map keywords to knowledge base elements. The
matched elements in the knowledge base are then connected by minimum spanning
trees from which SPARQL queries are generated. The most likely SPARQL query is
selected using a probabilistic ranking model that incorporates the quality of the map-
ping and the structure of the query is proposed. Tran et al. [15] combined the idea of
generating summary graphs for the RDF graph, using the class hierarchy, to generate
and rank candidate SPARQL queries. Le et al. [12] also proposed to process keyword
queries using a summarization algorithm. Zheng et al. [18] also adopted a pattern-based
approach. Elbassuoni and Blanco [6] described a technique to retrieve a set of sub-
graphs that match the keywords, and to rank them based on statistical language models.

3 The Keyword Search Tool

3.1 The Keyword Translation Algorithm

The keyword translation algorithm: (1) accepts a keyword-based query K over an RDF
dataset T (or a relational database T), together with its RDF (or relational) schema S;
(2) finds matches with the keywords in K; (3) creates an abstract query by exploring the
keyword matches found and the schema S; (4) compiles the abstract query into a
SPARQL (or SQL query), which is then executed.

Schema Graph. The algorithm uniformly treats the RDF or relational schema S as a
labelled schema multigraph GS= (NS, ES, ELS). In an RDF environment, NS are the
classes, and ELS labels arcs with object properties or with rdfs:subsetOf in ES, as in
the RDF graph induced by S. In a relational environment, NS are the relation scheme
names, and ELS labels arcs in ES with foreign key names, as in the multigraph induced
by S.

Computing Keyword Matches. Consider first the RDF environment. The algorithm
starts by computing: (1) a set of classes and properties in S whose metadata (i.e., labels
and descriptions) match keywords in K; (2) a set of property/value pairs (p, v) such that
there is a triple (s, p, v) in T such that v matches a keyword in K.
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The algorithm organizes the result of the matches as a set of nucleuses. Each
nucleus is a triple (c, PR, VA), where c is a class, PR is a possibly empty list of
properties, and VA is a possibly empty list of property/value pairs, such that: (1) if PR
and VA are empty, c must be the result of a metadata match; (2) each property in PR has
c as domain and is the result of a metadata match; (3) each property/value pair (p, v) in
VA is such that the domain of p is c and (p, v) is the result of a data match.

For the relational environment, the algorithm proceeds almost exactly as for the
RDF case. It computes: (1) a set of relation scheme and attribute in S whose metadata
(i.e., names and descriptions) match keywords in K; (2) a set of attribute/value pairs
whose values match keywords in K. A nucleus is again a triple (c, PR, VA), where c is a
relation scheme name, PR is a possibly empty list of attributes, and VA is a possibly
empty list of attribute/value pairs, such that: (1) if PR and VA are empty, c is the result
of a metadata match; (2) each element in PR is an attribute of c and is the result of a
metadata match; (3) each attribute/value pair (p, v) in VA is such that p is an attribute of
c and (p, v) reflects a data match.

In either case, RDF or relational, the matching process results in a set of nucleuses.

Synthesizing an Abstract Query. The next stage is to synthesize an abstract query
that captures the keyword-based query. It depends on the schema multigraph and the
set of nucleuses that the matching process outputs, independently of the environment.
To synthesize an abstract query, the translation algorithm implements two heuristics,
called the scoring and the minimization heuristics.

Briefly, the scoring heuristic: (1) considers how good a match is, say the keyword
“south” matches the literal “south” better than the literal “South Africa”; (2) assigns a
higher score to metadata matches, on the grounds that, if the user specifies a keyword,
say “Desert”, that matches both a class label (or relation scheme name), say “Desert”,
and a property (or attribute) value of an instance (or a tuple), say the location “Sahara
Desert”, then the user is probably more interested in the class (scheme) labelled
“Desert” than the specific instance “Sahara Desert”; (3) assigns a higher score to
nucleuses that cover a larger number of keywords. The heuristic is formalized by
defining a score function for the nucleuses [7].

The minimization heuristic tries to generate minimal answers, in two stages. Ide-
ally, it should try to find the smallest set of nucleuses that covers the largest set of
keywords and that has the largest combined score. However, this is an NP-complete
problem. The first stage of the minimization heuristic then implements a greedy
algorithm that prioritizes the nucleuses with the largest scores that cover a large subset
of K. The second stage of the minimization heuristic then connects the classes (or
relation scheme) in such nucleuses, using a small number of equijoins. This is
equivalent to generating a Steiner tree ST of the schema graph that covers the classes
(or relation scheme) of the prioritized nucleuses. Finally, the algorithm uses the edges
of ST to generate join clauses, and the nucleuses to generate selection clauses of the
abstract query.

Compiling the Abstract Query into a Concrete Query. The final stage of the
translation algorithm is to compile the abstract query into a concrete SPARQL or SQL
query for the underlying RDF store or relational DBMS. Section 3.2 illustrates this
process.
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Execution. The tool then executes the concrete query to generate representations of
answers to the keyword-based query, which are then passed to the user.

3.2 An Example

This section discusses how the keyword translation algorithm works, using Mondial,
whose ER-Diagram is available at https://www.dbis.informatik.uni-goettingen.de/
Mondial/mondial-ER.pdf. Figure 1(a) shows the keyword-based query K ={Country,
Province, Desert, Atacama}. Figure 1(b) depicts the structure of an abstract query that
corresponds to a Steiner tree of the schema graph of Mondial, where:

• The nodes correspond to classes Country, Province, Desert, and Geo_Desert;
the first three nodes correspond to nucleuses and the fourth node just completes the
tree to link the classes Province and Desert.

• The arcs represent object properties between such classes.

The classes that correspond to nucleuses reflect the following matches:

• Country, Province, and Desert have an exact metadata match with the labels of
classes Country, Province and Desert.

• Atacama matches a value of property Label whose domain is the class Desert.

Note that the keyword Desert is ambiguous since it matches with the labels of
classes Desert and Geo_Desert, but the translation algorithm selects the class Desert
because the corresponding nucleus has the highest score. Also, the match found with
the instance of class Desert whose label is Atacama does not need to be shown in the
abstract query because that information is in the nucleus data.

K = {Country, Province, Desert, Atacama}

(a) Keyword-based query
(b) Abstract Query

1. SELECT DISTINCT  ?C0 ?C1 ?C2
2.  WHERE{ 
3.   ?I_C0 rdf:type <http://www.swtech.org/mondial/Country> .
4.   ?I_C1 rdf:type <http://www.swtech.org/mondial/Desert> .
5.   ?I_C2 rdf:type <http://www.swtech.org/mondial/Geo_Desert> .
6.   ?I_C3 rdf:type <http://www.swtech.org/mondial/Province> .
7.   ?I_C2 <http://www.swtech.org/mondial/Geo_Desert#Province> ?I_C3 .
8.   ?I_C3 <http://www.swtech.org/mondial/Province#Code> ?I_C0 .
9.   ?I_C2 <http://www.swtech.org/mondial/Geo_Desert#Desert> ?I_C1
10.   FILTER (orardf:textContains(?C1, "{atacama}", 0) )
11. ?I_C0 rdfs:label ?C0 .
12.   ?I_C1 rdfs:label ?C1 .
13.   ?I_C3 rdfs:label ?C2  }

(c) SPARQL Query

1. SELECT Desert.META_REPCOL,
2. Desert.NAME,
3. Country.META_REPCOL,
4. Country.CODE, 
5. Province.META_REPCOL,
6. Province.NAME, 
7. Province.COUNTRY  
8.    FROM Desert, Country, Province, Geo_Desert 
9. WHERE 
10. ((contains(Desert.META_REPCOL,'{atacama}', 0) > 0) 
11.        AND (Geo_Desert.DESERT = Desert.NAME) 
12.        AND (Geo_Desert.PROVINCE = Province.NAME) 
13.        AND (Province.COUNTRY = Country.CODE)

(d) SQL Query

Fig. 1. Sample SPARQL and SQL queries.
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From this abstract query, the translation algorithm generates the SPARQL query
shown in Fig. 1(c), where:

• Line 1 constructs the result of the query, which consists of the labels of instances of
the classes Country, Desert, and Province, respectively, as shown at Fig. 2(a).

• Lines 3 to 6 introduce variables that range over instances of the classes that cor-
respond to the nodes of the Steiner tree.

• Lines 7 to 9 represent relationships between the instances, that correspond to the
arcs of the Steiner tree.

• Line 10 represents the match with the keyword Atacama.
• Lines 11 to 13 translate instances to their labels, which are user-friendly.

The translation algorithm generates the SQL query shown in Fig. 1(d), where:

• Lines 1 to 7 capture the primary keys and the META_REPCOL columns of the
relation schemes. For each relation, the preparation stage adds a column,
META_REPCOL, whose values parallel the instance labels of the RDF version.

• Line 8 corresponds to the nodes of the Steiner tree.
• Line 10 represents the match with the keyword Atacama.
• Lines 11 to 13 represent equijoins that correspond to the arcs of the Steiner tree.

Note that in the line 10 of both queries, equivalent contains operators of Oracle
Text are used to filter the results by the instance of Desert with label Atacama. In two
cases, the contains operators were configured using the default parameters.

Navigation over the Results of a Keyword-Based Query. The tool does not return
the results of a keyword-based query as a set of RDF triples or as a set of tuples. After
several experiments with the users, we decided to present the results of a keyword-
based query in a tabular format for both the RDF and the relational environments,
combined with facilities to help users explore the results. For example, Fig. 2(a) shows
the result of the keyword-based query in Fig. 1(a). If the user clicks on Antofagasta, the
tool will display the results shown in Fig. 2(b).

In the RDF environment, navigation over the query results is much simpler than in
the relational environment, since it directly crawls the RDF graph. Also, navigation
leverages on the ability of SPARQL queries to retrieve data and metadata seamlessly.

(a) Results for the keyword-based query
K = {Country, Province, Desert, Atacama}.

(b)  Navigation panel that results from clicking  
on the instance Antofagasta.

Fig. 2. Sample query results and navigation panel.

264 Y. T. Izquierdo et al.



To support navigation over data about an instance, the tool uses two queries:

1) SPARQL query Q1: 
1.
2.
3.
4.
5.
6.
7.

SELECT ?Class ?Property ?Value ?Label 
WHERE { 

?uri ?prop ?Value .
?prop  rdfs:label ?Property . 
OPTIONAL { ?Value rdfs:label ?Label } . 
?uri rdf:type ?c .
?c rdfs:label ?Class    }

2) SPARQL query Q2:
1.
2.
3.
4.
5.
6.
7.

SELECT ?Class ?Value ?Label 
WHERE { 

?Value ?property ?uri .
OPTIONAL {?Value rdfs:label ?Label } .
?Value rdf:type ?c . 
?c rdfs:label ?Class

}

We assume that all classes, instances of classes, and properties have a mandatory
label. Consider query Q1, and assume that variable ?uri in Line 3 binds to instance
I. The query retrieves any property and its value that I has (Line 3), the label of such
property (Line 4), the label of the value, if it corresponds to an object property value
(Line 5), any class that I belongs to (Line 6), and the label of such class (Line 7). Query
Q2 retrieves an instance J that is related to I by an object property (Line 3), the label of
J, if it exists (Line 4), a class that J belongs to (Line 5), and the label of such class (Line
6). The results of both queries are then post-processed to generate a navigation panel.
Figure 2(b) illustrates the navigation panel that results from clicking on Antofagasta.

However, it is not as simple to explore the query results in the relational envi-
ronment as is in the RDF environment. The tool implements the following strategy:

(1) Construct a SQL query, using the template:

SELECT pk1, …, pkn, Label, p1,  p2, …, pn   FROM  T WHERE <instance filter>

that queries table T to retrieve the primary keys, instance label, and properties, and
whose WHERE clause is a filter defined by the identifier created for the target
instance. In our example, the filter is built using the primary key values for
instance Antofagasta.

(2) Compute a set JF of tables such that V 2 JF iff T has a foreign key to V. For each
V 2 JF, a SQL query with an inner join between T and V and a TARGET clause
composed of the primary keys and the label columns of V is compiled and
executed.

(3) Compute a set JT of tables such that U 2 JT iff U has a foreign key to T. For each
table U 2 JT, a SQL query with an inner join between T and U and a TARGET
clause composed of the primary keys and the label columns of U is compiled and
executed.

(4) Obtain the labels of the properties retrieved in (a), the label of T, and the labels of
the tables in JF [ JT.

The data in Fig. 2(b) is built by post-processing the results of steps (3) and (4).
In our running example, the generation of the panel in Fig. 2(b) required 2

SPARQL queries over the RDF graph, which ran in 0.89 s, while it required 9 SQL
queries over the relational database, which ran in 2.75 s. Thus, navigation over the
RDF graph was nearly 3 times faster than in the relational database.
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4 Experiments

Experimental Setup. QUIOW was implemented as a RESTful Web application
developed in Java, and ran on Windows 7 Ultimate, using a quad-core processor Intel
(R) Core(TM) i5-2450 M CPU @ 2.50 GHz, 4 GB of RAM. The relational databases
and RDF datasets were stored in Oracle 12c, running on a quad-core processor Intel(R)
Core(TM) i5 CPU 660 @ 3.33 GHz, 7 GB of RAM, and 4,096 KB of cache size.
Table 1 shows basic statistics about the RDF datasets and relational databases used in
the experiments. We ran the Coffman’s benchmark [5] using the relational databases and
their triplified versions of the Mondial dataset (available at https://www.dbis.informatik.
uni-goettingen.de/Mondial/) and the full and more recent relational version of IMDb
(available at https://sites.google.com/site/ontopiswc13/home/imdb-mo), which we refer
to as Full IMDb to differ it from the Restricted IMDb version used in [5].

We measured the query build time – the time taken to process matches and con-
struct the SQL or SPARQL query, and total elapsed time – the time from the sub-
mission of the keyword-based query until the display of the first 75 results.

We used a separated tool to index the relational databases to support keyword
search and to triplify the relational databases via a set of relational-to-RDF mappings
and to create indexes over the RDF dataset to support keyword search. In this case, we
measured the time to index the relational database and to create the RDF dataset.

Table 1. Statistics of Mondial and IMDb datasets.

RDF
Dataset

#Triples Relational 
Database 

#Objects 
Mondial IMDb Mondial IMDb 

Classes 40 11 # of Relations 40 11
Object properties 62 11 # of Attributes 187 20
Datatype properties 130 25 # of Tuples 40,247 70,520,722 
Indexed properties 71 7 Size (in GB) 0.11 60.63
Indexed prop. instances  11,094 12,609,418 
Class instances 43,869 70,520,744 
Object prop. instances 63,652 204,917,673 
Total number of triples 235,387 382,295,213 

(a) Experiments with Mondial (b) Experiments with IMDb

Fig. 3. Build time and total elapsed time.
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Experiments with the Coffman’s Benchmark Datasets. Figure 3 shows the execu-
tion times of the keyword-based queries defined in Coffman’s benchmark. The Y-axis
represents the query build time and the total elapsed time, in seconds, of each query in
the benchmark, numbered 1 to 50 on the X-axis. Note that, for each keyword-based
query: the SPARQL total elapsed time (shown as a dot) was always larger than the
SQL total elapsed time (shown as a cross), and the SPARQL and the SQL query build
times (respectively shown as squares and triangles) were nearly the same (most squares
are on top of the triangles).

To reduce ambiguity when using the Full IMDb, and consequently to improve
processing time, we surrounded most keywords with quotes. For instance, consider the
query {denzel washington}. If we treat the keywords separately, we find that {denzel}
has 670 data matches, while {washington} has 23,720. Indeed, “washington” is a very
ambiguous keyword, since it matches the name of an actor, city, state, etc. Hence, if we
treat the query as “denzel OR washington” we have a total of 23,851 data matches.
However, if we treat the query as “denzel AND washington”, we have only 539 data
matches. As pointed out in [7], this affects the computation of the scores. Indeed, using
quotes, the total elapsed times of the SQL query to compute the value score for class
movie_info and property info was 0.14 s. By contrast, without quotes, the total elapsed
time was 5.04 s. Since we execute queries for all distinct domains and properties that
match at least one of the keywords, the total time to create an abstract query in this
example was, on average, 30 times faster with quotes. We note that the use of quotes
only improved the query build time and did not change the final results.

Table 2 shows the average (Avg), maximum (Max) and minimum (Min) of the total
elapsed time and the query build time of the 50 queries in Coffman’s benchmark, for
the relational and RDF variations of Mondial and IMDb.

Preparation and Maintenance. In the relational environment, preparing Mondial to
support keyword search took less than a minute, while preparing IMDb took 60 min.
Thus, re-indexing would be a feasible strategy to maintain the relational version of
Mondial, but slow for IMDb. Triplifying Mondial, which is a small database, took
5 min; thus, full retriplification would be a feasible strategy to maintain the RDF
version. However, triplifying IMDb was very slow, taking 5 h. This calls for an
incremental strategy to maintain complex RDF datasets, such as IMDb.

Table 2. Summary of the experiments with Mondial and IMDb datasets.

Mondial IMDb Mondial IMDb Mondial IMDb

Total elapsed
time (in sec)

Query build time
(in sec)

Query build
time/Total
elapsed time

Avg. Relational 0.147 4.360 0.066 2.128 50.5% 71.2%
RDF 0.802 22.273 0.047 2.263 6.6% 11.2%

Max. Relational 0.516 15.279 0.154 13.765 73.6% 98.8%
RDF 1.982 46.868 0.121 14.016 13.5% 46.4%

Min. Relational 0.051 0.093 0.021 0.064 19.6% 1.9%
RDF 0.311 7.895 0.012 0.030 3.3% 0.1%
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Quality of the Query Results. For each keyword search executed, the results obtained
were exactly the same in both the RDF and relational environments, as expected, since
the construction process of the abstract query was the same in both cases. In this aspect,
the difference is in the concrete query structure (SPARQL versus SQL) and not in the
query target. The correctness of the results of the translation process was satisfactory,
for Mondial and IMDb, in both environments, as compared with Coffman’s bench-
mark. For Mondial, the tool correctly answered 33 queries, nearly 65%. For IMDb, 36
of 50 queries were correctly answered, approximately 72%.

Query Build Time. In all experiments, the query build time was nearly the same in
both environments, since processing matches and constructing the abstract query were
basically the same in both cases. In the relational environment, for the experiments with
Mondial, the query build time accounted for 40–50% of the total elapsed time, on
average; for the experiments with IMDb, it raised to slightly over 70–75%, possibly
due to the ambiguity of IMDb data. By contrast, in the RDF environment, the query
build time accounted for only 6–15% of the total elapsed time, on average. This
behavior can be explained because matching is a costly process in both environments,
but SPARQL queries take much longer to execute than SQL queries.

Total Elapsed Time. The total elapsed time was reasonable, on average, in all
experiments. Even for a large database, such as IMDb, the total elapsed time was, on
average, nearly 4 s, in the relational environment, but raised to 22 s, in the RDF
environment. Indeed, the total elapsed time of the SQL queries was 4–6 times faster
than the SPARQL queries, on average. Queries with contains filter use a text index,
which is over all object values of the triples, for RDF datasets. But, for relational
databases, there is a separate, smaller index for each text attribute. Thus, the elapsed
time of SQL queries with a contains filter was smaller than that of SPARQL queries.

Navigation. We are not aware of any benchmark to evaluate this aspect, which is
closely related to the users’ interests. From the experiments (not detailed here), we may
conclude that navigation through the results was much slower in the relational envi-
ronment, since it involved several joins, as discussed in Sect. 3.2.

Navigation versus Querying. The previous observations suggest that the RDF
environment should be favored when users frequently navigate over the keyword-based
query results. Being reasonable in all experiments, the total elapsed time should not be
an a priori argument to avoid the RDF environment.

5 Conclusions and Future Work

We described QUIOW, a tool designed to support keyword-based query processing for
both RDF datasets with schemas and relational databases. Using full version of IMDb
and the Mondial databases, the experiments indicated that the total elapsed time was
quite reasonable, on average, in both environments. Also, the experiments permitted us
to conclude that the relational version reached better query performance, but had a poor
navigation performance, when compared with the RDF version. Thus, if users tend to
first query the data and then navigate through the results, the RDF version is an
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interesting alternative. The experiments suggest, as future work, to improve the per-
formance of the keyword matching process by using alternative technologies, or by
parallelization. We also plan to expand the tool to support other RDF stores and
relational systems. Finally, we plan to explore users’ preferences to deal with databases
with very large schemas and use a domain ontology to expand keywords.
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Abstract. The Push Method for Bottom-Up Evaluation in deductive
databases was previously defined as a translation from Datalog to C++.
Performance tests on some benchmarks from the OpenRuleBench collec-
tion gave very encouraging results. However, most of the systems used
for comparison compile the query into code of an abstract machine and
then use an emulator for this code. Therefore, runtimes cannot be directly
compared. In this paper, we propose an abstract machine for bottom-
up evaluation of Datalog based on the Push Method. This also helps
to clarify some optimizations we previously expected from the C++ com-
piler. First tests have shown that the code running in the emulator of the
abstract machine is only 1.5 times slower than the native code generated
by the C++ compiler. This is better compared to the case for Prolog.

1 Introduction

The database language SQL is a very successful declarative language, but usu-
ally only parts of applications are developed in SQL, the rest is written in a
standard language like Java or even PHP. The purpose of deductive databases
is to increase the declaratively specified part of an application (ideally to 100%
for many applications). This will lead to greater productivity, fewer bugs, and
more independence from specific hardware architectures.

Deductive databases use some variant of Datalog, based on a pure and sim-
ple subset of the logic programming language Prolog. Datalog is more than SQL
plus recursive views, because it permits programming. A reason for the current
revival of Datalog is that it is now used also for applications that are not tradi-
tional database applications, such as static analysis of program code [12], cloud
computing and semantic web applications. The commercial deductive database
system LogicBlox [1] is successful probably because it offers many functions in
an integrated system with only one language. In the previous DEXA conference,
we proposed Datalog extensions that can be used for writing a Datalog compiler
in Datalog [5]. This also continues our previous work on declarative output [4].

Over the years, a lot of work has been done on recursive query evaluation in
deductive databases. In particular, the magic set method is a well known source-
to-source optimization to make bottom-up evaluation goal-directed. However,
c© Springer Nature Switzerland AG 2018
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after the transformation, one still needs a pure bottom-up engine that computes
all facts that are derivable from the given database facts and the program rules.
Theoretically, this is simple. Yet, many deductive database prototypes have failed
to deliver a competitive performance. For instance, XSB, a Prolog system with
tabling, clearly beats the CORAL deductive database [11].

In [3], we did performance comparisons for different implementations of
bottom-up evaluation in main memory. One algorithm, the “Push Method”,
was further developed in [6,7]. It applies the rules from body to head as any
form of bottom-up evaluation, but it immediately “pushes” a derived fact to
other rules with matching body literals. In this way, derived facts often do not
have to be materialized, and temporary storage can be saved. It can be seen as
an extreme form of seminaive evaluation that dates back to the PhD thesis of
Schütz [13]. “Pushing” tuples has also become an attractive technique for stan-
dard databases [10]. It seems well suited for modern hardware because it keeps
the actively used set of data small.

The Push Method was defined as a translation from Datalog to C++. Perfor-
mance tests on some benchmarks from the OpenRuleBench collection [9] gave
encouraging results. However, most of the systems used for comparison compile
the query into code of an abstract/virtual machine which is then interpreted.
Since we compiled to native code, runtimes were not directly comparable. Expe-
riences with compiling Prolog to machine code [8] suggest that this gives approx-
imately a factor of 3 (the range in that paper was between 1.3 and 5.6). In a
first test, our abstract machine implementation was only 1.5 times slower than
the native code approach. This strengthens our previous performance claims.

For Prolog systems, there is usually first an implementation with an abstract
machine. Later, some systems add a compilation to native machine code in order
to increase the performance. In our case, we had a method for translating to
native code, and now propose an abstract machine. Besides making the perfor-
mance more comparable in benchmarks, there are other advantages of this:

– The user does not need to install a C++ compiler, and problems due to dif-
ferent compiler versions are avoided.

– Programs can be more easily distributed for multiple platforms.
– The compilation time is reduced (it is faster to compile to code of the abstract

machine, than to compile first Datalog to C++, and then C++ to machine
code). Fast compilation is especially useful during development.

– Compiling to code of an abstract machine gives better control over optimiza-
tions. In [6] we did optimizations such as partial evaluation in the generation
of C++ code. In [7], we used a much simpler translation, because the C++
compiler actually does many optimizations. However, this is hidden in the
C++ compiler, and depends on the compiler version and chosen options. With
the abstract machine, our optimizations become explicit again.

– The abstract machine may also be a first step towards direct native code
generation via the LLVM library. In [10], it is noted that this gives better
performance than code generation via C++.
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– If a user trusts the emulator for the abstract machine, he/she does not need
to trust the code for a specific application, whereas binary code is inherently
more dangerous.

2 Example Application: Transitive Closure

The input language is basic Datalog, i.e. pure Prolog (Horn clauses) with only
constants and variables, but no function symbols. Obviously, the language should
be extended later. But for first performance tests to check the approach, this
basic language is sufficient. As an example, consider the well-known transitive
closure program, which is one benchmark from the OpenRuleBench collection [9]:

tc(X, Y) :- par(X, Y).
tc(X, Z) :- par(X, Y), tc(Y, Z).

The query is tc(X, Y), i.e. all derivable facts should be computed. Other bench-
marks check goal-directed computation, and we have also good results for the
query tc(1, X) by applying our SLDMagic transformation [2], but the focus in
this paper is on pure bottom-up evaluation.

The predicate par is a database predicate. The benchmark contains files
with facts for this “parent” relation, such as par(1, 2). The smallest file con-
tains 50 000 facts. Database predicates are considered the input of the program.
They are loaded into main memory relations at the beginning of program exe-
cution. We require that they are declared with argument types:

db par(int, int) facts ’par.dl’.

The system contains a collection of “table data structures”. A table data
structure permits to store a set of tuples (a relation) and to iterate over a subset
of its tuples, given values for some columns. The input and output columns that
a specific table data structure supports are described by a “binding pattern”,
i.e. a string of characters “b” (“bound”) or “f” (“free”), where the i-th charac-
ter corresponds to the i-th column. “Bound” columns have known values when
the table is accessed. We use such table data structures matching the required
binding patterns in the rules. In the example, the loader will store the par facts
in two table data structures:

– In a list par ff that permits to iterate over all par facts (for the first rule).
– In a multi-map (e.g. a hash table) par fb for the literal par(X, Y) in the sec-

ond rule. This data structure permits to iterate over all X-values given a value
for Y (binding pattern “free, bound”). The Push Method will activate the sec-
ond rule when a new fact for the body literal tc(Y, Z) is found, therefore we
know a value for Y when we access par here.

One can use a table data structure with a more general binding pattern (a subset
of “b”) for a given body literal, e.g. do a full table scan with par ff instead of
an index access with par fb. Then one must filter out non-matching tuples.
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We assume that the user specifies for which predicates duplicate elimination
should be done. This is basically the same as the “table” declaration in XSB
and similar logic programming systems. In order to guarantee termination, every
recursive cycle in the predicate dependency graph must contain at least one
predicate for which duplicate elimination is activated. In the example, the par-
relation might be cyclic, therefore we require duplicate elimination for tc. This
means that a set data structure tc bb will be used.

3 The Push Method

The idea of the Push Method is that the producer of derived facts has the control
and actively “pushes” these facts to the consumer (rules in which the produced
facts match body literals). In [3], we contrasted it with the standard “Pull”
method where the consumer fetches the next fact when needed.

One creates a procedure for each derived predicate p that is called whenever a
fact p(c1, . . . , cn) is derived. This procedure has to ensure that all rule instances
with p(c1, . . . , cn) in the body are eventually applied. This is simple for rules
that contain only a single body literal with a derived predicate (“linear rules”).
Since the complete relations for the other (database) body literals are known, the
necessary joins, selections and projections can be immediately done in order to
perform the procedure calls corresponding to the head of the rule. For instance,
the procedure for the “transitive closure” program looks as follows:

void tc(int c1, int c2) {
// Is this fact a duplicate?
if(!tc_bb.insert(c1, c2)) // set insert fails if member

return;

// This is a query predicate, store answer:
tc_ff.insert(c1, c2); // List data structure

// Rule tc(X, Z) :- par(X, Y), tc(Y, Z):
int Y = c1;
int Z = c2;
foreach X in par_fb(Y) do

tc(X, Z);
}

The procedure for a predicate p contains one code block for each rule that
contains the predicate p in the body (in this case, it is only one rule).

For “complex rules” that have more than one body literal with a derived
predicate, temporary storage of derived facts seems unavoidable. While for spe-
cial cases, optimizations are possible, in general one creates a temporary table
for each body literal with a derived fact. When a rule is activated for a new
fact for a specific body literal, one applies all rule instances with this fact and
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the previously derived facts stored in the temporary tables for the other body
literals. As explained in [13], this can be seen as an extreme form of seminaive
evaluation, where the “delta” consists of a single fact.

Finally, a procedure “start” executes all rules without derived predicates in
the body. It is called by the main program after loading the database predicates:

void start() {
// Rule tc(X, Y) :- par(X, Y):
foreach (X, Y) in par_ff do

tc(X, Y);
}

4 The Bottom-Up Abstract Machine

4.1 Design Principles

Argument Values Are Passed in Registers, Not on the Stack: The Push
Method as explained above does a lot of procedure calls (one for each derived
fact including possible duplicates). Therefore, procedure calls should be fast.
Argument values are passed in registers of the abstract machine, not on the
stack. Only values that are overwritten in recursions must be saved on the stack
and later restored. For instance, consider again the rule

tc(X, Z) :- par(X, Y), tc(Y, Z).

This rule is executed when a fact was derived matching the underlined body
literal. Suppose that the first argument (Y) is stored in Register 0, the second (Z)
in Register 1. By looping over par-facts, we have to create calls for the rule head.
But the second argument of the head literal is also Z, so we do not have to touch
Register 1. Only Register 0 must be loaded with a new value (X) before the call.
Therefore its previous contents is saved on a stack, and later restored.

It is also not required that the first argument is stored in Register 0. There
can be several specializations of the same predicate procedure depending on
where the arguments are stored or whether the arguments are known constants.

Strings Are Mapped to Integers: There are string tables that implement
bijective mappings from strings appearing in the data to integers. For distinct
domains, different tables are used in order to get small, sequential numbers.

The Interpretation Overhead Should Be Small: The emulator of the
abstract machine is in effect an interpreter for the machine code. The over-
head for interpretation should be small. This implies that the granularity of the
machine instructions should be large. The real work that the interpreter does,
once a “machine instruction” has been decoded, is often basically the same C++
code that was contained in the compiled version.
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Fig. 1. Memory architecture of the push bottom-up abstract machine

For instance, the duplicate check at the beginning of the tc procedure
(Sect. 3) is a single machine instruction. If we would use single instructions for
the insertion, the if, and the return, we would only increase the interpretation
overhead and make the code larger. In the same way, a entire control of a loop
over a set of tuples is done in a single instruction (plus one for initialization).

Compact Instructions: Instructions are small to make the code more cache-
friendly. This implies that instructions have variable length (an opcode and
arguments as needed). There are also special instructions for small operands.

Special Instructions for Common Cases: For accessing tables with only
a few columns, there are special instructions. This permits to compile more
constants in the code and unroll loops: Instead of a loop over the columns,
where the body is executed two times, two statements are generated.

4.2 Memory Areas of the Bottom-Up Abstract Machine

Data values, i.e. values of variables in the rules and predicate arguments, are
stored in registers. Each register can contain a single integer. The number of
necessary registers is determined when a Datalog program is compiled.

There is a joint stack for return addresses of procedure calls and for storing
saved register values. A second stack contains cursors, i.e. data structures used
for iterating over a subset of the tuples in a table data structure. Since we use
only nested loop and index joins, only the topmost cursor in the stack is accessed.

Before program execution starts, the load specification is used to create and
fill the table data structures with data from the input data files. It also deter-
mines the binding pattern(s) for each table. When data is loaded, also a selection
and projection can be done for each table. Then the program computes derived
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Basic Instructions

NULL Does nothing. Can be used to fill space (for alignment).
HALT Finishes program execution.

Procedure Calls

CALL a Push instruction pointer on stack, jump to address a.
RETURN Pop code address from stack, jump to that address.

Inserting Tuples Into Relations, Duplicate Check

INSERT_N t, v Insert tuple in registers v into table t
DUPCHECK_N t, v Insert tuple in registers v into table t, return if already there.

Saving, Restoring, and Copying Register Values

SAVE_REG r Push value of register r on stack.
RESTORE_REG r Pop value of register r from stack.
COPY r1, r2 Copy the value of r2 into r1
ASSIGN r, i Store value i into register r

Loops over Cursors, Accessing Values from Cursors

LOOP_B t, v, a Open cursor on table t with parameters v (values of bound cols).
Get first tuple, put cursor on stack. If none, jump to a.

END_LOOP_B a Move cursor on top of stack to next row.
If successful, jump to a (start of loop body). Else close and pop.

GET_B_C r Store value of column C of current row in top cursor into reg. r.

Conditions, Jumps

IF_EQ_RI r, i, a If the value of register r is not i, jump to address a.
IF_EQ_RR r1,r2,a If the values of r1 and r2 are different, jump to a.
IF_ELEM_N t,v,a If tuple in registers v is not contained in table t, jump to a.
GOTO a Unconditional jump to address a.

Fig. 2. Instructions of the push bottom-up abstract machine

facts for output predicates and stores them in table data structures. The output
is then generated from this information by means of output templates [4,5].

4.3 Instructions of the Bottom-Up Abstract Machine

The instructions of the bottom-up abstract machine are listed in Fig. 2. There
is no space to discuss each instruction in detail, but we will look at the code for
the running example and explain how it works. The argument types are:

– a: Code address.
– r: Register number.
– i: Constant data value (integer).
– t: ID (number) of a table data structure.
– C: Column number.
– N : Number of columns of a table.
– B: Binding pattern of a cursor to iterate over a set of tuples in a table.
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– v: Register vector, consisting of n register numbers (where n is either N in
the same instruction, or number of bound positions in B, or explicitly given).

If N , B and C are small, they are encoded in the opcode (to be compiled into
the emulator code). For larger values, the length of the register vector is an extra
parameter, and B is selected by an index into a list of binding patterns supported
by the table data structure. N and B may also select an implementation variant.

4.4 Machine Program for the Transitive Closure Example

The machine code for the transitive closure example is shown in Fig. 3. The pro-
gram consists of 15 instructions, and can be executed in our first (experimental)
prototype. The example uses the following table data structures:

Table data structures
ID Table Comment
0 par ff Use of par in first rule
1 par fb Use of par in second rule
2 tc bb For duplicate check
3 tc ff Result

The first part, from address 0 to 14, corresponds to the procedure start (see
Sect. 3). It contains the loop over the par-facts (stored in the par ff list). The
parameters of the instruction at the head of the loop are the ID of the table
data structure and the code address just after the loop. The instruction opens
the cursor on the stack and fetches the first tuple. If this fails (i.e. the list is
empty), it closes the cursor, removes it from the stack and jumps over the rest
of the loop. The instruction at the end of the loop fetches the next tuple from
the cursor on top of the cursor stack. If that is successful, it repeats the loop by
jumping to the beginning to the loop body. Otherwise it closes the cursor, pops
it from the stack, and continues with the next instruction after the loop.

The GET-instructions take the current values of column 1 and 2 from the
cursor on top of the stack, and store them in Register 0 and 1. Thus, these
registers contain the arguments of a derived tc-tuple, and we call procedure tc.

This starts at address 15 with the duplicate check instruction (see Subsec-
tion 4.1). It has parameters for the set data structure (tc bb, ID 2) and the
two registers. If the tuple is known already, the procedure immediately returns.
Otherwise, the derived tuple is inserted into the result table tc ff (ID 3). Then
Register 0 is saved on the stack, since it will be overwritten. It might be helpful
to write the recursive rule as

tc(X_new, Y) :- par(X_new, X), tc(X, Y).

When the procedure is called, X is in Register 0 and Y in Register 1. Therefore,
a cursor over the multimap data structure par fb is opened, with Register 1 (Y)
as a parameter. Getting the current value of the cursor gives the value for X new,
which is stored in Register 0. Then the procedure calls itself recursively.
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// Procedure start: tc(X, Y) :- par(X, Y).

0: LOOP_FF 0, 14 // Loop over par_ff (ID 0), if empty goto 14

4: GET_FF_1 0 // Reg[0] = X from par_ff cursor (Column 1)

6: GET_FF_2 1 // Reg[1] = Y from par_ff cursor (Column 2)

8: CALL 15 // Call tc(Reg[0],Reg[1]) (Start address 15)

11: END_LOOP_FF 4 // If next par-tuple exists goto 4

14: HALT // End of "main" procedure start

// Procedure tc(Reg[0],Reg[1]): tc(X, Z) :- par(X, Y), tc(Y, Z).

15: DUPCHECK_2 2, 0, 1 // If (Reg[0],Reg[1]) in tc_bb (ID 2): return

19: INSERT_2 3, 0, 1 // Store result tuple in tc_ff (ID 3)

23: SAVE_REG 0 // Reg[0] will be overwritten, save it on stack

25: LOOP_FB 1, 0, 38 // Loop over par(X,Y) given Y=Reg[0] (par_fb: ID 1)

30: GET_FB_1 0 // Store X with par(X,Y) (Column 1) in Reg[0]

32: CALL 15 // Recursive call: tc(Reg[0],Reg[1])

35: END_LOOP_FB 30 // If next par(X,Y) tuple exists: goto 30

38: RESTORE_REG 0 // Restore register Reg[0] that was changed in loop

40: RETURN // End of procedure tc

Fig. 3. Machine code for tc example

5 Performance

In our previous performance comparisons of the Push Method with benchmarks
from the OpenRuleBench suite [9], we have assumed that a factor of 3 must be
attributed to the compilation to machine code. The results were still encouraging.
Now the important question was whether an interpreted version of abstract
machine code is not worse. Fortunately, the first benchmark we were able to
execute with our experimental prototype, namely the transitive closure example,
is only 1.5 times slower than the native code version:

System Load Execution Total time Factor Memory
Push (Switch) 0.004 s 1.145 s 1.147 s 1.0 23.535 MB
Push (Proc.) 0.004 s 1.176 s 1.177 s 1.0 31.392 MB
Push (Abstr.M.) 0.004 s 1.714 s 1.713 s 1.5 31.397 MB
Seminäıve 0.004 s 2.225 s 2.227 s 1.9 31.360 MB
XSB 0.239 s 4.668 s 5.103 s 4.4 135.693 MB
YAP 0.240 s 10.432 s 10.840 s 9.5 147.544 MB
DLV (0.373 s) — 51.660 s 45.0 513.748 MB
Soufflé (SQlite) (0.113 s) — 11.240 s 9.8 43.083 MB
(compiled) (0.030 s) — 0.797 s 0.7 3.867 MB

Transitive Closure Benchmark tc( , ), 50 000 par-facts (cyclic) [9]

Another example, the Join1 benchmark of [9], gives the same factor. Here we
are able to beat single core compiled Soufflé with our compiled version, and are
only minimally worse with our interpreted version. Probably the data structure
decides: Soufflé uses a trie, we used extensible hash tables for the tc benchmark,
but bitmaps for the duplicate check the Join1 benchmark.
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6 Conclusion

Both, the translation of Datalog to C++ (and possibly other languages in future),
and the translation to code of an abstract machine, have advantages of their own.

For instance, a Datalog system with an abstract machine can work stan-
dalone, and does not need a C++ compiler. Lower level optimizations can be
studied better with the abstract machine than with the generation of readable
C++ code and relying on optimizations of the compiler for that language. Dis-
tribution of applications as abstract machine code is simpler.

Vice versa, generated C++ code for the data management can be more easily
combined with handwritten code for other parts of the application. And the
resulting native code is faster.

However, native code is only slightly faster. The tests reported in this paper
showed that the runtime of the benchmarks in the proposed abstract machine
were only 1.5 times slower than native code. The current state of the project is
reported at: [http://www.informatik.uni-halle.de/˜brass/push].
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1 Introduction

The efficient handling of massive digital data requires the retrieval procedures
to be aligned with the storage model. Traditionally, Relational Database Man-
agement Systems (RDBMS) are in charge of such tasks, as they include pow-
erful routines for the searching of traditional data. However, the querying of
more complex data requires the storage and search procedures of RDBMS to
be extended. For instance, the comparison of images, movies, and time series by
RDBMS Identity and Order operators is hardly useful for the retrieval of related
elements [8]. Moreover, such data can be stored in multiple ways [5–7].

Complex data are commonly summarized as feature vectors (FVs), which
consist of characteristics extracted from the original raw data. A FV can be
seen as the result of the mapping of the contents of an element into a particular
domain that is part of a metric space. Formally, a metric space M is a pair 〈S, δ〉,
where S is the data space in which the elements are mapped, and δ : S×S → R+

is a metric distance function (DF) that complies with the properties of non-
negativity, symmetry, and triangle inequality [8]. In the context of metric spaces,
the smaller the distance between two objects, the more similar they are to each
other. Accordingly, RDBMS can employ DFs for the creation of new similarity
searching operators for content-based retrieval. The first challenge for embedding
such new operators in high-level SQL expressions lies in the finding of the most
suitable approach for (i) the storage of original and mapped data, and (ii) the
association of mapped characteristics with DFs.

Although several approaches have been proposed for enhancing the support
of RDBMS towards similarity searching operators [1,4,5,7], an empirical assess-
ment of techniques for complex data storage in relational schemas is yet to be
conducted. In this study, we aim at filling this gap by providing an in-depth
evaluation of storage models in standard SQL in terms of efficiency and usabil-
ity. Accordingly, we propose a taxonomy, which divides existing approaches into
four categories, namely Binary, Relational, Object-Relational, and Semistruc-
tured. We also design an extended version of the FMI-SiR framework [4] to
implement a storage model for each category of our taxonomy. The extended
framework, called eFMI-SiR, generically represents similarity searching opera-
tors by using high-level CREATE FUNCTION statements of SQL Data Definition
Language (DDL). Accordingly, the contributions of this paper are:

1. A taxonomy for complex data storage. We propose a categorization of
approaches regarding complex data storage on RDBMS using standard SQL
resources.

2. An empirical evaluation of data storage models. We implement and
evaluate a set of representative storage models in an extended framework
based on standard SQL.

The remainder of this study is organized as follows. Section 2 discusses sim-
ilarity searching and related work. Section 3 describes our approach. Section 4
presents experimental evaluations, while Sect. 5 concludes the paper.
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2 Related Work

Previous studies discuss distinct solutions for FV storage. For instance, SIREN [1]
is a middleware that can be coupled to an RDBMS. It defines two new data types,
which are based on SQL/MM and proposes extensions to the SQL to enable these
data types to be declared as the domain of complex attribute. A similar rationale
is employed by PostgreSQL-IE and SimDB, which are specifically designed for
PostgreSQL RDBMS. PostgreSQL-IE [3] stores complex data through a User-
Defined Type (UDT) and employs a collection of User-Defined Functions (UDF)
for the representation of similarity searching operators. SimDB [7] stores com-
plex data as one table attribute and enables similarity-based retrieval by using
a modified SQL that supports JOIN and GROUP BY similarity operators. Frame-
works MSQL, MESSIF, and FMI-SiR follow a different premise for storing com-
plex data. MSQL [5] explicitly stores the data and features as attributes based
on user-defined relations, whereas MESSIF [2] stores complex data features in
semi-structured objects (buckets) that represent partitions of the search space.
Finally, FMI-SiR [4] stores the complex data and their features in two binary
attributes.

Besides logical and physical differences in the storage of complex data, exist-
ing approaches also diverge in the way they represent similarity searching opera-
tors. SIREN, MESSIF and SimDB use their own extended SQL compilers for query
interpretation. In contrast, MSQL and FMI-SiR benefit from the RDBMS archi-
tecture itself, which allows the extension of operators by using only standard
SQL CREATE FUNCTION statements. Such a characteristic enables the RDBMS to
apply standard query optimization procedures. In this context, FMI-SiR uses the
extensible interfaces offered by Oracle Data Cartridge for the binding of external
C/C++ functions of the Arboretum library1. Analogously, MSQL defines similar-
ity searching operators by using a UDF called DIST for the filtering of elements
according to the criteria defined in other UDF called LOCATE.

3 Storage/Retrieval of Complex Data in Standard SQL

We propose an extension to FMI-SiR framework on top of Oracle RDBMS, called
eFMI-SiR, for the implementation of existing complex data storage/retrieval
approaches by using only standard SQL statements. Thus, users can choose the
format of complex data storage. We argue DFs are special constructors that
enable the query processor to identify similarity operators for any query. Accord-
ingly, we propose to implement the constructors by imposing the DISTANCE
modifier to CREATE FUNCTION statements. With such a simple extension, UDF
blocks can be recognizable by the RDBMS compiler. Therefore, the main types
of similarity-based queries can be represented using standard SQL, which are
not show in the paper due to space limitations, and, moreover, they can be
unambiguously detected for optimization purposes.

1 https://bitbucket.org/gbdi/arboretum.

https://bitbucket.org/gbdi/arboretum
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3.1 Representation of Distinct RDBMS Data Models

Key issues for the handling of complex data storage are (i) how FVs are stored,
and (ii) how to represent DFs within similarity searching regardless of the data
model. Our proposal takes into account the following possibilities:

1. Relational: FVs are stored in system tables of the RDBMS catalog and DFs
are in procedural SQL;

2. Binary: FVs are stored in BLOB columns and are manipulated through exter-
nal functions;

3. Object-relational: FVs/DFs use object-relational RDBMS functionalities;
4. Semi-structured: FVs are handled as semi-structured data and DFs use parser

APIs.

Relational Data Model. Feature vectors with a fixed number of features can
be stored into a relation, and indexes can be defined by using the multi-column
syntax. However, FVs with a varying number of features may produce a large
number of attributes for the covering of special cases, which are NULL in the
average case. A major drawback of this approach is FVs are described by table
structures and not by the complex data type, which may be not suitable for
the definition of the DF parameters. For instance, the parameters cannot be
the table name, as this option would not be applied to out-of-row data (e.g., a
query element that is not in the database). The parameters also cannot be a
general RECORD or even a CURSOR because it prevents a proper DF-based type
checking. Therefore, DF parameters must be the individual FV features. Since
each feature is bounded by a distinct parameter, and parameters are handled
by name, it is necessary the creation of a DF instance for every particular case,
e.g., the dimensionality of the FV.

Binary Data Model. RDBMS are unaware of data content for domain-
specific solutions. The management relies on the storage of binary data into
BLOB columns of the data table, whereas the columns content are manipulated
by external functions. Therefore, it is also required the inclusion of metadata
into the FV structure. Such an approach does not take advantage of RDBMS
type checking and also demands the manipulation of data through LOB functions
or external function calls, which may lead to access overhead regarding every
FV. The index creation follows the usual single-attribute syntax.

Object-Relational Data Model. The Object-Relational Data Model allows
the definition of a proper type hierarchy for FVs and static DFs. There are
two options for storing features in an FV type: (i) as member attributes, or
(ii) using arrays. The first option stores FVs either as single object tables or
as nested tables according to the object definition. Unfortunately, such option
requires the creation of non-generic data types and also demand the creation of
specific DF for every dimensionality. On the other hand, arrays provide a generic
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and flexible representation in standard SQL. Arrays are length adjustable, which
enable them to store FVs with either fixed or variable number of features, as well
as they enable fast iteration. Accordingly, we use arrays as object-relational rep-
resentations. In our approach the index creation also follows the single-attribute
syntax.

Semi-structured Data Model in Standard SQL. Semi-structured data has
been widely employed for many applications, being XML and JSON the most
used data types. We employ XML in this study because its support in standard
SQL is mature. The whole amount of FV types can be uniformly represented
using a single semi-structured data type, in this case, an XMLType. Constraints
that should be enforced for FVs can also be stated in an XML Schema. Both
parameter binding and index creation are similar to the binary approach, but
with the improved type and integrity checking. XML engines in RDBMS usually
support different storage options. Oracle Database, for instance, enables the
storage of an XMLType using either a BLOB that is a serialized version of the
XML data or using shredding, which extracts data in a relational format and
stores them in system tables. Hereafter, we refer to these two approaches as
XML Binary and XML, respectively.

4 Experiments

This section reports on an experimental evaluation of the four reviewed strate-
gies for the storage and retrieval of complex data. In particular, we evaluate all
these strategies over the real and public CoPhIR2 (Content-based Photo Image
Retrieval) dataset. We experiment on three distinct DFs, two of Minkowski
family L1 and L2, and function Mahalanobis. In the first experiment, we mea-
sured the total amount of space required for the storage of CoPhIR elements by
using all implemented storage data types. The second experiment reports on the
demanded time of insertions for an increasing number of dimensions. Our last
experiment measures the total time spent in the execution of sequential scan
range queries for a varying number of dimensionalities and cardinalities.

We defined five implementations for FV storage: Relational, Object-
Relational, which stores the dimensions as VArray, Semistructured, which stores
data as either XML-Binary files or shredding XML, and Binary, which stores
FVs as BLOB. All experiments were performed on a computer with an Intel(R)
Xeon(R) CPU E5-2420 0 @ 1.90 GHz processor, cache size of 15 MB, RAM mem-
ory size of 8 GB, Ubuntu 14.04 OS and RDBMS Oracle 12c.

4.1 Complex Data Storage Evaluation

We measured the overall disk space required for the storage of CoPhIR entries.
First, we vary the size of each FV and annotated the impact of dimensionality for

2 http://cophir.isti.cnr.it/.

http://cophir.isti.cnr.it/
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Fig. 1. Storage space for (a) 10K, (b) 100K, and (c) 1M FVs.

Fig. 2. Insertion of complex data. (a) 12 and (b) 282-dimensional FVs.

values of 12, 64, and 282 dimensions, which corresponds to the CoPhIR dimen-
sions that represent color, texture, and shape. Figure 1 shows the disk space
demanded by each storage model. Shredded XML required more disk space than
the competitors in all evaluated cases. In particular, it was up to 25x more
disk-consuming than the XML-Binary approach regarding the dataset with one
million tuples. Although both Relational, VArray, Binary, and XML-Binary have
demanded similar disk space, the Relational approach was slightly better than
the other competitors, especially for the 12-dimensional scenario in which it was
up to 57% less disk-consuming than the closest competitor, VArray.

4.2 Complex Data Insertion Evaluation

As for the evaluation of transactional operations on complex data, we measured
the time demanded to insert FVs. In this experiment, we measured the accu-
mulated time spent in the insertion of an increasing number of tuples. Figure 2
shows the accumulated times regarding CoPhIR FVs of 12 and 282 dimensions.
Results indicate insertion times grow linearly with increasing number of tuples.
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Fig. 3. Range queries for retrieval of at most 1% of the tuples. (a–c) 12-dimensional
FVs queried by L1, L2, and Mahalanobis DF, respectively. (d–f) 282-dimensional FVs
queried by L1, L2, and Mahalanobis DF, respectively.

In addition, Binary and VArray insertion were not sensitive to the number of
dimensions, while other models revealed to be very sensitive. For instance, Rela-
tional storage was 130% slower to insert a 282-dimensional FV in comparison to
its performance regarding the insertion of a 12-dimensional FV, being up to twice
slower than VArray. Likewise, XML-based storage models also were be affected
by dimensionality and the time spent in the insertion of 282-dimensional vectors
was up to 133% slower in comparison to the 12-dimensional case.

4.3 Complex Data Retrieval Evaluation

We measured the impact of FV storage in the execution of similarity search-
ing by executing range queries which retrieve up to 1% of the stored FVs. We
defined 100 elements of the entire CoPhIR database to be used as query elements
and remove them from the queried tables. Figure 3 reports on the average time
demanded by the execution of a range query on a varying number of dimensions.

Relational storage achieved the fastest retrieval of complex data for 12-
dimensions (Fig. 3(a–c)), regardless of DF. VArray was the closest competitor
and performed almost as fast, except for the L1 case (Fig. 3(a)). The perfor-
mance differences between the storage approaches is more evident for the 282-
dimensional FVs (Fig. 3(d–f)). In such cases, XML storage, either shredded or
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Fig. 4. Dimensionality impact for queries: (a) L1, (b) L2 and (c) Mahalanobis.

as a binary file, was clearly slower than the others due to the XML DOM API
overhead. No difference was observed between VArray and Relational storage,
which were the most suitable approaches for data retrieval for both L1 and L2

comparisons. In contrast, Binary approach was by far the fastest approach for
the Mahalanobis distance comparisons for large dimensionalities (Fig. 3(f)).

We performed a second evaluation to inspect this behavior closely and queried
CoPhIR with an increasing number of dimensions and the fixed cardinality of
10,000 tuples. Figure 4 shows Relational and VArray were consistently faster
than BLOB and XML for L1 and L2, while Binary storage was always more
efficient than them for Mahalanobis DF and dimensionalities larger than 64.
Such a result reinforces distinct storage data models impact differently in the
execution time of queries issued through standard SQL.

5 Conclusions

Previous studies extended RDBMS capabilities for the handling of similarity
searching operators. However, no empirical assessment on the suitability of such
approaches for complex data manipulation had been conducted. We have filled
this gap by (i) defining a taxonomy of approaches using standard SQL, and
(ii) providing an in-depth evaluation of RDBMS storage models. Experiments
showed Relational storage model outperforms the competitors in most scenar-
ios, whereas the Binary model performs better for queries that employ costly
distance-based comparisons. Finally, the Object-Relational approach reached the
best compromise between performance and representation, since its behavior is
similar to the Relational strategy with a cleaner representation. Therefore, we
recommend the implementation of this last data storage model in future works.
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Abstract. The goal of process mining is to gain insights into operational
processes through the analysis of events recorded by information systems.
Typically, this is done in three phases. Firstly, events are extracted from
a data store into an event log. Secondly, an intermediate structure is
built in memory and finally, this intermediate structure is converted into
a process model or other analysis results.

In this paper, we propose a native SQL operator for direct process
discovery on relational databases. We merge steps 1 and 2 by defining
a native operator for the simplest form of the intermediate structure,
called the “directly follows relation”. We evaluate our work on big event
data and the experimental results show that it performs faster than the
state-of-the-art of database approaches.

Keywords: SQL operator · Relational database · Process discovery

1 Introduction

Process mining is a research discipline that turns event data into process models,
checks the model with reality, and enhances the model with statistics derived
from event data. There has been an extensive research in process mining, includ-
ing process discovery, conformance checking, and enhancement.

In the current state-of-the-art, process mining tools need event logs as input.
Such an event log consists of events pertaining to who executed which activity
at what point in time for which case. One of the characteristics of event logs is
that they are static, i.e. one file only contains one case notion and contains data
for one specific period of time.

Such event logs are typically extracted from databases. The event log is then
loaded into a process mining tool which builds an in-memory abstraction for
further processing. Given the fact that many legacy information systems use a
database as the back end, we study the question how to build such an abstraction
directly in the database [2,9–11]. In this paper, we focus on process discovery,
i.e. we focus on deriving a process model from event data. In [9], we showed how
to compute one of the most relevant abstractions, namely the directly follows
relation (DFR), inside a database and how to only import the structure (not
the event data) into a process mining tool. The mining tool then discovers the
process model using an existing algorithm.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 292–300, 2018.
https://doi.org/10.1007/978-3-319-98812-2_25
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When data is stored in an SQL database, it is rather trivial to obtain the
data from the database through a so-called SQL interface. By simply ordering
the events by case and then time and retrieving the entire set of events. Unfortu-
nately, this leads to massive communication between a process mining tool and
the database and still requires the process mining tool to build the abstraction
in memory on the result of this query.

Relational
Database

Process Model

Process Model

Process Model

(1) 
Traditional 

Process 
Discovery

Process Model

Event 
Log DFR

Relational
Database

Relational
Database

Relational
Database

DFR

DFR

DFR

SQL Interface

Transformation from database memory to process mining tool’s memory

(2) 
Discovery 

with Nested 
SQL

(3) 
Discovery 
with SQL 
Interface

(4) 
Discovery 

with Native 
Operator

Native 
operator

Fig. 1. Four different approaches to process
discovery

In order to compute the abstrac-
tion in database, [9] proposes the
use of nested SQL queries, which,
unfortunately, are not designed
towards process mining purposes.

Therefore, in this paper, we pro-
pose a native SQL operator for
direct process discovery in rela-
tional databases, which is designed
for a specific process discovery pur-
pose. As a starting point, this
paper investigates the directly fol-
lows relation. However, we do not
restrict the possibility to extend
the operator to other kinds of
abstractions. Using this native
operator, the database has more flexibility to query process mining related ques-
tions. Moreover, it harnesses advances in database technology to speed up the
computation time. Figure 1 highlights the four different approaches mentioned
above.

The reminder of this paper is structured as follows. Section 2 discusses some
related work including traditional process discovery techniques. In Sect. 3 we
examine in database approaches for process discovery. Section 4 demonstrates
the experimental results and finally the paper is concluded in Sect. 5.

2 Related Work

Abstractions play an important role in process discovery. The work in [9], investi-
gates directly follows relations and declarative relations as abstractions. Another
example is the work in [10] which explores handover of work abstraction for social
network analysis. Both approaches are built on top of the SQL basic syntaxes
which are not specialized for process discovery purposes. As a result, those tech-
niques are not versatile for processing big event data.

Indeed, SQL – as the lingua franca for relational database systems – can
no longer be considered to meet all requirements of modern applications. More
and more technologies with built-in set of natively implemented functions have
appeared, e.g. SAP HANA [4], QUEST [1], DBMiner [5], and KnowledgeM-
iner [7].

Within the context of process mining, process discovery deals with the extrac-
tion of a process model from an event log, such that the model is representative
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for the behaviour seen in the event log [12]. A large variety of process discovery
algorithms have been proposed, including Alpha Miner [13], Inductive Miner [6],
and many others.

While the details may differ, all process discovery techniques have three
phases in common: (1) loading, (2) abstraction, and (3) mining. Loading is the
phase during which an event log is imported into a process mining tool. Often
the logs are stored as CSV files or XES event log files. Abstraction is the phase
during which an event log is transformed into a more compact data structure. For
example, for the Alpha Miner, this abstraction is the DFR on activities (denoted
by A >L B), which holds for two activities A and B if and only if somewhere in
the event log L, there are two successive events in a trace corresponding to these
activities. Finally, based on this abstraction, during the mining phase a process
model is discovered.

The state-of-the-art in process discovery at this point is the Inductive Miner.
This miner also uses an abstraction in terms of a DFR, but rather than the
Alpha Miner where only the occurrence of direct succession is relevant, for the
Inductive Miner, the frequency with which two activities directly succeed each
other is counted.

Our paper builds on the work in [3] which provides a theoretical foundation
for the native directly follows operator in an SQL database. In our paper, we put
the native operator into process mining contexts, in particular process discovery
and we merge the native operator with the state-of-the-art of process discovery,
namely the Inductive Miner, to enable real in-database process mining. We focus
on the DFR as an abstraction since it is used in common process discovery
algorithms.

3 Process Discovery on Relational Databases

The key idea of direct process discovery on relational databases is that we skip
the loading phase and we perform the abstraction phase inside the database
management system. Rather than exporting event data to a file, we execute a
query for getting the abstractions.

3.1 Nested SQL for Directly Follows Relation

Let us consider a simple log stored in Table Log (see Table 1a). Using a standard
query language in database (SQL), we compute the DFR from the Table Log as
follows:
1 SELECT a.Activity, b.Activity, count(*) FROM Log a, Log b
2 WHERE a.Case = b.Case AND a.Time < b.Time AND
3 NOT EXISTS (SELECT * FROM Log c WHERE c.Case = a.Case
4 AND a.Time < c.Time AND c.Time < b.Time)
5 GROUP BY a.Activity, b.Activity;

In the query above, we need an inner join between two instances of Table
Log to acquire pairs of activities. Afterwards we check whether the two activities
from each pair come from the same case. If so, we take two consecutive activities
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Table 1. (a) Example of event data stored in Table Log, (b) The DFR of Table Log

Case Activity Time
1 Send request 2017/10/01 08:45:30
1 Check application 2017/10/02 10:34:14
1 Accept 2017/10/05 12:13:24
2 Send request 2017/10/03 16:31:16
2 Check application 2017/10/07 15:17:36

Event Label P Event Label S Frequency
Send request Check application 2
Check application Accept 1

a and b if there is no other activity c between them (here we need a negative
query). Finally we return the pairs of activities and their frequency by grouping
the same pairs. The result of this query is denoted in Table 1b.

The query illustrates the complexity of computing a very basic process mining
relation using standard SQL syntax. The nested query (i.e. the “NOT EXISTS”
part) causes performance problems in any database system. In [3] it has been
proven that executing a nested query to compute the DFR leads to third order
polynomial costs and this is also shown in our experiments in Sect. 4.

To avoid the problem of inefficiency, one might be tempted to define a query
without a “NOT EXISTS” part, which exploits a time-order of the events to
derive the weakly follows relation. For example, assuming that the database
management system can return the row number of each tuple, a relation can be
ordered by case identifier and time, and subsequently the following SQL query
would return the directly follows relation for event logs in which no events occur
at the same time.
1 SELECT DISTINCT a.Activity, b.Activity, count(*)
2 FROM Log a, Log b WHERE a.Case = b.Case AND
3 a.ROW_NUM = b.ROW_NUM - 1 GROUP BY a.Activity, b.Activity;

However, such a query fails if two events happen at the same time. For
example, for the log (1, A, 0:01), (1, B, 0:02), (1, C, 0:02), (1,D, 0:03), this query
would not work, because the query would return (A,B), (B,C), (C,D), while it
should return (A,B), (A,C), (B,D), (C,D). What makes matters worse, is that
the result would be non-deterministic, since the result that would be returned,
depends on the particular order of events that happen at the same time, which
is not specified. This problem may be more or less common in a log, depending
on the time-granularity at which events are logged, which – in practice – is often
(too) coarse. For example, it may happen that only the date of the event is
logged and not the time. This problem is also known as the timestamp challenge
[14].

3.2 SQL Interface

One way to circumvent the complexity of nested queries is to split the compu-
tation of the directly follows relation in two parts: (1) sorting the log based on
cases and timestamps in the database, and (2) counting the frequency for each
two consecutive activities in the process mining tool.

As denoted in Fig. 1c, part (1) can be translated into an SQL query as follows:
1 SELECT * FROM Log ORDER BY Case, Time;
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This query is executed through an SQL interface and the result is then trans-
ferred to the process mining tool. Inside the process mining tool, the DFR is
computed in the sorted event log. The downside of this approach is that the
whole log needs to be transferred from the database to the process mining tool.

3.3 Native Directly Follows Operator

The nested form of the earlier SQL query emphasizes that the SQL syntax is
not suitable for computing the DFR. Therefore, we propose a native operator
directlyfollows, which requires a table object representing the event log
consisting of three columns: the case, the activity, and the timestamp. It returns
a table object representing the DFR, which again consists of three columns: the
first and the second activity in the relation, and the frequency of each pair.

Assume that we have a Table Log (see Table 1a), we compute the DFR using
the native operator directlyfollows as follows.
1 SELECT * FROM DIRECTLYFOLLOWS (SELECT * FROM Log);

After the database engine parses directlyfollows, it calls a function
which reads the log, then sorts it by case identifiers and timestamps and finally
returns pairs of consecutive events and the frequency (as denoted in Table 1b).
The complexity is worst case |E| log |E| (with E is the total number of events)
due to the required sorting of events. The technical details of such function can
be found in [8].

In the context of process discovery, the DFR is then retrieved by a process
mining tool which uses this to produce further analysis results. Note that the
result from the directlyfollows operator can be used directly in the existing
process discovery technique without modifying the algorithm or reinventing a
discovery algorithm.

Process discovery using the native operator has several advantages. (1) The
query can be expressed in a straightforward way, hence it is more convenient for
novice users to express various process mining related questions. (2) The query
outperforms other database techniques (see Sect. 4). (3) The abstraction is built
inside the relational databases, thus saving memory in the process mining tool.
(4) There is no need to extract and load a log file into a process mining tool,
thus saving time. (5) The DFR can be computed upon insertion of data using
the standard triggering mechanism of any database system, hence eliminating
the need for the process analyst to wait for the computation to finish.

4 Experimental Results

We implemented our work in ProM and H2 and we compared the native oper-
ator (Fig. 1d) with the other three approaches: (1) the traditional technique
(Fig. 1a), (2) the discovery with Nested SQL (Fig. 1b), and (3) the SQL inter-
face (Fig. 1c). The starting point for the traditional approach is an XES event log
file already loaded into memory. For the database approaches, the starting point
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is a database in which events have been inserted1. In the initial experiments,
we did not use any type of indices for the events so we can represent general
scenarios where table logs are constructed without any indices. However, in the
subsequent experiments, we also investigate scenarios where indices are utilized.

We created two kinds of synthetic logs: (a) logs with an increasing number of
activities, and (b) logs with an increasing number of events. For (a), we relabelled
activities to vary the number of activities between 30 to 3840 while keeping the
same number of events. For (b), we merged one case with another case to vary
the number of events between 1 K to 42M while keeping the same number of
activities. This way, we preserve the control flow for our extended logs in the
same way as the control flow of the original log.

Figure 2 shows the time for the abstraction phase of the four approaches. On
the left, the time is shown as a function of the number of events in the log and
on the right as a function of the number of activities. As expected, the time
complexity of the native, SQL interface, and traditional approaches is linear
because events in the log are already sorted. However, we cannot see the last
dot of the traditional approach. This is because the traditional approach cannot
handle the biggest log containing 42M events due to out of memory exception.
Furthermore, the execution of the nested query leads to third order polynomial
time complexity.

The right hand side of Fig. 2 shows that the number of activities does not
affect the performance of the database approaches2. However, for the traditional
approach, there is an influence due to the fact that, while scanning the log,
internal data structures need to grow to accommodate for previously unseen
activities. For <1000 labels, the time is consistently around 30 s. For 1920 activ-
ities, the time is around 70 s and for 3840 activities, the time grows to 409 s.
If the number of activities is known upfront, the implementation could try to
allocate sufficient memory upfront, thus eliminating this effect.

For the database approaches, the pre-processed data needs to be retrieved
from the database into the process mining tool. As shown in Fig. 3, the retrieval
phase in SQL interface is linear in the number of events, since each event is trans-
ferred. In contrast, the line of native operator is flat, since the events themselves
are not retrieved, but only the non-zero elements in the directly follows relation.
This is shown by the right-hand figure, showing the influence of the number of
activities in retrieval phase. Both native and SQL interface demonstrate a sec-
ond order polynomial time complexity since retrieving the DFR is (worst case)
quadratic in the number of activities.

The time complexity of Inductive Miner is worst-case cubic in the number
of activities, which is clearly shown in Fig. 4. There is no difference between the
four approaches since they use the same implementation of the Inductive Miner.

1 We used an H2 database server with 64 GB of RAM and 8 CPU cores@2.40 Ghz.
Discovery was done on a PC with 8 GB of RAM and 2 CPU cores@2.30 Ghz.

2 Due to the fact that the nested query is so time-consuming, we did not include it in
some of the tests.
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Figure 6 denotes the total time of Figs. 2, 3 and 4, i.e. the total time of
abstraction, retrieval, and mining phases. In Fig. 6, we do not include the nested
query because it is so time-consuming (the experiments with nested query were
stopped until the number of events reached 14K). However, we still tried to
improve the performance of nested query by adding indices in case and times-
tamp columns. Even though the cubic complexity in the nested query is reduced
to x · log x (with x is the total number of events), the native approach still out-
performs the nested query because the former has linear complexity as shown in
Fig. 53.

From Figs. 5 and 6 it becomes clear that for large numbers of events and/or
large numbers of activities, the native operator outperforms the other database
approaches. Both the native and traditional approaches show relatively similar
performance, except for the log with the largest number of events (the 6th log in
the left chart of Fig. 6) for which the traditional approach runs out of memory.

5 Conclusion

In this paper we focus on direct process discovery on relational databases. We
propose a native SQL operator for directly computing the Directly Follows Rela-
tion (DFR).

The evidence presented in this paper has shown that the native operator
allows to express the query to obtain the DFR in a straightforward way, hence it
supports multi perspective in process mining. Moreover, the native operator has
been implemented in H2 database and we provide a specialized implementation
of the state-of-the-art process mining technology to show applicability of the
work.

Using experiments, we compare various techniques to do process mining on
relational databases and we show our query outperformes them in the context
of big event data.

For future work, we plan to include a time perspective in the discovery. Based
on the time t defined in the user’s query, we will turn on a database trigger to
automatically discover a process model with frequency f . Furthermore, we also
aim to enable a direct conformance checking in the database.
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Abstract. Phase change memory (PCM) has become one of the most
promising non-volatile memory type. To make the storage of spatial
objects PCM friendly, the traditional R-tree index must be implemented
from scratch in order to take into account the characteristics of PCM.
The aggregated R-tree extends the original R-tree with the aggregated
values connected with the nodes.

In this paper, we deal with the storage technique for aggregated val-
ues of the R-tree index optimized for PCM. The proposed Aggregation
R-tree Method (ARM) records the most profitable set of the aggregated
values in the case when the memory size is limited. The method chooses
to store frequently asked values and the aggregated values with high cal-
culation cost. The replacement technique used in the method requires
three times fewer write operations in comparison to FIFO (First In First
Out) for read-heavy workload.

Keywords: Phase change memory · Aggregated value · R-tree
Spatial database

1 Introduction

Phase change memory (PCM) has become one of the most promising non-volatile
storage media. Due to its byte addressability, high access speed and low energy
consumption, PCM is the best candidate to cooperate with DRAM as a main
memory storage type. However, the drawbacks of PCM are: the limited write
endurance and high write latency. PCM can endure only 107–108 writes, what
makes it impossible to completely replace DRAM. Therefore, it is reasonable to
consider a hybrid main memory system, which consists of both: PCM and (a
relatively small amount of) DRAM. Nowadays, the research of PCM is concen-
trated on many aspects. To prolong the lifetime of PCM, we need a mechanism
that distributes the write operations to PCM cells uniformly (see [1–3]). Conse-
quently, many data management techniques must be changed in order to reduce
the write traffic. In [4], the authors deal with B+ tree index optimized for PCM.
In [5], sort and join algorithms are considered. The paper [6] proposes the opti-
mization of SQLlite with the PCM for mobile application. At last, in [7] the
R-tree is proposed.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 301–309, 2018.
https://doi.org/10.1007/978-3-319-98812-2_26
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The growing amount of spatial and geographical data requires efficient stor-
age methods. Fast access to such information is possible only if the proper indexes
are used. R-tree is one of the most popular spatial index. It splits the spatial
area into rectangle-shaped regions. Every entry in the R-tree corresponds to the
rectangle of the considered area and has pointers to the smaller rectangles inside
it (see [8]). Figure 1 shows an example of the searching area R, which consists of
three main subareas: A,B,C. The subareas are further split into smaller ones.
The R-tree index for this area is reflected on Fig. 2.

The aggregated R-tree (aR-tree) index may be treated as an extension of
the standard R-tree (see [9]). In that index, the aggregated values connected
with the R-tree node are explicitly stored, so they do not need to be processed
with each query, but may be fetched from the memory cache. For example, we
can calculate the number of the objects in A based on the number of objects in
A1, A2, A3 and then memorize this value inside the R-tree for the future use.
Clearly, there may be many aggregated values assigned to one R-tree area. Let’s
suppose a situation that the city map containing many different spatial objects
is indexed by the R-tree. The objects may be categorized. Each object may have
many attributes, etc. It would be problematic to store all of them, particularly in
the systems with limited memory capacity. On the other hand, the calculation
of the aggregated value every time from scratch would increase the time and
energy cost. Therefore, the balance between materialization and calculation is
needed.

Fig. 1. Indexed area Fig. 2. R-tree for the indexed area

The contribution of this paper can be summarized as follows. We propose an
implementation of the aggregated R-tree index optimized for phase change mem-
ory. To deal with memory limitation, we invent an algorithm that chooses the
most profitable aggregated values to store. Our approach clusters the aggregated
values into different partitions according to their calculation cost. To increase
the overall performance, the values with high calculation cost are preferred. We
perform several experiments to prove the efficiency of the method.
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2 Aggregation R-Tree Method for PCM

In this section, we provide the Aggregation R-tree Method (ARM) for storing the
aggregated values of the R-tree for PCM. We assume that the aggregated values
are stored in RAM and Aggregation Cache (AC) which is located on PCM.

2.1 Query Evaluation Cost

Our method considers the calculation cost connected with the aggregated value.
It is strongly correlated with the memory access cost.

Let r and rL be the approximate reading cost of one aggregated value from
the Aggregation Cache and the R-tree leaf node, respectively. The calculation
cost c(N) for the node N can be defined as follows:

c(N) =

⎧
⎪⎪⎨

⎪⎪⎩

0; if vN ∈ RAM
r; if vN ∈ AC
rL; if N ∈ Rleafnodes∑

j c(Nj) for each Nj ∈ Nchildren; otherwise

2.2 System Architecture

In our method, we store the following data:

– R-tree. It facilitates spatial access to the data. The tree has height h which
denotes the number of levels (without leaves). By fmin and fmax, we denote
the minimal and maximal number of children per node, respectively. Thus,
every R-tree node consists of e entries, where fmin ≤ e ≤ fmax.

– Object types. Different types of data may be connected with an R-tree node
(e.g. “buildings”, “trees” or “cars”). Let O be a set of objects stored in the
system. By oN we will denote the set of aggregated values calculated for node
N .

– Aggregated types. Aggregation functions like: min, max, count and so on.
– Aggregated values. The aggregate value is depicted as vN,o,s, where N is a

node number, o an object type and s is an aggregate type. An example of the
aggregated value may be the minimal height of buildings in the node area.

The architecture of the method consists of the following parts:

– R-tree storage. It stores the R-tree data.
– Aggregation Cache. The PCM area which has a fixed size and holds aggre-

gated values. It consists of partitions. Each partition contains memory buck-
ets. The buckets form a list that can be extended when a new aggregated
value is added. There is one bucket list per partition and there are h − 1
partitions in total: one for each tree level except the root which belongs to
the partition h − 1.
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– RAM cache. It is used to store calculated aggregate values. This cache is
searched before other structures. RAM cache follows the LRU (Least Recently
Used) policy. In this way, we favor the values recently used.

– PCM wear leveling system. It is used for all data stored on PCM to map
logical and physical addresses. This is not discussed in this paper (see [1–3]).

Our method works as follows. After request for an aggregation value vN,o,s,
the algorithm checks if the value is already in the RAM cache. If it is true, the
value is fetched and shuffled to the beginning of the RAM cache. In this way,
we favor the values which are frequently queried. When there is no result in
the RAM cache, we try to find the requested value in the Aggregation Cache.
In case of success, the value is added to the RAM cache. If the required value
does not exist neither in RAM nor Aggregated Cache, its calculation must be
recursively done on the basis of the child nodes of N . Clearly, we can use the
already calculated values of the child nodes of N , provided that they exist in
RAM or Aggregation Cache.

During the calculation of v, we calculate its cost c using a formula proposed
at the beginning of the section. The cost determines the Aggregation Cache
partition where the value should be stored (see Algorithm 1, line 2). If the cost
is high, then we put the aggregate value v in the memory bucket of the higher
partition number. When the Aggregation Cache is full, all aggregated values from
one bucket of the lowest partition are removed. Please note that the calculation
cost is not stored explicitly.

Algorithm 1. CacheInsertion()
Input: AggregatedValue v
Input: Cost c
1: p′ ←−LowestPartitionNumber();
2: p←−EstimatePartition(v, c);
3: if AggregationCache is not full then
4: AddToPartition(p, v);
5: else
6: if p′ < p then
7: RemoveBucketFromPartition(p′);
8: AddToPartition(p, v);
9: end if

10: end if

2.3 Aggregation Cache

In this subsection, we describe the Aggregation Cache in more detail.

Determining Initial Partitions. When the system starts, the Aggregation
Cache is empty. In this situation, the calculation cost of the aggregated value
connected with the node N depends on the node’s level and the number of its
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children. Let fmin and fmax be the minimal and maximal number of the children
of each node (except the leaf nodes) in the R-tree, respectively.

Let l be the level number of the node N . Clearly, the number of its children
at l − 1 varies between fmin and fmax, at l − 2 varies between f2

min and f2
max

and so on.
In general, the minimal and maximal number of the subnodes of N may

be estimated as:
∑l−1

i=1 f
i
min and

∑l−1
i=1 f

i
max, respectively. Hence, the minimal

and maximal cost of the aggregated value vn is between: r ∗ ∑l−1
i=1 f

i
min and

r ∗ ∑l−1
i=1 f

i
max, where r denotes a read cost.

To calculate the expected cost of vN , we pick a constant p between fmin and
fmax. Then, the expected calculation cost of vN is r ∗ ∑l−1

i=1 p
i.

Fig. 3. ARM architecture

Now, we can create h−1 initial partitions. Please note that the leaf-level has
no partition, because no calculation cost of the aggregated values is expected.
Moreover, the root node belongs to the partition of the level below, because it
is no point to create a partition for only one node.

Cost ranges for each partition are:

– Partition 1: 0 to r ∗ p
– Partition l, for 0 < l < h − 1: r ∗ ∑l−1

i=1 p
i to r ∗ ∑l

i=1 p
i

– Partition h − 1: r ∗ ∑h−2
i=1 pi to ∞

In our example (Fig. 3), the R-tree has 4 levels (without leaves). So, we
create 3 partitions. Each partition consists of linked memory buckets. Please note
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that the partitions correspond to the levels only when there are no aggregated
values cached. The situation could be different when the aggregated values of all
root’s children are cached. In this case, the aggregated value of the root can be
calculated quickly from cache without traversing the tree. As a consequence, its
calculation cost would be small and the value would go to the first partition.

Implementation Issues. Because a number of child nodes of the R-tree varies
between fmin and fmax, we cannot guess p which would generate partitions pre-
cisely matching calculation costs at each level. We use p = average(fmin, fmax)
to reflect a common case when the R-tree has good node spread.

Total memory used by Aggregation Cache can be controlled by limiting max-
imal number of buckets generated by all partitions. After reaching the limit we
delete the oldest bucket in the lowest partition.

Figure 3 is an example of our solution. The R-tree consists of four levels. A
node may have a pointer to the object type array. It denotes that the node has
the aggregated values of the object types stored in the Aggregation Cache. For
example, the node N2 has the aggregated values v2,2,1 and v2,2,2 of two different
aggregation types associated with an object type o2,2. Values assigned to one
node can be put in different partitions, if their calculation costs are drastically
different.

Let us suppose that the value v3,1,1 connected with the node N3 is requested
but not stored in the Aggregation Cache. In this situation, v3,1,1 must be calcu-
lated on the basis on its child nodes, i.e. N5 and N6. Since the value v5,1,1 of N5

is already stored, it can be directly fetched. However, the value of N6 must be
estimated recursively. As a result, the calculation cost of v3,1,1 is much smaller
than the cost in the situation when no aggregated values are cached. It is a
reason why v3,1,1 is not stored in the middle partition, but in the lowest one.

When R-tree or aggregated values of leaf nodes are updated, aggregate values
of all upper nodes might end up invalidated. But changing the number of cars
in an area does not affect the number of buildings. Only aggregates related to
modified object type are invalidated. Invalid nodes can be found by traversing the
R-tree. It helps us to reduce the number of writes by updating invalid aggregates
without modifying the rest.

3 Performance Evaluation

In this section, we shall discuss some simulations which confirm the effectiveness
of our method. In the simulations, we use byte-addressable PCM with read and
write latency set to 50 ns and 1µs, respectively. We created the R-tree, which
consists of 5 levels and contains 100000 leaf nodes. Every single inner node has
between 10 and 20 child nodes. We claim that the R-tree with such parameters is
typical in the real applications. In the implementation, the Aggregation Cache
has a fixed size. The size denotes the maximal number of aggregated values.
Every experiment was written in Java 8.0 under Windows 7 and was conducted



Implementation of the Aggregated R-Tree for Phase Change Memory 307

Fig. 4. Performance depending on the
Aggregation Cache size for the read
intensive workload

Fig. 5. Modification number for differ-
ent workloads depending on the Aggre-
gation Cache size

Fig. 6. FIFO vs. ARM depending on
the query pattern

Fig. 7. FIFO vs. ARM depending on
the Aggregation Cache size

on the machine equipped with the processor Intel Core(TM) i-5 3380M 2.90 GHz
and 4 GB RAM.

In the first experiment, we present the average operation time depending
on the Aggregation Cache size (Fig. 4). The Aggregation Cache size (axis X)
denotes how many aggregated values can be stored in it (value 0 means that
the cache is not used). We performed 100000 read operations and 10000 write
operations. As we can see, the Aggregation Cache size affects the performance.
When the size is small, the number of stored aggregated values is small as well
and the query is executed slower.

In the second experiment (Fig. 5), we count Aggregation Cache modifications
after requests of the nodes in different R-tree levels. It turns out that the modi-
fications occur more often for the nodes in the highest levels of the R-tree (near
the root node). The requests for the nodes at the bottom of the R-tree (levels:
1 and 2) do not change the data in the Aggregation Cache very frequently.

In the next experiments, we compare our approach with FIFO (First In
First Out). We measure the number of Aggregation Cache modifications. As we
mentioned previously, this is the most important aspect of PCM. Figures 6 and 7
show the difference between these two methods depending on the asked levels and
Aggregation Cache size, respectively. Please note that when the low levels are
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queried, the number of writes is minimal (Fig. 6) in the case of ARM. From the
experiments we can conclude that our approach drastically outperforms FIFO.
As it can be observed on Fig. 7, our method requires 4 to 2 times less write
operations than FIFO. All other cache replacement policies described in [10]
are more write intensive than FIFO. Their application would cause higher write
traffic and could wear out PCM cells quicker.

We conducted much more evaluations which are not contained in this paper.
We measured performance of the method for the write dominant workload in
which a write operation occurs 10 times more frequently than a read one. In this
case, the performance of both methods is similar. The experiments performed
on the more extensive R-trees (i.e. with 500000 or 1000000 leaves) show very
similar results to these presented in this section.

4 Conclusions and Future Work

In this paper, we propose the architecture of Aggregation R-tree Method (ARM)
which stores the aggregated values on phase change memory. Our algorithm uti-
lizes the PCM Aggregation Cache as a space where the aggregated values are
stored. The method chooses aggregated values which storage is the most benefi-
cial with regard to the computational performance. Out approach decreases the
number of PCM writes and consequently outperforms the other methods (for
example FIFO) on PCM.

For the future work, it would be interesting to find a method which could
adjust the parameter p depending on the real query pattern.

Acknowledgement. The paper is supported by Wroclaw University of Science and
Technology (grant number 0401/0017/17).
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Abstract. Energy efficiency in analytical database systems is becoming
increasingly important because of the rapid growth in energy consumed
by data centers driven by the recent big data boom. Previous studies
showed that processor speed scaling has the potential to improve energy
efficiency of analytical queries. These results, however, were obtained
from measurement of specific queries. The power–performance charac-
teristics of processor speed scaling specific to analytical database sys-
tems still remains unexplored despite their importance in energy effi-
cient analytical query processing. We tackle this problem by modeling
the energy costs of analytical queries with processor speed scaling based
on query processing throughput. Our experimental evaluation shows that
our energy model can be fitted within an error of 1.65% and can be used
to identify power–performance characteristics of analytical queries.

1 Introduction

Energy management is a primary concern in current data centers. The consump-
tion of energy in data centers has been rapidly growing and is forecasted to reach
8% of worldwide energy production by 2020 [1]. Because the rate of worldwide
data generation is increasing rapidly [2], an increasing amount of IT resources,
e.g., servers and storage systems, have been installed in data centers to develop
large-scale data analytics platforms. Therefore, energy efficiency in analytical
database systems—the key component of the platforms—is becoming a serious
concern.

Processor speed scaling, also referred to as Dynamic Voltage and Frequency
Scaling (DVFS), is a well-known power–performance tuning knob. Prior stud-
ies of processor speed scaling adopted a measurement-based approach for inves-
tigating its power–performance characteristics in analytical database systems.
Tsirogiannis et al. [3] analyzed power–performance profiles among various hard-
ware configurations and reported that the higher operating frequency resulted
in the better energy efficiency. In contrast, Götz et al. [4] demonstrated that the
most energy-efficient operating frequency was not always the highest one and

c© Springer Nature Switzerland AG 2018
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largely varied depending on workload characteristics. While these measurement-
based studies provided practical insights about the power–performance char-
acteristics of processor speed scaling in analytical database systems and the
guidelines on energy management specific to the measured queries, they cannot
be applied to a wide spectrum of analytical queries.

Herein, we tackle a model-based approach to investigating the power–
performance characteristics of processor speed scaling for analytical query pro-
cessing. In this paper, we focus on modeling an energy cost of analytical queries
comprising sequential scans as basic building blocks, which has not been studied
in the literature as far as we know. The presented model enables us to quan-
titatively analyze the effect of processor speed scaling on power–performance
characteristics of a wide range spectrum of analytical queries.

2 Analytical Database Systems with Processor
Speed Scaling

Processor Speed Scaling. For improving energy efficiency in analytical
database systems, processor speed scaling, also referred to as DVFS, is a well-
known tuning knob for runtime energy management adaptive to workload shifts.
Usually, a processor defines available frequency levels and preset voltage levels
for each frequency level like Intel SpeedStep Technology in Intel Xeon proces-
sors [5], thus an operating system or an application program can manage the
processor power consumption of processor cores through this interface. Some
studies have reported that processor speed scaling can potentially improve the
energy efficiency of analytical query processing [3,4,6,7]; however the power–
performance characteristics of processor speed scaling in analytical databases
are still largely unexplored mainly because their measurement-based approaches
on specific queries.

Energy Saving Opportunity for Analytical Database System. Because
energy efficiency is defined as query processing throughput per power consump-
tion, the key problem is correctly quantifying the balance between these two
metrics. When a query is compute intensive and query processing throughput is
restricted by processor performance, query processing throughput and processor
power consumption cased by query processing are approximately proportional
to the operating frequency of the processor. Because power is also consumed
by other components and peripherals, energy efficiency is considered higher for
higher operating frequencies. Conversely, when query processing throughput is
restricted by other factors, e.g., storage I/O, there are potential ways for reduc-
ing power consumption with little impact on performance. As sequential I/O
patterns are known to account for the bulk of analytical query I/O workloads
[8], instruction execution in the processor can be easily overlapped with I/O
operations using common I/O read-ahead techniques. In this scenario, as long
as processor computing throughput is higher than I/O throughput, lowering the
operating frequency should not result in performance penalty and may possibly
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improve energy efficiency. To the best of our knowledge, these opportunities for
energy efficiency improvement in analytical database system have mentioned [9]
in previous studies but have not been quantitatively modeled.

3 Throughput-Based Energy Cost Formulation

We take a model-based approach to identify the power–performance character-
istics of processor speed scaling on analytical database server comprising pro-
cessors, storage devices, memory modules, and other peripherals, e.g., a mother-
board, cooling fans, and power supply unit. By modeling the power–performance
characteristics, we can identify the behavior of power consumption and perfor-
mance over operating frequencies and voltages of a processor. We focus on sin-
gle query execution and analytical queries comprising sequential scans as basic
building blocks as a first step toward understanding the power–performance
characteristics of a vast variety of analytical workloads.

We adopt the pipeline model for energy cost modeling as it is the general con-
cept in database systems and used in the literature [9,10]. For query execution,
database system generates a query execution plan comprising a tree structure
whose nodes are database operators. By grouping database operators which can
be concurrently executed as a single pipeline, one or more subtrees are formed
and we refer to these subtrees as basic execution blocks. The workload is steady
and the fluctuate of the system power consumption is relatively small in a single
basic execution block, thus we formulate an energy cost model at this granularity.

For basic execution blocks comprising sequential scan and join operators, the
throughput θ (tuples per unit time) of a basic execution block can be limited
either by the computational throughput θCPU of the processor, which is gener-
ally proportional to the operating frequency f of the processor, or by the I/O
throughput θIO of the storage. Hence, θ can be expressed as follows:

θ = min
(
θCPU, θIO

)
, θCPU = af

where a is a coefficient that depends on the characteristics of the given processor
and workload. Given that N is the number of tuples processed in a basic execu-
tion block, the execution time T of the basic execution block can be calculated
as follows:

T = N/θ = N/ min
(
af, θIO

)
(1)

θ is limited by θCPU and T is inversely proportional to f when f < θIO/a,
whereas T is independent of f when f > θIO/a. f = θIO/a is the balance point
between processor and storage throughput and we refer to this frequency as the
boundary frequency.

Let us now consider power consumption of the system. We assume that power
consumption of the active processor cores and storage devices stays steady within
a single basic execution block and power consumption of other components of the
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server stays constant regardless of the types of basic execution blocks 1. Fan et al.
[11] suggested a nonlinear model of processor power consumption of analytical
workload as function of CPU utilization, therefore, we adopt this model. In this
model, the difference in power consumption from the idle state ΔPCPU can be
expressed as ΔPCPU ∝ 2u − ur (1 ≤ r). On the assumption that u is solely
determined based on θ, then u can be expressed as u = θ/θCPU. It is known
that the higher the operating frequency f , the higher the operating voltage V
required for stable operation [12]. Although the actual relationship between f
and V depends on processor implementations, we assume that V (f) is a stepwise
function of f following common implementations. Consequently, PCPU can be
expressed as follows:

PCPU =
{
AfV 2 + Bf + C(V − Vidle)

}
(2u − ur) + PCPU

idle (2)

where A,B,C are coefficients and Vidle, P
CPU
idle represent the voltage and power

dissipation during the idle state, respectively. In the curly brackets, each term
corresponds to transition power dissipation, short-circuit power dissipation and
leakage power dissipation.

Next, we assume that storage power consumption P IO is proportional to the
utilization of disk. P IO can be expressed as follows:

P IO = Dθ/θIO + P IO
idle

where D is the amount of increase in power under the maximum utilization of
disk and P IO

idle is power dissipation during the idle state.
Finally, we assume that power consumption of other components (P others)

is constant. Thus, the total power consumption of system P is calculated as
follows:

P = PCPU + P IO + P others

Because energy consumption E is the product of power consumption P and
execution time T , E can be expressed as follows:

E = PT =
(
PCPU + P IO + P others

)
T

= N

[
AfV 2 + Bf + C(V − Vidle)

θ
(2u − ur) +

D

θIO
+

PCPU
idle + P IO

idle + P others

θ

]

Let us now consider the operating frequency fopt that minimizes energy
consumption. The value of fopt depends on where throughput-determining fac-
tor is. We assume that the processor has n levels of operating frequencies
({f1, · · · , fn}, fi < fi+1) and there are m rising edges of V (f) ({fs1 , · · · , fsm})
such that V (fsj ) > V (fsj−1). When throughput θ is limited by storage (f >

1 Although this assumption does not always hold on realistic environments, modeling
power consumption as a time-varying function and considering variation of power
consumption of other components are beyond the scope of this paper.
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θIO/a), E monotonically increases with f . When throughput θ is limited by
processor (f < θIO/a), if there exists no rising edges in V (f), E monotoni-
cally decreases with f . If not, E increases by the increase of V (f) at a rising
edge fsj and might take a local minimum value at fsj−1. Therefore, fopt can be
categorized into three cases and determined through the proposed model:

(a) the minimum frequency f1, when fi > θIO/a (i = {1, · · · , n})
(b) the boundary frequency fb or fsj−1 (sj < b), when there exists fb that

satisfies fb > θIO/a (1 < b ≤ n) and fk < θIO/a (k = {1, · · · , b − 1})
(c) the maximum frequency fn or fsj−1, when fi < θIO/a (i = {1, · · · , n})

4 Experimental Evaluation

Experimental Environment. We used HP Z440 Workstation as the server,
equipped with Intel Xeon E5-1603 v4, 8 GB memory, Seagate BarraCuda (3.5 in.,
2 TB, 7200 rpm). The operating frequency ranged from 1.2 to 1.9 GHz and from
2.1 to 2.8 GHz in 0.1 GHz steps (f = {f1, · · · , f16}). Power consumed by the
whole server system was recorded at 20 Hz sampling using Yokogawa WT1800.
We used Linux 3.10.0 as kernel, PostgreSQL 9.6.3 as DBMS and the TPC-H
dataset with a scale factor of 100. We observed the system had a jump in power
consumption at 2.8 GHz in micro-benchmark as preliminary experiment, thus the
CPU operating voltage in our system was assumed to be V1 when f ≤ 2.7 GHz
and V2 when f = 2.8 GHz.

Query. Using the TPC-H dataset, we defined evaluation queries based on full
table scan. These queries are named as queries A, B and C.

– Query A: σ(LINEITEM) with five aggregate expressions and two grouping
variables.

– Query B: σ(LINEITEM) with an aggregate expression.
– Query C: σ(σ(ORDERS) LINEITEM)

We confirmed that full table scan was used for the execution plan of queries A
and B. Additionally, full table scan and hash join were used for query C. The
execution plans of both query A and B consisted of one basic execution block.
The execution plan of query C consisted of two basic execution blocks because
it performed hash join and we refer to them as C(1) and C(2).

Parameter Calibration. We measured the execution time and power con-
sumption of queries A, B, and C for each operating frequency and then calibrated
the parameters of each basic execution block in following steps: (i) obtained val-
ues of N for each basic execution block from the estimation of PostgreSQL query
planner, (ii) calibrated the parameters which are not specific to basic execution
blocks, and (iii) calibrated basic-execution-block-specific parameters.
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Fig. 1. Power–performance characteristics of processor speed scaling: measured (with
blue circle) and modeled (with red line) (Color figure online)

Result. Figure 1 shows power-performance curves of each basic execution block
(the result of query C(2) has omitted by the limitation of space). We can find the
slope of the power consumption graph differed among the range of frequencies.
In particular, the slope was smaller in the IO-bound condition in comparison
with the CPU-bound condition. CPU utilization (u) was inversely proportional
to operating frequency (f) when operation was IO-bound; hence, the effect of the
increase in power consumption because of the increase in the operating frequency
in Eq. (2) was nullified.

With regard to the frequency fopt that minimized energy consumption, it was
estimated to be 2.7 GHz for query A, while the actual minimum energy point was
2.8 GHz. The minimum energy point of queries B were 2.1 GHz by the model,
whereas they were 2.2 GHz in the actual measurement. One possible cause of
these discrepancies was a factor influencing execution time which the proposed
model was unable to capture; however this requires further investigation. The
increase in energy consumption because of these misestimation was 0.1% for
query A, 0.4% for query B; however that for query C was 1.2%.

Overall, the measured results and the graph described by the fitted model
almost agreed with each other in terms of execution time, power consumption,
and energy consumption. The error in energy consumption between the measured
value and the model-fitted value was within 1.65%. These results confirmed the
effectiveness of the presented model.
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5 Related Work

Processor speed scaling, also referred to as DVFS, is a common method for
adjusting power and performance by switching the operating frequency and
voltage of the processor. The basic approach of DVFS energy-saving policies
is lowering the operating frequency at low CPU utilization to reduce power
consumption with small performance penalty, as the general method taken by
OS. In the context of transaction processing workload, there are studies about
application-aware control of processor speed scaling by constructing power model
[13,14] or SLA-based control mechanism [14,15].

For analytical query processing, the energy efficiency of hardware configura-
tions have been comprehensively investigated in the late 2000s [16,17]. Recently,
there have been several studies on energy-aware query optimization techniques
and frameworks [18–20]. With regard to energy management with processor
speed scaling, conventional approaches were measurement-based. Tsirogiannis
et al. [3] extensively measured the energy efficiency of processor configurations
with various types of analytical queries, analyzed the power–performance pro-
files, and concluded that the highest frequency tended to be the most energy
efficient. Contrary to their study, Götz et al. [4] reported that the best frequency
varied based on query workloads and proposed a technique for calibrating fre-
quency with workload recording and query benchmarking. Manousakis et al.
[7] proposed a feedback DVFS controller using real-time power sensor measure-
ment values. In contrast to these studies, we adopted a model-based approach to
formulate the power–performance characteristics of analytical query processing
with processor speed scaling.

6 Conclusion

In this paper, we took a model-based approach to identifying power–performance
characteristics of processor speed scaling for analytical query processing. We
presented throughput-based formulation of an energy cost model. The presented
model enabled us to quantitatively analyze the effectiveness of processor speed
scaling for analytical queries comprising sequential scans as basic building blocks.
The experimental evaluation showed that the energy model agreed with obser-
vations within an error of 1.65%.

As part of our future research, we plan to expand our model to workloads
with index table scan or sorting and to examine the effectiveness of the proposed
model on various hardware configurations.
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Abstract. Graph data is becoming dominant for many applications
such as social networks, targeted advertising, and web indexing. As a
result of that, advances in machine learning and data mining techniques
depend tightly on the ability to process this data structure efficiently
and reliably. Despite the importance of processing dynamic graphs in
real-time, it remains a challenge to maintain such graphs and process
them over data streams. We propose Sprouter, an end-to-end framework
which enable storing enormous graph data, allows updates in real-time,
and supports efficient complex analytics in addition to OLTP queries. We
demonstrate that our framework can ingest and process streaming data
efficiently using a scalable multi-cluster distributed architecture, apply
incremental graph updates, and store the dynamic graph for fast query
performance. Experiments showed the system is able to update graphs
having up to 100 million edges in under 50 s in a moderate underlying
cluster. As we use all open source tools, the framework can be easily
extended in the future with other equivalent software.

Keywords: Graph processing · Stream data processing
Big data management and analytics

1 Introduction

Graph processing is one of the most important topics in Big Data processing.
The graph structure is suitable for distributed processing as processing works
in an iterative manner allowing parallelism. Also, the structure has proved to
be suitable in representing social networks, targeted advertising, and web page
indexes. However, many of the data applications nowadays require processing
data in real-time. That should be reflected in graph processing as well. Streams
of data are processed as they pass through streaming data processing engines and
as a result the graph should be updated in real-time. We refer to this problem
as dynamic graph processing or incremental graph processing [2,8].

Although graph-specific processing systems, such as Pregel [6] and GraphJet
[7], enable high performance, they have shortcomings. Analytic applications gen-
erally require multiple steps of data processing such as map-reduce jobs, SQL-
like queries, and machine learning algorithms. Such systems are not sufficient for
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 321–328, 2018.
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implementing these pipelines. These problems led to developing general-purpose
data processing systems with graph abstractions on top of them.

Apache Spark [9] was the leader in this direction as it introduced an embed-
ded graph framework called GraphX [4] and later GraphFrames [3]. Since Spark
is an iterative processing system by nature, GraphX was developed as a graph
abstraction library that sufficiently expresses graph APIs using basic dataflow
operators such as reduce, join, and map. A graph in GraphX and GraphFrames
is represented as a pair of vertex and edge collections stored as distributed par-
titions and is highly fault tolerant like RDDs and DataFrames.

Although Spark supports stream processing using the Spark Streaming
library [10], evolving the graph over data streams is not presented as a feature
in GraphX. Abughofa et al. [1] explored finding a solution for incremental graph
processing on top of Spark with efficient pinpoint lookups and updates. The
paper looked into using three solutions: RDDs- the Spark memory abstraction,
IndexedRDDs- an in-memory key-value store designed for efficient fine-grained
updates, and Redis- an in memory datastore. The paper demonstrated that
IndexedRDDs have limitations in sequential updates/lookups and that Redis,
although performs good, is a complicated solution for property graph. RDDs, on
the other hand, are not designed to perform well with pinpoint queries/updates.

In this paper, we propose Sprouter1, a framework that can process real-time
data streams using Apache Spark, and thereby, update data in an associated
very large dynamic in-memory graph structure. We illustrate the functionality
of the framework by ingesting streams of social data and keeping it up to date
with new relations coming with the stream. This will enable, for example, giving
recommendations about whom one should interact with or follow to overcome
the cold-start problem. We show that a graph with up to 100 million edges
can be updated in under 50 s in a moderate underlying cluster. The framework
supports online queries and complex graph analytics such as PageRank.

The rest of the paper is organized as follows. In Sect. 2, we talk about the
related work. In Sect. 3, we present an overview of the proposed framework.
The experiments we conducted to test incremental graph updates and pin-point
queries are presented in Sect. 4 along with the results and a critical discussion.
Finally, we conclude and provide guidelines for future work in Sect. 5.

2 Related Work

Iyer et al. [5] presented GraphTau, a graph processing framework built on top of
GraphX to process dynamic graphs. However, the framework is not open-sourced
and is built on the RADIX trees similar to IndexedRDDs, which do not serve
pinpoint lookups on graph streams as mentioned earlier.

Choudhury et al. [2] designed a framework with Spark to process dynamic
knowledge graphs. The authors implemented many applications. However, none
of the implemented applications require evolving the graph in real-time. Pattern

1 https://github.com/TariqAbughofa/sprouter.
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discovery is done over data streams but it uses the triplet stream passed to Spark
to find patterns and thus incrementing the graph in real-time is not needed.
Another application, question answering, is done with graph search but over a
static graph which is loaded from HDFS and no streaming is done. Our focus is
to find a solution that enables real-time incremental graph processing.

3 The Sprouter Framework

The framework requires the components shown in Fig. 1. The design decisions
and the setup are explained next.

Fig. 1. The Sprouter framework design

3.1 Data Ingestion

We chose using Apache NiFi2 which supports building data flows through a web-
based drag-and-drop graphical interface without the need to write any code.

This component perform two tasks: First, it ingests the historical data and
stores it in HDFS for bulk processing. Second, it ingests the most recent data as
a stream every 15 min for real-time processing.

3.2 Graph Bulk Processing and Stream Processing

We need to support bulk processing to able to process historical data as well
as data left in the queue in case of downtime. We chose Apache Spark as our
processing engine for many reasons. First, it is a unified engine that supports
2 https://nifi.apache.org/.
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bulk and stream processing which simplifies the framework design. Second, it
has two graph abstractions that allow efficient graph processing namely GraphX
and GraphFrames. Third, it is a reliable mature engine that has proven efficiency
and scalability [11].

3.3 Persistent and In-memory Storage

We keep the graph in-memory for efficient graph analytics with Spark. Evolv-
ing the graph with GraphFrames, however, is not a straightforward operation.
Listing 1.1 shows how to increment the graph using GraphFrames in Scala.

val fullVertices = oldGraph.vertices
. join(newVertices, Seq(”name”), ”outer”)
. select (”name”).withColumn(”id”, monotonically increasing id)

val fullEdges = graph.edges.union(newEdges)
val fullGraph = GraphFrame(fullVertices, fullEdges).cache()

Listing 1.1. Graph Appending in GraphFrames

RDDs are not efficient for pinpoint lookups especially with fine-grained updates
over streaming data as found by Abughofa et al. [1]. The same paper stated
that no out of the box solution exists today to address this problem. To support
simple graph queries such as vertex lookup or getting edges connected to a
certain vertex, we need to use an external graph-based storage system.

The storage system has to be a scalable distributed NoSQL datastore that
is write-efficient and performs well for Big Data. The system should have the
ability to save/load Spark Streaming micro-batches efficiently in bulks. It also
needs to support OLTP queries such as finding the neighbors of a vertex. In
addition to that, finding high availability with eventual consistency is definitely
preferred over strict consistency.

Our initial candidates were HBase and Cassandra. Both databases are
scalable NoSQL systems that proved to have good performance for Big Data
applications. However, HBase will not have bulk loading functionality until its
third release3. In addition to that it does not offer full availability in order to
ensure full consistency. Cassandra, on the other hand, has bulk loading/saving
and highly available.

We chose to adapt the HGraphDB4 storage model on top of Cassandra
instead of other models such as JanusGraph to achieve greater scalability and
efficiency for broader scope of queries. HGraphDB uses separate tables for the
edges and the vertices.

3.4 Graph Search

We are concerned with two types of graph search: simple OLTP queries and
OLAP or analytical queries such as PageRank and Community Detection.
GraphX and GraphFrames are not efficient for OLTP queries as explained earlier
3 https://issues.apache.org/jira/browse/HBASE-14150.
4 https://github.com/rayokota/hgraphdb.
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but Cassandra provides an efficient solution for that. However, GraphFrames
is designed to provide highly flexible API with many pre-implemented graph
algorithms as well as the ability to build custom ones. That why we decided
that any OLAP or analytical queries would be executed on the in-memory graph
maintained all the time in GraphFrames.

4 Experiments

4.1 Environment and Experimental Details

We used 6 identical machines each with 8 cores 2.10 GHz Intel Xeon CPU,
64-bit architecture, 24 GB of RAM, and 300 GB of disk space. We installed the
Hortonworks Data Platform (HDP-2.6.3.0) on our machines with Spark v 2.2.0.
Cassandra (v 3.11.1) is installed on all 6 nodes to form a cluster. Two of the six
Cassandra servers are used as seed nodes for the cluster, which serve as contact
points for the new nodes that attempt to join a cluster.

For all the experiments, we used 12 executors with 3 cores each and 5 GB of
RAM. We validated our framework by demonstrating dynamic and distributed
graph updates from streaming data as new data is appended to an existing
graph. We also executed pin-point queries on the graphs in both Cassandra and
GraphFrames.

{
"GKGRECORDID": "20180128150000-0",
"V2.1DATE": "20180128150000",
"V2SOURCECOMMONNAME": "msn.com",
"V2DOCUMENTIDENTIFIER": "https://www.msn.com/en-ca/news/canada/no-one-denied-flight-

because-of-no-fly-list-mistakes-government-memo-says/ar-BBIlaAr", ...
"V2ENHANCEDPERSONS": [
{ "name": "Scott Bardsley", "offset": "1082" },
{ "name": "Justin Trudeau", "offset": "1690" },
{ "name": "Catharine Tunney", "offset": "199" },
{ "name": "Khadija Cajee", "offset": "2045" } ...

], ...
}

Listing 1.2. A record from the test data in JSON format excluding irrelevant fields

We used The Global Data on Events, Location, and Tone (GDELT)5 as a source
for our data. GDELT contains data from news media from all over the world
in print, broadcast, and web formats. In this study, we used the Global Knowl-
edge Graph (GKG) v2.1 which contains the full news graph connecting persons,
organizations, locations, emotions, events, and news sources. We demonstrate a
record of the data in Listing 1.2.

The file is parsed and the persons/offset list is extracted and then sorted by
offset. We define that two people have a connection if they appear in the same
paragraph and that the connections are undirected. For simplicity, we assumed
that it means that they have at most 1000 character distance (the average length
of a paragraph). We then drop self-relations and duplicates.

5 https://www.gdeltproject.org/.

https://www.gdeltproject.org/
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4.2 Results

To conduct the experiments, we consumed historical data from the GDELT
repository for the years of 2017 and 2018. This data allowed us to construct a
graph consisting of 13,290,365 vertices and 97,134,816 edges using Spark, which
we stored in Cassandra in the HGraphDB format as we described earlier. Then
we ran the streaming job which loads the graph using Spark Streaming and reads
the GDELT “last” file. We made sure the stream consumes always the same file
for all the experiments to ensure result consistency. The file we chose contained
information about 12,738 articles which generated 51,060 vertices and 87,099
edges that needed to be appended to the full graph.
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Fig. 2. Appending data: (a) directly to GraphFrames (b) into Cassandra first then
loading it to GraphFrames (Color figure online)

We implemented two approaches for the append operation. The first
approach we described earlier in Listing 1.1. The new data is merged with
the GraphFrames graph directly. In Fig. 2a, we show the time it took to update
different sizes of graphs in GraphFrames. The plot in blue shows the time spent
to append the graph in GraphFrames without persisting in Cassandra. The red
plot shows the total time to update the in-memory graph and store the updated
graph in Cassandra. In practice we will need to persist new data in Cassandra,
and therefore, the red plot represents the actual time to append a graph in the
framework. Figure 2a that the time increases linearly with the graph size from
8.66 s for a graph with 125 m edges to 23.35 s for a graph with 97 m edges.

Figure 2b shows the time for the second approach. In this solution we
first update the tables in Cassandra with the new edges and vertices. Then we
load the complete graph from Cassandra to GraphFrames as a bulk loading
operation as described before. This approach showed bad execution time that
increases with graph size which is expected since it reads the full data from disk
to memory. The slope for this approach is bigger and the execution time starts at
65.23 s for a graph of size 12.5 m edges and increases to 117 s for a graph having
97 m edges. This also shows that appending in GraphFrames directly remains a
better solution as the graph grows.

Table 1 gives a summary of the performances of appending graphs of various
sizes by updating GraphFrames only (GF ), both GraphFrames and Cassandra
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Table 1. Summary of the experiment numerical results

Graph A B C D E F G H

Links 12.5 m 25 m 37.5 m 50m 62.5 m 75 m 87.5 m 97m

Nodes 4.7 m 7 m 8.4 m 9.5 m 10 m 11 m 11.9 m 13m

GF 8.66 s 12.03 s 13.56 s 17.45 s 18.55 s 19.1 s 22.39 s 23.35 s

GF → C 31.48 s 37.26 s 40.12 s 44.59 s 44.05 s 45.26 s 46.17 s 47.57 s

C → GF 65.23 s 76.6 s 91.2 s 96.46 s 97.59 s 103.8 s 106.97 s 117.03 s

(GF → C), and updating Cassandra first then loading to GraphFrames (C →
GF ). The table displays computation times in seconds for each approach/graph.

In addition to having good performance, the first approach can be adapted to
apply periodic updates to Cassandra on each GraphFrame update since Graph-
Frames are inherently fault-tolerant. This can greatly decrease the operational
cost and processing time which we intend to explore further as a future work.

To prove that Cassandra is needed for OLTP graph queries, we chose two
simple queries: Vertex lookup by Id and vertex neighbors lookup by querying
the edge table/RDD. We used Graph H from Table 1. Results (Fig. 3) show
big advantage of using Cassandra for such queries. We also executed PageRank
on GraphFrames as an example of OLAP queries. Such algorithms cannot be
executed on Cassandra.
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Fig. 3. Graph queries: Cassandra vs GraphFrames

5 Conclusion

Graph analytics applications where data is streamed continuously require
dynamic graph processing in real-time. In this paper, we proposed Sprouter, a
framework to process and store dynamic graphs over data streams using Apache
Spark. The framework design has many contributions. In contrast to most graph
processing systems which are built to process static graphs, the graph construc-
tion is viewed as an incremental process as the graph evolves with time. The
system supports executing simple queries as well as complex algorithms on the
dynamically updated graph. Also all components scale to accommodate huge
growth of data.
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The experiments showed that the framework can append graphs up to 100
million edges in under 50 s and allows efficient pin-point queries. Our framework
can be applied to complex streaming data analytics applications like image pro-
cessing and community detection using data from multiple domains such as text
and IoT. The in-memory graph enables more complex multi-level data analytics
and knowledge linking for decision support.

In the future, we plan to explore other big data stores and graph databases.
We are working on determining the optimal interval for periodic update of disk
storage and testing a community detection algorithm for dynamic graphs.
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Abstract. There are two major approaches for graph pattern match-
ing: subgraph isomorphism and graph simulation. With the former app-
roach, each answer is a subgraph that exactly matches a given pattern
graph. However, this feature is sometimes too restrictive since strongly-
related nodes may be in different answers even if such nodes should be
in the same answer. With the latter approach, we can find an answer
efficiently but the answer is a single relation in which a number of unre-
lated subgraphs are intermingled together. In this paper, we propose
a hybrid approach of subgraph isomorphism and graph simulation for
graph pattern matching. The distinctive feature of our approach is that
we can find answer subgraphs so that each answer subgraph consists of
strongly-related subgraphs that match a given pattern and that unre-
lated subgraphs are not intermingled in the same answer unlike graph
simulation.

1 Introduction

Graph pattern matching is one of the most important problem for querying
graphs. There are two major approaches for graph pattern matching: subgraph
isomorphism and graph simulation. For a pattern graph P and a data graph
G, the former problem is to find all the answers (subgraphs) in G that exactly
match P . However, this feature is sometimes too restrictive since strongly-related
nodes may be broken up into different answers even if such nodes should be in
the same answer. Moreover, subgraph isomorphism is NP-complete and solving
the problem requires exponential computation cost. On the other hand, the
latter problem, graph simulation, is to find a single relation of nodes in G that
can match nodes of P , which can be obtained efficiently. However, a number of
unrelated subgraphs are intermingled in the same relation together.

In this paper, we propose a hybrid approach of subgraph isomorphism and
graph simulation for graph pattern matching. In our approach, a pattern graph
has two kinds of nodes: key nodes and the others, where the key nodes can be
arbitrarily chosen by users. Here, key nodes are the nodes to which the notion of
subgraph isomorphism is applied, while the non-key nodes are the nodes to which
the notion of graph simulation is applied. Let P = (Vp, Ep) be a pattern graph
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 329–338, 2018.
https://doi.org/10.1007/978-3-319-98812-2_29
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and K ⊆ Vp be the set of key nodes. Since K can be chosen arbitrarily, our
approach covers arbitrary intermediate points between subgraph isomorphism
and graph simulation. By using our approach, we can find answers so that each
answer consists of strongly-related nodes that match a given pattern and that
unrelated nodes are not intermingled in the same answer unlike graph simulation.

As a simple example, let us consider the pattern graph P and the data graph
G shown in Fig. 1. In Fig. 1, u1 represents a student, u2 represents a professor,
and u3 represents a course. Figure 2 lists the answers obtained by (a) subgraph
isomorphism, (b) graph simulation, and (c) our approach (assuming that u1 is
the key node of the pattern). Note that by using u1 as the key node, in our
approach an answer is obtained for each student node. In this case, answers are
“grouped” by s1 and s2. Thus, courses c2 and c3 taken by s1 are grouped into
the same answer in Fig. 2(c). Such an answer cannot directly be obtained by
subgraph isomorphism; c2 and c3 are in distinct answers as shown in Fig. 2(a).

Based on the hybrid approach, we propose an algorithm that computes
answers from a given pattern graph and a data graph. Alternatively, an answer
of our approach could be obtained by aggregating the relevant answers of sub-
graph isomorphism, e.g., the first answer of Fig. 2(c) is obtained by aggregating
the first and the second answers of in Fig. 2(b). However, such a naive approach
is clearly inefficient. Therefore, we devise an algorithm for computing answers
“directly” from a pattern graph and a data graph, which is more efficient than the
naive approach. Experimental results show that our algorithm can find answers
efficiently, especially for “complex” graphs containing various kinds of nodes.

u1

u2u3

supervisortakes

teaches

P G

Fig. 1. Example of pattern and data graph

Related Work
A number of algorithms for solving subgraph isomorphism are proposed. The
algorithm proposed by Ullmann is the first practical algorithm for this prob-
lem [9]. Since the problem is NP-complete, aiming at more efficient computation,
a number of heuristic algorithms, e.g., VF2 [6], QuickSI [8], and CFL-Match [1],
are proposed. The common feature of these algorithms is backtracking [9]. That
is, the current partial answer is extended by a node, and if the extended par-
tial answer is invalid, then we backtrack to the previous partial answer and the
other “next” node is examined. Our approach can be applied to these back-
tracking algorithms for solving subgraph isomorphism. For graph simulation, a
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Fig. 2. Answers of three approaches

polynomial-time algorithm for solving this problem is proposed by Henzinger [3].
Moreover, several extensions to graph simulation are proposed, e.g., [2,5]. To the
best of our knowledge, no study has been made to hybridize the notion of sub-
graph isomorphism and graph simulation.

2 Preliminary Definitions

A labeled directed graph (graph, for short) is denoted by G = (V,E), where V is
a set of nodes and E is a set of labeled directed edges. By e = u

l→ v we mean
an edge e from a node u to a node v labeled by l. For a node v ∈ V , the set of
incoming edges of v is denoted In(v) and the set of outgoing edges of v is denoted
Out(v). By labin(v) we mean the set of labels of incoming edges of v. That is,
labin(v) = {l | u l→ v ∈ In(v), u ∈ V }. Similarly, by labout(v) we mean the set of
labels of outgoing edges of v. That is, labout(v) = {l | v l→ u ∈ Out(v), u ∈ V }.

Both a pattern (query) and data to be queried are defined as graphs. Let
P = (Vp, Ep) be a pattern graph and G = (V,E) be a data graph. Then subgraph
isomorphism and graph simulation are formulated as follows.

Subgraph isomorphism
Find all injective functions f : Vp → V such that for any u

l→ u′ ∈ Ep, there

exists an edge f(u) l→ f(u′) ∈ E.
Grpah (dual) simulation

Find a binary relation S ⊆ Vp×V such that for any u
l→ u′ ∈ Ep the following

conditions hold.
– If (u, v) ∈ S, then there exists an edge v

l→ v′ ∈ E such that (u′, v′) ∈ S.
– If (u′, v′) ∈ S, then there exists an edge v

l→ v′ ∈ E such that (u, v) ∈ S.



332 K. Sugawara and N. Suzuki

3 Our Approach

3.1 Hybridizing Subgraph Isomorphism and Graph Simulation

We extend the notion of pattern graph by “keys”. Formally, an extended pattern
graph (pattern graph, for short) is defined as a triple P = (Vp,K,Ep), where
((Vp ∪ K), Ep) is a graph, Vp ∩ K = ∅, and each node in K is called a key . In
short, the notion of subgraph isomorphism is applied to the nodes in K and the
notion of graph simulation is applied to the nodes in Vp. Let f : K → V be
an injective function and S ⊆ Vp × V be a binary relation. For a pattern graph
P = (Vp,K,Ep) and a data graph G = (V,E), we say that a pair (f, S) is an
answer of P on G if f and S satisfy the following conditions.

– For each edge u
l→ u′ ∈ Ep, the following conditions hold.

• The case where u ∈ K: there exists an edge v
l→ v′ ∈ E such that

f(u) = v and that f(u′) = v′ if u′ ∈ K, (u′, v′) ∈ S otherwise.
• The case where u ∈ Vp: for each (u, v) ∈ S there exists an edge v l→ v′ ∈ E

such that f(u′) = v′ if u′ ∈ K, (u′, v′) ∈ S otherwise.
– For each edge u′ l→ u ∈ Ep, the following conditions hold.

• The case where u ∈ K: there exists an edge v′ l→ v ∈ E such that
f(u) = v and that f(u′) = v′ if u′ ∈ K, (u′, v′) ∈ S otherwise.

• The case where u ∈ Vp: for each (u, v) ∈ S there exists an edge v′ l→ v ∈ E
such that f(u′) = v′ if u′ ∈ K, (u′, v′) ∈ S otherwise.

We say that an answer (f, S) of P on G is maximum w.r.t. f if for any answer
(f, S′) of P on G, S′ ⊆ S.

3.2 Algorithm

We present an algorithm for finding answers of a pattern graph and a data graph.
Although our hybridization approach does not depend on a specific subgraph
isomorphism algorithm, to describe our algorithm specifically we need to pick
up a specific subgraph isomorphism algorithm and hybridize our approach and
the algorithm. Therefore, the overall description of our algorithm follows the
QucickSI [8] description in [4], since QuickSI is simple to describe and gives a
good performance among the algorithms compared in [4].

Visit Order of Pattern Graph. Let P be a pattern graph and G be a data
graph. Our algorithm HybridMatch uses a minimum spanning tree of P in order
to determine the visit order of the nodes in P (this part is similar to QuickSI).
We assign a weight to each edge in P based on the frequency of edge labels in
G, and HybridMatch constructs a minimum spanning tree of P by using Prim’s
algorithm. We use table SEQ to record the minimum spanning tree. In SEQ,
Ti.node denotes a node, Ti.parent denotes the parent of Ti.node, Ti.dir denotes
the direction of the edge between Ti.parent and Ti.node, and Ti.l denotes the
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u1 u2

u4

u3
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c

d12
10

8

15

Fig. 3. Weighted pattern graph

Table 1. SEQ for the graph in Fig. 3

Type Ti.node [Ti.dir, Ti.l, Ti.parent]

T0 u1

T1 u2 [in, a, u1]

T2 u3 [in, b, u2]

T3 u4 [out, c, u2]

R1 u4 [out, d, u3]

label of the edge. Extra rows Rj may occur in SEQ to record extra edges, i.e.,
edges that does not appear in the minimum spanning tree. For example, Fig. 3
shows a weighted pattern graph P and Table 1 shows SEQ of P . As indicated
in SEQ, the algorithm visits u1, u2, u3, u4 in this order.

Algorithm 1. HybridMatch
Input: weighted pattern graph P = (Vp,K,Ep), data graph G = (V,E)
Output: all answers (f, S) of P on G
1: Initialize SEQ to an empty table
2: VT := ∅
3: Choose a node u ∈ K, add u to VT , and add u to SEQ
4: while |VT | �= |Vp| + |K| do
5: P := {e | e ∈ Ep such that e.u ∈ VT ∧ e.u′ /∈ VT }
6: Select an edge e ∈ P such that w(e) is minimum in P
7: Add e to SEQ, VT := VT ∪ {e.u′}
8: for each e ∈ Ep\SEQ such that e.u ∈ K ∧ e.u′ ∈ K do
9: Add e to SEQ as an extra edge

10: Let f be an empty function
11: S := ∅
12: d := 0
13: Search(P,G, SEQ, f, S, d)

Details of the Algorithm. We present the details of HybridMatch. Let
P = (Vp,K,Ep) be a pattern graph and G = (V,E) be a data graph. First,
HybridMatch picks up a node u ∈ K and add u to VT and SEQ (line 3). Next,
starting from u, HybridMatch finds a minimum spanning tree in P based on edge
weight w(e), in which the edges are added to SEQ in the order chosen in the
spanning tree (lines 4 to 7). Then HybridMatch adds the rest of edges to SEQ as
extra edges (lines 8 and 9). Finally, HybridMatch invokes a recursive procedure
Search to find all answers (f, S) of P on G (line 13).

We next describe Search (Algorithm 2). In Search, we use a notion of dangling
nodes. In short, dangling nodes are redundant ones that violate the simulation
and should be deleted from S. Formally, if for some edge u′ l→ u ∈ Ep, v ∈ S(u)

but E contains no edge v′ l→ v such that v′ ∈ S(u′), then we say that v is
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dangling . Similarly, if for some edge u′ l→ u ∈ Ep, v
′ ∈ S(u′) but E contains no

edge v′ l→ v such that v ∈ S(u), then we say that v′ is dangling .

Algorithm 2. Search(P,G, SEQ, f, S, d)

1: if d = |Vp| + |K| then
2: for each extra edge u

l→ u′ ∈ SEQ do

3: if f(u)
l→ f(u′) /∈ E then

4: return
5: S := S\{(u, v) ∈ S | f(u′) = v for every u′ ∈ K}
6: DeleteDangling(P,G, f, S)
7: if S(u) �= ∅ for every u ∈ Vp then
8: report (f, S)
9: else

10: u := Td.node ∈ SEQ
11: C(u) := FilterCandidates(P,G, SEQ, f, S, d)
12: if u ∈ K then
13: for each v ∈ C(u) such that v is not yet matched do
14: f(u) := v
15: Search(P,G, SEQ, f, S, d + 1)
16: f(u) := nil
17: else
18: S := S ∪ {(u, v) | v ∈ C(u)}
19: Search(P,G, SEQ, f, S, d + 1)
20: S := S\{(u, v) | v ∈ C(u)}

Algorithm 3. FilterCandidates(P,G, SEQ, f, S, d)

Input: weighted pattern graph P = (Vp,K,Ep), data graph G = (V,E), injective
function f : K → V , relation S ⊆ Vp × V , depth d

Output: a set of candidate nodes C(u)
1: T := Td ∈ SEQ
2: u := T.node, upar := T.parent
3: if d = 0 then
4: C(u) := {v ∈ V | labin(u) ⊆ labin(v) ∧ labout(u) ⊆ labout(v)}
5: return C(u)
6: if upar ∈ K then

7: if u
l→ upar ∈ Ep then

8: C(u) := {v | v l→ f(upar) ∈ E}
9: else if u

l← upar ∈ Ep then

10: C(u) := {v | v l← f(upar) ∈ E}
11: else
12: if u

l→ upar ∈ Ep then

13: C(u) := {v | v l→ v′ ∈ E ∧ (upar, v
′) ∈ S}

14: else if u
l← upar ∈ Ep then

15: C(u) := {v | v l← v′ ∈ E ∧ (upar, v
′) ∈ S}

16: return C(u)
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Algorithm 4. DeleteDangling(P,G, f, S)

1: Q := ∅
2: for each u ∈ Vp do
3: if S(u) contains a dangling node then
4: Sold(u) := S(u)
5: Delete every dangling node from S(u), and add u to Q
6: while Q �= ∅ do
7: Delete a node u′ from Q

8: for each v′ ∈ Sold(u
′)\S(u′) and each v′ l→ v ∈ E such that u′ l→ u ∈ Ep ∧

(u, v) ∈ S do
9: if v becomes dangling then

10: Sold(u) := S(u)
11: Delete v from S(u) and add u to Q

12: for each v′ ∈ Sold(u
′)\S(u′) and each v

l→ v′ ∈ E such that u
l→ u′ ∈ Ep ∧

(u, v) ∈ S do
13: if v becomes dangling then
14: Sold(u) := S(u)
15: Delete v from S(u) and add u to Q

Search finds nodes matched with P by recursively traversing G. d denotes the
depth of recursive call. When d = |Vp|+|K|, i.e. Search reaches the bottom of the
recursion, the algorithm does the following (lines 1 to 8). First, Search checks if
each extra edge in SEQ has its corresponding edge in G, and returns no answer if
some extra edge has no its corresponding edge (lines 2 to 4). Then Search deletes
nodes included in f (i.e., key nodes) from S, and also deletes dangling nodes
from S by invoking DeleteDangling (lines 5 and 6). Finally, Search reports a pair
(f, S) as an answer (line 8). If d < |Vp|+ |K|, Search first invokes FilterCandidates
(Algorithm 3) to find a set C(u) of candidate nodes which matches a dth node u
in SEQ. Once C(u) is obtained, we go back to Search. If the dth node u is a key,
then for each candidate nodes v ∈ C(u), Search updates f (line 14), recursively
call Search (line 15), and restore the status at line 14 (line 16). Otherwise, Search
updates S (line 18), recursively call Search (line 19) and restore the status at
line 18 (line 20).

3.3 Correctness and Time Complexity of the Algorithm

We briefly show the correctness of the algorithm, and then consider the time
complexity of the algorithm. Proofs are omitted because of space limitation.

Theorem 1. Let R be the result of HybridMatch for pattern graph P =
(Vp,K,Ep) and data graph G = (V,E). Then (f, S) ∈ R iff (f, S) is a max-
imum answer of P and G.

Let us next consider the time complexity of HybridMatch. We have the following
theorem.
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Theorem 2. For a pattern graph P = (Vp,K,Ep) and a data graph G = (V,E),
HybridMatch runs in O(V |K|+1

PL + |E| ·V 2
PL) time, where V in(l) is the set of nodes

having an incoming edge labeled by l, V in
PL = maxl∈ΣP

|V in(l)|, V out
PL is similar

to V in
PL, and VPL = max(V in

PL, V
out
PL ). In particular, we have the following.

1. If |K| ≤ c for some constant c, then HybridMatch runs in polynomial time.
2. If |K| ∈ O(log |Ep|), then HybridMatch runs in quasi-polynomial time.

Thus the complexity of the algorithm depends on the size of K. If K is “maxi-
mum”, i.e., K coincides with the set of nodes of P , i.e., Vp = ∅, then our matching
problem becomes equivalent to subgraph isomorphism which is NP-complete.
However, the conditions of the above theorem implies that HybridMatch runs
efficiently as long as the size of K is “modest” w.r.t. the size of P . In most
cases, some small value suffices as the size of K. For example, if a user want to
extract information of journals from a bibliographic database, then it suffices to
set “journal” node as the key. Therefore, we believe that our approach works
efficiently in most practical cases.

4 Experimental Evaluation

In this section, we present experimental results of our proposed algorithm. We
implemented our algorithm in Ruby, and all the experiments were conducted on
a machine with Intel Xeon E5-2623 v3 3.0 GHz CPU, 16 GB RAM, 2TB SATA
HDD, and Linux CentOS 7 64bit. We used the following two datasets.

– SP2Bench [7] is a benchmark tool for generating RDF files based on DBLP.
We generated five graphs with 50K, 100K, 150K, 200K, and 250K edges.

– DBPedia consists of structured information extracted from Wikipedia. We
downloaded a file of graph1 and created four graphs with 50K, 100K, 300K,
and 500K edges by extracting the first n lines (i.e., n edges) of the file.

We measured the average elapsed time w.r.t. the size of data graph and the
size of K. In this experiment, we made random pattern graph generators for the
DBPedia and SP2Bench datasets. We generated 10 pattern graphs each with 4,
6, 8, and 10 edges, therefore we used 40 pattern graphs in total for each dataset.

The answers of our approach can be obtained by running a subgraph isomor-
phism algorithm and then “aggregating” the obtained answers by key nodes.
Therefore, we compare the elapsed times of such aggregating approach and our
approach. In this experiment, the aggregating approach is implemented by the
QuickSI algorithm [8] since our algorithm description is based on QuickSI and
thus comparing our approach and the QuickSI-based aggregating approach is
the most reasonable. In the following, the aggregating approach is treated as the
baseline and referred to as QuickSI-AG.

We ran HybridMatch with |K| = 3 and QuickSI-AG for each pattern using
both datasets. We set |K| = 3 since in many cases three or lower value suffices

1 http://benchmark.dbpedia.org/.

http://benchmark.dbpedia.org/
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Fig. 4. Results of experiment

as the size of K. Figure 4a and b show the results, where x-axis represents the
size |E| of graph and “DNF” stands for“at least one Did Not Finished in 24 h”.
As shown in Fig. 4a, HybridMatch is consistently faster than QuickSI-AG for the
SP2Bench dataset. For the DBPedia dataset, QuickSI-AG did not finish within
24 h for every cases. Therefore, for both datasets our approach is more effective
to obtaining hybridized answers.

Secondly, to measure the elapsed time w.r.t. the size of K, we carried out
the following two experiments.

– For the SP2Bench dataset, we fixed a graph with 250, 128 edges and ran
HybridMatch varying |K| from 0 to 10 in 2 steps.

– For the DBPedia dataset, we fixed a graph with 50,000 edges and ran Hybrid-
Match varying |K| from 0 to 4 (for this graph, HybridMatch did not finish
within 24 h when |K| ≥ 5).

Figure 4c and d show the results, where x-axis represents |K| in a pattern graph
P = (Vp,K,Ep). The average elapsed time increases when |K| increase on both
dataset. This is largely consistent with the time complexity shown in previous
section.
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Comparing the two datasets, the SP2Bench graphs are much simpler and
more regular than the DBPedia graphs. SP2Bench graphs follows DBLP and
have highly “regular” data structures, while DBPedia graphs have more “com-
plex” structures containing variety kinds of nodes. This could affect the elapsed
time. For SP2Bench, HybridMatch finished within a few to 25 s, while did not
finished within 24 h with |K| ≥ 5 for DBPedia. Therefore, HybridMatch works
efficiently for “complex” graphs as long as K is kept to be small, but we need
to improve the efficiency of HybridMatch for such “complex” graphs.

Finally, let us briefly compare HybridMatch and QuickSI-AG. For the
SP2Bench graph, QuickSI-AG took more than 50 s (as shown in Fig. 4a), while
HybridMatch took at most 25 s (Fig. 4c). For the DBPedia graph, QuickSI-AG did
not finish within 24 h, while HybridMatch finished within 35 s whenever |K| ≤ 4.
Thus, our approach is much more efficient than the “aggregating” approach.

5 Conclusion

We proposed a hybrid approach of subgraph isomorphism and graph simulation
for graph pattern matching. In our approach, the nodes of a pattern graph are
divided into key nodes and the others. Key nodes are the nodes to which the
notion of subgraph isomorphism is applied, while the non-key nodes are the
nodes to which the notion of graph simulation is applied. We also presented
an algorithm for solving our problem. Experimental results showed that our
approach is more efficient than the “aggregating” approach.

References

1. Bi, F., Chang, L., Lin, X., Qin, L., Zhang, W.: Efficient subgraph matching by
postponing cartesian products. In: Proceedings of the 2016 International Conference
on Management of Data. SIGMOD 2016, pp. 1199–1214 (2016)

2. Fan, W., Wang, X., Wu, Y.: Incremental graph pattern matching. ACM Trans.
Database Syst. 38(3), 18:1–18:47 (2013)

3. Henzinger, M.R., Henzinger, T.A., Kopke, P.W.: Computing simulations on finite
and infinite graphs. In: Proceedings of the 36th Annual Symposium on Foundations
of Computer Science. FOCS 1995, pp. 453–462 (1995)

4. Lee, J., Han, W.-S., Kasperovics, R., Lee, J.-H.: An in-depth comparison of sub-
graph isomorphism algorithms in graph databases. In: Proceedings of the 39th Inter-
national Conference on Very Large Data Bases. PVLDB 2013, pp. 133–144 (2013)

5. Ma, S., Cao, Y., Fan, W., Huai, J., Wo, T.: Strong simulation: capturing topology
in graph pattern matching. ACM Trans. Database Syst. 39(1), 4:1–4:46 (2014)

6. Cordella, L.P., Foggia, P., Sansone, C., Vento, M.: A (sub)graph isomorphism algo-
rithm for matching large graphs. IEEE Trans. Pattern Anal. Mach. Intell. 26(10),
1367–1372 (2004)

7. Schmidt, M., Hornung, T., Lausen, G., Pinkel, C.: SP2Bench: a SPARQL perfor-
mance benchmark. In: ICDE 2009, pp. 222–233 (2009)

8. Shang, H., Zhang, Y., Lin, X., Yu, J.X.: Taming verification hardness: an efficient
algorithm for testing subgraph isomorphism. Proc. VLDB Endow. 1(1), 364–375
(2008)

9. Ullmann, J.R.: An algorithm for subgraph isomorphism. J. ACM 23(1), 31–42
(1976)



Time Complexity and Parallel Speedup
of Relational Queries to Solve Graph

Problems

Carlos Ordonez1(B) and Predrag T. Tosic2

1 University of Houston, Houston, USA
2 Washington State University, Pullman, USA

Abstract. Nowadays parallel DBMSs compete with graph Hadoop Big
Data systems to analyze large graphs. In this paper, we study the pro-
cessing and optimization of relational queries to solve fundamental graph
problems, giving a theoretical foundation on time complexity and paral-
lel processing. Specifically, we consider reachability, shortest paths from
a single vertex, weakly connected components, PageRank, transitive clo-
sure and all pairs shortest paths. We explain how graphs can be stored on
a relational database and then we show relational queries can be used to
efficiently analyze such graphs. We identify two complementary families
of algorithms: iteration of matrix-vector multiplication and iteration of
matrix-matrix multiplication. We show all problems can be solved with a
unified algorithm with an iteration of matrix multiplications. We present
intuitive theory results on cardinality estimation and time complexity
considering graph size, shape and density. Finally, we characterize par-
allel computational complexity and speedup per iteration, focusing on
joins and aggregations.

1 Introduction

Graph analytics remains one of the most computationally intensive tasks in big
data analytics. This is due to large graph size (going beyond memory limits),
graph structure (complex interconnectivity) and the potential existence of an
exponential number of patterns (e.g. paths, cycles, cliques). On the other hand,
graph problems are becoming more prevalent on every domain, there is a need
to query graphs and more graph-structured data sets are now stored on SQL
engines. There has also been recent interest in the Hadoop world revisiting recur-
sive queries with SPARQL [19]. In our opinion, even though query optimization
is a classical, well studied topic optimization of relational queries on graphs needs
further research. We focus on the evaluation of relational queries which solve a
broad class of graph problems including reachability, shortest paths, network
flows, PageRank and connected components.

Previous research revisited relational query processing to analyze graphs on
parallel DBMSs [4,12], showing a DBMS is faster than Hadoop “Big Data” sys-
tems like GraphX and showing a columnar DBMS is significantly faster than a
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 339–349, 2018.
https://doi.org/10.1007/978-3-319-98812-2_30
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traditional row DBMS. These papers presented many experimental time perfor-
mance comparisons and scalability analyses showing the impact of optimizations
and efficiency of algorithms. In contrast, in this paper we focus on theoretical
issues. To that end, we unify two broad classes of graph algorithms, we study
relational query processing and we present important theory results character-
izing time complexity and parallel speedup. Given the foundational focus of this
paper and space limitations, we do not present experiments, but the reader can
find extensive experimental evaluation in [4,12].

2 Definitions

2.1 Graphs from a Mathematical Perspective

Without loss of generality we consider directed graphs because undirected graphs
can be represented including two directed edges per vertex pair. Let G = (V,E)
be a directed graph with n = |V | vertices and m = |E| edges. G can contain
cycles (simple paths starting and ending at the same vertex) and cliques (hidden
complete subgraphs). We will show such graph patterns make graph algorithms
slower. From an algorithmic perspective, G is processed as an n × n adjacency
matrix E where E contains binary or real entries (i.e. each edge is present or
not, or it has a distance). Notice we overload E to make notation intuitive.
Then algorithms use matrix E as input in various computations based on an
iteration of matrix multiplication. In general, we assume G is a sparse graph,
where m = O(n). Some harder problems, not tackled in this paper, include the
traveling salesman problem (TSP) and clique detection. Detecting cliques with
k vertices when k is not constant is a computationally hard problem, under the
usual assumption of computational complexity (P �= NP), because there is an
exponential search space for cliques.

2.2 Graph Problems Solved with Matrices and Vectors

We study two complementary classes of problems: (1) Iterating matrix-vector
multiplication, where the solution is an n-vector S. For notational convenience
S is a column vector manipulated as a matrix n×1. (2) Iterating matrix-matrix
multiplication, where the result is an n × n matrix R.

These two classes account for most common problems in graph analytics to
analyze social networks and the Internet. Some graph problems worth mention-
ing that do not fall into these categories are the traveling salesman problem
(TSP, which requires visiting every vertex) and clique detection/enumeration,
which requires exploring an even larger search space.

Iterating Matrix-Vector Multiplication

The core iteration is S1 = ET ·S0, S2 = ET ·S1, and so on, where S0 has a differ-
ent initialization depending on the graph algorithm. That is, each new solution
is fed back into the same matrix-vector multiplication (somewhat similar to the
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Gauss-Seidel iterative method to solve linear equations). We would like to point
out that for notational convenience it is better to use matrix-vector multipli-
cation instead of vector-matrix multiplication, which would require using many
transposition operators in equations.

Representative problems include single-source reachability, single-source
shortest path, weakly connected components and PageRank, among others.
Single-source algorithms initialize the desired vertex i entry in S to 1 (S[i] = 1)
and all other entries to zero (S[j] = 0 when i �= j). Weakly connected com-
ponents initialize S[i] = i for i = 1 . . . n. PageRank uses a transition matrix
T with probabilities obtained from E, initialized as Tij = Eji/outdegree(j),
where outdegree(j) = ET · ej (ej is the canonical vector with 1 at j and zero
elsewhere arriving from any vertex to i). Intuitively, in single-source reachabil-
ity and shortest path each iteration gets further vertices reachable from chosen
vertex i, starting with vertices reachable with one edge. For weakly connected
components each vertex in a component gets labeled with the minimum id of
common neighbors. PageRank iterates a special multiplication form SI+1 = T ·SI

until probabilities of random walks stabilize following a Markov Chain process
[7]. Although not central to graph analytics, it is noteworthy Topological Sort
can also be expressed with this iteration.

Iterating Matrix-Matrix Multiplication

The basic iteration is to multiply E by itself: E ·E, E ·E ·E, and so on, which can
be expressed as Rj = Rj−1 · E, where R0 = E. Intuitively, we generalize single
source reachability to any vertex to a broader reachability from any vertex to any
vertex. An important observation is that for directed graphs multiplication is not
commutative, because E ·E �= E ·ET . Only for undirected graphs E ·E = E ·ET

because E is symmetric. When E is binary we can treat each vector-vector
multiplication as boolean vectors or as real vectors. For each boolean vector
dimension pair we compute a logical AND, then we compute a logical OR across
all of them. For real vectors the power matrix Ek (E multiplied by itself k − 1
times) counts the number of paths of length k between each pair of vertices, and
it is defined as: Ek = Πk

i=1E (i is a local variable here, not to be confused with
vertex id i used in queries). Considering E a boolean matrix the transitive closure
G+ edge set is E+ = E ∨ E2 ∨ · · · ∨ En. On the other hand, if E is treated as a
real matrix, this iterative multiplication algorithm has these operator changes:
scalar multiplication becomes scalar addition and the sum() aggregation becomes
min() or max() aggregations (resulting in the shortest or longest path).

2.3 Graphs Stored and Processed in a Relational Database

To make exposition more intuitive, we prefer to use the term “table” instead of
“relation”, to make the connection with SQL explicit. G is stored in table E as
a list of edges, which is an efficient storage mechanism for sparse graphs. Let
E be stored as a table with schema E(i, j, v) with primary key (i, j), where v
represents a numeric value (e.g. distance, weight). If there is no edge between
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two vertices or v is zero then the edge is not stored. Table E is the input for
relational queries using columns i and j to compute joins, as explained below.

3 Query Processing to Solve Graph Problems

3.1 Iterating a Query Evaluating Matrix-Vector Multiplication

Solution vector S is stored on table S(i, v), where v stores some value v >
0. Value v can be a binary flag, the shortest path length, vertex id, or page
probability value, depending on the algorithm. From an algorithmic perspective
all problems can be solved by a unified matrix-vector multiplication algorithm,
under a semiring, exchanging mathematical operations. We use |S0| to denote the
initial number of rows in table S. |S0| depends on the algorithm, which impacts
query processing time. For reachability and single-source shortest path |S0| = 1
(because only the ith entry is present in table S, with 1 and ∞ respectively),
whereas for weakly connected components and PageRank |S0| = n (with vertex
ids and probabilities of random walks respectively).

Then the iteration S ← ET · S translates into relational queries as S ←
E ��E.i=S.i S. For reachability and single-source shortest path |S0| = 1, whereas
for weakly connected components and PageRank |S0| = n. Therefore, initial-
ization divides time complexity into two complexity classes. Since the iteration
has a linear right recursion the query plan is a right-deep tree with E on the
left child, SI−1 on the right child and SI as the parent node. In general, an
aggregation is computed at each iteration resulting in this generalized query:

SI ← πi:f(E.v•S.v)(E ��E.i=S.i SI−1),

where f() is an aggregation (sum(),min(),max()) and • is a scalar operation
(addition +, multiplication *). Notice we use π as a general projection opera-
tor, capable of computing aggregations. Since • is commutative, associative and
has an identity element (0 for +, 1 for *), and f() is distributive over • both
operators together acting on numbers (real, integer) represent a semiring. Such
algebraic property allows solving all problems with the same template algorithm,
by exchanging mathematical operators.

3.2 Iterating a Query Evaluating Matrix-Matrix Multiplication

We define R as a generalized recursive view which allows solving a broad class
of problems. Let R be the result table returned by a linearly recursive query,
with schema R(d, i, j, p, v) and primary key (d, i, j), where d represents maximum
number of edges in path, i and j identify an edge at a specific length (recursion
depth), p and v are computed with aggregations. In this paper, p counts the
number of paths and v is an aggregated numeric value (recursively computed,
e.g. shortest distance). We assume a recursion depth threshold k is specified to
make the problem tractable and to derive O() bounds.
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In general, the Seminaive algorithm is presented in the context of First Order
Logic (FOL) and Datalog [1]. Here we revisit the Seminäıve algorithm [2,3],
with relational queries, using as input E, defined in Sect. 2. At a high level, we
initialize R0 ← E and the basic iteration of Seminaive is RI ← RI−1 �� E,
which is a linear recursion on RI . That is, it stops when Δ = RI �� E = ∅. Then
Seminaive produces a sequence of partial tables R1, R2, . . . , Rk and the result
R is the incremental union of all partial results: R =

⋃
j Rj . Seminaive stops

when R reaches a fixpoint, meaning no more edges were added [1]. This means
RI = ∅ or R is a complete graph. The join condition and required projection to
make tables union-compatible are explained below. We emphasize that we use
the most efficient version of Seminäıve algorithm [1] because we assume linear
recursion (i.e., we only need Δ to stop). Since the number of iterations and
time complexity required by Seminaive heavily depend on G structure we bound
recursion with k s.t. k � n (assuming G is sparse and n is large).

We now explain relational queries in more technical detail. Because recursion
is linear and we have a bound k it can be transformed into an iteration of k − 1
joins. The initialization step produces R1 = E and the recursive steps produce
R2 = R1 ��R1.j=E.i E = E �� E, R3 = R2 ��R2.j=E.i E = E �� E �� E, and
so on. The general form of a recursive join is Rd+1 = Rd ��Rd.j=E.i E, where
the join condition Rd.j = E.i creates a new edge between a source vertex and
a destination vertex when they are connected by an intermediate vertex. Notice
that at each recursive step a projection (π) is required to make the k partial
tables union-compatible. We use Rk to represent the output table obtained by
running the full iteration of k−1 joins on E, where E appears k times. The final
result table is the union of all partial results: R = R1 ∪R2 ∪ · · · ∪Rk. The query
plan is a deep tree with k − 1 levels, k leaves (E) and k − 1 internal nodes (��).

Rd+1 ← π
d,i,j,f(p),g(v)(Rd ��Rd.j=E.i E), (1)

where f() and g() represent SQL aggregations (e.g. sum, count, max). To
make notation from Eq. 1 more intuitive we do not show either π or the join
condition between R and E: Rd+1 = Rd �� E.

Proposition. Transitive closure can be solved with matrix multiplication. There-
fore, it can be solved with a unified algorithm. Let G+ = (V,E+) be the transitive
closure graph and let E have binary entries and b(E) = F be a matrix function
that transforms the E matrix to binary form: Fij = 1 when Eij > 1 and Fij = 0
otherwise. Then E+ = b(E + E2 + · · · + Ek) = E ∨ b(E2) · · · ∨ b(Ek). The 2nd
expression is evaluated more efficiently with bit operators: ∧ (and) instead of *,
∨ (or) instead of + (i.e. like Warshall’s algorithm [2]).

Proposition. If |E| = 1 or |E| = n(n − 1) then G = G+.

Proof: If |E| = 1 then E2 = 0 so E+ = E. For the second case E2 = E.
Therefore, in both cases E+ = b(E + E) = E.

This proposition touches two extreme cases and it is important because it
exhibits the optimal cases for Seminäıve, when it stops after just one iteration.
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3.3 Time Complexity

Matrix-Vector Multiplication

Time to join E with S for a sparse graph is O(n log(n)), where |E| = Θ(n).
By a similar reasoning, time to compute the aggregation is the same. On the
other hand, time complexity can reach O(n2 log(n)) with a very dense graph
(i.e. similar to a complete graph, or having large cliques). Therefore, time com-
plexity for each matrix-vector multiplication is O(n log(n)) for a sparse graph
and O(n2 log(n)) for a very dense graph.

Matrix-Matrix Multiplication

We now analyze time complexity iterating matrix-matrix multiplication consid-
ering different graphs of different structure and connectivity.

We focus on analyzing space and time complexity for the most challenging
case: the join in iterative matrix-matrix multiplication. By a similar reasoning,
O() to compute the sum() aggregation is the same. We start with space complex-
ity. Cardinality estimation is one of the hardest and most well-known problems
in query processing [6]. We explore time complexity and query evaluation cost
based on G characteristics. The goal is to understand how shape, density and
connectivity impact O() and cardinality of each partial result table.

Our first goal is to understand |R2| = |E �� E|. That is, the result of the first
iteration of Seminaive. A major assumption is that G is connected. Otherwise,
our analysis can be generalized to each connected component (subgraph) and the
global time/cost is the sum of individual times/costs. We start with a minimally
connected graph, which intuitively captures the best complexity case.

Lemma: Let G be a tree. Then |E �� E| = Θ(n).

Proof: Since G is a tree m = n − 1. The main idea is that the best case is a
balanced tree and the worst case is a list (chain). Without loss of generality
assume G is a balanced binary tree and n is a power of 2. Then the number
of paths of length 2 needs to exclude the leaves: n/2. Then the parents of the
leaves are paths of length 1 and therefore should be excluded as well. Therefore,
|E �� E| = n/2 − n/4 = Θ(n). For the upper bound, assume G is a list, where
each vertex (except the last one) has only one outcoming edge and no cycles.
The number of paths of length 2 needs to exclude the last 2 vertices. Therefore,
|E �� E| = n − 2 = Θ(n).

Lemma: Let G be a complete graph without self-loops. Then |E �� E| = O(n3)

Proof: Intuitively, we need to count the number of paths of length 2. There
are n(n − 1) pairs of vertices (i, j), i, j ∈ 1 . . . n Notice that since G is directed
(i, j) �= (j, i). For each pair (i, j) there are n − 2 paths of length 2. Therefore,
|E �� E| = n(n − 1)(n − 2) = O(n3).



Time Complexity and Parallel Speedup of Relational Queries 345

The previous result makes clear a complete graph is the worst case for ��.
Notice that if we make G cyclic by adding one edge so that m = n O() remains
the same. Therefore, we propose the following result to characterize O():

Proposition: Let H be a subgraph of G such that H is a complete subgraph
(i.e. a clique). Let K be the number of vertices of H. By the previous lemma
time is O(K2). Then the most important issue is K being independent from n,
which leads to three cases: (1) If K = Θ(1) then H does not impact time. (2) if
K = Θ(f(n)) and f(n) = o(n) then time is better than Θ(n3). Prominent cases
are f(n) =

√
n or f(n) = log(n). (3) If K = Θ(n) then time is Θ(n3). This result

highlights cliques are the most important pattern impacting processing time.

Our ultimate goal is to understand |Rk|, where Rk = E �� E �� · · · �� E,
multiplying E k times as k → n. Notice that computing Ek is harder than
G+ because Seminaive can stop sooner to find G+ (e.g. if G is complete). Our
first time complexity result shows a list is the worst case for connected G. As
explained above, the improved Seminaive algorithm computes the union of par-
tial results at the end of the k iterations. Therefore, it would need n − 1 itera-
tions. On the other hand, if we computed G+ after every iteration we can stop
at k = n/2 = Θ(n). In short, if G is a “chain” the number of iterations is
Θ(n). Therefore, we conjecture that the second aspect impacting time of Sem-
inaive is the diameter κ of G (i.e., it stops in time O(κ)). To conclude this
section, we stress that the most important aspect is detecting if the graphs
behind E2, E3, . . . , Ek become denser as the k iterations move forward. In fact,
|Rk| can grow exponentially as k grows. Therefore, if Ek is dense duplicate elim-
ination is mandatory, which is an optimization studied in the next section.

To simplify analysis, we assume a worst case |Rd| = O(m), which holds at low
k values and it is a reasonable assumption on graphs with skewed vertex degree
distribution (e.g. containing cliques). Then time complexity for the join operator
can range from O(m) to O(m2) per iteration. Since Rd is a temporary table we
assume it is not indexed. On the other hand, since E is an input table and it is
continuously used, we assume it is either sorted by the join column or indexed.
During evaluation, Rd is sorted in some specific order depending on the join
algorithm. At a high level, these are the most important join algorithms, from
slowest to fastest: (1) nested loop join, whose worst time complexity is O(m2),
but which can generally be reduced to O(m · log(m)) if Rd or E are sorted
by the join column. (2) sort-merge join, whose worst case time complexity is
O(m · log(m)), assuming either table Rd or E is sorted. (3) hash join, whose
worst case time complexity can be O(m2) with skewed collisions, but which on
average is O(m) assuming selective keys and uniform key value distribution,
which heavily depends on G structure and density. That is, it is not useful in
dense graphs because many edges are hashed to the same bucket. (4) Finally,
merge join is the most efficient algorithm, which basically skips the sorting phase
and requires only scanning both tables. This is a remarkably fast algorithm, with
time complexity O(m), but which assumes both tables are sorted.
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3.4 Parallel Processing

We assume there are P processors (nodes in a parallel cluster) in a distributed
memory (shared-nothing) architecture, where processors communicate with each
other via message passing. We consider both classes of graph algorithms intro-
duced above. Recall n = |V |.

Parallel Matrix-Vector Multiplication

For matrix-vector multiplication the main issue is to partition E and S so that
joins can be locally computed. There are two solutions: (1) Since |S| = Θ(1)
or |S| = Θ(n) then S can be replicated across all nodes at low cost and in
some cases it may be updated in RAM. (2) S can be partitioned by the vertex
column to compute the join with E: E.j and S is simply partitioned by S.i.
We cannot guarantee an even distribution for E, but for S we actually can.
Therefore, speedup will depend only on skewed degree vertices being in a subset
of the nodes. Assuming n  P , having s high degree vertices and s > P it
is reasonable to assume such s vertices can be evenly distributed across the P
nodes. For either solution, once the join result is ready the sum aggregation
required by matrix-vector multiplication is computed locally with a local sort
(perhaps with hashing in a best case), but without a parallel sort, resulting in
optimal speedup going from O(n/P log(n/P )) (sparse) to O(n2/P log(n/P ))
(dense).

Parallel Matrix-Matrix Multiplication

For matrix-matrix multiplication the main issue is how to partition E to make
multiplication faster, considering that the join operation accesses E in a differ-
ent order from the previous iteration. If E is dense with m = O(n2) a partition
by squared blocks is trivial if n  P , but large graphs are rarely dense. That
is, E is generally sparse. Then for sparse graphs there are two major solutions:
(1) partitioning edges by one vertex; (2) partitioning edges by their two ver-
tices. Partitioning by vertex (i or j) will suffer when V degrees distribution is
skewed: a few processors will contain most of the edges: parallel speedup will
have a bottleneck. Hash-partitioning edges by both of their vertices can provide
an even distribution, but in general the neighbors of a vertex will be assigned to
a different processor, resulting in expensive data transfer during query process-
ing. Therefore, this solution is detrimental to joins. The relative merits of each
solution will depend on P , skewed degree distribution and network speed. On
the other hand, the aggregation of the join result will require sorting in parallel
by i, j, which can range from O(n/P log(n/P ))) (sparse) to O(n3/P log(n3/P ))
(dense) assuming merge sort can evenly partition E �� E (a reasonable assump-
tion for large n).

Notice the lower bounds match if |S| = |E| = Θ(n), but the upper bound for
matrix-matrix multiplication has a much higher time complexity than matrix-
vector multiplication when |E| = Θ(n2).
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4 Related Work

Research on analyzing graphs with relational queries has received little atten-
tion, compared to Big Data graph analytic systems (e.g. GraphX, Giraph,
Neo4j). Important works include [9,11,12]. Reference [11] establishes a connec-
tion between graph analytics and SQL and justifies recursive queries, a classical
problem, deserves to be revisited. Reference [9] shows a columnar DBMS is faster
than graph analytic systems to compute some graph problems including reacha-
bility and PageRank. On the other hand, [12] compares different DBMS storage
mechanisms to compute transitive closure and all-pairs shortest paths. This work
shows columnar DBMSs have a performance advantage over rows and arrays.
Neither work attempts to lay a theoretical foundation on the time and space
complexity of relational queries to solve graph problems.

Being a classical topic in CS theory, research on recursive queries is exten-
sive, especially with the Datalog language (which subsumes SQL) [1,3,8,13–
16,18,20]. Comparatively, adapting such algorithms and optimizations to rela-
tional databases has received less attention [5,10,17]. Fundamental algorithms
to evaluate recursive queries include Seminäıve [3] (the main algorithm used by
us, linear number of iterations) and Logarithmic [17] (useful when most paths
are long, logarithmic number of iterations). The Seminäıve algorithm solves the
most general class of recursive queries, which eventually reach a fixpoint [2,3].
Both algorithms iterate joining the input table with itself until no rows are
added to the global result table (i.e., the iteration reaches a fixpoint). There is
an independent line of research on adapting graph algorithms to compute tran-
sitive closure problem in a database system [2,8]. The Direct algorithm [2] is an
outstanding solution using in-place updates and bit operations in main memory
instead of creating intermediate results on disk. Unfortunately, the Direct algo-
rithm is incompatible with SQL query processing mechanisms and therefore has
not made its way into relational DBMSs like Seminäıve.

5 Conclusions

We studied the evaluation of relational queries solving many fundamental graph
problems iterating two forms of matrix multiplications: matrix-vector multipli-
cation and matrix-matrix multiplication. Without loss of generality we focused
on directed graphs. We studied two major aspects: (1) time and space complex-
ity, considering basic relational operators (select, project, join) and (2) parallel
processing, analyzing speedup and issues with unbalanced data partitioning.
Parallel processing requires two major steps at each iteration: a parallel join
and a parallel group-by agregation. Our results highlight a relational join is the
most demanding operator, followed by group-by aggregations, expressed as an
extended projection operator. Time complexity per iteration is best when the
graph is sparse and its shape resembles a balanced tree and it is worst when the
input graph is very dense (i.e. m = O(n2)) or when intermediate tables gradually
approximate complete subgraphs (i.e. subgraphs embedded in G become denser
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after each iteration). Parallel speedup is heavily impacted by a few vertices hav-
ing a skewed degree distribution.

There are many open research issues, bridging theory and systems research.
It is necessary to study graphs that have embedded cliques (complete subgraphs)
in more depth. We need to study cardinality estimation of intermediate query
results considering the graph is a union of subgraphs of diverse structure and
density. Assuming the input graph is sparse but its transitive closure at some
recursion depth is dense we need to characterize more precisely when a hash
join or a sort-merge join is preferable. Finally, we aim to study harder graph
problems requiring non-linear recursion (i.e. clique detection), which can help us
identify SQL extensions to make it as powerful as Datalog.
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Abstract. Graph database management systems are widely used in scenarios
where the data are intensively connected. Handling such connected data in a
relational database is not an efficient task. Converting relational databases to
graph ones is one of the solutions that can empower users with handling such
data using the graph model features. In this paper, we propose a new algorithm
to ease such conversion and overcome the limitations of the existing algorithms.
The state of the art algorithms cannot handle multiple relationships types such as
unary relationships and associative entities with non-foreign key attributes. Our
proposed algorithm, FD2G, leverages the existence of functional dependencies
information inside the input relational database to automatically perform the
conversion to property graph databases. In addition, we updated the state of the
art algorithm, named R2G, to handle its limitations and be able to fairly compare
both algorithms performance. We evaluated FD2G against the updated R2G
algorithm where it efficiently and effectively outperformed the existing one.

Keywords: Graph databases � Relational models � Functional dependencies

1 Introduction

Social media applications nowadays result in an exponential growth of interconnected
data. Research studies [1, 2] have been conducted to convert relational databases to
graph databases to benefit from the efficiency of query processing when the data of
such applications is extensively connected. R2G algorithm [1] was proposed to convert
relational to graph databases, migrate the data and evaluate the relational queries over
the graph queries. Applying R2G algorithm to the same database provided in the
authors’ paper [1] resulted in a different output graph database.

In this paper, we modified R2G algorithm to reach the same output graph in paper
[1] to fairly compare our new proposed algorithm to the modified R2G algorithm.

Consequently, we propose a new algorithm for the conversion that takes into
consideration all the uncovered cases of R2G. Our proposed algorithm leverages the
information in the functional dependencies to generate a converted graph database that
has better performance in answering queries against the state of the art algorithms.

The rest of this paper is organized as follows: Sect. 2 presents the limitation in R2G
algorithm. Section 3 shows our updates in R2G algorithm. Our proposed algorithm is
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presented in Sect. 4. Section 5 evaluates the performance of the proposed algorithm
against the updated R2G algorithm. Finally, Sect. 6 concludes the paper.

2 Related Work

Existing researchers [1–3] studied the conversion of relational databases to graph
databases. One of the limitations of R2G algorithm [1, 2] is that unary relationships are
not covered. Using the schema graph, full schema paths are generated starting from
each source node until any sink node as denoted in R2G. Adding a unary relationship
to the schema graph will lead to an infinite number of schema paths since a cycle will
be created in the schema graph.

In addition, if the relational database has redundant attributes in one of the relations,
when the data is converted to graph database, data will be lost during the conversion
process. R2G creates a node type for each entity and inserts all related data inside it.
For instance, consider the database in Fig. 4, with orders and order items details, the
order will be added in one node and order items details will be replacing each other’s
values resulting in only one order item detail inside the node losing the data of the other
order items.

3 Updated R2G

After applying R2G algorithms as is to the input database mentioned in the R2G paper
[1], the result will be the output graph database in Fig. 1a which is not the same as the
one presented in the authors paper (here in Fig. 1b). Figure 1b is the correct one
according to the R2G authors, but the authors did not take into consideration the unary
relationships and we argue that it is not possible to generate such correct output without
handing the missing cases.

By comparing the two graphs a and b in Fig. 1, multiple differences are detected.
Number of nodes in Fig. 1a is larger than number of nodes in Fig. 1b. The reason for
that is properties are distributed over multiple nodes in Fig. 1a. However, in Fig. 1b all

Fig. 1. a - Output graph after applying R2G as is. b - Output graph in R2G presented in [1]
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properties are consolidated in one node. For instance, properties in node n1 of Fig. 1b
is distributed on nodes node1 and node3 in Fig. 1a.

Moreover, there exist differences in the number and types of edges between nodes.
For instance, Fig. 1a has 15 edges with 7 different types, while Fig. 1b has only 10
edges with 5 different types.

In addition, there is a conflict between case 4 and case 5 discussed in [1]. If the
current attribute is n2n and not visited before, both case 4 and case 5 can be applied but
each case will generate different number of nodes in the output graph.

Figure 2 presents the conditions of applying the new cases that were introduced to
reach to the output in Fig. 1b. The rest of the section illustrates the updates in details.

3.1 New: Case A

As presented in Fig. 2, this case applied if the current attribute Ai and the Ai+1 are not
visited. Current attribute should be n2n node and the primary key of Ai is visited
before. All nodes containing the primary key of the current attribute Ai should be
retrieved. These nodes will be updated by inserting the Ai data values as properties to
this node and Ai should be added to the visited list.

3.2 New: Case B

The conditions for Case 4 in R2G were divided into two conditions with two resulting
new cases (case B and case C).

Retrieve the primary key attribute for the current n2n attribute (Ai-pk). If Ai-pk was
not visited before, for each attribute value of the current attribute Ai, a new node should
be created and the attribute value will be added as a property to the created node.

Fig. 2. Conditions for applying updated R2G cases
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On the other hand, if Ai-pk was already visited, all nodes created or updated by Ai-pk

should be retrieved with their values (Ai-pk, V2). Since we are following foreign key
relations between Ai and Ai-pk, the nodes retrieved will be updated by adding the
attribute value of Ai (V1) as a new property (such that V1 = V2).

All nodes created or updated by the previous attribute Ai-1 should be retrieved
afterwards to check their data since Ai and Ai-1 are attributes of the same relation;
consequently, data of the same tuple are followed. A new edge should be created
between nodes containing Ai and nodes containing Ai-1 for each tuple. Finally, Ai will
be added to the visited list.

3.3 New: Case C

Retrieve all nodes created or updated by the previous attribute Ai-1. In case Ai-1 is an
n2n node, meaning that there is a foreign key relation between the current attribute Ai

and Ai-1, the nodes retrieved must be updated by inserting the current attribute values as
properties to these nodes. However, in case that there is no node containing the
attribute value for Ai-1, a new node will be created for each attribute values for Ai, and
the attribute value will be added as a property for the created nodes.

If Ai-1 is not an n2n node, and a foreign key relationship exists between a visited
n2n node AX (assume AX attribute value is V2) and Ai (assume Ai attribute value is
V1), The new property (Ai, V1) has to be added to the node that contains (AX, V2) such
that V1 = V2. If there is no satisfying now with that condition (V1 = V2), a new node
has to be created and the property (Ai, V1) should be inserted inside it.

Finally, a new edge between the nodes updated by the current attribute Ai and the
nodes created by the previous attribute Ai-1 should be created and Ai should be added to
the visited list.

3.4 Updated: Case 5

To apply this case, iterate on all nodes updated by the previous attribute Ai-1 and nodes
updated by the current attribute Ai. In case that the two attributes exist in two different
nodes, a new edge should be created between these two nodes. according to the foreign
relation that exists between Ai and Ai-1.

4 Fd2G Conversion Algorithm

The inputs of the FD2G algorithm are a relational database and a list of functional
dependencies (if exists) or generated automatically by the algorithm (if does not exist).
The output is property graph database model and migrated data.

FD2G main idea is to convert each functional dependency to a new node type and
all attributes for the functional dependency will be added as properties for this new
node type. Except when the functional dependency represents many-to-many rela-
tionship, it will be divided into two cases.
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Case 1: is applied when all attributes in the functional dependency are foreign keys.
Edges will be created between all the left-hand side attributes of the functional
dependency

Case 2: is applied when the functional dependency contains non-foreign keys
attributes. Edges will be created between all the left-hand side attributes of the func-
tional dependency and all right hand-side attributes will be added as properties to these
edges.

All other relationships in the input relational database will be simply converted to
edges between nodes.

Fig. 3. Algorithm 1 pseudocode

Fig. 4. a - Order store relational DB. b - Functional dependency for order store DB
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Consider the database in Fig. 4a and the functional dependencies in Fig. 4b, by
applying FD2G algorithm represented in Fig. 3, the output graph database contains six
different node types as presented in Fig. 5 with each node type in different color.

5 Experimental Results

The proposed algorithm FD2G was evaluated against the updated R2G algorithm. Both
algorithms were implemented using Java, SQL server and Neo4j database management
systems. Experiments were conducted on core i7-6700HQ, 2.60 GHZ running Win-
dows 7 with 8 GB of memory.

5.1 Datasets

Datasets in [1, 4, 5] were used in the evaluation. All the datasets are presented in in at
Fig. 6a with their characteristics as number of tables, tuples and relationships.

Fig. 5. Output graph database for order store database (Color figure online)

Fig. 6. Experimental results for comparing updated R2G with FD2G
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We excluded only Mondial dataset from datasets in [5], as there were no defined
foreign keys inside the database structure, which will make it hard to deduce the
relationships that FD2G needs in conversion.

5.2 Conversion Time

Conversion time of each dataset using the two algorithms is represented in Fig. 6b.
FD2G outperforms the updated R2G, as R2G algorithm depends on the full schema
paths generated from the relational database and hence the conversion process is
applied for each attribute separately. On the other hand, the FD2G algorithm conver-
sion process is applied for each functional dependency with all its attributes.

5.3 Query Processing Time

Query processing time was evaluated by applying the same set of queries presented in
Fig. 7 on the Wikipedia relational database. The results of processing the queries are
presented on the same figure. From the results, the transformed data using FD2G
algorithm is complete when mapping it with the relational results.

As presented in Fig. 6c most queries result in a better evaluation time using FD2G.
On the other hand, R2G graph database showed a better performance in two queries,
Q5 and Q15. From Fig. 7, both queries results in only one node in R2G while it results
in different number of rows and nodes in the relational database and FD2G. For
instance, Q5 results in 1800 nodes using FD2G and 1800 rows using the relational
database while only one node with updated R2G. This is because in the updated R2G
graph database, the page-link data is stored in the node that contains the page data.
Each new page-link data for the same page will replace the old page-link data resulting
in missing data and a wrong query output.

Fig. 7. Wikipedia queries used in testing phase
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When executing Q9 on the updated R2G graph database, the results could not be
retrieved due to the inability of R2G algorithm to handle large number of nodes, while
in FD2G database, the query was executed, and its result shows the whole graph that
represents the query result. Figure 6c shows the difference between the query pro-
cessing times of the 15 queries of Fig. 7.

6 Conclusion

In this paper, we proposed a new algorithm, FD2G, for converting and migrating a
relational database to a property graph database. Updates on the state of the art algo-
rithm, R2G, were also proposed to overcome its limitations. An evaluation of the
conversion on both algorithms showed that the new proposed algorithm FD2G out-
performed R2G in handling multiple relationships types such as unary relationships and
associative entities with non-foreign key attributes. Unlike R2G algorithm which loses
data during the conversion of an un-normalized relational database, FD2G normalizes
the relational database to third normal form first before the conversion process resulting
in a complete graph database without losing data. Moreover, processing query times
were evaluated showing that FD2G output graph model handles queries more effi-
ciently than R2G algorithm.
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Abstract. Attention-based deep learning network models have shown obvious
advantages on the sentence representation in many NLP tasks. While in the
answer selection domain, applying attention-based deep learning model to
capture complex semantic relations between question and answer is an extre-
mely challenging task. In this paper, instead of simply using max-pooling in the
pooling layer, we propose the two-level attentive pooling model which can
efficiently select several key and high semantic-related matching words in the
question-answer pair to improve the accuracy of answer selection. Specially, our
model is built on top of the hybrid network which includes GRU and CNN to
encode the complex sentence representation. The experimental evaluation on
two popular datasets shows that our model has the good effectiveness and
achieves the state-of-art performance in the answer selection task.

Keywords: Two-level attention pooling � Hybrid neural network
Answer selection � Deep learning

1 Introduction

Recently, deep neural networks have achieved great results in many NLP tasks due to
its ability to learn more abstract and advanced features [1]. Applying deep neural
networks to question-answer matching task has made great progress in recent years [2].
A robust semantic matching model of question-answer pair considers not only the
internal syntactic structure of a sentence but also some key words that have important
semantic features. A usual practice is to use the attentive model with considering the
interdependence between question-answer pair to achieve this target.

Inspired by the two-way attention mechanism [3], there are several attention models
[4, 5] aiming to learn a two-way soft alignment matrix between question-answer pair.
This matrix represents the similarity score between question-answer pair word-by-word
and then implements the max pooling (column & row) operation. However, this simple
pooling mechanism will lose some other important feature information by only
selecting the max value. Moreover, the max-pooling mechanism will lose the position
information of word order.

In order to obtain key segments to learn more composite features which can be
efficiently used to select the ground-truth answer and reduce the influence of noise
words, in this paper, we propose a two-level attentive pooling-way network model for

© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 361–368, 2018.
https://doi.org/10.1007/978-3-319-98812-2_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98812-2_32&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98812-2_32&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98812-2_32&amp;domain=pdf


the question-answer matching task. Instead of only utilizing the max-pooling, we use
the max-pooling at the first step and then use the max-K pooling at the second step to
select key matching words on the intermediate matrix. Furthermore, we also use the
pre-trained word vector to improve the final result. We mainly report experimental
results on the two different datasets: NLPCC-ICCPOL 2016 Shared Task on DBQA [6]
and Insurance QA [7]. The experimental results show that our model is better than the
strong baselines and achieves the state-of-art performance.

2 Two-Level Attentive Pooling Network Model

2.1 Word Embedding Construction

Given Q ¼ q1; q2; . . .; qL1f g and A ¼ a1; a2; . . .; aL2f g represent the words in the
question and answer, respectively. Then based on word2vec [8], the outputs are two
distributed matrices: Q 2 Rd�L1 for the question and A 2 Rd�L2 for the answer.

2.2 Bi-GRU Encoding and Convolution Encoding

In the first layer of our model, we adopt Bi-GRU [9] which utilizes both the previous
and future contexts by processing the sequence on two directions.

Given an input sequence X = {X1, …, XL}, Xt 2 Rd at the position of t. Then the
output of this layer is the concertation of both directions of hidden state as follows:

EðXÞ ¼ QðXÞjAðXÞ ð1Þ

Ht
�! ¼ GRU

���!ðEðXÞÞ ð2Þ

Ht
 � ¼ GRU

 ���ðEðXÞÞ ð3Þ

Ht ¼ Ht
�!jj Ht

 � ð4Þ

where “k” is the concatenation operation. We define N ¼ 2� h. Hence after computing
the hidden state Ht 2 Rh for each time step t, we generate the matrices Q 2 RN�L1 for
the questions and A 2 RN�L2 for the answers respectively. And the j-th column in Q and
A represents the corresponding j-th hidden state Hj computed by the Bi-GRU.

In the second layer of our model, we use CNNs [10] to obtain the local n-gram
coherence interacted with each other in the sentence. The convolutions structure
adopted in our model can be described as follows: (1) Firstly, given the words sequence
qgru ¼ fq1; q2; . . .qLg, qt 2 RN, we define a matrix S 2 RkN�L, where L is the sequence-
length. Then the m-th column of S, i.e. Sm 2 RkN, is the concatenation of a sequence of
k word-embedding centralized in the m-th word of qgru. In our model, the output of
convolution over the words sequence can be calculated as follows:
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G ¼ reluðWgcSþ bÞ ð5Þ

where relu(�) is the non-linearity activation function instead of tanh(�), b is the bias
vector and Wgc represents the weight matrix. (2) Secondly, we further get the feature
matrix G 2 RC�L in which each column contains the features extracted from k window-
size context of the words sequence, where C is the filter numbers in convolution and
k is hyper-parameter can be chosen on the validation set.

After the convolution, we can obtain the matrix Q 2 RC�L1 for questions and
A 2 RC�L2 for candidate answers respectively.

2.3 Two-Level Attentive Pooling Architecture

Inspired by the literature [3], we compute a soft alignment matrix D 2 RL1�L2 between
the question-answer pair by comparing each word in the sentence of question and
answer. In our model, we use a cosine distance function to compute D. Then we use the
first-level max-pooling [11] which only chooses the max matching degree of a row or
column in D between the question-answer pair. The max matching degree represents
the importance score for a k-size window context centralized the j-th word in one
sentence with regard to another entire sentence.

In the first step we adopt max-pooling on each row and column of D. And we can
obtain the pooled vectors for the question q 2 RL1 and the answer a 2 RL2. In order to
keep some main higher alignment words in a sentence which are dominantly contribute
to the final result and can reduce the influence of noisy words, we implement max-
K pooling over the first pooled vector q and a. We only select the key K words. We call
this pooling strategy as two-level attentive pooling network.

Then, we employ these K key word-segments as the input of next RNN layer to
encode the sequential words. In this layer, we use the GRU model. Differently from the
first Bi-GRU layer, we only select the last hidden state which contains all the previous
information as the representation of K key-matching words in the sentence. We denote
the output of feature vector from this RNN encoding layer of question and answer as Oq

and Oa, respectively. Before calculating the matching similarity, we execute the
dropout operation on the question and answer vector representation.

2.4 Final Feature Vector

After obtaining the last output from GRU model, we can use it to the main feature
words and compute the question-answer matching score. we follow the approach [12]
that define the similarity between the vectors Oq and Oa as follows:

simiðOq;OaÞ ¼ OT
qMOa ð6Þ

The matrix M transforms the candidate answer Oa to the closest input question Oq.
And then, we concatenate all the intermediate vectors, the question feature vector Oq,
the answer feature vector Oa and their matching score simi(Oq, Oa) into a single vector
X, and feed it to a fully connected hidden layer which allows for modeling interactions
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among the components of joint vector. Finally, we put the output of hidden layer into
the softmax layer as follows:

p ¼ softmaxðWhxþ bÞ ð7Þ

Specially, the model is trained to minimize the cross-entropy cost function:

Lost ¼ �
XN
i¼1
fyi log piþð1� yiÞ logð1� piÞg ð8Þ

where pi is the result of the logistic layer. We use the L2 norm regulation to avoid
overfitting in training.

Figure 1 illustrates the framework of our model.

3 Experimental Setup

3.1 Datasets

We conduct the experimental evaluation on two prevalent datasets: NLPCC-ICCPOL
2016 Shared Task on DBQA [6] and Insurance QA [7]. The good experimental results
on these two datasets demonstrate that the robustness and stability of our proposed
model.

Fig. 1. The two-level attentive pooling network model for answer selection task
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(1) NLPCC-ICCPOL 2016 Shared Task on DBQA: this dataset is divided into the
train set and the test set. The train set contains 181882 question-answer pairs and
8772 questions, and the test set contains 122531 question-answer pairs and 5997
questions. We first use an open-source participle tool pynlpir [13] segment each
whole sentence. After segmentation, we can find that the average length of
questions is less than 8, while the average length of answers is more than 90. In
the training, we split 0.1% of the train set as the validation set (dev) to tune hyper-
parameters.

(2) Insurance QA: it is a domain-specific answer selection dataset, hence the sentence
contains some domain-key words which may largely determine the right answer.
The vocabulary size of the Insurance QA is 22353. And the average length of
questions in this dataset is less than 20, while the average length of answers in this
dataset is more than 39.

The statistic of questions and answers on these two datasets is shown in Table 1.

3.2 Hybrid Network Setup

For the Chinese Open-Domain Question-Answering task dataset, we first use pynlpir to
segment the question and answer sentences respectively due to lacking of obvious
words boundaries of Chinese sentence, and then use the pre-trained word2vec to obtain
word embedding on Baidu Encyclopedia corpus. The pre-trained word embedding
used as the original input of neural network is very import to results.

In the training set, we remove those questions without any labeled correct answer
and then add wrong-answers which are randomly selected from answers-pool for
questions that only have one right answer. We also add the word overlap and tagging
feature into the dimension of our pre-train word vector. Moreover, we remove some
meaningless stop words. The word-vector size is set to 156. And the Adam algorithm is
used as the optimizer with the first momentum coefficient of 0.9 and the second
momentum coefficient of 0.99. The mini-batch size is set to 64 and we set the context
window-size k = 3, 4, 5 in the convolution layer with the filter number of 64. The
pooling K hyper parameter for this dataset is set to 6, which can achieve the best results
in our model.

For the Insurance QA dataset, the training data for the word embedding is a
Wikipedia corpus which contains 164 million question-answer pairs. In order to
compare with other existing models on this dataset, we set the vector-size to 100 and
set the mini-batch size to 20. Similar with [10], we set the size of candidate answers
pool to 100. The candidate answers pool includes ground-truth answers and randomly
selected negative answers for each question on the validation set and two test sets.

Table 1. The statistic of questions and answers in two datasets, L1 is the average length of
questions, L2 is the average length of answers

Datasets Train Dev Test L1 L2
Chinese DBQA 12887 1000 2 * 1800 7.16 94.6
Insurance QA 8772 1000 2779 19.65 39.1
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We also set the window-size k = 3, 4, 5 to extract different feature informations in the
convolution layer. The best hyper parameter of K is set to 5 for the attentive K-max
pooling, the hidden size of first Bi-GRU layer is set to 50, and the hidden size of second
GRU layer is also set to 50. All experiments are processed with the GPU on the server
with Cuda 7.5 driver supported by NVIDIA.

4 Experiments Results

4.1 The Chinese Open-Domain Question-Answering Task Dataset

The Chinese Open-Domain Question-Answering task can be regarded as a ranking
problem, and therefore we can utilize mean reciprocal rank (MRR) and mean average
precision (MAP) as the evaluation metrics. The experiment results are reported in
Table 2.

For comparisons, we report the performance on the baseline bag-of-words
(BOW) method which uses the idf-weighted sum of word vectors as the final feature
vectors to match the question and each of its candidate answers. To the best of
knowledge, the literature [14] is the best one among existing methods on the Chinese
Open-Domain Question-Answering task dataset used in the NLPCC-ICCPOL 2016
shared task.

In experiments, we can easily find that the BOW model cannot learn the deeper
features and has the worst experimental performance, and our model are better than the
CNN-based models and its variations in the literature [14]. Specially, from Table 2, we
can observe that attention-based deep learning models can obviously improve the
experimental results compared with separate deep neural networks. Moreover, different
values of the hyper-parameter K influence the experimental results on the test set. We
attempt to test different values of K and find that when K = 5 or 6 it has the best
performance and starts to drop when K > 6.

In addition, we can further find that our model which use two-level pooling (i.e.,
one is the max-pooling, another one is the max-K pooling) can efficiently select best
key words of semantic-similarity on question-answer pair as the final feature vectors
when there exists many unrelated words in Chinese sentences.

Table 2. Evaluation of different methods on the Chinese Open-Domain Question-Answering
task dataset

Method MRR MAP

Baseline Bag-of-words 30.22 30.56
Literature [14] CNN based 36.42 36.41

CNN + interact 59.21 59.14
CNN + interact + overlap 85.92 85.86
AP based-CNN 84.96 84.90

Our model Two attentive pooling + (K = 5) 85.34 85.94
Two attentive pooling + (K = 6) 86.01 85.80
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4.2 The Insurance QA Dataset

In Table 3, we present the experimental results for different models on the
Insurance QA dataset, and the results are evaluated by accuracy. The CNN-based
model proposed in [10] has no attention mechanism and its accuracy is inferior to the
LSTM-based model with attention mechanism [15] from question to answer. However,
all these two models perform much better than the traditional BOW model. The AP-
CNN and AP-BiLSTM models proposed in [11] use two-way attention to learn
semantic similarity between words for each question-answer pair, and hence perform
better than both of the CNN-based model and the LSTM-based model.

On the other hand, we can observe that our model are better than the AP-CNN and
AP-BiLSTM models. The main reason is that differenced with these two models, our
model has two-level pooling steps: (1) the first max-pooling step is to calculate the
semantics matching degree for a word in question with regard to the other word in
answer side by generating the alignment matrix D, and (2) the second max-K pooling
step mainly remove some noisy words and only keep the features of key words which
can determine the final result. Meanwhile, Table 3 indicates that adding the second
max-K attention pooling step can perform better than only one attention-pooling step
which is used in existing models.

5 Conclusions

In this paper, we propose the two-level attentive pooling network model on the
question-answer matching task. The model is built on top of the Bi-GRU and CNN
architectures. In the first step, we utilize the max-pooling to get the scoring vector.
Then in the second step, we use the max-K pooling for the pooled vector which is
obtained in the first step to remove noisy segments in a sentence. We conduct
experiments on the two different language datasets (i.e., Chinese and English). The
experimental results show that our model outperforms the strong baselines and
achieves the state of art performance.

Acknowledgment. This work is partially supported by the National Natural Science Foundation
of China (61772366), the Natural Science Foundation of Shanghai (17ZR1445900) and the
Fundamental Research Funds for the Central Universities.

Table 3. Evaluation of accuracy in the insurance QA dataset for different models

Method Dev Test1 Test2

Baseline Bag-of-words 31.9 32.1 32.2
Literature [14] CNN [10] 65.4 65.3 61.0

Attention-LSTM [3] 66.5 63.7 60.3
AP-CNN [11] 68.8 69.8 66.3
AP-BiLSTM [11] 68.4 71.7 66.4

Our model Two attentive pooling + (K = 5) 68.9 69.9 66.3
Two attentive pooling + (K = 6) 68.5 72.4 67.1
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Abstract. In this work, we are interested in ensemble methods for fuzzy rule-
based classification systems where the decisions of different classifiers are
combined to form the final classification model. We focus on ensemble methods
that cluster the set of attributes into subgroups and treat each subgroup sepa-
rately. This allows decomposing the learning problem into sub-problems of
lower complexity and obtaining more intelligible rules as their number and size
are smaller. In this paper, we study different methods that allow finding asso-
ciations between the attributes. In this context, SIFRA is an interesting attributes
regrouping method based on association rules concept. We compare SIFRA
with some other association methods and show, via a detailed analysis of
experimental results, that it is able to find interesting types of associations
including linear and non-linear ones. Moreover, it improves the system’s
accuracy and guarantees a smaller rules number compared to classical FRBCS.

Keywords: Attributes regrouping � Frequent itemsets mining
Associations measures � Correlation analysis � FRBCS � Ensemble methods

1 Introduction

Fuzzy Rule-Based Classification System (FRBCS) is a well-known and widely used
tool in supervised machine learning since it provides easily interpretable models using
linguistic if-then rules. In these systems, fuzzy rules are automatically generated from
numerical data [1, 2]. However, a large number of descriptive attributes can lead to the
explosion of the generated rules number. In this context, different works focused on
reducing the rules number and decreasing the system’s complexity. We mention, for
example, the rule selection [3, 4] and the feature selection approaches [5]. Another
interesting approach used to reduce the complexity of a FRBCS without excluding any
attribute is the attributes regrouping approach. It consists in decomposing the learning
problem into sub-problems with lower complexity [6]. In other words, the attributes of
the learning problem are regrouped into subgroups; and the attributes of each subgroup
are treated separately. This idea has been initially proposed in [6] in a non-fuzzy
context and then extended in [7] in the FRBCS context. In these works, the attributes
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regrouping method is performed by linear correlation research among the training set
elements. The drawback of these methods, such as SIFCO [7], is that they only search
for linear correlations between the attributes. However, different other types of
dependencies can exist (such as polynomial and curvilinear). Another method of
attributes regrouping, called SIFRA, was proposed in [8]. It used the association rules
concept, more precisely frequent itemsets mining. In [8], an evaluation of SIFRA in
terms of good classification rates has been made in comparison with the SIFCO method
[7]. However, no analysis of the types of detected associations has been made. In
addition, the results in [8] showed that the two methods gave similar results in almost
all the databases. We present in this paper an extended experimentation of SIFRA and
we make a detailed analysis of the results in order to show the goodness of SIFRA
compared to other fuzzy ensemble methods, such as SIFCO. Thus, we explore in
Sect. 2 different measures of associations proposed in the literature and present in
Sect. 3 the SIFRA method. A detailed analysis of the type of used data is performed in
Sect. 4 where we prove that SIFRA is more suitable for databases which don’t have
any linear correlations between the attributes. Finally, we analyze in Sect. 5 the
detected groups of attributes and the different types of associations found by SIFRA in
comparison with SIFCO.

2 Associations Between the Attributes in FRBCS

The attributes regrouping approach is based on ensembles of learning machines where
the decisions of different learners are combined to make the final decision. Taking into
account the opinions of several experts rather than one single opinion can improve the
performance of the overall system [9]. In this work, we focus on ensemble methods
where the information to be cluster concerns the attributes. These methods are espe-
cially useful for high dimensional databases. Random subspace [10] is one of the first
methods proposed to divide the set of attributes into subgroups where the attributes are
randomly selected. SIFCO is another ensemble method which uses the “Bravais-
Pearson” coefficient to detect the correlated attributes [7, 11]. Other measures of cor-
relations or associations can be used to detect the related attributes such as the Cramer’s
contingency coefficient which is based on the chi-square statistic or the Symmetrical
Uncertainty (SU) factor which measures the interaction between two nominal variables
[9]. Another interesting method for searching interactions between the attributes was
proposed in [8]. This method, called SIFRA, does not search for linear correlations or
any other specific form of dependencies but it rather searches for the subspaces having
many regions with high density of data.

3 SIFRA Method

SIFRA is an ensemble method that uses an attributes regrouping approach to construct
the related attributes groups and treats each group with a different classifier. Each
classifier generates his local rule base using the FRBCS learning method of [1]. Finally,
the generated local rule bases are combined to form the global rule base.
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The regrouping attributes phase of SIFRA is based on the Association Rules
(AR) concept, and precisely on Frequent Itemsets Mining. The SIFRA method consists
of three steps: (1) mining frequent itemsets, (2) detecting the associated attributes,
(3) selecting the final groups of attributes.

3.1 Mining Frequent Itemsets

Several mining frequent itemsets algorithms have been proposed in the literature such
as Apriori [12] and FP-Growth [13]. In [8], Apriori was applied as a well-known and
widely used algorithm. It generates frequent itemsets using their support values. We
remind that an itemset is frequent if its support is greater than a predefined threshold
minsupp. Since all the attributes are numerical in a FRBCS, they are split into intervals
using a regular discretization, and Apriori is performed on the obtained intervals.

3.2 Detection of the Associated Attributes

To find out if some attributes are associated or not, the associations between their
intervals are used. For that, an association grid that highlights the associations between
the intervals is defined. In this grid, each axis corresponds to one attribute and spells
out its intervals. Figure 1 shows an association grid concerning two attributes X1 and
X2. When two intervals are associated, the cell of the grid corresponding to their
intersection is colored in gray: this cell is called a linked region. A linked region is
characterized by the density of data that it contains. The definition of the association
degree b takes into account the number of linked regions as well as their densities.
A threshold bmin is defined and the groups whose degrees b are greater than bmin are
considered as related.

3.3 Selection of the Final Groups of Attributes

From the last step, all the groups of associated attributes are obtained. These groups are
of different sizes and can intersect each other. Besides, the attributes regrouping
approach aims to construct the groups in such a way that they form a partition of the
original attributes set [8]. For this reason, a selection process, based on the next two
criteria, was proposed in order to select the most interesting groups of attributes:

– The higher the degree b is, the stronger the relation between the attributes is.
– The groups with more attributes are preferred as they may improve the accuracy.

4 Performance Evaluation of the SIFRA Method

From the experimental tests of [8], we noticed that the classification results strongly
depend on the tested data. Thus, we propose to extend this experimentation to consider
more datasets and to study the data types: we intend to distinguish between databases
with linear correlation and databases with no linear correlations between the features.
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For that, we used RStudio1 software which presents the correlation matrix of a database
in a graphical way: the correlation degrees between the attributes are represented by
blue circles. The darker and larger the circle is, the more important the correlation is.
We chose 8 different databases2: Iris (which contains 4 attributes and 150 examples),
Wine (13 attributes and 178 examples), Vehicle (18 attributes and 846 examples),
Sonar (60 attributes and 208 examples), Glass (9 attributes and 214 examples), Dia-
betes (8 attributes and 768 examples), Heart-Statlog (13 attributes and 270 examples)
and Ecoli (7 attributes and 336 examples). Figure 2 shows some examples of graphical
correlation matrices. High linear correlations are detected for the dataset Vehicle
(Fig. 2a). However, we do not remark any important correlation for the Diabetes
dataset (Fig. 2b). Using these results, we distinguish two groups of data:

– In the first group, Iris, Wine, Vehicle and Sonar have high linear correlations.
– In the second group, the databases Glass, Diabetes, Heart-Statelog and Ecoli rep-

resent data with no linear correlations.

We compare SIFRA to other ensemble methods, namely Random Subspace [10]
and SIFCO [7]. We should notice that the choice of the method used to find interactions
between the attributes has a big impact on the classification task. We consider in this
paper the three measures of dependencies presented in Sect. 2: Pearson, Cramer and
SU measures. We run the random subspace method using WEKA software3. The other
methods were run using our own implementation. The two methods SIFCO and SIFRA
require the predefinition of some parameters (the correlation threshold, minsupp, bmin,
…). In this paper, we have chosen the values which gave the best results.

In Table 1, we present the correct classification rates followed by the number of
generated rules in brackets. For the random subspace method, WEKA does not provide
the rules number; only the classification rates are presented.

From Table 1, SIFRA and SIFCO considerably outperform Random subspace
method. In fact, Random subspace randomly generates the attributes groups while
SIFCO and SIFRA search for specific interactions between the attributes.

Fig. 1. An example of association grid

1 https://www.rstudio.com/products/RStudio/.
2 https://archive.ics.uci.edu/ml/datasets.html.
3 https://weka.wikispaces.com/Related+Projects.
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Regarding the three versions of SIFCO (using different association measures), we
notice that SU and Cramer’s measures improve the results only in the case of Iris
database. However, same or better results are obtained by Pearson’s coefficient in all
the remaining datasets. As a general conclusion, Bravais-Pearson seems to be better
than the Cramer’s and SU measures.

Compared to SIFCO, SIFRA almost gives better results except for the Sonar and
Iris databases. The same results are obtained by SIFCO and SIFRA in the case of Wine
database. For the Vehicle dataset, we observe a significant improvement of the clas-
sification rates with SIFRA. However, the rules number obtained by SIFRA is larger.
This can be explained by the detection of more subgroups containing more associated
attributes (see Table 2). Now, if we consider the second type of used data (data without
linear correlations), we remark that SIFRA outperforms SIFCO in all the cases. We also
find satisfying results for the rules number: approximately the same rules number as
SIFCO for almost all the datasets except Diabetes. These results confirm our hypothesis
that SIFRA is more interesting than SIFCO when applied to databases with no linear
correlations.

(a) Vehicle (b) Diabetes 

Fig. 2. Correlation matrices of some databases

Table 1. Comparison of the performance of SIFRA with other ensemble methods

Database Random subspace SIFCO
(Cramer’s coef.)

SIFCO
(SU factor)

SIFCO
(Pearson’s coef.)

SIFRA

Iris 68.66 97.33 (14) 98.0 (14) 96.0 (18) 97.33 (14)
Wine 93.25 98.87 (38) 98.87 (38) 98.87 (38) 98.87 (38)
Vehicle 54.96 60.28 (102) 55.43 (62) 60.99 (126) 67.73 (217)
Sonar - 66.34 (81) 66.34 (81) 70.19 (68) 66.35 (78)
Glass 52.80 60.75 (21) 60.75 (21) 60.75 (21) 62.15 (22)
Diabètes 63.93 71.48 (21) 71.48 (21) 71.48 (21) 76.30 (36)
Heart-s 76.66 68.88 (18) 68.88 (18) 70.74 (18) 77.40 (14)
Ecoli 48.51 53.57 (16) 55.95 (18) 55.95 (18) 63.98 (18)
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5 Analysis of the Associations Detected by SIFRA and SIFCO

In this section, we make a detailed analysis of the different associations and groups of
attributes detected by SIFRA in comparison with SIFCO. We remind that SIFCO uses
the linear correlation method and SIFRA uses the AR concept.

5.1 Analysis of the Groups of Attributes

In Table 2, we present the groups of attributes detected by SIFCO and SIFRA. The
attributes are presented using numerical symbols in order to simplify the notation
(symbol 1 refers to the attribute X1 in the corresponding database). Table 2 shows that
SIFCO and SIFRA provide the same groups of attributes in the case of Wine, that’s
why the same classification rates are found in Table 1. For the Iris database, the group
{3, 4} was detected by the two methods, besides SIFCO associated the attributes 3 and
4 with the attribute 1. In the case of Vehicle, the two methods have detected different
groups of attributes. Furthermore, some of the associations were found by both of the
two methods, as the associations {9, 11} and {3, 8, 12}. For Sonar database, SIFCO
and SIFRA gave totally different groups of attributes.

In the last four databases (with no linear correlations), SIFCO does not find any
association between the attributes: each attribute is considered as independent. This is
expected since SIFCO searches only for linear correlations.

As conclusion, the experimental results confirm the hypothesis that SIFRA is more
interesting than SIFCO when applied to databases with no linear correlations. SIFCO is
not able to construct any group of attributes for that type of data. Nevertheless, SIFRA
is able to detect different types of associations, including the linear correlations. In the
next paragraph, we propose to analyze the shape of associations discovered by SIFRA
to better understand what type of associations it searches for.

5.2 Analysis of the Types of Associations

RStudio gives a graphical representation of the data distribution between each pair of
attributes. Using these graphics, we can observe the dependencies shapes and we may
make an empirical analysis of the types of detected associations. We have analyzed all
the groups of attributes obtained by the two methods SIFCO and SIFRA. We present in
Fig. 3 some associations discovered by SIFCO only. Figure 4 contains the associations
obtained by both SIFCO and SIFRA. Finally, Fig. 5 represents some examples of the
associations found by SIFRA only. Each graphic in the figures represents the data
distribution according to two attributes.

We observe that most of the associations discovered by SIFCO are linear corre-
lations. Nevertheless, SIFCO has also detected some non-linear correlations as in
Figs. 3c and 4c, which is unexpected since SIFCO is supposed to search only for linear
correlations. It has been mentioned in [11] that the Pearson’s coefficient is not so robust
and that it can sometimes reveal non-linear correlations and considers them as linear.
We see from Fig. 4 that linear correlations were also detected by SIFRA. Furthermore,
SIFRA is able to find other types of associations (see Fig. 5).
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The graphics (a), (b) and (c) from Fig. 5 represent a high concentration of the data
in a region of the pattern space. Other types of non-linear and non-monotonic asso-
ciations are shown in graphics (d) and (e). Finally, a constant function between two
attributes is also considered as an association in SIFRA (see graphics (f)). The
experimental results show that SIFRA detects different types of dependencies including
the linear and non-linear correlations. In fact, it does not search for a specific form of
dependency, but focuses on the concentration of data in some regions of the pattern
space.

Table 2. Comparison of the groups of attributes obtained by SIFRA and SIFCO

Database Groups of attributes detected by SIFCO Groups of attributes detected by SIFRA

Iris {2}, {1, 3, 4} {1}, {2}, {3, 4}
Wine {1}, {2}, {3}, {4}, …, {12}, {13} {1}, {2}, {3}, {4}, …, {12}, {13}
Vehicle {1}, {2, 10, 13}, {3, 7, 8, 9, 11, 12}, {4},

{5}, {6}, {14}, {15}, {16}, {17}, {18}
{2, 5, 6, 9, 11, 14}, {4, 18}, {7, 17},
{13}, {3, 8, 12}, {15}, {16}, {1}, {10}

Sonar {1}, {2}, {3}, …, {14}, {15, 16}, {17,
18}, {19}, {20, 21}, {22}, …, {60}

{1}, {2, 3, 4, 60}, {5}, {6}, {7}, {8},
…, {50}, {51, 52}, {53}, …, {60}

Glass {1}, {2}, {3}, … {8}, {9} {2, 3, 6, 8}, {5, 7, 9}, {1, 4}
Diabètes {1}, {2}, {3}, {4}, {5}, {6}, {7}, {8} {4, 5, 8}, {1, 2, 6}, {3, 7}
Heart-
Statlog

{1}, {2}, {3}, {4}, {5}, {6}, {7}, {8},
{9}, {10}, {11}, {12}, {13}

{1}, {2, 13}, {3, 9}, {5}, {4, 7}, {6},
{8}, {10}, {11}, {12}

Ecoli {1}, {2}, {3}, {4}, {5}, {6}, {7} {1, 3, 4, 5}, {2, 7}, {6}

(a) : Association {2, 10} in Vehicle (b): Association {15, 16} in Sonar (c): Association {7, 8} in Vehicle

Fig. 3. Associations detected by SIFCO

(a) : Association {3, 4} in Iris (b) : Association {3, 8} in Vehicle (c) : Association {3, 12} in Vehicle

Fig. 4. Associations detected by SIFCO and SIFRA
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6 Conclusion

In this paper, we focused on SIFRA, an original method for attributes regrouping based
on Association Rules concept, and particularly, on Frequent Itemsets Mining. Exper-
imental tests were performed on different databases and have led to very satisfactory
results, especially in the case of data with no linear correlations. SIFRA has the interest
of identifying different types of associations between the attributes other than linear
correlations. It does not search for a special form of dependency, but it rather detects
the concentration of data in some regions of the pattern space. As a perspective, we
envisage to study the relationship between the threshold values (minsupp and bmin) and
the data characteristics. It is also interesting to use a method to automatically choose the
appropriate values of these thresholds. In addition, a regular discretization was used at
the attributes regrouping phase; it would be interesting to use other methods of dis-
cretization, such as supervised discretization.
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Abstract. We revisit the use of Genetic Programming (GP) to learn ranking
functions in the context of web documents, by adding linking information. Our
results show that GP can cope with larger sets of features as well as bigger
document collections, obtaining small improvements over the state-of-the-art of
GP learned functions applied to web search.

1 Introduction

Searching is still the most common task over the Web. Nevertheless, retrieving all the
desired information and only it, with a high accuracy degree, is still a challenge, even
for the most popular web search engines like Baidu, Bing, Google, or Yandex. From the
user’s point of view, the key component of a search engine is a ranking algorithm that
orders the results by the perceived relevance of documents to the user query.

In Information Retrieval (IR), the Web Ranking Problem [2] is formally defined as
follows. Given a query Q and a collection of web documents D, which maybe HTML
pages, textual data or other web data formats, find an ordering for the top k most
relevant documents from D based on the relevance score between each document and
the query Q. This relevance score is obtained through a similarity model that can
compare documents and/or queries. For example, one of the most popular models for
textual documents is the so-called vector-based model [2]. The vector-based model is
an algebraic model that represents documents and queries in terms of vectors where
each dimension weight represents a keyword, using the cosine distance to measure
similarity. One of the most used weight schemes is the so-called term frequency –

inverse document frequency (tf.idf). The rationale is that most frequent terms in a
document are also the most significant because they tend to be relevant for the doc-
ument’s content. On the contrary, terms that occur in too many different documents are
less relevant to discriminate among documents. Hence, the keywords that have high
value in both factors are the most discriminative ones. A very popular variant of the
tf.idf scheme is the OkapiBM25 ranking function [11], which, due to its good
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performance, it is applied to many real-life applications and is commonly used as basic
baseline ranking.

In the specific context of web documents, content is semi-structured, hence ranking
methods also include functions based on links among HTML pages, such as PageRank
[5]. Another key component of web search ranking is usage data in the form of clicks.
Trying to combine all these variables within the core layer of a meaningful ranking
function is not trivial. Hence, the most used technique is called learning to rank. In this
approach, machine learning is used to learn the ranking with either manually labeled
training data or usage data (or both). Although this technique is effective, the actual
ranking function is buried in the algorithm itself. An alternative, explored little, that
allows learning the ranking function, is to use Genetic Programming (GP) [3] applied
to text documents [10], web documents [1], web advertisement [9], web users’ feed-
backs [14] or question answering systems [15]. In this paper, we revisit and reengineer
this idea, experimentally assessing GP to learn a ranking function in the context of
searching web documents adding link features, which implies more features and larger
collections.

GP was initially proposed to solve specific search and optimization problems in a
wide number of application scenarios. Starting from an input population of individuals,
a GP algorithm performs a fully-parallel search within the space of solutions. Indi-
viduals (i.e., solutions) of a population that seems suitable to solve the problem, given a
certain fitness function, are selected and combined to generate a new population (or
new generation). This new population is evaluated again, repeating the process until a
stable state is reached, i.e., until there are no significant improvements for the best
solutions, or until a fixed number of iterations have been performed.

Following previous work, we model individuals as ranking functions and we
exploit GP to compose new ranking functions, leading to our CombGenRank
approach. In each iteration, ranking functions are evaluated based on their ranking
performance against a given web document collection and with respect to queries from
an apriori-known training set. One key difference of our work with respect to previous
work, is that in the context of web documents, not only content features are used, but
also link features, and can easily be extended to add usage features. Hence, finding a
good function is more difficult and is not clear if GP can cope with the increased
complexity of the ranking problem. Our results show that GP can cope with more
features obtaining small improvements over previous results.

2 Background

In GP, when functions are used, individuals are represented as tress and the three
classical genetic operators, i.e. mutation, crossover and selection, are implemented in
terms of tree-like operations (e.g., [1, 7, 9, 12]).

Hence, a ranking function in our case is represented as a tree where each node
models a genetic operator or a genetic operand. For instance, Fig. 1 depicts the tree
representation of a well-known variant of term frequency:
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f t; dð Þ ¼ log2
N � Nt þ 0:5ð Þ

Nt þ 0:5

where N models the total number of documents in the document collection and Nt is the
number of documents in the target collection that contain the term t of the input query.

To measure the quality of search results, several performance metrics for ranking
functions are available. For instance, precision-at-document-n [2] is widely considered
as one of the best metrics for the Web, since evaluates the interaction of web user with
the first n web pages of the result (typically n is 10), as this is the dominant behavior of
web users. However, authors in [6] argue that precision-at-document-n is an unstable
metrics and demonstrate that MAP [2] is instead a stable metrics that is also suitable to
more general IR application scenarios. MAP is computed on top of a given set of input
queries, by means of the Average Precision (PAVG) associated to each query in the
input set. Basically, the PAVG associated to a query is given by the sum of the
precisions of the query for each relevant document retrieved by executing the query,
with respect to the total number of documents that are relevant to the query. This
definition allows us to assign precision equal to 0 to those documents that are relevant
for the query but not retrieved by executing the query itself. Formally, given a query
Q and the set of documents D retrieved by executing Q over the target collection, the
PAVG of Q, denoted by PAVG(Q), is computed as follows:

PAVG Qð Þ ¼
P Dj j

i¼1 r dið Þ �
Pi

j¼1
r djð Þ
i

� �� �

QRel

where: (i) r(di) 2 {0,1} is a parameter equal to 1 if the document di is relevant for Q,
otherwise it is 0; (ii) |D| is the total number of documents that are retrieved by Q; and
(iii) Qrel is the total number of documents that are relevant for Q.

Fig. 1. Example of the representation of a ranking function.
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Given a set of queries W, MAP is defined as follows:

MAP ¼
XW

i¼1

PAVG Qið Þ
Wj j ð1Þ

3 CombGenRank: GP Applied to Ranking Web Documents

In CombGenRank, each individual is a ranking function and it is based on the
following steps:

1. an initial generation of M-2 random individuals are generated plus two standard
baseline ranking functions, namely OkapiBM25 and PageRank;

2. for each ranking function (i.e., individual), the MAP-based fitness value over the
training set is computed (see Eq. 1);

3. the top-k individuals having the best fitness are selected and transferred to the next
generation based on the so-called elitism concept (e.g., [4]);

4. a new generation of individuals is obtained by randomly applying genetic operators
over the current generation;

5. the process above is re-iterated until G generations are obtained and assessed;
6. the best individuals of each generation are assessed against the evaluation set, and

their MAP values are stored; and
7. the top-k individuals are finally returned, by both considering ranking performance

on the training set and the evaluation set, respectively.

The elitism criterion applied during the selection operation prevents from losing the
best individual at the next generation. Without loss of generality, it should be noted that
this approach finally allows us to determine the ranking function with the best per-
formance (with respect to the training set) at the last generation.

The CombGenRank algorithm also returns the results on the top-k functions
learned during the training phase such that it exposes the best behavior during the
evaluation phase. This allows us to avoid selecting functions that over-fit the training
set. To this end, we adopted the following formula proposed in [9]:

scorei ¼ avgi � r avgið Þ

such that: (i) scorei models the score computed for the individual i; (ii) avgi models the
average performance of the individual i by considering its performance against the
training set and the evaluation set, respectively; and (iii) r(avgi) is the corresponding
standard deviation.

Regarding content-oriented parameters, they are the same of the OkapiBM25
ranking functions: (i) N: total number of web documents in the collection; (ii) Nt:
document frequency – it models the total number of documents that contain the term t;
(iii) Tftd: term’s frequency in the document – it models the total number of occurrences
of the term in the document; (iv) Tftq: term’s frequency in the query: – it models the
total number of occurrences of the term in the query; and (v) Td: text’s length: – it
models the total number of terms, including possible duplicates.
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Regarding link-oriented parameters, we considered those parameters that typically
characterize link quality in web document: (i) In_Links: the total number of inbound
links to the web document; (ii) Out_Links: the total number of outbound links in the
web document; and (iii) the Pagerank value of the target web page, which is computed
according to the original Brin-and-Page’s formula in [5], with dumping factor equal to
0.85 and 40 iterations, as argued in [8].

To build ranking functions, both content-oriented and link-oriented parameters are
combined by means of the following constant values and arithmetic/functional oper-
ators: (i) constant values: we used 100 constants, denoted by R1, R2, …, R100, such
that each constant Rj store a random value selected from the interval [0:100]; (ii)
arithmetic operators: +, −, *, �; and (iii) five functional operators: ln|x|, log2|x|, min,
max, and √|x|. It should be note that the usage of the absolute value in the functional
operators is due to the need for avoiding numerical overflows.

When randomly building the first generation, if the number of operands in a certain
function is much greater than the number of operators, we would obtain individuals that
are “poorly functional”. Therefore, to alleviate this problem, the probability of selecting
an operator is 3 times greater than the probability of selecting an operand or a constant.
In addition to this, to avoid obtaining functions that are too deep (hence syntactically
complex), the probability of selecting an operand decreases as the current number of
levels of the tree increases.

Finally, the baseline ranking functions that we use, are especially important during
the building of the first generation, to populate it with as many variants of them as
possible (of course, the process is later iterated in future generations).

4 Experimental Assessment

In this Section, we provide a preliminary experimental assessment and analysis of
CombGenRank in comparison with state-of-the-art techniques, using the well-known
WT10G collection. WT10G is a sub-set of the famous WebTREC collection, which has
been built to simulate the Web’s behavior and that contains more than 1.6 millions web
pages, with 311 terms per document in average. For queries, we used TREC 9 topics
451–500 for training and 501–550 for evaluation. Queries with few than five relevant
documents were discarded and we also removed stop-words, obtaining 43 and 45
cleaned queries, respectively.

To assess the performance of CombGenRank, we compared its performance
against four ranking techniques: (i) OkapiBM25 [11], (ii) PageRank [3], (iii) CCA [1],
and (iv) FanGP [5] (which is an improved version of OkapiBM25). CCA has been
implemented via the standard-function blocks reported in [1]. Recall that OkapiBM25
and PageRank are the starting points for our approach and hence we expect to improve
upon them. On the other hand, CCA and FanGP are the state of the art using the GP
approach for web documents.

For the experiments, we use the following probabilities for the genetic operators
during the evolutionary process: 0.9 for crossover, 0.05 for mutation, and 0.05 for
selection. Regarding the generation of another function, the probability of selecting an
operator was set to 0.6, whereas the probability of selecting an operand was set to 0.2.
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Finally, we setM = 100 individuals for each generation, k = 10 for the elite (10%), and
G = 100 for the number of iterations of our algorithm.

Our experimental methodology comprises 10 runs of the CombGenRank algo-
rithm. For each experimental run, we store the results of the top-10 functions,
according to the MAP metrics (see Eq. (1)). Following [12], we split the set of queries
to obtain one sub-set of queries to be used during the training phase and another sub-set
of queries to be used during the evaluation phase.

Table 1 shows the results of the top-10 functions for the WT10G collection, by
reporting the percentage improvements ofCombGenRank over (i) OkapiBM25 against
both, the training set and the evaluation set, and (ii) FanGP against the evaluation set.

Figure 2 shows the precision/recall analysis for WT10G of the best ranking
function learned by CombGenRank and the comparison approaches. Figure 3 shows
the same experimental pattern on the well-known WBR99 collection. These “global”
precision and recall associated to the best ranking function have been computed by
averaging precisions and recalls computed over each query of the evaluation set.

Table 1. CombGenRank performance for WT10G.

MAP improvements of top-10 functions on
WT10G
# Training (%) Evaluation (%) FanGP (%)

1 +39,35 +15,39 +2.85
2 +39,33 +15,39 +2.85
3 +38,69 +15,26 +2.75
4 +37,06 +15,23 +2.72
5 +36,70 +14,26 +1.75
6 +35,06 +13,78 +1.27
7 +35,06 +13,77 +1.26
8 +35,06 +13,77 +1.26
9 +35,06 +13,77 +1.26
10 +35,08 +13,77 +1.26

Fig. 2. Precision/Recall analysis for WT10G.
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Figure 4 shows the MAP values with respect to the evolution of generations for the
running experimental setting over the collection WT10G, while Fig. 5 focuses on the
collection WBR99, respectively, for the best ranking function learned by Comb-
GenRank and comparison approaches. For each generation, the average MAP value
computed on top of the MAP values retrieved from all the runs with that generation has
been reported.

Fig. 3. Precision/Recall analysis for WBR99.

Fig. 4. MAP behavior with respect to Generations over WT10G.

Fig. 5. MAP behavior with respect to Generations over WBR99.
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5 Conclusions and Future Work

Our results show that GP might be a viable technique to rank web documents. The
main advantage of this technique is that provides interpretability of the results as we
can analyze the best ranking functions found. Therefore, this technique can also be
used for feature engineering. On the other hand, we need to do further experiments with
more relevance features (e.g., include usage data) and larger document collections to
assess the real scalability of this technique. In addition, further comparisons with the
best learning to rank techniques are needed, studying the sensitivity of all the
parameters of our approach as well as including other evaluation measures such as
nDCG [2]. On a larger vision, future work will focus the attention on extending our
technique to make it compliant with novel requirements dictated by emerging big data
trends (e.g., [13]).

From the analysis of results, it immediately follows the poor performance of
PageRank, as also demonstrated in [8]. This because a function that makes use of link-
oriented parameters only cannot take advantages from the content information, as it
happened for the successful OkapiBM25. Thanks to the proposed CombGenRank
approach, instead, which combines content-oriented and link-oriented parameters, we
observed significant performance improvements, with an average value equal to
+35.00% over OkapiBM25 against the training set, an average value equal to +15.00%
over OkapiBM25 against the evaluation set, and an average value equal to +2.85%
over FanGP against the evaluation set, respectively.

Learned ranking functions expose a heterogeneous form, as they contain a full
combination of all content-oriented and link-oriented parameters, still confirming that
both classes of parameters are necessary in order to obtain good performance.
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Abstract. Unrestricted availability of the datasets is important for the
researchers to evaluate their strategies to solve the research problems.
While publicly releasing the datasets, it is equally important to protect
the privacy of the respective data owners. Synthetic datasets that pre-
serve the utility while protecting the privacy of the data owners stands
as a midway.

There are two ways to synthetically generate the data. Firstly, one can
generate a fully synthetic dataset by subsampling it from a synthetically
generated population. This technique is known as fully synthetic dataset
generation. Secondly, one can generate a partially synthetic dataset by
synthesizing the values of sensitive attributes. This technique is known as
partially synthetic dataset generation. The datasets generated by these
two techniques vary in their utilities as well as in their risks of disclo-
sure.

We perform a comparative study of these techniques with the use
of different dataset synthesisers such as linear regression, decision tree,
random forest and neural network. We evaluate the effectiveness of these
techniques towards the amounts of utility that they preserve and the risks
of disclosure that they suffer. We find decision tree to be an efficient and
a competitively effective dataset synthesiser.

Keywords: Synthetic datasets · Risk of disclosure · Privacy · Utility

1 Introduction

On one hand, the philosophy of open data dictates that if the valuable datasets
are made publicly available, the problems can be crowdsourced in the expecta-
tion to obtain the best possible solution. On the other hand, business organi-
zations have their concerns regarding the public release of the datasets which
may lead to the breach of private and sensitive information of stakeholders. In
order to mitigate the risk of a confidentiality breach, agencies employ different
techniques such as reordering or recoding of sensitive variables, shuffling values
among different records. In spite of these efforts by agencies, we have examples
of confidentiality breaches [11,20] in anonymised datasets.

Fully synthetic datasets proposed by Rubin [18] and partially synthetic
datasets proposed by Little [9] bridge the gap between utility and privacy. They
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use multiple imputation, a technique used for repopulating the missing values in a
dataset, to generate synthetic records which preserve relationships in the popula-
tion. Following up on these works of multiple imputation, Reiter et al. [1,7,14,16]
use different machine learning tools to generate synthetic datasets. These works
treat values of synthetically generated attributes as missing values that are gen-
erated using models such as Decision Trees, Random Forest, Support Vector
Machine, etc.

In this work, we comparatively evaluate fully synthetic dataset generation
and partially synthetic dataset generation using different dataset synthesisers:
namely linear regression, decision tree, random forest and neural network. We
comparatively evaluate effectiveness, as utility preservation and risk of disclo-
sure, and efficiency of the synthetic dataset generation techniques.

Given the tradeoff between the efficiency and effectiveness, we observe that
decision trees are not only efficient but also competitively effective compared to
other dataset synthesisers.

The extended version of this paper is available at [2].

2 Related Work

Synthetic dataset generation work stems from the early works of data imputa-
tion to fill in the missing values in the surveys [17]. In [18], Rubin proposes a
procedure to generate fully synthetic dataset that uses multiple imputation tech-
nique to synthetically generates values for a set of attributes for all datapoints
in the dataset. Although it is advantageous to synthetically generate values for
all datapoints, it is not always a necessity. Partially synthetic datasets, pro-
posed by Little [9], are generated by synthetically generating the values of the
attributes that are sensitive to public disclosure. Various dataset synthesisers
such as decision tree [1,3,16] have been used to generate fully and partially
synthetic datasets.

Drechsler et al. [7] have performed an empirical comparative study between
different dataset synthesisers. Comparison between fully and partially synthetic
datasets can be found in [5]. Recently, Nowok et al. [12] have created an R pack-
age, synthpop, which provides basic functionalities to generate synthetic datasets
and perform statistical evaluation.

The effectiveness of the synthetic dataset lies in the amount of utility it
retains from the original dataset. Most of the works [1,7,14,16] use statistical
methods of estimation for the evaluation of utility. They use estimators of mean
and variance to calculate confidence intervals. Regression analyses are used to
test whether the relationships among different variables are preserved. Aside
from these analysis specific measures, Woo et al. [21] and Karr et al. [8] have
proposed global measures such as Kullback-Leibler (KL) divergence, extension
of propensity score and cluster analysis measure.

One of the prime motivations behind publicly releasing synthetic dataset
instead of original datasets is to maintain the privacy of the data owners.
In [15], Reiter introduces formalism to calculate risk of disclosure in synthet-
ically generated datasets using multiple imputation. The same formalism has
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been used in [7,16] to evaluate the risk of disclosure. For further details, readers
are requested to refer to [4].

In this work, we comparatively evaluate efficiency and effectiveness of fully
and partially synthetic dataset generation techniques using different dataset syn-
thesisers including neural network.

3 Synthetic Dataset Generation Using Multiple
Imputation

Multiple Imputation. Consider a dataset of size n sampled from a popula-
tion of size N . Let Ynobs denote subset of attributes in the dataset whose values
are either missing for some datapoints or sensitive towards the public disclo-
sure. Rubin [17] proposes to synthetically generate values for Ynobs given the
knowledge of rest of the attributes in the dataset, say Yobs.

Let M be a dataset synthesiser that generates values for an attribute Yi given
the information about rest of the attributes, denoted as Y−i. With the help of
M, an imputer independently synthesises values of Ynobs m times and releases
m synthetic datasets D = {D1,D2, . . . ,Dm}.

In order to synthesise multiple sensitive attributes, we follow the procedure
presented in [3]. It defines an order on the attributes that are to be synthesised.
Values of the first attribute are synthesised by training the dataset synthesiser on
the original dataset. For any later attributes, the dataset synthesiser is trained on
the dataset with synthetic values of the attributes preceding it. Interested readers
can refer to [16] for a detailed discussion on choosing the order of synthesis.

The reason behind releasing m different datasets and combining estimators
on each dataset is two folds. Firstly, there is randomness in the dataset due to
sampling from the population. Secondly, there is randomness in the dataset due
to imputed values. In order two capture these variabilities, framework of multiple
imputation proposes the release of m datasets.

Fully Synthetic Dataset Generation. Consider a dataset of size n sampled
from a population of size N . Suppose that an imputer knows the values of a set
of variables X for the entire population and values for rest of the variables, Y ,
only for a selected small sample. Let Yinc and Yexc denote values of variables
which are included in the sample and excluded from the sample respectively.
The imputer synthetically generates values of Yexc using a dataset synthesizer
M trained on Yinc and X. This synthesis is equivalent to performing multiple
imputation with Yexc as Ynobs and Yinc as Yobs. Publicly released datasets, D,
comprise of m samples selected synthetically generated population. In order to
statistically estimate an attribute Q, we use the estimators of mean and variance
presented in [14].

Theoretically, fully synthetic datasets provides 100% guarantee against the
disclosure of value of sensitive attribute [18]. Since n << N , it is less probable to
have record from the original sample in the final dataset. Final datasets are sam-
pled from synthetic population datasets in which N −n records are synthetically
generated.
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Partially Synthetic Dataset Generation. Let S be a dataset of size n sam-
pled from a population of size N . In order to protect the sensitive information,
an imputer decides to alter values of a set of attributes, Y , for a subset of dat-
apoints in S. Let Z be a binary vector of size n. Zi takes value one if Y values
of the ith datapoint are to be synthetically generated and Zi takes value zero if
values of Y attributes are not be altered.

Let Ysyn = {Yi|∀i, Zi = 1} and Yorg = {Yi|∀iZi = 0}. We generate m
partially synthetic datasets by multiple imputation. In this case, Ysyn are the
datapoints, with missing values, that we synthetically generate by training a
dataset synthesiser on the available data, i.e Yorg. This synthesis is equivalent
to performing multiple imputation with Ysyn as Ynobs and Yorg as Yobs. Pub-
licly released datasets, D, comprise of m datasets sampled from the population
wherein values of attributes in Y are synthetically generated, as specified by Z,
for each of the dataset. In order to statistically estimate an attribute Q, we use
the estimators of mean and variance presented in [13].

Dataset Synthesisers. Now, we discuss different dataset synthesisers namely
linear regression, decision tree, random forest and neural network.

We use linear regression [10] as a baseline dataset synthesiser. In order to
synthesise every attribute Yi in a dataset, we learn the parameters of the regres-
sion model using the dataset with attributes in Y−i. We generate values for Yi by
sampling from a Gaussian distribution with a constant variance and the mean
as determined parameters of regression.

We adopt the technique, proposed by Reiter [16], that uses classification
and regression tree [10] to generate partially synthetic datasets. The procedure
starts with building a decision tree using the values of the attributes that are
available in the dataset Y−i. In order to synthesise the value of an attribute
Yi for a datapoint j, we trace down the tree using the known attributes of j
until we reach the leaf node. Let Lj be the set of values of Yi in the leaf node.
For a categorical attribute Yi, Reiter proposes Bayesian bootstrap sampling to
choose m different values. For a continuous attribute Yi, we fit a kernel density
estimator over the values in Lj and sample m values from the estimate.

We adopt the technique, proposed by Caiola et al. [1], that uses random
forest [10] to generate partially synthetic datasets. In order to synthesise values
for a certain attribute Yi, they train a fixed number decision trees on random
samples of training dataset Y−i. For a categorical attribute, the collection of
results from constituent decision tree forms a multinomial distribution. m values
are sampled from this distribution as the synthetic values for Yi. For a continuous
attribute, they propose use of a kernel density estimator over the results from
decision trees and sample values from the estimator.

We use neural network [10] that learns an abstract function mapping an
input to the corresponding output as a data synthesiser. If we consider K-class
classification problem, the output layer of a neural network comprises of K
nodes, with each node representing the probability of the respective class being
the output of the model. We treat every attribute as a categorical variable. In
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order to synthesise value of an attribute Yi, we train a neural network using
features in Y−i. We sample a value for attribute Yi using the output layer as a
multinomial distribution.

4 Empirical Evaluation

4.1 Dataset and Experimental Setup

We conduct experiments on a microdata sample of US Census in 2000 provided
by IPUMS International [19]. Following the approach presented in [7] to consider
the records of the heads of households, we consider the records of 316,276 heads
of households as the population.

All programs are run on Linux machine with quad core 2.40 GHz Intel R© Core
i7TMprocessor with 8 GB memory. The machine is equipped with two Nvidia
GTX 1080 GPUs. Python R© 2.7.6 is used as the scripting language.

4.2 Metrics for Evaluation

The utility of generated dataset needs to be evaluated at two different levels.
Firstly, we need to evaluate differences between the distribution of values of orig-
inal attribute and synthetically generated attributes. Secondly, we need to eval-
uate the difference between the quality of a statistical estimator for an attribute
on synthetic dataset and original data.

In order to evaluate the first level utility, we calculate the similarity between
the overall distribution of values of an attribute by calculating normalised KL-
divergence between the distribution of values of the attribute in population and
the distribution of the same attribute in synthetically generated dataset. In
order to evaluate the second level utility, we use the overlap [8] between 95%
confidence intervals of an statistical estimator that are obtained using original
dataset and synthetically generated dataset. If the intervals are similar to each
other, synthetic dataset generation procedure preserves the utility. Therefore,
maximum extent of overlap, which is 1, implies preservation of the utility.

We follow the procedure in Reiter [6,14] to estimate the risk of disclosure in
the synthetically generated dataset. We assume that the intruder has complete
information about an auxiliary variable, say region of birth, which is not a sen-
sitive variable. Let t be a vector of information possessed by an intruder. For
every datapoint j in the dataset, the intruder calculates the probability of the
datapoint j being the record of interest.

The intruder selects datapoints with maximum probability value. This pro-
cess is repeated for every target datapoint in t. In order to evaluate the risk of
disclosure, we calculate true match rate (True MR) and false match rate (False
MR) as defined in [6,14]. Smaller the true match rate, better is the performance
of a dataset synthesiser.
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4.3 Evaluation

The process starts by drawing 1% sample from the population, which we treat as
the original dataset. We synthetically generate values for two attributes: income
and age, in the same order. We generate five synthetic datasets for each original
dataset. We repeat this procedure for 500 original datasets and mean of various
metrics over 500 iterations is reported. In order to generate partially synthetic
datasets, we need to define the cutoffs for the values of attribute that determine
quantify the sensitivity of the attribute towards disclosure. We consider data-
points that have more than 70, 000$ income value and less than 26 age value to
be the ones with sensitive information.

Utility evaluation results for the age attribute for partially synthetic datasets
and fully synthetic datasets are presented in Tables 1 and 2 respectively. We
observe that although two techniques show comparable values of synthetic
means, the technique of partially synthetic dataset generation shows greater
extent of the overlap. Partially synthetic dataset generation does not replace
all values of the attributes in the sample. Therefore, we observe higher overlap
for partially synthetic datasets. We also observe a large deviation in the sample
mean of from its original mean in case of linear regression. Linear regression in
the absence of any regularization suffers from overfitting [10]. Due to the order
of synthesis, linear regression model is fit on the synthetically generated values
of income while synthesising value for age. Thus, it overfits the synthetic data
and fails to capture exact distribution of values in the original dataset. Decision
tree and other models are not prone to overfitting the training dataset and hence
do not show such a degradation in utility. We also conduct similar evaluation
for the income attribute that we present in the long version of this paper [2].

Table 1. Evaluation of utility for partially synthetic datasets generated using different
dataset synthesisers.

Dataset synthesisers Original sample
mean

Partially synthetic dataset

Synthetic mean Overlap Norm KL div.

Linear regression 49.83 24.69 0.50 0.55

Decision tree 49.83 49.83 0.90 0.56

Random forest 49.82 49.74 0.95 0.56

Neural network 49.87 49.78 0.90 0.56

In order to evaluate the risk of disclosure, we require a scenario. We assume
that an intruder is interested in people who are born in US and have income
more than 250, 000$. All these people are the targets of the intruder. Intruder
tries to match every single target with the records in the released datasets. We
consider two records perfectly match if the people representing the records are
born in US, they have income more than 250, 000$ and the age of the person in
dataset in within the tolerance of 2 compared to target person.
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Table 2. Evaluation of utility for fully synthetic datasets generate using different
dataset synthesisers.

Dataset synthesisers Original sample
mean

Fully synthetic dataset

Synthetic mean Overlap Norm KL div.

Linear regression 49.83 −192.21 0.50 0.56

Decision tree 49.83 49.83 0.56 0.56

Random forest 49.82 46.25 0.68 0.57

Neural network 49.76 54.32 0.75 0.99

Two cases arise in the evaluation. For a given target, the intruder may or may
not know if the target person is included in the released sample. We observe that,
in the case when the intruder does not have certainty about inclusion of target
in the sample, risk of disclosure is the least. In most of the cases, the targets
might not be present in the released sample which leads to true match rate of
0. Observing the results for the case when a target is present in the sample, we
see that neural network comparatively offer better performance than rest of the
dataset synthesisers (Table 3).

Table 3. Evaluation of risk of disclosure for different dataset synthesisers

Dataset synthesiser Target is in the sample Target may be in the sample

True MR False MR True MR False MR

Linear regression 0.06 0.82 0.00 0.00

Decision tree 0.18 0.68 0.00 0.99

Random forest 0.35 0.50 0.00 0.99

Neural network 0.03 0.92 0.00 0.99

We present the results of comparative efficiency of both these techniques
using different dataset synthesisers in Table 4. We observe that the neural net-
work achieve the low risk of disclosure at the cost of a higher running time than
the time taken by linear regression or decision trees.

Table 4. Efficiency: each cell shows the running time required, in seconds, to generate
five synthetic datasets.

Dataset synthesiser Partially synthetic
dataset generation

Fully synthetic dataset
generation

Linear regression 0.040 0.068

Decision tree 0.048 0.533

Random forest 3.350 103.543

Neural network 0.510 55.26
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5 Conclusion and Future Works

In this work, we comparatively evaluate fully and partially synthetic dataset
generation techniques using different dataset synthesisers, namely linear regres-
sion, decision tree, random forest and neural network. We comparatively eval-
uate effectiveness, in terms of utility preservation and risk of disclosure, and
efficiency of these techniques. The analysis shows that decision trees stand as
a good dataset synthesiser given its high effectiveness compared to other data
synthesisers. This observation agrees with the result in [7].

We use a well-structured dataset in this work. Many real-world datasets do
not have a well defined structure. For instance, the social network datasets or
the datasets generated from the readings collected by sensors. As a future work,
we want to explore how synthetic dataset generation techniques can be adopted
for such non-structured or semi-structured datasets.
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Abstract. This paper focuses on quantifying the effect of rainfall and tem-
perature intensities on urban traffic characteristics at peak and off-peak periods
respectively using traffic data from Greater Manchester, UK, as case study.
Three broader issues are addressed: (1) the impact of rainfall on urban traffic;
(2) the impact of rainfall intensity on traffic flow parameters at peak and off-peak
periods respectively; (3) the impact of atmospheric temperature level on peak
and off-peak urban traffic. Our contribution arises both from the combination of
factors included in the study as well as distinct analyses of peak and off-peak
traffic data. This is the first study undertaken in a real urban environment with
reduced operating speed (30 mph), and can provide urban traffic policymakers
with crucial information that can be used to modify or develop traffic planning
decisions in order to maximize traffic network utilization.

Keywords: Traffic analytics � Traffic data analysis � Data science

1 Introduction

Over the years, it has been identified that harsh weather can considerably affect traffic
flow parameters by influencing driving behaviour, travel demand, travel mode, safety,
as well as traffic flow characteristics [1–5]. In terms of traffic operation, rain conditions
reduce traffic capacity and operating speeds, thereby increasing congestion and road
network productivity loss. The incorporation of weather-related data for traffic man-
agement enables a clear understanding of the dynamics of traffic flow modeling,
especially in geographical locations with the tendency of severe weather conditions.
Despite the vastness of studies investigating whether weather affects traffic, there is still
a dire need to quantify the impact of weather conditions on traffic operation within
urban road networks. The limitation in understanding the direct impact on traffic by
weather conditions minimizes the potential for transportation policymakers to capi-
talize on additional intelligence provided by weather-related data sources in order to
develop improved traffic management strategies. This leaves the presence of a number
of gaps or opportunities for new and exciting research within this area.
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One of the main limitations addressed by this study is the fact that only few studies
have investigated the impact of weather conditions on urban traffic. This is possibly
because urban links are shorter in length, usually have lower speed limits, and have more
interrupted traffic [6]. Secondly, peak and off-peak periods should be considered during
these weather-traffic analyses. Policymakers can benefit more from a deeper under-
standing of the effects of weather conditions on peak and off-peak periods, leading to
better planning decisions or traffic control modifications that will be applied to effec-
tively control traffic congestion. This research differs from existing studies by focusing
on weather impact on urban traffic rather than freeway/motorway/highway traffic.

The remainder of this paper is organised as follows. Section 2 presents related
studies, while the Methodology and Data are presented in Sect. 3. The results are
presented and discussed in Sect. 4. The final section presents the conclusion and future
research opportunities.

2 Related Work

Many studies have attempted to investigate the relationship between weather and
traffic. For instance, Jones and Goolsby [7] reported a 14% reduction in operating
speed during rainfall. Smith and Byrne [8] observed that light rain decreased capacity
by 4 to 10%, while heavy rain caused a reduction in the range of 25 to 30%. Ibrahim
and Hall [9] performed a regression analysis and found out that light rain caused a
reduction of about 1.1 mph in operating speeds during free-flowing conditions, 4 to
8 mph in congested conditions, and 8 to 10 mph in capacity conditions. Mahmassani
and Dong [10] showed that adverse weather can affect traffic by increasing demand, as
well as shifting peak-hour demand. Similarly, Wang and Yamamoto [11] observed a
reduction in operating speeds to about 6 to 8% during heavy rainfall and that the
magnitude of the weather impact was dependent on road network characteristics, such
as number of lanes and size of road. Other studies claim that rainfall intensity is what
negatively affects the traffic speed [2, 6, 8, 12].

A step in the right direction would be the analysis of the impacts of weather on
traffic within an urban setting, as opposed to the vast majority of studies that consider
congested/uncongested freeway traffic [3, 9, 13–16]. In addition to this, identifying
how the traffic is impacted at peak and off-peak times provides valuable additional
information to policymakers, for developing improved traffic management policies.

3 Methodology and Data

The traffic data used within this study was provided by the Transport for Greater
Manchester (TfGM) and comprised observations of average speed, flow, density, and
travel time. The data was collected using a combination of Inductive Loop Devices
(ILD) and Bluetooth sensors on an urban arterial road (Chester Road - A56) in Stretford,
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Greater Manchester, UK, as depicted in Fig. 1. This represents an ideal characteristic of
serving as a conduit from a residential area to the city centre. Landmark locations around
are the Old Trafford Stadium (Manchester United) in addition to other leisure points like
shopping malls, clubs, restaurants, etc. The study period spans from 1 January 2014 to
31 December 2014. The study area has a speed limit of 30 mph.

The weather data obtained during the study period comprised aggregated hourly
observations of temperature (°C) and precipitation (mm). The rainfall was categorized
as None, Light (<0.5 mm), Moderate (0:5 mm\r\4:0 mm), and Heavy (r[ 4:0 mmÞ
as stated in the SYNOP FM-12 weather equipment. The weather data was obtained
from the Centre for Atmospheric Studies (CAS), University of Manchester. The
weather stations are located within a 3-mile radius of the study area. Holidays and
weekends were excluded from the analysis, as these would have presented significantly
differing traffic patterns to the daily peak and off-peak patterns used within this study.
The workdays were further sub-categorized into peak and off-peak hours. The peak
hours were identified by performing descriptive statistics on the data, which revealed
the peak hours (excluding outliers) to be 08:00, 09:00, 10:00, 17:00, 18:00 and 19:00.

4 Results

Speed-density-volume (V-K-Q) plots for peak and off-peak hours were produced,
which are presented in Fig. 2. This was compared to existing traffic stream models in
the literature [17] and agreed with the Greenshields traffic stream model. Table 1
presents the descriptive statistics for the traffic dataset. All the tables also present the
Standard Deviation (SD), Standard Error (SE), Degree of Freedom (df) and Mean
Square (MS) for the respective groups. As shown in Table 1, all p-values are statis-
tically significant at the 0.05 level, implying that the null hypothesis cannot be rejected.

Fig. 1. Map of study area (Source: Google Maps)
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Also, the average speed at off-peak periods is higher than that of the peak periods,
which makes sense and shows the level of traffic congestion during peak hours.

Summarily, there is a 35% reduction in average speed during peak periods, an
increase of 157.5% and 154% for volume and density respectively. This represents a
significant increase in traffic congestion during peak periods.

4.1 Precipitation

Table 2 displays the descriptive statistics and single factor ANOVA for the groups of
rainfall intensities during peak periods. As can be seen from the table, there is a sig-
nificant difference ðp\0:05Þ between all the rainfall intensities and traffic flow char-
acteristics (i.e. speed, volume, and density). What stands out in the table is that heavy
rainfall negatively impacted average operating speeds by 9:74%, equivalent to a 2–
3 mph average speed reduction. More specifically, average speeds were reduced by
2:61% and 9:74% during moderate and heavy rainfall respectively.

4.2 Temperature

The temperature observations were classified as Freezing (below 5 °C), Cold (between
5 °C and 10 °C), Normal (from 10 to 15 °C), Warm (between 15 °C and 20 °C), and
Hot (above 20 °C). Tables 3 and 4 present the descriptive statistics for the respective
groups, at off-peak and peak periods respectively. In Table 4, there is a clear trend of
increase in volume with temperature at peak periods. However, average speed is reduced
by 36.5% at hot temperatures, which translates to a speed reduction of 5–6 mph. Hot

Fig. 2. V-K-Q relationships for peak and off-peak periods
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Table 1. Speed-volume-density descriptive statistics at peak and off-peak periods

DESCRIPTIVES ANOVA
Section N Mean SD SE Max Compari

son
df MS F p-value F crit

Speed
(Off
Peak)

4301 26.8 4.18 0.06 35.6 Between
Groups

1 110143.
26

5961.16 0* 3.84

Speed
(Peak)

1771 17.4 4.57 0.11 34.8 Within
Groups

6070 18.48

Total 6072 17.5 4.59 0.26 35.6 Total 6071
Volume
(Off
Peak)

4301 431 349 5.32 1209 Between
Groups

1 5781615
28

6063.47 0* 3.84

Volume
(Peak)

1771 1110 177 4.22 1762 Within
Groups

6070 95351.6
6

Total 6072 628 396 4.23 1762 Total 6071
Density
(Off
Peak)

4301 26.8 24.6 0.38 193.7 Between
Groups

1 2294876 3554.32 0* 3.84

Density
(Peak)

1771 69.6 24.6 0.65 262 Within
Groups

6070 645.66

Total 6072 35.4 29.2 0.31 262 Total 6071

*The mean difference is significant at the 0.05 level.

Table 2. V-K-Q descriptive statistics by rainfall intensity for peak periods

DESCRIPTIVES ANOVA
Section Intensity N Mean SD SE Max Comparison df MS F p-value F crit
Speed
(mph)

None 1276 17.25 4.61 0.13 34.8 Between Groups 3 71.362 3.36 0.02* 2.6

Light 399 17.98 4.45 0.21 34.7 Within Groups 1514 21.254
Moderate 89 16.8 4.24 0.8 25.2
Heavy 7 15.57 2.55 0.96 17.8

Total 1771 17.06 4.6 0.26 34.8 Total 1770
Volume
(veh/hr)

None 1276 1117 179.5 5.02 1762 Between Groups 3 84426.30 2.69 0.05 2.6

Light 399 1089 173.9 8.70 1558 Within Groups 1767 31388.54
Moderate 89 1102 156.7 16.55 1453
Heavy 7 1059 193.9 73.29 1283

Total 1771 1005 264.3 6.78 1762 Total 1770
Density
(veh/mi)

None 1276 70.62 27.5 0.77 262 Between Groups 3 2027.3 2.74 0.04* 2.6

Light 399 67.22 28.04 1.4 220 Within Groups 1767 741.12
Moderate 89 65.54 19.03 2.02 146
Heavy 7 57.41 9.62 364 72.9

Total 1771 63.08 28.76 0.74 262 Total 1770

*The mean difference is significant at the 0.05 level.

Table 3. V-K-Q descriptive statistics by rainfall intensity for off-peak periods

*The mean difference is significant at the 0.05 level.
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temperatures also resulted in 6.6% more traffic volume. Summarily, at peak hours,
higher temperatures produced a corresponding increase in density and volumes, and a
significant reduction in traffic speed. Table 3 shows that higher temperature consistently
drove down the traffic volume and density, with hot temperatures exceeding 20 °C
resulting in a 36.8% reduction in traffic volume. Conversely, higher temperatures
resulted in greater average speeds to the tune of 15.7% at hot temperatures. As can be
seen from Table 5, all traffic flow parameters are statistically significant at the 0.05 level,
implying that there is a relationship between temperature and traffic flow parameters.

4.3 Comparison and Discussion with Respect to Other Studies

Over the past decades, many studies have investigated the speed-flow-density rela-
tionships under rainy conditions and such studies also revealed that rainfall intensities
have differing impacts on traffic flow parameters [2, 8, 13, 17–22]. The summary of the
result of this comparison is presented in Table 6. A total of ten studies were compared.
A quick look at Table 6 shows variation in the reduction of speeds across the studies,
which is attributable to the differences in the weather, traffic speeds, driving behaviour,
etc.

Most studies report that light rain has the smallest impact on traffic, which supports
the notion that intensity matters when considering the impact of rainfall on traffic. In
addition, studies reported that temperature had a near negligible impact on traffic speed
[6, 13], although the reverse was the case in this study. This is arguably attributed to the
fact that the studies compared in Table 6 were all freeways/motorways, and thereby
would be affected differently by temperature levels. However, as Tables 4 and 5 show,
there is a significant relationship between temperature level and traffic flow parameters
and the impacts vary at peak and off-peak periods. As previously stated, this is the first

Table 4. V-K-Q descriptive statistics by temperature intensity for off-peak periods

*The mean difference is significant at the 0.05 level.

404 A. Essien et al.



study that considers urban city traffic (i.e. speeds at 30 mph), as opposed to other
studies analyzing freeway, highway or urban freeway traffic. For instance, although [6]
claim the study to be carried out in urban traffic, in reality it has been conducted on an
urban motorway (given the speed limit of 70 mph). Furthermore, this study also cat-
egorized the traffic into peak and off-peak periods, enabling a proper understanding and
appreciation of the traffic state.

Table 5. V-K-Q descriptive statistics by temperature intensity for peak periods

*The mean difference is significant at the 0.05 level.

Table 6. Comparison of changes in operating speeds from several studies

Source (year) Road
Type

Location Speed
Limit
(mph)

Intensity Impact on Speed %

Rainfall Temperature
Peak O-Peak N/S Peak O-Peak N/S

Ibrahim and Hall
(1994)

Freeway Mississauga,
Ontario, USA

62 Light -12.9 N/A
Heavy -9.7 N/A

Kyte et al., (2001) Freeway Idaho, USA 70 Light -13.6 N/A
Heavy -13.6 N/A

Smith et al., (2004) Freeway Virginia, USA 62 Light -6.5 N/A
Heavy -6.5 N/A

Maze et al., (2005) Freeway Iowa, USA 70 Light -2 -1
Medium -4 -1
Heavy -6 -2

Agarwal et al., (2006) Freeway Minnesota,
USA

70 Light/Warm -2.5 -1.5
Heavy/Cold -7 -3.6

Unrau and Andrey
(2006)

Urban
Expressw
ay

55 Light -10 N/A
Medium -10 N/A
Heavy -10 N/A

Rakha et al., (2008) Freeway Multiple, USA 87 Light -3.6 N/A
Heavy -9 N/A

Billiot et al., (2009) Motorwa
y

France 80 Light -8 N/A
Heavy -12.6 N/A

Tsapakis et al., (2013) Urban London, UK 70 Light -2.1 -1.9
Medium -3.8 -3.2
Heavy -6 -3.2

This study (2018) Urban
Arterial

Manchester,
UK

30 Light/Cold +4.2 -4.9 -4.12 +5.1

Moderate/Normal -2.6 -5.5 -18.7 +14
Heavy/Warm -9.7 +11.4 -28.2 +19.2
Hot Temp N/A N/A -26.7 +18.7
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5 Conclusion

This study has quantified the effect of weather conditions on traffic flow characteristics.
It contributes to the understanding of how different rainfall intensities and temperature
affect urban traffic. The key insight derived from this study is that rainfall actually
affects urban traffic, but is dependent on the intensity, and peak/off-peak hours. Light
rainfall had no impact on traffic (Table 2). However, average speed reduces with
Moderate and Heavy rainfall by 2.6% and 9.7% respectively. The results are however
different for off-peak periods, as can be seen from Table 3. Tables 4 and 5 present the
off-peak/peak descriptive statistics respectively. This research provides policymakers
with additional information towards developing effective traffic management solutions
to improve congestion. Further research work will investigate the effect of weather-
related data on weekends and holidays, and use of a larger dataset spanning 4 or more
years that guarantee an even distribution of rainfall and temperature values enabling
increases in results accuracy.
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Abstract. Large-scale demographic datasets with spatial information
provide a rich platform for human development research. Much emphasis
is often placed on understanding deviations from dataset-level behavior
across demographic attributes within spatially coherent regions, since
those could point to a local condition worth addressing through regional
policies, or at the other extreme, a less known success story that offers
new learnings. Inspired by such scenarios, we build upon domain knowl-
edge from HDR to devise an interestingness scoring for spatial regions
and formulate the computational task of interesting spatial region iden-
tification. Accordingly, we develop a taxonomic organization of spatial
regions and formulate bounds on interestingness scores, which are then
leveraged to develop an efficient technique to address the task. Our search
method is empirically evaluated over two real-world datasets, and is seen
to record orders of magnitude of response time improvements over region
enumeration. The absolute response times and the memory overheads of
our approach are seen to be within highly desirable ranges, establishing
the effectiveness of our solution for the task.

1 Introduction

Human development research (HDR) studies often target to draw insights from
existence and non-existence of correlations between attributes of interest, as
observed within a dataset. Recent efforts on collecting large general-purpose (sec-
ondary) datasets involving hours of interaction with each individual/household
such as the Indian Human Development Survey (IHDS [2]) capture a wide vari-
ety of attributes and provide a platform for accelerating human development
research through leveraging data science technologies. The IHDS dataset has
been used for widely varying kinds of analysis of inter-attribute correlations;
these include studying the relationship between height and cognitive achievement
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in children [7] and studies involving relationship between energy access and
poverty [4].

In a collaborative research project bringing together researchers from both
data analytics and social sciences, we explore how data analytics can enable
accelerate progress on HDR. Our intent is to develop efficient methods for
exploratory data analytics tailored towards zeroing in on spatial regions and
inter-attribute correlations that may be, prima facie, worthy of deeper study
using conventional social science methods.

Fig. 1. Example for interesting region identification

Example: Consider a spatial dataset that is gridded into a 4× 4 grid in Fig. 1.
Within each grid cell, there could be one or more attribute pairs that exhibit a
different trend than what is observed across the dataset. From a computational
perspective, we are interested only in the set of such attribute pairs and not on
actual attributes involved in the pair; accordingly, we use a boolean feature to
denote each distinct attribute pair. The boolean feature is only shown in such
regions where they are ‘true’ (i.e., deviant behavior is observed). Thus, the top-
left grid cell in the dataset in Fig. 1 has recorded local behavioral deviations in
three attribute pairs, denoted by A, F and G; on the other hand, the top right
cell does not contain any local (statistically significant) behavioral deviations in
any attribute pairs under consideration. Figures 1(a), (b) and (c) denote different
spatial regions, indicated by shading, which could be candidates for interesting
spatial regions; we limit our study to rectangular regions in this paper. The
region in Fig. 1(a), while being a large region, has just one attribute pair, A,
that is present in all regions; thus, while scoring well on the region size, it fares
poorly on the number of attribute-pairs on which the component cells deviate
together. Figure 1(b), on the other hand, fares poorly on the size of the region,
while exhibiting coherent deviations across four attribute-pairs, A, B, C and D.
Figure 1(c) is somewhat mid-way between the two earlier cases, with the region
being sizeable enough, and there being three attribute-pairs, A, B and C, on
which the component cells record similar deviations. In particular, it presents
a trade-off between region size and deviation behavior, and is intuitively more
desirable than the two extremes in terms of region interestingness.

Our Contributions: In this paper, we translate the aforementioned fac-
tors that characterize a family of HDR questions into a simple formulation of
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interestingness for spatial regions. We then outline the computational problem
of identifying the top interesting regions along with deviations that make the
region interesting. We restrict our attention to rectangular regions regions in a
gridded dataset, rectangular shapes being a simple and first step to ensure spatial
coherence. We develop a method for efficient identification of top-k interesting
regions, and illustrate that our method is able to achieve very fast response
times for reasonably large datasets. The efficiency of our method as well as the
effectiveness of our formulation advances the state-of-the-art in data analytics
methods suitable for accelerating HDR.

2 Related Work

Single Type of Spatial Attributes: Research into identifying regions of inter-
est based on a single type of boolean spatial attribute has been extensively
explored both within the statistical community (e.g., SaTScan [5]) as well as
the data mining community [8]. This has been the mainstream research direc-
tion in spatial interesting region detection. The broad framework is that there is
a type of boolean attribute of interest, such as whether or not a geographically
mapped person has a particular disease, and regions of interest are defined as
those that are large enough while also exhibiting an unusually high or unusually
low incidence of the disease. The different methods differ in terms of the kind of
shapes, viz., circles, ellipses or arbitrary shapes, of regions that they are able to
identify. To position this against our method, one could consider each boolean
feature in our setting as a spatial attribute type; in our example in Fig. 1, the
boolean feature type L is true only in one cell, whereas A is true in nine cells
in our sixteen dimensional grid. Within that analogy, our task may obviously
be seen to be targeting the identification of regions based on a different form of
unusualness - viz., high frequency - of a plurality of binary feature types.

Variants: While single binary spatial attribute type has largely been the target
of attention, there has been work on looking at variations of the problem. [9]
extends the task definition to encompass two spatial attribute types. Another
work, [6], shifts the focus from discovering regions to discovering attribute pairs,
and seeks to identify attribute pairs that are unusually correlated spatially across
the dataset. [3] extends the discovery process from attribute-pairs to attribute-
sets and is particularly targeted at continuous attributes. It intends to dis-
cover spatial regions where sets of attributes together exhibit extreme values;
an example output could be [R, {A ↑, B ↓, C ↑}] indicating that a spatial region
described by R has been found with an unusually high values of attribute A
and C along with unusually low values of attribute B. Unlike [3] that focuses on
approximating interestingness estimates computed over continuous attributes,
we look at exact interestingness scoring over a dataset involving plurality of
binary attributes. Some more variants of interesting spatial region discovery are
covered in a survey [1].
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3 Task Definition and Interestingness Scoring

Overview: Our overall task of interest may be seen as comprising two phases:
(i) identifying, for each grid cell, the set of attribute pairs that deviate from the
global behavior to arrive at a spatial dataset (e.g., Fig. 1 ignoring the shading)
with boolean features (each denoting a distinct pair of HDR attributes), followed
by (ii) identifying interesting spatial regions within that dataset along with a
set of boolean features that characterize the region. We will consistently use the
term features to refer to the boolean features, each of which stand for a pair of
HDR-relevant demographic attributes. Since the focus of this paper is on the
second phase, we now formally layout the task definition for that.

Task Definition: Consider a two-dimensional grid G of size p×q; we will use G
to refer to any grid cell within G, and Gij to refer to the grid cell at the ith row
and jth column. In enumerating rows and columns, we start from the top and
left; thus, the top-left grid cell is G00. The set of binary features that appear in
(i.e., are true in) cell G will be denoted as GF . We now define a candidate spatial
region as a 2-tuple, C = [Gij , Gi′j′ ], where the region C encompasses all cells in
the rectangular region with Gij as the top-left cell, and Gi′j′ as the bottom-right
cell; i′ ≥ i and j′ ≥ j hold. We use Cells(C) as a shorthand to denote all cells
within the region. As an example, the region in Fig. 1(a) would be [G00, G22].We
now define CF , the set of boolean features that characterize C, as an intersection
of the boolean features across all cells within C, i.e., CF = ∩G∈Cells(C) GF .

Our task of identifying interesting spatial regions is that of identifying the
top-k spatial regions that score highest on an interestingness score I(C), among
all possible spatial regions within the grid G.

Interestingness of a Spatial Region: We now describe the interesting-
ness quantification for our task. As outlined in the introduction, we would
like the interestingness score, I(C) to be directly related to both (i) |CF |, and
(ii) |Cells(C)|. Additionally, to ensure that CF captures most behavioral devia-
tions within the grid cells in C, we would like to additionally ensure that most
GF for cells within C have a high overlap with CF . We are now ready to outline
our function:

I(C) = Σ
G∈Cells(C)

|CF |
|GF | (1)

In short, our notion of interestingness computes, for every cell, G in C, the
fraction of items in GF that form part of each and every cell in the region (since
CF is computed as the intersection), and adds up the cell-specific terms across
all cells in C. The existence of a term for each cell ensures the preference for
larger regions, whereas the construction of CF as the intersection ensures that
large regions are considered only if there is enough overlap on their features. The
interestingness of the rectangular regions from Fig. 1 is tabulated in Table 1.



412 C. Duffy et al.

Table 1. Interestingness of Rectangular Regions from Fig. 1

Region C CF Score computation I(C)

Figure 1(a) [G00, G22] {A} 1
3

+ 1
4

+ 1
4

+ 1
3

+ 1
3

+ 1
4

+ 1
3

+ 1
4

+ 1
4

2.57

Figure 1(b) [G21, G22] {A,B,C,D} 1 + 1 2.00

Figure 1(c) [G10, G21] {A,B,C} 1 + 1 + 1 + 3
4

3.75

4 Our Method

A brute force search enumerating all rectangular regions is quadratic on both
the height and width of the grid, and thus is quartic on the grid edge size for
square grids. In this section, we describe a search method for interesting region
identification that estimates upper bounds on interestingness scores for partially
seen regions, and employs early pruning of regions towards achieving much faster
turnaround times for the task.

4.1 Phase One: From HDR Attributes to Binary Features

While there could be a variety of ways to identify attribute-pairs that exposit a
different behavior in a grid cell as against their relationship in the entire dataset,
we adopt a simple chi-square1 test to arrive at the determination. In particular,
we identify, for every grid cell, the set of attribute-pairs that exhibit a statistically
significant relationship. From among those attribute-pairs, we exclude those that
have a statistically significant relationship across the entire dataset, thus arriving
at the set of attribute-pairs that exhibit deviant behavior in the grid-cell when
contrasted against their dataset behavior.

4.2 Phase Two: Fast Identification of Interesting Spatial Regions

Hierarchical Organization of Spatial Regions. We first organize the space
of all spatial regions in a structured fashion; within this structure, each region
[Gij , Gi′j′ ] appears at a taxonomy of regions rooted at the single cell region
corresponding to the top-left cell, i.e., [Gij , Gij ]. We allow for three kinds of
‘expansions’ to form the taxonomy, defined as follows:

– Downward Expansion (D): A downward expansion extends a region down-
ward, i.e., from [Gij , Gi′j′ ] to [Gij , G(i′+1)′j′ ]. The latter region contains addi-
tional row of (j′ − j + 1) cells as against the former.

– Rightward Expansion (R): [Gij , Gi′j′ ] → [Gij , Gi′(j′+1)]
– Right-Down Expansion (RD): [Gij , Gi′j′ ] → [Gij , G(i′+1)(j′+1)]

1 https://en.wikipedia.org/wiki/Chi-squared test.

https://en.wikipedia.org/wiki/Chi-squared_test
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Fig. 2. Partial taxonomy rooted at [G00, G00] illustrating expansion types.

A partial view of the taxonomy rooted at [G00, G00] appears in Fig. 2, each
node accompanied by an illustration of the spatial region it covers.

Restrictions on Expansions: If any sequence of R, D and RD expansions
are allowed, a region may be encountered through multiple routes. We would
like to avoid this for efficient search, and thus restrict the set of expansions. If
a region is already taller than it is wide, we only allow it to be expanded into
even taller regions through D expansions. Similarly, for regions that are wider
than tall, they can only grow wider through R expansions. Square regions are
allowed to grow on all three directions. Figure 2, it may be noted, depicts only
the possible expansions under this set of restrictions.

Upper Bounds of Interestingness Scores. For every region, we would like
to calculate the upper bound of interestingness scores that can be achieved by
following each expansion type edge in the taxonomy. This needs to be compu-
tationally cheap to arrive at, while also being accurate enough to allow a search
procedure relying on it to avoid exploring unpromising subtrees. One key prop-
erty of our interestingness score is that a grid cell having no boolean feature
being true in it is trivially uninteresting since it would push CF to null; our
bounds computation exploits this property.

D Subtree Upper Bound: We first identify the maximum number of D-type
expansions that can be done on the region without having to include an empty
cell in the region. Now, we consider the set of all such cells within the purview
of that many D expansions; we will refer to this collection of cells as MaxD(C).
Each cell in MaxD(C) can contribute a |CF |/|GF | term to the interestingness
score (Ref. Eq. 1). The maximum that a cell G ∈ MaxD(C) can contribute is
min{|CF |,|GF |}

|GF | . This is so since the inclusion of G in the region could reduce the
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features in the intersection to min{|CF |, |GF |} or even lower due to the other
cells that are brought in due to the expansion. Thus an upper bound for regions
produced by all D expansions from C would be:

I(C) +
∑

G∈MaxD(C)

min{|CF |, |GF |}
|GF | (2)

However, this computation can be expensive when MaxD(C) is large due to
each cell having to be considered separately. Thus, we further coarsen the upper
bound as:

UBD(C) = I(C) + |MaxD(C)| × min{|CF |,min{|G′
F ||G′ ∈ MaxD(C)}}

min{|G′
F ||G′ ∈ MaxD(C)} (3)

It is easy to verify that UBD(C) is an upper bound of Eq. 2; we omit a formal
proof for space constraints.

R Subtree Upper Bound: This bound is achieved by replacing MaxD(C)
above by MaxR(C).

RD Subtree Upper Bound: Unlike R and D subtrees that are chains of
R and D expansions respectively, the RD subtree would involve regions that
can be reached by a sequence of RD expansions followed by R or D chains in
addition to those that can be reached purely by RD expansions. Accordingly,
MaxRD(C) would be defined as:

MaxRD(C) = (ExpRD(C,maxrd(C)) − C)∪
∪

1≤i≤maxrd(c)
(MaxD(ExpRD(C, i) ∪ MaxR(ExpRD(C, i)) (4)

where maxRD(C) is the number of RD expansions possible without having to
include an empty cell, and ExpRD(C, n) indicates the spatial region obtained by
n consecutive RD expansions from C. The RD upper bound then has a similar
construction as for D, with MaxRD(C) taking the place of MaxD(C).

The Search Method. Having defined the construction of the taxonomy of
spatial regions and upper bound computation for sub-trees in the taxonomy, we
now outline a search method in Algorithm 2 for identifying top-k interesting spa-
tial regions. The search process follows a best-first expansion approach exploring
the space of spatial regions guided by the upper bounds. We use top-k(. . .) as a
function that retains only the top-k regions in the supplied set based on their
interestingness scores. The candidate set is progressively expanded through the
search process, and the result set R is kept updated across the equations, and
output at the end as the result set.
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Algorithm 2. Search Method
Input: p × q Grid G populated with boolean features from Phase 1, k
Output: Top-k spatial regions based on interestingness

1: R = top-k({[Gij , Gij ]|∀ i, j}) /*top-k interesting single-cell regions*/
2: N = {[C,X,U ]|C ∈ {[Gij , Gij ]|∀ i, j}, X ∈ {R,D,RD}, U = UBX(C)}
3: while ∃N ∈ N such that N.U > min{I(C)|C ∈ R} do
4: N = arg maxN′∈N N ′.U
5:

E =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{[Exp(N.C,D), D, UBD(Exp(N.C,D))]} if N.X = D

{[Exp(N.C,R), R, UBR(Exp(N.C,R))]} if N.X = R

{[Exp(N.C,RD), D, UBD(Exp(N.C,RD))],

[Exp(N.C,RD), R, UBR(Exp(N.C,RD))],

[Exp(N.C,RD), RD,UBRD(Exp(N.C,RD))]}
if N.X = RD

6: N = (N − {N}) ∪ E
7: R = top-k(R ∪ {Exp(N.C,N.X)})
8: N = N − {N |N ∈ N ∧ N.U < min{I(C)|C ∈ R}}
9: Output R

5 Experimental Evaluation

Datasets. Our task was motivated by the need for efficient bootstrapping of
HDR over the IHDS dataset [2]. This dataset captures the data from over 200, 000
individuals across hundreds of attributes in India, gridded into a 130× 135 grid.
Since the focus of our paper is on Phase 2, which could operate upon any spatial
dataset, we collected a dataset of UK POI types from a popular community
initiative2, to form a second dataset for evaluation. This dataset contained 181k
points of interest along with their types, which were placed on a 110 × 130 grid
(14300 cells) using just their types.

Evaluation Measures. The improvement in response time against region enu-
meration is the primary measure of evaluation. Our method needs to maintain
a set of candidates (i.e., N ) incurring a non-constant memory overhead, making
that a factor of consideration. Thus, the maximum size of N across all iterations,
denoted as maxN , is the memory requirement of our search method, which forms
a second evaluation measure.

Evaluation on Response Times. Our method recorded significant improve-
ments on response times on both datasets, with many orders of magnitude faster
responses achieved on IHDS and upto 70 times faster responses on the POI
dataset. In particular, the response times on the IHDS dataset are seen to be

2 https://www.pocketgpsworld.com/modules.php?name=POIs.

https://www.pocketgpsworld.com/modules.php?name=POIs
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of the order of hundreds of milliseconds, and sub-second response times are
achieved on the POI dataset, indicating the effectiveness of our pruning and
search method.

Memory Overhead. MaxN was recorded as 53610 for IHDS and 56123 for
POI. Using a generous estimate of 25 bytes to store each candidate, this corre-
sponds to a memory overhead of just over 1 MB, a very modest requirement for
modern machines.

6 Conclusions

We considered the problem of interesting spatial region identification over a
dataset with a plurality of boolean attribute types, inspired by the task of boot-
strapping human development research from a demographic dataset. We outlined
a notion of interestingness and developed an efficient method for identifying
top-k interesting rectangular spatial regions. Through empirical evaluation, we
illustrated that our method achieves vast improvements over region enumeration
with very modest memory overheads.
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Abstract. In the near future, the Internet of things (IoT) will rapidly
change and automate tasks in our everyday life. IoT networks have
sensors measuring the environment and automated agents changing it
with respect to predefined objectives. Modeling agents as web services
requires lots of metadata from the environment in order to define the
desired performance in a specific context. For this purpose, we propose
an automatic measurement-based metadata creation method that anal-
yses multivariate time series gathered from the sensors during agents
change the environment. The time series analysis uses a cumulative sum
algorithm (CuSum) to detect events and association rule learning to find
temporal patterns. We evaluate our system with a Long-Term Evolution
(LTE) simulator having mobile phones corresponding to IoT devices,
LTE macro cells as the data source, and the Self-Organised Network
(SON) functions as the automated agents in the network. Our experi-
ments give promising results and show that the metadata creation pro-
cess can be utilised to characterise IoT agents.

1 Introduction

Internet of Things (IoT) services combine sensors and IoT devices into appli-
cations that solve predefined use cases. Some services provide access to data
gathered from sensors and others analyse the data and perform actions on the
environment with respect to some objectives [8], for example, to increase the
temperature of a room or signal quality of a mobile device. A key challenge in
IoT is the interoperability between services and applications [5]. The services
may be deployed to a variety of environments. Yet, the semantics of services
should be defined with relevant metadata in order to find similarities in services
across network domains. Analogously to a cellular network, one domain might
want to prevent an anomalous behaviour by understanding how other domains
have experienced and solved an issue in a similar context. For example, a sudden
bad weather may be the root cause for terminals (IoT devices) to increase the
load of nearby indoor cells (data sources) as people escape rain indoors. In this
case, web services accessing local weather data combined with network-specific
data and agent services would be necessary to act proactively to handle the
upcoming load peak indoors.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 417–427, 2018.
https://doi.org/10.1007/978-3-319-98812-2_38
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A general challenge with web services is the need to involve domain experts
in developing the services [14]. Particularly, semantic IoT services have devel-
opment costs in modeling the services with relevant metadata [12] and linking
it to other ontologies in order to make services discovered and invoked [9]. The
potential development costs also lead to a cold-start problem among the web ser-
vice modelers: the SWS system cannot recommend suitable and interoperable
services before developers in several domains have used their resources to man-
ually model them. Hence, there is a need to automate the service development
process.

In this paper, we propose a time series-based metadata creation process for
semantic IoT services. The process is evaluated in a Long Term Evolution (LTE)
network simulator environment having mobile devices that measure the quality of
service and LTE macro cells that periodically report aggregated measurements.
With respect to the LTE networks, the Self-Organised Networks (SON) has
brought automation to the management tasks [11]. The SON functions can be
viewed as specialised agents controlling the LTE cell configurations with respect
to predefined objectives. The simulator contains simple SON functions which
optimise the network performance and our goal is to characterise their behaviour
with the metadata creation process.

The paper consists of the following parts. Related work is discussed in Sect. 2.
After that, Sect. 3 gives an overview of the SWS methodology in the scope of
IoT and cellular networks. Section 4 explains the theory and statistical methods
used to create time series-based metadata for the services. Section 5 presents
the experiments for the metadata creation process in an LTE simulator. Finally,
Sect. 6 concludes the paper.

2 Related Work

Bytyçi et al. [4] propose a method that combines association rule learning and
ontologies to mine patterns from water quality measurement data. They man-
aged to enrich the mining results by first populating the context ontology with
sensor data and then using the ontology as an input to the association rule
learning.

Fan et al. [6] use association rule learning for sensor-based constructions to
find contextual patterns from sensor measurements [6]. The experiments show
that temporal patterns can be identified with respect to time metadata, such as
a public holiday, weekday, or weekend.

Galushka et al. [7] examine data mining techniques for smart home environ-
ment. The authors present techniques both to transform time series into labeled
segments and to use association rule learning to find temporal patterns from
them.

Labbaci et al. [13] analyse web service logs and interactions between web
services to learn frequent compositions and substitutions of services in a web
service system. Their method has a similar focus on analysing the past data
related to the web service invocations in order to learn characteristics of their
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behaviour. Such as in our work, they use association rule learning to find the
most frequent item sets from the web service-related data.

The related work focuses on association rule learning of measurement-based
sensor data and web service logs. However, none of the earlier works learn asso-
ciation rules from sensor measurements in order to characterise IoT services,
which is the focus of this paper.

3 Semantic Web Service Model

3.1 Methodology

The core idea in the Semantic Web Service (SWS) is to discover, compose,
and invoke services with respect to user requests [2]. This idea applies both to
IoT and cellular networks: requests based on the multivariate measurements of
IoT devices or mobile phones need to be handled with an action that causes
a desired impact to the measured values. Figure 1 describes a simplified web
service ontology, where arrows depict “hasElement” relations. It also explains
the analogy to IoT and cellular networks, such as the service corresponds to an
agent, operation to an action, and effects to changes in the metric values. The
architecture of the model is adapted from a simple SWS model, WSMO-lite [15].
A service has operations that aim to change the status of its environment.

Effects play a central role in using the ontology; the service model is used by
linking the effects of requests and operations. For example, the goal of a network
operation could be to enhance customer satisfaction for mobile users during a
rush hour. This context-specific intention is mapped to some metric effects, such
as an increase in the throughput and balancing the usage of physical resource
blocks (PRBs). Based on the network measurements, some service operations
are known to produce the requested context-specific effects and thus, they are
mapped as responses to the request.

Fig. 1. Service ontology constructs for a service (top), request (middle), and environ-
ment/object status (bottom).

As domains may have dedicated data and means of management, there is a
need to also understand the semantics of cross-domain effects. For example,
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domains might have services that monitor threshold values for different key
performance indicators (KPIs). Yet, some KPIs are associated (correlate) in
the given context and are part of the same intention. Thus, both of the services
would be valid solutions to a request having similar effect as an objective. More
details about the dependency modeling of effects are defined in earlier research
[3].

3.2 Cross-Domain Request

An example of a cross-domain user request from mobile network management
is illustrated in Fig. 2. An operator from the network X wants to request better
Quality of Service (QoS) in some context, such as during a public event. The
requested intention can be achieved by increasing the throughput. Another net-
work domain Y has deployed a SON function as a web service with an operation
that is known to increase Reference Signal Received Power (RSRP) during a
public event. Knowing the semantic similarity between the same cross-domain
KPIs and that the throughput and RSRP in the domain Y are statistically asso-
ciated, the given service operation can be discovered and mapped as a response
to the user request. Altogether, even though a problem and solution would be
in different networks and might address different parameters, the SWS system
finds a request-operation mapping relation with respect to semantic modeling
and statistical dependencies.

Fig. 2. An example of a cross-domain request-operation mapping.

In order to have a functional SWS system in a distributed and multi-
domain sensor network, contextual metadata is needed, for example, the relevant
operation-specific effects that enable the discovery of the web services. Creat-
ing and maintaining these manually is resource-intensive. Moreover, metadata
mappings (such as corresponding KPIs) between different environments need to
be resolved before the full benefit and utilization of the services can be realised.
Automation for the service modeling and metadata addition can reduce the cost
of deployment significantly by utilising SWS systems. In the next subsection, we
introduce a process to address this problem with automatic metadata creation
methods.
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4 Methods to Create Service Metadata from Sensor
Measurements

4.1 The Data Sequence of the Process

The measurement-based metadata is added as effects to the service operations
and it is used to bind requests to operations. Our process analyses statistically
the behaviour of a service operation in a given context while it is executed.
Figure 3 illustrates the data sequence of processing metadata for a service oper-
ation based on realised actions and measured metric values both before and after
the actions have been taken. In the beginning, the user decides how an operation
is defined. For example, a service could be an algorithm and an operation a set
of parameter values. The actions fulfilling this criteria are retrieved from the
database (step 1) and based on their timestamps, a time series for every avail-
able metric of the operated object (such as the mobile cell) is retrieved from the
measurement database (step 2). Time series are analysed with an event detec-
tion method (step 3) and the detected events are sent to the association learning
component (step 4). This component detects whether one or more metrics have
temporal correlation. Finally, the associated events are sent to the ontology and
the service operation is populated with these events (step 5). The events are
later used as service operation effects, as described in Fig. 1.

Fig. 3. Process flow for identifying associated events and adding them as operation
metadata.

4.2 Event Detection with CuSum

The CuSum algorithm is a statistical quality control method that can be used
to detect value changes in a time series. The basic concept is to cumulatively
sum up changes between data points and a comparison value and flag a change if
the sum exceeds a predefined threshold value. The Eq. 1 describes how to detect
increasing event in our system. The equation contains a max of zero and the
cumulative sum of value sh, the data point xt, and the combined comparison
value of mean and standard deviation, μ and σ, calculated from the time series.
σ is used as a threshold sum value for increasing trends.

sh = max(0, sh + xt − μ − σ) (1)

For analysing decreasing trends in a time series, the Eq. 2 is used instead.
Compared with the earlier equation, now a min operator is used and CuSum



422 K. Apajalahti

contains a positive sign for the σ. The threshold sum for detecting a decreasing
trend is −σ.

sl = min(0, sl + xt − μ + σ) (2)

When CuSum is executed for all operation-specific actions, the outcome is
a dataset where each row depicts a single action having a list of measurement
events it produced. From this dataset, we may further learn operation-specific
patterns between measurement events.

4.3 Temporal Pattern Mining with Apriori

Association rule learning is a data mining method that learns rules between the
sets of items in a database. The idea is to analyse the co-occurrence of items
in a database row and to use some measure and threshold to find out relevant
rules. The simplest measure is the support, which is calculated as a proportion
of the database rows containing the given set of items [10]. In our use case, the
support is the proportion of detection timestamps containing a set of metric
events. Thus, it indicates the frequency of the events occurring simultaneously
in the given context.

In addition to support, confidence is another measure to determine associa-
tions between items. The Eq. 3 shows the definition of the confidence. It can be
interpreted as an if/then pattern: if set of events X occurs, then set of events Y
also occurs. As it can be seen, the measure indicates the proportion of X (the
support of X) that also contains Y (the support of X and Y ) [10].

conf(X → Y ) =
supp(X ∪ Y )

supp(X)
(3)

In this system, the objective is to learn support and confidence values for
measurement events occurred during a set of actions made by an agent. For this
purpose, we use an open-source implementation1 that of a well-known Apriori
algorithm (see [1] for further details).

5 Evaluation

5.1 Case Study: LTE Network Simulation with SON Functions

The applicability of our metadata creation process is evaluated with an LTE
network simulator. The simulator environment comprises 20 LTE base stations
with 32 LTE cells covering an area with a radius of 5 km. The simulator creates
Performance Management (PM) data reports that contain cell level KPIs such
as the average cell throughput, radio link failures (RLFs), average Reference
Signal Received Power (RSRP), the overall usage of the Per Resource Blocks
(PRB), and average channel quality indicator (CQI) level. The cell level KPIs
are aggregations of the measurements made by the user equipments (UEs) that
1 https://github.com/asaini/Apriori.

https://github.com/asaini/Apriori
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constantly report the experienced signal status to a cell they are attached to. The
PM data of the cells are reported periodically in 15 min intervals in simulation
time. The time series gathered from the PM data contains 10 time steps before
and after the actions have been executed or activated.

Table 1 describes the scenarios created for our experiments. The idea was
to create network issues with similar objectives but in different contexts; in
all scenarios, users have issues getting the required throughput level, but the
required actions differ significantly from each other.

Table 1. Simulation scenarios

Scenario UEs Objective Solution

Coverage problem 1000 Inc. Thr. Increase power

Local overload 350 Inc. Thr. Downtilt

Mobile overload 500 Inc. Thr. Balance load

In the coverage problem, the UEs are located uniformly in an area where
the coverage is insufficient and the solution is to increase TXP to enhance the
coverage and therefore the overall throughput level. The second scenario, local
overload, has a few hundred UEs located in a small area near one base station
hosting three cells. Now the throughput should be increased by adjusting the
antenna tilt angles (remote electrical tilt, RET) towards the group of UEs. The
third scenario, mobile overload, has 500 uniformly located background UEs and
a group of 500 UEs constantly moving in the simulated area causing abrupt load
peaks in the cells. An increase in the throughput in this case should be achieved
by balancing the load between the nearby cells.

5.2 Context-Specific Support Values

Figure 4 presents the action-specific support values in different scenarios and
KPIs. Figure presents one subplot for each scenario and each subplot presents
KPI-specific support values for each action. Positive support value indicates a
support measurement for an increase and negative a decrease. For example, the
first five bars show support values for the increasing and decreasing events for
the KPIs when no action has been taken in the coverage problem scenario. The
first bar shows that increasing events for CQI has been measured with a support
value of 0.12 and decreasing events with a value of 0.09. With respect to these
experiments, a threshold level of ±0.15 (marked with two dashed lines) is suitable
for labelling action-specific KPI effects.

In general, we may conclude that the distribution of the scenario- and action-
specific support values show that the detection of single KPI events works well as
the values are plausible with respect to the actions. Especially, the throughput
values show that the best agents in every scenario also enhance the throughput
in the network, which is the desired outcome. Also, the fact that the number of
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false positive support values (values when no action is taken) is low, indicates
an adequate performance of the CuSum method.

Fig. 4. Support values for action- and KPI-specific events in three scenarios.

5.3 Context-Specific Associations and Their Applicability as
Metadata

The association rules for every scenario-specific action were generated with a
minimum support level of 0.15 and confidence level of 0.70. Figure 5 shows the
quantities of associations learned among the recorded events. With the given
parameters, the best agents also generate the most associations between the
KPI effects, whereas few associations are produced from other agents in the
coverage problem. This is a desired outcome as our goal is to highlight the best
matching agents in different contexts.
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Fig. 5. Scenario-specific quantities of associations for service operations. Threshold for
support is 0.15 and for confidence 0.70.

The final step in the metadata creation process is to populate the ontology
instances with relevant events and associations. As defined in the Sect. 4.1, the
populated ontology instances are web service operations: three scenario-specific
operations for each web service (network agent). Finally, we may examine the
request (ontology queries) that naps the queried effects with the relevant service
operation metadata. Table 2 illustrates the examples of combining association
rules that we tested and verified to retrieve correct mappings to the operations.
For example, if a request contains associations from IncTHR (throughput) to
DecRLF and from DecRLF to DecPRB, it gives a unique mapping to the TXP
agent operation on a coverage problem scenario. Similarly, the two other rows
show rules that are also unique among all rule sets and that corresponds to the
best solution in the scenario. In addition to the association rules shown in the
table, the request query may include effects that pass the minimum support level
(e.g. “increase the throughput”) or negations of undesired effects (e.g.“do not
decrease the throughput”).

Altogether, the demonstrated associations indicate that we managed to dis-
tinguish the important agent operations and scenarios from each other with our
metadata creation process.

Table 2. Unique set of rules that characterise suitable agents in every scenario.

Scenario Action Matching rules

Coverage problem TXP IncTHR → DecRLF , DecRLF → DecPRB

Local overload RET IncTHR → DecPRB, IncRSRP → DecPRB

Mobile overload MLB IncTHR → IncPRB, DecRSRP → IncPRB
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6 Conclusions and Future Work

We proposed a method of creating time series-based metadata for services that
operate in IoT networks. The metadata creation process is a combination of
statistical methods, event detection and association rule learning, and it is based
on analysing multivariate time series gathered from the network elements while
some actions (service operations) are executed. The process was evaluated with
a Long Term Evolution (LTE) simulator where automated agents (web services)
configure the antenna parameters of LTE macro cells in order to enhance the
network quality. We created three simulation scenarios and evaluated the results
of three agents in those. Our experiments show that the presented metadata
creation process works on these scenarios; all suitable service operations can be
characterised with the generated metadata. For future work, we examine and
compare different event detection and pattern mining methods and evaluate
them in more complex IoT environments.
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Abstract. Topic detection on web videos can effectively help collect-
ing users’ feedback and emotional tendency. With the features of rela-
tively short, topic alignment and time synchronization, Danmaku com-
ments can significantly extend the applications of topic detection. How-
ever, most of the current topic detection approaches fall short of con-
sidering the interior relation between adjacent time-steps which ignores
the underlying temporal effects. To address this problem, we introduce
a Joint Online Nonnegative Matrix Factorization model (JO-NMF) to
detect latent topics with automatically exploiting Danmaku comments.
Experimental results show great advantages of our proposed model on
real-world Danmaku datasets. The results show our model outperforms
baselines in topic detection with perplexity and RMSE for the noisy
temporal data.

Keywords: Nonnegative matrix factorization · Danmaku
Web videos · Topic detection · Crowdsourcing

1 Introduction

Automatic topic detection and tracking (TDT) is a good solution to the effective
organization of the online videos, which can generate topic words and predict
the evolution for videos [1]. However, traditional topic detection models focus
on the entire video-level comments which is limited to the intrinsic drawbacks:
(1) it is difficult to capture the segment information since the comments are
based on entire video; and (2) we do not know what specific content of the video
causes the point of view, even if the generated topics can perfectly summarize
the user’s opinion for the video.

The emergence of Danmaku comments has significantly extended the appli-
cations of topic detection on videos [10]. Video based Danmaku is a scrolling
marquee comments on videos, having originated in Niconico1, and is exceedingly

1 www.nicovideo.jp.

c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 428–435, 2018.
https://doi.org/10.1007/978-3-319-98812-2_39
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popular among China video sites now [7]. Users can gain insightful information
about the video with Danmaku, and this kind of comments can provide rich
context information about the video.

Fig. 1. A snapshot of Danmaku-enabled video. The video allows people to “shoot”
their ideas while watching.

As shown in Fig. 1, user A posts a comment “Sinners” on the video at the
time spot 10.30”, while others follow the comments at different time spots, e.g.,
user B, C, and D at 10.34”. This is a common phenomenon in Danmaku, which
we call as “follower brush”.

This kind of “follower brush” represents a typical character of time depen-
dency, where the previous Danmaku comment has a great impact on the fol-
lowing Danmaku comments. Users keep commenting on video while watching,
which forms a comment series over time. Then we believe that the topics among
the comments series are also correlated over time. This motives us to model and
capture time dependencies among video topics based on Danmaku comments.

Our work is related to NMF using temporal feature, since most of the exist-
ing NMF-based methods treat each underlying topic as a separate element while
ignoring their correlations, thus limiting the evolution model’s power of expres-
sion. In order to generate coherent topics at each time step, we learn the recent
progress in NMF online and develop a new loss function based on a Joint Online
NMF model (JO-NMF). We not only consider the content information of com-
ments, but also the coherence of comments in a temporal dimension. JO-NMF
incorporates the previous contextual information, and explicitly considers the
time dependence to find out the underlying topics. When modeling documents
internally, we can ensure the coherence of the topics in each time step.

The main contributions are listed as follows.

– A streaming JO-NMF algorithm is proposed based on normalized cumula-
tive loss-gain that considers the temporal regularization and performs matrix
factorization in each time slice.

– A real-world Chinese Danmaku corpus is crawled and built. The corpus lever-
ages social context which can be used for topic detection and summarization
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on online video. We recruit it to evaluate our proposed model, and the results
show great advantages over the short and noisy temporal data.

2 Related Works

Research of TDT on Danmaku is comparatively rare, since Danmaku is an
emerging comments type on videos in recent years. Most of existing research
on Danmaku focused on exploring the potential value and motivation from the
perspective of social interaction. Ma et al. [7] analyzed the usage of Danmaku
through the users’ views and motivations by semi-structured interviews. Yao et
al. [10] discussed the Danmaku’s potentialinality and proposed to use Danmaku
in online video learning. He [3] explored the leading Danmaku and it’s herding
effect phenomena, which illustrated the unique characteristics of Danmaku.

Another piece of work was on exploring how to generate better tags for videos
automatically, e.g., in [9], LDA based model was used to generate tags for the
video. Lv et al. [6] proposed a temporal deep structured semantic model to label
video. In [5], three features were designed for event detection on video.

Different to their works, we focus on time dependency to detect topic on
Danmaku. To the best of our knowledge, we are the first attempt to consider
temporal influence for topic detection on Danmaku.

3 Topic Detection Framework

3.1 Problem Formulation

Suppose there are V videos and their comment sets defined as V =
{v1, v2, . . . , v|V |}. For each video v, we define a matrix X(t) with shape of m×n
to represent a set of Danmaku comments at time interval t, where m repre-
sents the number of the comments and n denotes the dimension of the vocabu-
lary. We observe a time step t = {1, 2, · · · , T} to formulate a comments stream
X = {X(1), · · · ,X(T )}, and the value of X is denoted by TF-IDF [4]. Our core
insight is to find the top-K topics at each time step and generate topic lifelines
which can represent the topics evolution.

3.2 Topic Detection via JO-NMF

As defined above, we aim to discover and extract coherent temporal topics from
the Danmaku comments streams. We assume that the generation process is con-
tinuous, that is, the topic of the current t time step is developed from the previous
t-1 time step, which is in conformity with the development in video-based com-
ments. Based on such a hypothesis, our goal is to explore the evolutionary process
of the continuous topics. A simple approach is to detect the topic independently,
so the loss function is formulated as follows: f

(
X(t)

)
=

∥
∥X(t) − W (t)H(t)

∥
∥2

F
.

Here ‖·‖2F denotes the forbenius norm of Matrices.
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However, such approach does not consider the intrinsic relationships between
topics, decompose each X(t) directly will introduce noise due to the smoothness
from X(t−1) to X(t) is not taken into account. The results may not be accurate
especially when the datasets have no sufficient information. To address this issue,
we would thus like to leverage prior knowledge to build a joint model for topic
detection. Here, we considered joint factorization operations on multiple feature
matrices generated at different times. For the current topic H(t) can satisfy both
the distribution of historical data X(1) to X(t−1) and the present data X(t). In
this paper, the joint factorization operations of multiple feature matrices are
carried out by combining the accumulated data.

argmin
W,H≥0

t∑

j=1

(
∥
∥
∥X(j) − W (t)H(j)

∥
∥
∥
2

F
+ α

∥
∥
∥W (j)

∥
∥
∥
2

F
+ δ (t, j)

∥
∥
∥H(j) − H(j−1)

∥
∥
∥
2

F
),

s.t. W (t),H(t) ≥ 0.
(1)

Here the W (j) is the comment-topic matrix and H(j) is the topic-word matrix
of the j-th time slice. We derive an algorithm with smoothness constraint to
model the topic detection task and employ our time dependent JO-NMF method
to enhance smoothness in W and H. In order to model how topics shifts along
time, we apply the constraint on H, namely letting h(H) =

∥
∥H(j) − H(j−1)

∥
∥2

F
.

The parameter δ shows how H(j) relates to H(j−1). The greater temporal dis-
tance between two documents, the less possibility that they describe the same
topic, and the temporal weight should be set a relative smaller value.

The details are summarized as Algorithm 1.

Algorithm 1. JO-NMF for topic extraction
Require:

input {X(1), X(2), ..., X(T )}, α, β,λt, μ, k, ε,
k > 0, k � min(m, n),
α, β ← choose in [0.001, 0.5]

Ensure:
The current time step decomposition results W (t) ∈ Rm×k

+ and H(t) ∈ Rk×n
+ ;

1: Initialize W (0) , H(0) and k;
2: for each t ∈ [1, T ] do

3: Initialize W (t) , H(t) and δ
′
= 1e − 5;// We use a parameter δ

′
= 1e − 5 here;

4: while
∣
∣
∣δ

′ − δ
∣
∣
∣ ≥ ε do

5: δ ← RMSEComputation(X(t);W (t);H(t));
6: if δ is ZERO then
7: break;
8: end if
9: update W

(t)
ik while fix H

(t)
kj using updates rules:

10: W T
ik ← λtW

T
ik

[

XW T
]

ik

[W HHT +αW ]ik

, ∀i, k;

11: update H
(t)
kj while fix W

(t)
ik using updates rules:

12: H
(t)
kj ← λtH

(t−1)
kj

[

W T X
]

kj
[

W W T H(t−1)+β(ti,tj)
(

H−H(t−1)
)]

kj

, ∀k, j;

13: end while
14: end for
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4 Experiment

4.1 Experimental Setup

Data Description. Data were collected from the Chinese video website Youku2

and Bilibili3. We divide into four categories, namely Anime, Entertainment, Film
and TV show. Danmaku contains crucial information such as “comments send
time”, “user ID”, “timestamp corresponding to the video” and comment content.
Meanwhile, 18% of user will “shoot” more than 3 comments and which means
there exists long-tail users. The statistics formation for this data is shown in
Table 1. We preprocess into a better data structure through the punctuation,
segmentation, clean stop-words, noise reduction and other pre-processing steps.
The Chinese words segmentation utilities used in this paper is JieBa word seg-
mentation tool4.

Table 1. The details of Danmaku comments datasets: (1) #video, #Danmaku, #users:
the number of videos, Danmaku comments and uses respectively; (2) mean v: the
mean comments number per video; (3) mean c: the mean length per comments and (4)
max user: The maximum number of an user.

Video category #video #Danmaku mean v mean c #users max user

TV show 112 1.10E + 06 9.82E + 03 9.92 1.95E + 04 6905

Entertainment 101 3.38E + 05 3.35E + 03 10.72 1.02E + 04 56

Anime 68 1.26E + 04 1.85E + 02 10.12 4.02E + 03 646

Films 67 1.17E + 06 1.75E + 04 8.58 2.04E + 04 1760

Temporal Distribution of Danmaku. To better understanding the video-
based Danmaku, the temporal distribution of Danmaku is analyzed. Here, we
mainly discuss how to divide video-based Danmaku data into different time
slices. In segmentation parts, we simply segment the comments by calculating the
frequency. There is an example of comments frequency in Fig. 2. For the Anime
datasets, the peaks correspond to the start. For the Entertainment datasets, the
peaks correspond to multiple time steps for the video.

Baselines Methods. We compare our JO-NMF model with two other
approaches: (1) t-model [4]. The t-model is standard NMF model. In t-model,
the matrix factorization will be performing only in the first time slice, which
is no longer change the distribution of the underlying topic vector. The realiza-
tion of the NMF calculates method based on sparse constraint and multiplicative
update rules of �1-norm regularization method. (2) fix-model [8]. The fix-model

2 http://www.youku.com/.
3 https://www.bilibili.com/.
4 https://pypi.python.org/pypi/jieba/.

http://www.youku.com/
https://www.bilibili.com/
https://pypi.python.org/pypi/jieba/
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concerns the previous data. The difference with t-model is that the fix-model uses
W (t) as the initialization matrix in the time slice t, which is, using the topic-word
matrix W (t−1) of the previous time slice as the initial topic-word matrix of the
t-th time slice.
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Fig. 2. Examples of temporal distribution. For Anime datasets, the peaks correspond
to the start. For the Entertainment datasets, the peaks correspond to multiple time
steps for the video. The red dotted line represents the mean frequency of the comments.

Evaluation Metrics. First, we report our results by perplexity metrics which
measures the similarity between the term frequencies of the target document,
where perplexity = exp−(log(p(wj)))/(N) [2]. Here N represents the total Dan-
maku comments and p(wj) represents the probability of j-th word. The lower
perplexity value means the better quality of the topic. Second, we measure the
RMSE considers the case of forecasting [11]. For a set of data {x1 . . . xt}, we can
use it to predict xt+1.

4.2 Experimental Results

In this experiment, we first examine our models on four real world Danmaku
datasets. We compare the various methods by setting different k, and the number
varies among (5, 10, 20, 30) for each dataset. The parameters used in the following
experiments are as follows: we set λ = 0.001 and ε = 0.05.

Perplexity Results. As shown in Table 2, JO-NMF is clearly outstrip t-model
and fix-model. More specifically, the perplexity metrics of JO-NMF is 10 times
better than others. This show that, the model is better to learn from the time
dependent data. Moreover, the performance of t-model is the worst of the 3 meth-
ods. JO-NMF shows the advantages of modeling topics with temporal dependen-
cies, which shows that the detection and filtering of topic can be performed well.
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Table 2. The evaluation results of perplexity measure on real-world Danmaku com-
ments datasets. The results are averaged values over 5 runs. The best results are shown
in bold.

Perplexity

K=5 K=10 K=20 K=30 K=5 K=10 K=20 K=30

TV show datasets Entertainment datasets

t-model 2.78E+08 4.77E+09 5.35E+12 2.00E+17 4.77E+04 3.43E+07 2.56E+14 1.45E+15

fix-model 1.81E+08 1.57E+10 3.67E+14 3.64E+21 1.28E + 04 5.81E+07 1.69E+14 6.39E+15

JO-NMF 3.37E + 05 3.16E + 07 5.52E + 11 7.46E + 16 1.74E+05 2.11E + 06 1.64E + 08 1.29E + 11

Anime datasets Film datasets

t-model 2.539E+13 3.503E+16 2.73E+15 8.69E+21 5.73E+07 1.43E+09 3.72E+13 4.56E+17

fix-model 1.923E + 13 1.79E+17 5.35E+16 4.90E+26 1.12E + 07 1.30E+09 7.20E+13 6.63E+17

JO-NMF 1.78E+14 1.19E + 15 1.50E + 15 1.21E + 20 8.49E+07 7.21E + 08 2.22E + 13 2.28E + 17
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Fig. 3. RMSEs on the Danmaku datasets varying the topic k.

It can be proved that the distribution of topic-word and comment-topic are con-
stantly changing at different time steps, using a fixed model detects the potential
topic of the comments cannot achieve better results.

RMSE Results. We measured the RMSE considers the case of forecasting [11].
We collect

∑
X(t) data as training periods and consider t + 1 timestamp data

X(t+1) as test periods. Figure 3 summarizes the comparison among other models
for the task of forecasting varying the topic k. JO-NMF is relatively constant
and clearly outperformed t-model and fix-model. Note that JO-NMF and fix-
model was better than t-model, which might be because JO-NMF and fix-model
consider the time-slice dependently. JO-NMF consistently better than others
with different parameters k. Results shown that RMSEs are more correlative to
the datasets, since the mean RMSE in Anime is 0.00898 which is 10 times higher
than others (JO-NMF method achieves best performance).

5 Conclusions and Future Works

The Danmaku comments with rich context information have shown significant
benefits for web video content analysis, and we specifically explore the effective-
ness on topic detection using Danmaku comments. In this paper, we propose
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a JO-NMF model for video topic detection, where we incorporate the previ-
ous data and explicitly considers the time decay to find out the latent topics.
Experiments results show that the performance on topic detection is effectively
improved by the proposed model.

As an emerging crowd-sourced comments, Danmaku have shown the power
for video topic detection. The Danmaku comments are generated by the users,
but different user’s behavior introduces bias. In the future, we will consider to
leverage the user’s information to detect the community structure and the topic
evolution road to different communities.

Acknowledgments. This research is funded by the Science and Technology Commis-
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Abstract. This paper introduces a novel unsupervised outlier detec-
tion method, namely WOD, for identifying outliers in categorical data.
Existing subspace-based methods are challenged by overwhelming irrel-
evant features and their performance sometimes heavily depends on the
setting of subspace size. Feature selection-based methods may omit the
relevant information when removing features. In contrast, WOD works
on value-level subspace exploring, i.e., separating irrelevant values based
on value cluster structure, which avoids the dilemma of setting subspace
size. Value outlierness is estimated by modeling weighted value couplings
between relevant value set and value full set to further eliminate the inter-
ference from noisy features. We show that (i) WOD significantly outper-
forms five state-of-the-art outlier detectors on 12 real-world data sets
with different levels of noisy features; (ii) WOD obtains good scalability.

1 Introduction

Outliers are rare and exceptional objects compared to the majority of normal
objects. Outlier detection has extensive applications in various domains, e.g.,
network intrusion detection, insurance claim frauds, and medical diagnosis.

It is still a challenging problem to discover such outliers, especially in data
with a mixture of relevant features and noisy features. Unsupervised outlier
detection faces following major challenges (i) Noisy features (i.e., features in
which outliers contain normal behaviours while some normal objects behave
abnormally) dramatically downgrade the performance of outlier detectors by
masking outliers as normal objects; (ii) Intricate couplings [7] (i.e., different
types and hierarchies of interactions) between features or feature values greatly
complicate the task of separating noisy features.

Most of existing unsupervised outlier detection methods (e.g., [2,9,15]) for
categorical data are subspace-based methods. These methods are normally inef-
fective in handling data with noisy features and intricate couplings due to the
lack of guidance related to outlierness scoring when searching the subspace.
Feature selection is a widely-used approach to solve the problem of irrelevant

c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 439–449, 2018.
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features. However, feature selection-enabled outlier detection methods (e.g., [12–
14]) may easily neglect some relevant information when removing the features
that contain not only noisy values but informative outlying values.

Based on the observation that outlying values normally have homophily cou-
plings with each other [12,14,16], we attempt to estimate value outlierness by
investigating the interactions between each value and an outlying value subset.
This paper proposes a parameter-free outlier detection method, which combines
value clustering and Weighted value couplings based on Outlierness Diffusion,
WOD for short. WOD first constructs a value network based on pairwise value
similarities and performs the community detection method on this value net-
work to get the cluster structure. In order to get a relevant value set, WOD
separates irrelevant values by identifying normal-value cluster and noisy-value
cluster(s). Outlierness diffusion is modeled to investigate underlying value out-
lierness as value weight and cluster aggregation extent as cluster weight. WOD
subsequently models weighted value couplings between each value and relevant
values to obtain final value outlierness.

Extensive experiments show that (i) WOD significantly outperforms five
state-of-the-art outlier detectors on 12 real-world data sets; (ii) WOD obtains
good scalability w.r.t. data size and dimensionality.

2 Related Work

Traditional outlier detection methods like LOF, kNN and their multiple variants
[6] are explicitly or implicitly dependent on some notion of distance. However,
most proximity quantification (e.g. Euclidean distance function) are not mean-
ingful or valid in categorical data [1]. In addition, these methods normally work
on original full space, and thus they are ineffective when handling data sets
containing noisy features.

Subspace-based outlier detection method is popularly proposed for data sets
with irrelevant features in last decade. These methods [2,3,9,11,15,17] apply
heuristic method or random search to identify relevant subspaces or outly-
ing/normal patterns, and subsequently work on the subspaces to avoid the
involvement of irrelevant features. However, these methods are easily misled by
noisy features when searching the subspace due to the lack of guidance related
to outlierness scoring, resulting in many faulty subspaces/patterns. The method
proposed in [16] iteratively performs value selection and value outlierness scoring
to jointly optimise both of these two phases. Nevertheless, its performance relies
on its parameter setting (the subspace size), and the iteration may deviate from
the right path if the initialisation cannot obtain a reliable estimation.

Feature selection has shown its effectiveness when handling data sets with
noisy features. Although classification-oriented and clustering-oriented feature
selection methods have been intensively studied [10], very limited work has been
done on unsupervised feature selection for outlier detection [12–14]. Note that
some features contain not only noisy values but also informative outlying values.
These methods that work on the feature level may omit some relevant informa-
tion when removing features.
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3 Proposed Outlier Detector WOD

Let a data set be composed of a number of data objects X described by a set of
features F , where X = {x1,x2, · · · ,xN} is a set of data objects with size N and
F = {f1, f2, · · · , fD} is a set of D categorical features. The value of feature f in
object x is denoted by vx

f . Each feature has a possible feature value domain with
countable size, i.e., Vf = {v1, v2, · · · }, where f ∈ F . The full value set V is the
union of all the feature domains, i.e., V = ∪f∈FVf , where Vf ∩Vf ′ = ∅,∀f �= f ′.
We divide the full value set V into l clusters, i.e., V = ∪l

i=1Ci, where C ∩ C′ = ∅,
∀C �= C′.

The probability of value v from feature f is denoted by its frequency in all
objects, i.e., p(v) = |{x∈X|vx

f =v}|
N and the joint probability of two values vi of

feature fi and vj of feature fj is p(vi, vj) =
|{x∈X|vx

fi
=vi∩vx

fj
=vj}|

N .
The proposed outlier detector WOD combines value clustering and weighted

value coupling learning to estimate the outlierness of each value. As shown in
Fig. 1, WOD first divides the full value set V into l clusters {C1, C2, . . . , Cl}. Sim-
ilar values tend to gather together in same clusters. WOD then separates irrele-
vant values by identifying normal-value cluster Cnormal and noisy-value cluster(s)⋃ Cnoisy. Relevant values (outlying values) are retained in the remaining clus-
ter(s)

⋃ Coutlier. In order to resist the noise brought by irrelevant features, WOD
only models the couplings between each value and outlying value set

⋃ Coutlier.
A value outlierness vector is derived from weighted summation of value cou-
plings, which aims to highlight the couplings between outlying values. Object
outlierness can be subsequently obtained by value outlierness.

Fig. 1. The Proposed WOD Outlier Detector for Estimating Value Outlierness.

WOD’s three phases (i.e., learning value clusters, separating irrelevant values,
and learning weighted value couplings) are specifically introduced below.

3.1 Learning Value Clusters

WOD first constructs a undirected and weighted value network G =< V,E >
to perform community detection algorithm. Each node v in G is a feature value,
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v ∈ V. The entry in adjacency matrix A(vi, vj) is a edge weight between node
vi and node vj :

A(vi, vj) =
p(vi, vj)√
p(vi)p(vj)

, (1)

where A(vi, vj) ∈ [0, 1] is Ochiai coefficient-based pairwise value similarity.
The quality of network depends on whether outlying values can be separated

from normal values and noisy values. Ochiai coefficient is chosen because it is
based on co-occurrence and individual frequency, which can well capture the
characteristics of outlying values (i.e., infrequency and concurrency). Normal
values are extremely frequent and rarely co-occur with outlying values. Although
both noisy values and outlying values have low frequencies, they are supposed
to co-occur randomly or follow a Gaussian distribution [14,16]. As a result, the
edge weight between normal/noisy value and outlying value is small.

A modularity-based greedy optimisation method, namely Louvain [4], is
employed to obtain the cluster structure of value network. It is chosen because
of its effectiveness and efficiency. Most importantly, it can solve the problem of
resolution limit thanks to its intrinsic multi-level nature [4].

3.2 Separating Irrelevant Values

Irrelevant values refers to normal values and noisy values. The cluster structure
of value network is utilised to separate these two kinds of values.

Identification of normal-value cluster requires a rough estimation of value
outlierness. Normal-value cluster has the lowest average outlierness.

Definition 1 (Normal-value Cluster). Normal-value Cluster is identified by:

Cnormal = arg min
C

1
|C|

∑

v∈C
δ(v), (2)

where δ(v) is the outlierness of individual value v.

Inspired by [16], we use δ(v) = 1
2 (p(m)−p(v)

p(m) + p(b)−p(m)
p(b) ) to approximate

value outlierness, where m is the mode value with the largest frequency of the
corresponding feature containing value v, and b denotes the baseline value occur-
ring most frequently among all the values in V. δ(v) takes account the location
parameter (i.e., mode) of the frequency distributions and use the same way to
evaluate the outlierness of this location parameter as the base, which can make
values from various frequency distributions semantically comparable.

A threshold of cluster size is set to identify noisy-value cluster(s).

Definition 2 (Noisy-value Cluster). The size of noisy-value cluster Cnoisy

satisfies:
|Cnoisy| < α|Cmax|, (3)

where α is an adjustment coefficient to regulate the threshold, and Cmax is the
cluster with the largest size among all the clusters except normal-value cluster.
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The size of largest cluster Cmax is used as a baseline. In terms of the setting
of adjustment coefficient α, the size of normal-value cluster Cnormal can be used
since it determines the number of noisy values. If the proportion of normal-value
cluster Cnormal is large, the upper bound of noisy-value cluster is supposed to
be small. The adjustment coefficient is set as α = 1 − |Cnormal|

|V| to adjust the
threshold of noisy-value cluster Cnoisy.

Except normal-value cluster Cnormal and noisy-value cluster(s)
⋃ Cnoisy, the

remaining cluster(s) contain(s) the relevant (outlying) values, which is denoted
by

⋃ Coutlier. Vo represents the set of values contained by
⋃ Coutlier.

3.3 Learning Weighted Value Couplings

We define value weight and cluster weight by modeling outlierness diffusion, then
model weighted value couplings to estimate the outlierness of each value.

Value weight and cluster weight are scored to highlight outlying values and
clusters, which aims to capture the outlying-to-outlying value couplings. Note
that Outlierness of a value is not only explicitly manifested by itself but can be
demonstrated by relations with its neighbours (i.e., underlying outlierness). We
score value weight based on the risk of infection from neighbour values. In terms
of cluster weight, outlierness aggregation extent is employed because outlying
values tend to connect tightly.

Definition 3 (Outlierness Diffusion-based Weight Scoring). Value
weight vector ωvalue ∈ R

|V| and cluster weight vector ωcluster ∈ R
l are defined

as follows:
ωvalue(v) =

∑

u∈Vo

ψ(u, v)δ(u), (4)

ωcluster(C) = I
⋃ Coutlier

(C)
1
|C|

∑

v∈C
φ(v, C)ωvalue(v), (5)

where ψ(u, v) = A(u,v)∑
u′∈V A(u,u′) , φ(v, C) =

∑
v′∈C A(v,v′)

∑
v′∈V A(v,v′) , and I is indicator func-

tion to set the weight of normal-value cluster and noisy-value cluster(s) as 0.

WOD builds a |V| × |V| coupling matrix to capture pairwise value couplings
based on conditional possibility.

Definition 4 (Coupling Matrix). Coupling matrix M ∈ R
|V|×|V| captures the

interactions between values, which is defined as:

M(u, v) = p(v|u) =
p(u, v)
p(u)

(6)

We employ conditional possibility because it is simple and is capable of fully
describing the desired pairwise interactions. Outlying values are extremely infre-
quent and always concurrent with each other, and thus the conditional possibil-
ity between outlying values is larger. Therefore, conditional possibility can be
utilised to distinguish the outlying-to-outlying couplings.
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Based on coupling matrix, value outlierness is estimated by investigating the
coupling strength with other values. WVC is short for Weighted Value Coupling.

Definition 5 (WVC-based Value Outlierness Scoring). Value outlierness
vector τ ∈ R

|V| is defined as:

τ(v) =
∑

Ci

ωcluster(Ci)
∑

u∈Ci

M̃(v, u)ωvalue(u), (7)

where M̃ is a column-wise normalisation of M.

Note that value weight uncovers the underlying outlierness of each value,
and cluster weight reflects the outlierness aggregation extent. These two kinds
of weight capture two key characteristics of outlying values (i.e., infrequency and
concurrency). A value is scored as high outlierness if and only if it has strong
couplings with lots of heavy-weight values. Such weighted value coupling assists
WOD to learn the complicated relations between features/values and facilitate
the value outlierness estimation.

3.4 The Algorithm and Its Time Complexity

The procedure of WOD is presented in Algorithm1. Steps (1–15) are performed
to evaluate value outlierness by WOD. Following [12,16], Steps (18) employs

Algorithm 1. WOD-based Outlier Detection
Input: X - data objects
Output: R - an outlier ranking
1: Construct network adjacency matrix A and coupling matrix M
2: Generate cluster structure {C1, C2, ..., Cl} by Louvain algorithm
3: for C in {C1, C2, ..., Cl} do
4: Identify C is Cnormal or Cnoisy using Equation (2) and (3)
5: end for
6: Initialise value weight vector ωvalue ∈ R

|V| and cluster weight vector ωcluster ∈ R
l

7: for C in {C1, C2, ..., Cl} do
8: for v in C do
9: ωvalue(v) ← ∑

u∈Vo
ψ(u, v)δ(u)

10: end for
11: ωcluster(C) ← I

⋃ Coutlier
(C) 1

|C|
∑

v∈C φ(v, C)ωvalue(v)
12: end for
13: for v in V do
14: τ(v) ← ∑

Ci
ωcluster(Ci)

∑
u∈Ci

M̃(v, u)ωvalue(u)
15: end for
16: Initialise q ∈ R

|X| as an outlierness vector for data objects
17: for x in X do
18: q(x) ← ∑

f∈F τ(vx
f )ωfeature(f)

19: end for
20: R ← Sort X w.r.t. q in descending order
21: return R
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weighted summation of value outlierness to calculate object outlierness, where
ωfeature(f) =

∑
v∈Vf

τ(v)/
∑

v∈V τ(v). An object outlierness ranking is sub-
sequently generated in Step (20) by descending order according to the object
outlierness score. Outliers are data objects with high ranking.

WOD requires one scanning over the whole data objects to acquire network
adjacency matrix A and coupling matrix M in Step (1), which has O(|X ||V|2).
The time complexity of Louvain algorithm in Step (2) is O(|V| log |V|). Steps
(3–5) separate irrelevant values, which has O(l|V|). Steps (6–15) takes O(l|V|)
to estimate value outlierness. The object outlierness estimation and sorting in
Steps (16–21) have O(|X ||V|). Therefore, WOD has linear time complexity w.r.t.
data size and quadratic time complexity w.r.t. the number of features since the
number of values per feature is countable (normally very small).

4 Experiments and Evaluation

4.1 Outlier Detectors and Parameter Settings

WOD is evaluated with five outlier detectors: coupling learning-based methods
POP [16] and CBRW [12], subspace-based methods ZERO [15] and iForest [11],
and a widely-used performance baseline for outlier detection LOF [5]. iForest and
LOF can only process numerical data. The categorical data sets are converted
into numerical data by one-hot encoding transformation method to allow iForest
and LOF to perform on the same data sets.

WOD is a non-parameter method. Five competitors of WOD are performed
with recommended settings. As recommended in [16], POP is processed with
k = 0.3. Following [12], CBRW uses α = 0.95. ZERO and iForest are used with
the suggested settings in [11,15]. We use MinPts = 5 as the default setting of
LOF. WOD1 and its competitors are implemented in JAVA.

4.2 Data Sets

Twelve publicly available real-world data sets are used, which cover diverse
domains, e.g., text classification, image object recognition, and health care, as
shown in Table 1. These data sets are transformed from extremely imbalanced
data, where the rare classes are treated as outliers versus the rest of classes are
normal [8,12,14]. Only categorical features are used and features containing one
value are removed because no information is carried by them to detect outliers.

4.3 Performance Evaluation Methods

A widely-used evaluation method, the area under ROC curve (AUC), is used to
evaluate the effectiveness of five outlier detectors. The range of AUC is [0, 1] and
higher AUC demonstrates better accuracy. The AUC value would be around 0.5

1 The code of WOD is available at https://sites.google.com/site/hongzuoxu/.

https://sites.google.com/site/hongzuoxu/
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given a random ranking of data objects. Wilcoxon signed rank test is employed to
check the significance of WOD performance versus its competitors. The runtime
of all the methods is recorded for comparing their efficiency in scalability test.

Data Indicator is usually used to quantitatively capture the underlying char-
acteristics of data sets, which has strong association with performance of outlier
detectors. Two data indicators, proportion of noisy features ηnoisy and max-
imum modularity Qmax, are defined to measure the complexity of each data
set. Following [12,14], the AUC performance of using frequency histogram of
each feature to detect outliers is employed to evaluate feature efficiency. ηnoisy is
the proportion of features that have corresponding AUC value smaller than 0.5.
Qmax is the maximum modularity of the community structure obtained by LOU-
VAIN. A data set with high Qmax indicates that the partition of the network
can clearly separate irrelevant values from outlying values. Their quantisation is
reported in Table 1.

4.4 Effectiveness of WOD in Real-World Data Sets

The AUC performance of WOD and its five contenders is reported in Table 1.
WOD achieves the best performance on eight data sets and performs close to
the best on other four data sets (the AUC difference is less than 0.02). WOD
significantly outperforms its five competitors at the 95% confidence level and
averagely obtains more than 16%, 6%, 10%, 18%, and 62% AUC improvement
than POP, CBRW, ZERO, iForest and LOF, respectively.

Table 1. Basic Information of Data Sets Used, Quantization Results of Data Indicators,
AUC Performance of Six Outlier Detectors. Data is sorted by ηnoisy. k indicates the
percentage of Vo to the full value set V.

Basic Data Info. Data Indicators Outlier Detectors

Data |F| |V| |Vo|(k) |X| ηnoisy Qmax WOD POP CBRW ZERO iForest LOF

wap.wc 4229 8458 2487(29%) 346 99.01% 0.0053 0.9918 1.0000 0.7900 0.6552 0.5558 0.5161

SylvaA 172 344 86(25%) 13086 91.28% 0.0017 0.9721 0.7098 0.9310 0.8821 0.8136 0.4298

aPascal 64 128 51(40%) 12695 81.25% 0.0592 0.8763 0.7830 0.8190 0.6958 0.5117 0.5722

SylvaP 87 174 34(20%) 13086 78.16% 0.0042 0.9818 0.7635 0.9689 0.9585 0.9098 0.5429

Census 33 495 142(29%) 299285 57.58% 0.1945 0.8220 0.2804 0.6678 0.6420 0.5400 0.5924

HIVA 1617 3234 1576(49%) 4229 57.08% 0.0238 0.6828 0.6383 0.6915 0.6930 0.6858 0.4501

CelebA 39 78 38(49%) 202599 48.72% 0.0507 0.8936 0.8968 0.8462 0.7595 0.6742 0.4726

CT 44 88 25(28%) 581012 34.09% 0.0045 0.9771 0.9455 0.9703 0.9725 0.9348 0.5000

CAL16 253 506 225(44%) 829 15.02% 0.1011 0.9932 0.9928 0.9925 0.9878 0.9716 0.3881

Credit 9 77 30(38%) 30000 11.11% 0.3944 0.6981 0.4109 0.5804 0.6628 0.6612 0.5415

Arrhy 64 128 56(44%) 452 6.25% 0.0316 0.6859 0.6761 0.6910 0.6644 0.6883 0.6008

R10 100 200 100(50%) 12897 0.00% 0.0840 0.9905 0.9837 0.9905 0.9869 0.9789 0.9127

Average 0.8804 0.7567 0.8283 0.7967 0.7438 0.5433

p-value - 0.0068 0.0137 0.0034 0.0024 0.0005

WOD separates irrelevant values based on cluster structure of value network
and learns weighted value couplings to highlight outlying-to-outlying couplings,
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which improves the resilience of WOD and enables it to handle data sets with
different proportion of noisy features. Qmax indicates the quality of value net-
work partition. WOD is more likely to perform well on the data sets with high
Qmax, e.g., Credit and Census. k reported in Table 1 can be used to illustrate
the relevant value proportion of different data sets. POP employs selective value
couplings with fixed selective rate. Compared with WOD automatically mod-
ulating the size of irrelevant values, the strict selective rate of POP results in
the poor performance on some data sets with high percentage of irrelevant val-
ues (i.e., data sets with low k), e.g., SylvaP and SylvaA. Note that the AUC
value of POP on Census is very low, it is may because the initialisation of value
subset selection mistakenly contains a large percentage of irrelevant values, and
the value outlierness scoring deviates from the right path in the following itera-
tions. CBRW models complicated but completed value couplings, which enables
CBRW to obtain outstanding AUC performance compared with other four com-
petitors. It is noteworthy that CBRW has poor performance on the data sets
with high ηnoise compared to WOD because full-space coupling learning used
in CBRW is greatly influenced by these noisy features. In terms of ZERO and
iForest, they work on feature subspace to detect outliers and are less sensitive to
noisy features. LOF fails on most of the data sets. It is because the performance
of LOF heavily depends on the choosing of neighbourhood size MinPts and is
infected by the severe distance concentration effect caused by noisy features.

4.5 Scalability Test

We examine the scalability of WOD w.r.t both of data size and dimensionality.
The data sets with varying dimensionality and data size are randomly down-
sampled from data set CT and wap.wc.

Fig. 2. Scalability Test w.r.t. Data Size and Dimensionality.

The scalability test results are presented in Fig. 2. As expected, WOD is linear
w.r.t. data size and is quadratic w.r.t. the number of features. In the left panel,
WOD runs comparably fast to POP, CBRW, and iForest. The result in the right



448 H. Xu et al.

panel shows that WOD runs faster than CBRW and obtains comparably same
execution time with POP and ZERO but runs slower than LOF and iForest with
linear time complexity w.r.t. data dimensionality.

5 Conclusions

This paper introduces a novel outlier detector WOD that combines value clus-
tering and weighted value coupling learning. Extensive empirical results show
that WOD significantly outperforms five state-of-the-art outlier detectors by at
least 6% AUC improvement on 12 real-world data sets. The experiment results
validate the capability of employing value clustering to separate irrelevant values
and illustrate the power of weighted value coupling learning to facilitate value
outlierness estimation.

Acknowledgements. This work is supported by NSFC No.61472439, National Nat-
ural Science Foundation of China under Grant.
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Abstract. High Utility Itemset Mining (HUIM) is the task of analyz-
ing customer transactions to find the sets of items that yield a high
utility (e.g. profit). A major limitation of traditional HUIM algorithms
is that they do not consider that the utility of itemsets vary over time.
Thus, traditional HUIM algorithms cannot find itemsets that have a high
utility during specific time periods. This paper addresses this limitation
by defining the problem of mining local high utility itemsets (LHUI).
An efficient algorithms named LHUI-Miner is proposed to mine these
patterns. Experimental results show that the proposed algorithms are
highly-efficient and can find useful patterns not found by traditional
HUIM algorithms.

Keywords: High-utility pattern mining · Local high-utility itemsets

1 Introduction

Frequent Itemset Mining (FIM) [1,2] is a fundamental data mining task, which
consists of finding itemsets (sets of items) that are frequently purchased in a
customer transaction database. However, it assumes that all items in a database
are equally important and can appear at most once in each transaction. To
address this limitation, High-Utility Itemset Mining (HUIM) [3–6] has recently
emerged as an important data mining task. It consists of finding itemsets (sets of
items) that yield a high utility (e.g. importance or profit) in customer transaction
databases. An itemset is a High Utility Itemset (HUI) in a database if its utility is
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 450–460, 2018.
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no less than a user-specified minimum utility threshold. HUIM is widely viewed
as a more difficult problem than FIM since the utility measure used in HUIM
is not anti-monotonic, unlike the support measure used in FIM. In other words,
the utility of an itemset may be greater, equal or smaller than the utility of its
supersets. Thus, traditional FIM techniques cannot be directly used in HUIM
to reduce the search space. HUIM algorithms such as Two-Phase [5] have thus
introduced upper-bounds on the utility measure such as the TWU, which is
anti-monotonic, to reduce the search space. Several more efficient algorithms
have then been proposed, such as UP-Growth, HUI-Miner and FHM [3,4,6].

Though, HUIM has many applications such as click stream analysis, market
basket analysis and biomedical applications [4,6], a major limitation of HUIM
is that is that it ignores the time at which transactions were made. But consid-
ering the timestamps of transactions is important as the utility of patterns may
vary over time. A few extensions of HUIM and FIM consider time. For example,
periodic high-utility itemset mining [8] discovers itemsets that are periodically
bought by customers and yield a high profit. However, it does not consider the
timestamps of transactions (only their relative order), and tend to find patterns
that are stable in terms of utility over long periods of time. Another related
work is High On-shelf Utility itemset Mining (HOUM) [10], where each transac-
tion is associated to a user-predefined time period (e.g. winter), and each item
is associated to a set of periods indicating when it was sold. However, a major
limitation of HOUM is that the utility of itemsets is calculated based on prede-
fined time periods (e.g. winter), which is unrealistic because many products may
have on-shelf time periods that may not match the predefined periods. Besides,
HOUM also tend to find patterns that are stable in terms of utility in time peri-
ods where they are sold. Another related problem is to detect time points where
the frequency of itemsets change significantly in data streams [7,9]. However,
it also only consider the relative order of transactions instead of their real time
stamps. In other words, it makes an unrealistic assumption that the time interval
between any consecutive transactions is the same.

To find patterns that are profitable in non-predefined time periods, this paper
proposes to discover a new type of patterns called Local High Utility Item-
sets (LHUI). It consists of finding itemsets that yield a utility that is no less
than a user-specified threshold during one or more time periods having a mini-
mum time length. This allows to discover useful patterns such that the itemset
{schoolbag, pen, notebook} yields a high profit during the back-to-school shop-
ping season, while not being a HUI in the whole database. An efficient algorithm
called LHUI-Miner is designed to discover LHUIs. It relies on a novel data struc-
ture named LU-list.

The rest of this paper is organized as follows. Section 2 introduces preliminar-
ies and defines the problems of mining LHUIs. Section 3 presents the proposed
algorithm. Section 4 presents the experimental evaluation. Lastly, Sect. 5 draws
the conclusion.
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2 Preliminaries and Problem Statement

Let I = {i1, i2, . . . , in} be a set of items. A transaction T is a subset of items
purchased by a customer (T ⊆ I). A transaction database is a set of transactions
D = {T1, T2, . . . , Tm}, where each transaction Ttid (1 ≤ tid ≤ m) has a unique
identifier tid. Moreover, let t(T ) denotes the time at which a transaction T was
made. Each item i ∈ I is associated with a positive number p(i), called its
external utility, which indicates its relative importance (e.g. unit profit). For
each transaction T and item i ∈ T , a positive number q(i, T ) is called the
internal utility of i, and represents the purchase quantity of i in T . For example,
consider the database of Table 1, which will be used as running example. This
database contains eight transactions (T1, T2, . . . , T8) and five items (a, b, c, d, e),
where internal utilities (e.g. quantities) are shown as integers beside items. For
instance, transaction T1 indicates that 2, 2 and 1 units of items b, c and e
were purchased, respectively. Table 2 indicates that the external utilities (unit
profits) of these items are 2, 1 and 2. In this example, timestamps of transactions
T1, T2 . . . T8 are d1, d3, . . . d10, representing days (di = i-th day). But other time
units can be used such as milliseconds, and transactions can be simultaneous.

Table 1. A transaction database

Trans. Items Timestamp

T1 (b, 2), (c, 2), (e, 1) d1

T2 (b, 4), (c, 3), (d, 2), (e, 1) d3

T3 (b, 2), (c, 2), (e, 1) d3

T4 (a, 2), (b, 10), (c, 2), (d, 10), (e, 2) d5

T5 (a, 2), (c, 6), (e, 2) d6

T6 (b, 4), (c, 3), (e, 1) d7

T7 (a, 2), (c, 2), (d, 2) d9

T8 (a, 2), (c, 6), (e, 2) d10

Table 2. External utilities of
items

Item a b c d e

Unit profit 5 2 1 2 3

Definition 1 (Utility of an item/itemset). The utility of an item i in
a transaction T is defined as u(i, T ) = p(i) × q(i, T ). A set X ⊆ I is
an itemset. The utility of X in a transaction T is defined as u(X,T ) =∑

i∈X∧X⊆T u(i, T ). The utility of an itemset X in a database is defined as
u(X) =

∑
T∈D∧X⊆T u(X,T ) [5].

For example, the utility of item b in T1 is u(b, T1) = 2 × 2 = 4. The utility of
itemset {b, c} in T1 is u({b, c}, T1) = u(b, T1) + u(c, T1) = 2 × 2 + 1 × 2 = 6. The
utility of itemset {b, c} in the database is u({b, c}) = u({b, c}, T1)+u({b, c}, T2)+
u({b, c}, T4) + u({b, c}, T6) = 6 + 11 + 6 + 11 = 34.

An itemset X is said to be a high utility itemset (HUI) if its utility u(X) is
no less than a user-specified positive threshold minutil [5]. The utility measure
is not anti-monotonic. Thus pruning strategies used in FIM cannot be directly
used in HUIM. To reduce the search space in HUIM, the Transaction Weighted
Utilization (TWU) upper-bound was introduced [5].
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Definition 2 (Transaction weighted utilization). The utility of a transac-
tion T is defined as tu(T ) =

∑
i∈T u(i, T ). The TWU of an itemset X is the sum

of the utilities of transactions containing X, i.e. TWU(X) =
∑

X⊆T∧T∈D tu(T ).

Property 1. For two itemsets X ⊆ X ′, u(X ′) ≤ TWU(X ′) ≤ TWU(X) [5].

Thus, for an itemset X, TWU(X) is an upper-bound on u(X), and the TWU
is anti-monotonic. Hence, if TWU(X) < minutil, itemset X and all its supersets
can be pruned. A major limitation of HUIM is that it cannot find itemsets that
yield a high utility in specific time periods but not in the whole database. For
example, for minutil = 50, itemset {a, c} is a HUI since u({a, c}) = 56 > 50,
and {d, e} is not a HUI since u({d, e}) = 36 < minutil. But from time d5 to
d6, {d, e} yields a utility that is more than twice the utility of {a, c} (a utility
of 26 instead of 12). Thus, during this period, {d, e} is more interesting than
{a, c}, but is ignored in HUIM. To address this problem, we propose a new type
of patterns called Local High utility itemsets (LHUIs), defined as follows.

Definition 3 (Window). A window denoted as Wi,j is the set of transactions
from time i to j, i.e. Wi,j = {T |i ≤ t(T ) ≤ j ∧ T ∈ D}, where i, j are integers.
The length of a window Wi,j is defined as length(Wi,j) = j− i+1. The length of
a database D containing m transactions is WD = t(Tm) − t(T1) + 1. A window
Wk,l is said to subsume another window Wi,j iff Wi,j � Wk,l.

Definition 4 (Local high utility itemset). The utility of an itemset X in
a window Wi,j is defined as ui,j(X) =

∑
T∈Wi,j∧X⊆T u(X,T ). An itemset X

is a local high utility itemset (LHUI) if there exists a window Wi,j such that
length(Wi,j) = minLength and ui,j(X) ≥ lMinutil, where minLength ≤ WD

and lMinutil > 0 are user-specified thresholds representing a minimum length
and utility, respectively. Moreover, let LHUIs denotes the set of all LHUIs.

For example, for minLength = 3 and lMinutil = 20, itemset {b, c} is
a LHUI since for the window Wd1,d3 the utility of {b, c} is ud1,d3({b, c}) =
u({b, c}, T1) + u({b, c}, T2) + u({b, c}, T3) = 6 + 11 + 6 = 23 ≥ lMinutil = 20,
and length(Wd1,d3) = 3 − 1 + 1 = 3 = minLength.

Theorem 1 (Relationship between LHUIs and HUIs). If minutil =
lMinutil × � WD

minLength�, then HUIs ⊆ LHUIs.

Proof. If Theorem 1 is false, then there exists an itemset X ∈ HUIs such that
X /∈ LHUIs. This implies that for all window Wi,j such that length(Wi,j) =
minLength, ui,j(X) < lMinutil. Assume that we divide the database into
� WD

minLength� non overlapping windows having a length minLength (note that
there may be a window of length less than minLength if WD

minLength is not an inte-
ger). Let WUi denotes the utility of X in the i-th window. Since ∀WUi,WUi <

lMinutil, it follows that u(X) =
∑� WD

minLength �
i=0 WUi < lMinutil×� WD

minLength� =
minutil. There is a contradiction between u(X) < minutil and X ∈ HUIs.
Thus, the Theorem 1 is proven. 
�
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Definition 5 (LHUI period). For an itemset X, a window Wi,j is a LHUI
period if for each window Wk,l ⊆ Wi,j of length minLength, uk,l(X) ≥ lMinutil.
A LHUI period Wi,j is said to be a maximum LHUI period if there is no LHUI
period Wo,p such that Wi,j ⊂ Wo,p.

For example, consider that minLength = 5 and lMinutil = 30. The window
Wd1,d6 is a LHUI period of {a, b, c}, because Wd1,d5 and Wd2,d6 are its two sub-
windows of length minLength, and ud1,d5({a, b, c}) = ud2,d6({a, b, c}) = 32 ≥
lMinutil. The maximum LHUI period of itemset {a, b, c} is Wd1,d9 .

Definition 6 (Local High Utility Itemset mining). The problem of Local
High Utility Itemset Mining (LHUIM) is to find all LHUIs and their maximum
LHUI periods given the parameters minLength and lMinutil.

For example, given the database of Table 1, minLength = 5 and lMinutil =
30, 25 LHUIs are found with their maximum LHUI periods, including
{a, d}:[d5, d9], {a, b, c}:[d5, d5], {c, e}:[d3, d7], {b, e}:[d1, d7], {a, c, e}:[d5, d10],
{b, d, e}:[d3, d5], {b, c, e}:[d1, d7], {b, c, d, e}:[d3, d5]. For an itemset X, the num-
bers between brackets indicate the first and last timestamps of transactions in the
LHUI period of X that contains the itemset. This notation is called the abbre-
viated LHUI period of X. For example, although the LHUI period of {a, b, c}
is [d1, d9], it only appears in d5. Thus, its LHUI period is denoted as [d5, d5].
For minutil = lMinutil×� WD

minLength� = 60, traditional HUIM algorithms find 5
HUIs: {b, e}, {a, c, e}, {b, d, e}, {b, c, d, e} and {b, c, e}. Here, all HUIs are LHUIs,
and these latter provides LHUI period information.

3 Proposed Algorithm

This section presents an algorithm to efficiently mine LHUIs, named LHUI-
Miner, which extends the HUI-Miner [4] algorithm. The algorithm is designed
to explore the search space of itemsets by following a total order  on items in I.
It is said that an itemset Y is an extension of an itemset X if Y = X∪{j}∧∀i ∈
X, j  i. The proposed algorithms utilize a novel data structure called Local
Utility-list (LU-list) to store information about each itemset, which adapts the
utility-list [4] structure to store period information. The algorithm first scan the
database to create a LU-list for each item. Then, it explores the search space of
itemsets using a depth-first search, by combining pairs of itemsets to generate
their extensions and their LU-lists. A LU-list allow to determine if an itemset
is a LHUI without scanning the database. The LU-list structure is defined as
follows.

Let  be any total order on I. The LU-list of an itemset X contains a
tuple for each transaction that contains X. A tuple (also called element) has
the form (tid, iutil, rutil), where tid is the identifier of a transaction Ttid con-
taining X, iutil is the utility of X in Ttid. i.e. u(X,Ttid), and rutil is defined
as

∑
i∈Ttid∧∀j∈X,i
j u(i, Ttid) [4]. Moreover, the LU-list contains two sets named

iutilPeriods and utilPeriods, which stores the abbreviated maximum LHUI
periods and PLHUI periods of X, respectively. The PLHUI periods of X are the
periods where X and its extensions could be LHUIs.
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Definition 7 (PLHUI period). The remaining utility of an itemset X in a
window Wk,l is defined as ruk,l(X) =

∑
i∈T∧T∈Wk,l∧X⊆T∧∀j∈X,i
j u(i, T ). For

an itemset X, a window Wk,l is a PLHUI period (promising LHUI period) if for
each window Wy,z ⊆ Wk,l of length minLength, uy,z(X)+ruy,z(X) ≥ lMinutil.

For example, consider that a ≺ b ≺ c ≺ d ≺ e, minLength = 3 days
and lMinutil = 22. The LU-list of {a} is {(T4, 10, 48), (T5, 10, 12), (T7, 10, 6),
(T8, 10, 12)}, iutilPeriods = ∅, and utilPeriods = {[d5, d6], [d9, d10]}. The LU-
list of {d} is {(T2, 4, 3), (T4, 20, 6), (T7, 4, 0)}, iutilPeriods = {[d3, d5]}, and
utilPeriods = {[d3, d5]}. And the LU-list of {a, d} is {(T4, 30, 6), (T7, 14, 0)},
iutilPeriods = {[d5, d5]}, and utilPeriods = {[d5, d5]}. The LU-list of an itemset
provides useful information. If iutilPeriods is not empty, then X is a LHUI. And
if utilPeriods is empty, then it can be proven that all its extensions and transitive
extensions cannot be LHUIs or PHUIs and can be pruned from the search space.
The proof of this property is omitted due to space limitation.

The LHUI-Miner Algorithm. LHUI-Miner takes as input a transaction
database with utility values and the lMinutil and minLength thresholds. The
algorithm first scan the database to calculate the TWU of each item. At the
same time, an array tid2time is constructed, where the i-th position stores the
timestamp of transaction t(Ti). Thereafter, the algorithm only consider items
having a TWU no less than lMinutil, denoted as I∗. The TWU values of items
are used to set a total order  on I∗, which is the order of ascending TWU val-
ues [3]. A database scan is then performed to reorder items in each transaction
according to , and build the LU-list of each item i ∈ I∗. Then, the depth-first
search of itemsets starts by calling the recursive LHUI-Search procedure with
∅, the LU-lists of 1-itemsets, lMinutil and minLength.

LHUI-Search (Algorithm 1) takes as input (1) an itemset P , (2) a set of
extensions of P , (3) lMinutil, and (4) minLength. The procedure then checks
if iutilPeriods is empty in the LU-list of each extension Px of P . If yes, Px is
a LHUI and it is output with its abbreviated maximum LHUI periods (derived
from iutilPeriods and tid2time). Moreover, if utilPeriods is not empty, it means
that extensions of Px should be explored. This is performed by merging Px with
each extension Py of P such that y  x to form an extension of the form Pxy
containing |Px| + 1 items. The LU-list of Pxy is then constructed using the
Construct procedure of HUI-Miner, which join the tuples in the LU-lists of P ,
Px and Py. Thereafter, iutilPeriods and utilPeriods in the LU-list of Pxy are
constructed by calling the generatePeriods procedure. Then, LHUI-Search is
called with Pxy to calculate its utility and explore its extension(s) using a depth-
first search. The LHUI-Miner procedure starts from single items, it recursively
explores the search space of itemsets by appending single items and it only
prunes the search space based on the properties of LU-list. It can be easily seen
that this procedure is correct and complete to discover all LHUIs.

The generatePeriods procedure (Algorithm 2) takes as input (1) a LU-list
lUl, (2) lMinutil and (3) minLength. The procedure slides a window over lUl
using two variable winStart (initialized to 0; the first element of lUl), and
winEnd. The procedure first scan lUl to find winEnd (the end index of the
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Algorithm 1. LHUI-Search
input : P : an itemset, ExtensionsOfP: extensions of P , lMinutil: a user-specified

threshold, minLength: a window length threshold
output: the set of LHUIs and their abbreviated maximum LHUI periods

1 foreach itemset Px ∈ ExtensionsOfP do
2 if Px.LUList.iutilPeriods �= ∅ then output Px with Px.LUList.iutilPeriods;
3 if Px.LUList.utilPeriods �= ∅ then
4 ExtensionsOfPx ← ∅;
5 foreach itemset Py ∈ ExtensionsOfP such that y 
 x do
6 Pxy.LUList ← Construct (P, Px, Py);
7 generatePeriods (Pxy, lMinutil, minLength);
8 ExtensionsOfPx ← ExtensionsOfPx ∪ Pxy;

9 end
10 LHUI-Miner (Px, ExtensionsOfPx, minutil, minLength);

11 end

12 end

first window), iutils (sum of iutil values in the first window) and rutils (sum of
rutil values in the first window). Then, it repeats the following steps until the
end index winEnd reaches the last tuple of the LU-list: (1) increase the start
index winStart until the timestamp changes, and at the same time decrease
iutils (rutils) by the iutil (rutil) values of tuples that exit the current window,
(2) increase the end index until the window length is no less than minLength,
and at same time increase iutils (rutils) by the iutil (rutil) values of tuples that
enter the current window, (3) compare the resulting iutils and iutils+rutil val-
ues with lMinutil to determine if the current period should be merged with
the previous period or added to iutilPeriods and utilPeriods (line 14 to 15).
Merging is performed to obtain the maximum LHUI and PLHUI periods.

Algorithm 2. The generatePeriods procedure
input : lUl: a LU-list, lMinutil: a user-specified utility threshold, minLength: a

user-specified window length threshold

1 winStart = 0;
2 Find winEnd (the end index of the first window in ul), iutils (sum of iutil values of the

first window), rutils (sum of rutils values of the first window);
3 while winEnd < lUl.size do
4 while ul.get(winStart).time is same as previous index do
5 iutils = iutils − lUl.get(winStart).iutil;
6 rutils = rutils − lUl.get(winStart).rutil;
7 winStart = winStart + 1;

8 end
9 while ul.get(winEnd).time ≤ ul.get(winStart).time + minLength do

10 iutils = iutils + lUl.get(winEnd).iutil;
11 rutils = rutils + lUl.get(winEnd).rutil;
12 winEnd = winEnd + 1;

13 end
14 merge the [winStart, winEnd] period with the previous period if iutils ≥ lMinutil.

Otherwise, add it to lul.iutilPeriods;
15 merge the [winStart, winEnd] period with the previous period if iutils + rutils ≥

lMinutil. Otherwise, add it to lul.utilPeriods;
16 end
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Optimizations. To improve the performance of LHUI-Miner, the next para-
graphs describe three optimizations.

Strategy 1. Discarding unpromising items using the sliding window.
A modified version of Property 1 is used in LHUI-Miner to discard items that
cannot be in a LHUI or PHUI. The TWU of an item i in a window Wk,l is defined
as TWUk,l(i) =

∑
i∈T∧T∈Wk,l

tu(T ). During the first database scan, if there is
an item i such that for any window Wk,l of length minLength, TWUk,l(i) <
lMinUtil, then item i is discarded.

Strategy 2. Discarding unpromising transactions using the sliding win-
dow. If for each item i in a transaction T , TWUk,l(i) < lMinutil for each win-
dow Wk,l of length minLength containing T , then the transaction T is discarded
because this transaction cannot be in any LHUI period.

Strategy 3. Discarding unpromising tuples in each LU-list. The LU-list
of an itemset X can stores numerous tuples that represents the transactions
where X appears. However, some of those transactions are not in any PLHUI
periods. Thus, these transactions are not in the LHUI periods of X and those
of its transitive extensions. Hence, this strategy does not store the tuples rep-
resenting these transactions in the LU-list of each itemset X. This reduces the
runtime of the algorithms since performing the intersection of LU-lists and scan-
ning LU-lists is faster for smaller LU-lists.

Strategy 1 and 2 are applied once, during the first database scan, while
Strategy 3 is applied during LU-list construction. The proofs that these strategies
are correct are ommitted due to space limitation. But they can be easily derived
from the previous definitions.

4 Experimental Evaluation

Experiments were performed to assess the performance of LHUI-Miner on a
computer having an Intel Xeon E3-1270 v5 processor running Windows 10,
and 16 GB of free RAM. The performance of LHUI-Miner were compared with
non-optimized versions and the HUI-Miner algorithm for mining HUIs. Four
real-life datasets commonly used in the HUIM litterature were used: mushroom,
retail, kosarak and e-commerce. They represent the main types of data typically
encountered in real-life scenarios (dense, sparse, and long transactions). Let |I|,
|D| and A represents the number of distinct items, transactions and average
transaction length. mushroom is a dense dataset (|I| = 16,470, |D| = 88,162, A
= 23). kosarak is a dataset that contains many long transactions (|I| = 41,270,
|D| = 990,000, A = 8.09). retail is a sparse dataset with many different items
(|I| = 16,470, |D| = 88,162, A = 10,30). e-commerce is a real-world dataset
(|I| = 3,803, |D| = 17,535, A = 15.4), containing customer transactions from
01/12/2010 to 09/12/2011 of an online store. For the other datasets, external
utilities of items are generated between 1 and 1,000 using a log-normal distribu-
tion and quantities of items are generated randomly between 1 and 5, as in [4,6].
Besides, the timestamps of transactions in these three databases are generated
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by adopting the same distribution as the e-commerce database. The source code
of algorithms and datasets can be downloaded from the SPMF library [11].

LHUI-Miner was run with minLength = 90 days for e-commerce and 30
days for the other datasets. Thereafter, lhui-op denotes LHUI-Miner with opti-
mizations; and lhui-non-op denotes LHUI-Miner without optimization. Algo-
rithms were run on each dataset, while decreasing lMinutil (for HUI-Miner
minutil = lMinutil × � WD

minLength�) until they became too long to execute, ran
out of memory or a clear trend was observed. Figure 1 compares the execu-
tion times of LHUI-Miner with and without optimization. Figure 2 compares the
numbers of LHUIs and HUIs, respectively generated by these algorithms.
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It can be observed that in most cases, optimizations reduce the runtime. In
some cases, the optimized algorithm is one time faster than the non-optimized
algorithm, while in some cases there is little improvement. We also compared
the execution time of HUI-Miner (lMinutil × � WD

minLength�) with the proposed
algorithm. HUI-Miner is generally much faster because HUI-Miner generates
much less patterns than LHUI-Miner (in other words, the problem of HUI mining
is easier). However, when the number of patterns found by HUI-Miner is similar
to the proposed algorithm, their runtimes are similar. Thus, because HUI-Miner
is defined for a different problem, its results are not shown in Fig. 1.

A second observation is that the number of LHUIs is much more than the
number of HUIs in most cases. This is reasonable since an itemset is much more
likely to be high utility in at least one window than in the whole database.
For example, on mushroom (WD = 180 days), minutil = 500, 000, lMinutil =
83, 333, minlength = 30 days, there are 168 HUIs and 549,479 LHUIs. Among all
patterns found, some interesting LHUIs are found in e-commerce. For instance,
for lMinutil = 1, 432, 360 and minlength = 90 days, the itemset {pink polkadot
bag, black and white baroque bag} has a PLHUI period from 2011/07/19 to
2011/11/02 where it generates a high utility, while the itemset is not a HUI in
the whole database for minutil = 6, 000, 000. This information can be very useful
for a retail store manager as it shows that this product generates a high profit
from the end of July to early November. This can be useful to replenish stocks
and offer promotions on this set of products during that period for the following
year. Lastly, another observation is that for kosarak, the difference between the
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number of LHUIs and HUIs is very small compared to other datasets. The reason
is that the utilities of patterns do not vary much over time in kosarak.

5 Conclusion

To find itemsets that yield a high utility in non-predefined time periods and
consider timestamps of transactions, this paper defined the problem of mining
Local High-Utility Itemsets (LHUIs). An algorithm named LHUI-Miner (Local
High-Utility Itemset Miner) was designed to efficiently discover LHUIs. Besides,
three strategies were proposed to improve the performance of LHUI-Miner. An
experimental evaluation has shown that LHUI-Miner can discover useful patterns
that traditional HUIM could not find and that strategies reduces the runtime
and memory consumption.

For future work, we will design concise representations of LHUIs to show a
summary of all patterns to the user. Moreover, we will adapt the concept of this
paper to other pattern mining problems such as sequential pattern mining and
episode mining.
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Abstract. In this paper, we address a novel and important topic in the
area of HUI mining, named Trending High Utility Itemset (TrendHUI)
mining, with the promise of expanding the applications of HUI min-
ing with the power of trend analytics. We introduce formal definitions
for TrendHUI mining and highlighted the importance of the TrendHUI
output. Moreover, we develop two algorithms, Two-Phase Trending High
Utility Itemset (TP-THUI) miner and Two-Phase Trending High Util-
ity Itemset Guided (TP-THUI-Guided) miner. Both are two-phase algo-
rithms that mine a complete set of TrendHUI. TP-THUI-Guided miner
utilizes a remainder utility to calculate the temporal trend of a given
itemset to reduce the search space effectively, such that the execution effi-
ciency can be enhanced substantially. Through a series of experiments,
using three different datasets, the proposed algorithms prove to be excel-
lent for validity and efficiency. To the best of our knowledge, this is the
first work addressing the promising topic on Trending High Utility Item-
set mining, which is expected to facilitate numerous applications in data
mining fields.

Keywords: High utility itemset · Utility pattern mining
Trend analysis · Data mining

1 Introduction

The problem of High Utility Itemset (HUI) mining [1] evolved from the most
common task in data mining, the Frequent Itemset Mining (FIM ) [2]. In HUI
mining, not only does the outputs have to satisfy user requirements with regards
to minimum confidence and support count but also the minimum utility.

Most of the previous work [3–5] on HUI mining centred around developing
efficient algorithms. Tseng et al. [6] used a tree structure in combination with the
commonly used pruning strategy, TWU (Transaction Weighted Utility [3]), to
develop the UP-Growth and UP-Growth+. EFIM [4] was the fastest algorithm
at the time of writing this paper. In addition to using the TWU, EFIM also uses
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two other upper bound strategies, the local utility and sub-tree utility for pruning
to enhance execution time, and implements database projection and transaction
merging to improve memory performance.

It is no doubt that HUI has numerous applications as already highlighted by
previous research [3,4,6]. However, with the current representation and mining
of HUI, which gives only a single value for a high utility itemset, it is almost
impossible to make any predictions and forecasting for product sales in the
retail industry. Single values of an itemset can only give information about the
itemset’s performance in the past.

In this paper, we address a novel and important topic in the area of HUI
mining, named Trending High Utility Itemset (TrendHUI) mining. TrendHUI
has the potential to extend the applications of HUI mining using promising
technologies like time series mining, machine learning and other innovative arti-
ficial intelligence. Figure 1 illustrates the input and output of a TrendHUI mining
task.

(a) Trending itemset
(b) Illustration of TrendHUI mining task

Fig. 1. Input and output of a TrendHUI miner

TrendHUI can be applied and expanded on different domains that are already
benefiting from HUI mining. In market basket analysis, TrendHUI can be used
to give more insightful information about items which are purchased together
and their long-term effect. Applications in the stock market, e-commerce, and
biomedicine will also be possible with TrendHUI mining. TrendHUI mining can
additionally be used for recommendation systems to identify what itemsets are
often purchased together, more importantly, highlighting their trend over time.
The primary motivations for this research direction seek to rectify some of the
earlier assumptions made in HUI mining to expand the research domain. These
assumptions are as follows: (i) Current HUI algorithms ignore time concept in
mining. In the real world, transaction database has a timeline that needs to be
considered when mining. Also, (ii) Non-informative HUI mining output.

We have develop two algorithms, Two-Phase Trending High Utility Itemset
(TP-THUI) miner and Two-Phase Trending High Utility Itemset Guided (TP-
THUI-Guided) miner to approach this problem. To the best of our knowledge,
this paper is the first work that addresses the interesting and important research
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topic of mining Trending High Utility Itemset (TrendHUI). The major contribu-
tions of this paper include (i) The new concept of TrendHUI being introduced
formally which broadens the research horizon of HUI mining, (ii) Informative
representation of HUI mining task, (iii) Novel algorithms are proposed for min-
ing a complete set of TrendHUI efficiently, and (iv) Extensive experiments were
conducted to show the feasibility of the proposed ideas and the performance of
the designed algorithms.

2 Related Work

Almost all HUI algorithms can be placed in one of the two groups, two-phase and
one-phase algorithm. The one-phase algorithms emerged after the Two-Phase
[5], and they performed better than the former. Algorithms such as Two-Phase,
BAHUI [7], UP-Growth and UP-Growth+ [6] are all examples of two-phase
algorithms that are based on the TWU(Transaction Weighted Utilization) to
reduce their search space. The downside of the two-phase paradigm was the
problem of large irrelevant candidate generation [5], this problem was addressed
using new algorithms which were engineered to avoid the candidate generation
entirely. Using a single phase was a game changer speeding up execution time in
10 and 100 folds in both d2HUP [8] and HUI-Miner [9]. Variants of HUI-Miner,
also known as HUP-Miner [10] sought to improve on execution time and better
performance. To improve the execution time, it is crucial to reduce the number of
database scan as this slows down the mining process. By this point, two factors
needed to be considered to improve the execution time of HUI mining are (i)
candidate generation and (ii) Database scans, with the former becoming less of
a concern as single phase algorithms skip this mining step. This is evident in a
single phase state-of-the-art algorithm [4] which performs well in both memory
management and execution time.

To understand the trend analysis in our research, we will first introduce
some pioneering work in mining HUI in Streaming Data [11,12]. In data stream
mining, time and sequence order are both essential components. Algorithms in
mining high utility itemsets over stream data uses two fundamental paradigms:
a time-fading [12] and a sliding window [11] paradigms.

3 Problem Definitions

HUI mining has already been around for a while now with some common defi-
nitions [6]. We will, therefore, introduce some definitions that are vital for the
foundation of our research in TrendHUI.

3.1 Preliminaries

Let’s represent a set of items I = {i2, i2, . . . , im}, each item ij(1 � j � m) has
a unit profit pr(ijy) for each given year y, this is also referred to as the external
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Utility. A k − itemsetXy = {i1, i2, . . . , ik} is a set of distinct items with a length
of k generated in y time frame. A transaction database D = {T1y, T2y, . . . , Tny}
contains a set of transactions, and each transaction Td(1 � d � n) has both a
unique identifier d, called TID and a timestamp (time frame) y, at which the
transaction occurred. In a given transaction, each item has a utility associated
with it, and it is also referred to as the internal utility represented as q(i, Td).

For our running example, we consider the database in Table 1. It has three
columns: unique transaction (TID), Transaction, and T for timestamps. Several
transactions can belong to the same timestamp if we consider the time stamp as
a time frame in the form of years or months. Table 1 contains five transactions
(T1 to T5). T3 contains items a and c, note that the timestamp is Y1 whereas
T5 containing the same items has a timestamp of Y3. Table 2 shows the external
utilities of each item over time.

Table 1. Transaction database

TID Transaction T(Time)

1 (a,1)(c,2)(d,1) Y1

2 (a,1)(b,1)(c,8) Y1

3 (a,1)(c,4) Y2

4 (a,1)(b,1)(c,12) Y2

5 (a,1)(c,4) Y3

Table 2. External utility values
per year

Item Y1 Y2 Y3

a 6 5 8

b 8 9 6

c 10 7 5

d 5 5 7

3.2 Definitions

Definition 1. Time bound utility of an itemset
The time bound utility of an itemset for a given time frame y in a given trans-

action Td is denoted as u (Xy, Td) and defined as u (Xy, Td) =
∑

i∈Xy
u (iy, Td)

if Xy ⊆ Td. The combine time utility of an itemset can be considered as the
total utility of an itemset in a given database denoted as U∀y(X) and defined as
U∀y(X) =

∑
Td∈g(X) u (Xy, Td).

Definition 2. Utility Set
The utility set of an itemset in a database D denoted as Uset (X) and it is

defined as Uset (X) = {u (Xy1) , u (Xy2) , . . . , u (Xyn
)}.

Definition 3. The slope of a Utility Set
The slope of a utility set is denoted as s (Uset (X)) and it’s defined as

s (Uset (X)) =
∑

(x−x)(y−y)
∑

(x−x)2
, where x ∈ Uset (X), y is the time frame from Y1

to Yn.

Definition 4. Remainder Utility
According to Definitions 1 and 3, given an itemset X from list of HUI, the

remainder utility is the total minus the sum of all utilities in the utility list of
X. We denote the remainder utility of itemset X as rU(X)and it is defined as
rU(X)=u(X) − ∑

(Uset(X)).
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Definition 5. Trend Direction
The trend direction δ is a user-defined value where δ may have the value

of positive(+) sign if the utility set’s slope is greater than or equal to 0, or
negative(−) sign if the slope value is less than 0.

Definition 6. Trending high utility itemset (TrendHUI)
An itemset X is a Trending High Utility Itemset iff (i) u(X) � minUtil and

(ii) s(Uset(X))has the same direction as δ.

Problem Statement for TrendHUI Mining. Given a user specified mini-
mum utility threshold minUtil, user specified trend direction δ, and a transaction
database D which contains a set of transactions T with timestamps, the problem
of TrendHUI mining is to identify all itemsets in D which has total utility no
less than minUtil and has a slope direction equal to δ.

4 Proposed Methods

To deal with the targeted TrendHUI mining problem, we propose two methods,
namely TP-THUI and TP-THUIGuided. The overall constructs are to mine the
entire transaction database, then search the different time frames in the dataset
for the values of the HUIs obtained. In phase one we mine the high utility itemset
[4], then in phase two we search for the utilities of the HUI over the given time
frame.

4.1 Two-Phase Trending High Utility Itemset (TP-THUI) Miner

Algorithm 1. Two-Phase Trending High Utility Itemset mining
1 function TP-THUI (D, H, Y, δ);

Input : D: transaction database, H: a set of HUI, Y : time frame from Y1 to Yn, δ: direction
Output: complete set of TrendHUI

2 Initialize Ω ← Ø;
3 foreach high-utility itemset α ∈ H do
4 Uset({α}) ← Ø;
5 foreach time frame y ∈ Y do
6 Uset ← Uset ∪ u({α}y) ; /* Scan D to calculate u({α}y) */
7 end
8 if slope(Uset({α})) satisfies δ then
9 Ω ← Ω ∪ {α};

10 end

11 end
12 return Ω;

The goal of phase one of the TP-THUI algorithm is to discover a complete
set of HUIs as described above. In phase two, we obtain the list of HUI as the
candidate list from phase one. Given time frames Y1 to Yn, the utility of each
X needs to be obtained from the original database for each Y . See Algorithm 1
for details. Once these values are obtained, line 8 uses the slope function (see
Definition 3) and determines if according to Definition 6 the given itemset is a
THUI based on user specified trend direction.
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The most expensive task using this approach is the database scan which
tends to be quite expensive depending on the size of D and the number of HUIs
obtained from phase one. A tremendous amount of time is wasted on line 6 for
the negation of the desired pattern only to be discarded on line 8.

4.2 Two-Phase Trending High Utility Itemset Guided
(TP-THUI-Guided) Miner

Algorithm 2. Two-Phase Trending High Utility Itemset Guided mining
Input : D: transaction database, H: a set of HUI, Y : time frame from Y1 to Yn, k: seed, δ:

direction
Output: complete set of TrendHUI

1 Function TP-THUI-Guided(D, H, Y , k, δ):
2 Initialize s ← 0 , t ← k − 1
3 if δ is negative then
4 t ← 0
5 s ← k − 1

6 return Miner(s, t, δ)

7

8 Function Miner(s, t, δ):
9 Initialize Ω ← Ø

10 foreach high-utility itemset α ∈ H do
11 Uset({α}) ←array[Y1...Yn]
12 for time frame y ← s to t do
13 Uset[y] ← u({α}y) /* Scan D to calculate u({α}y) */
14 end
15 for time frame y ← k to Yt do
16 Uset[y] ← u({α}y)
17 d(α) ← slope(Uset({α}))
18 Uset[Yt] ← u(α) − ∑

y∈Y u({α}y) /* Definition6 */

19 df(α) ← slope(Uset({α}))
20 Uset[Yt] ← 0
21 if d(α) and df(α) is same direction then
22 if d(α) satisfies δ then
23 Ω ← Ω ∪ {α}
24 end

25 end
26 return Ω

We propose a second approach, TP-THUI-Guided, to reduce unnecessary
database scans. The property we explored in this approach is that in a given
Uset(X), the positions of larger utility values are crucial in determining the trend
direction of the TrendHUI. But prior to getting the slope value, we already know
the total utility (actual utility) of all HU-Itemsets. Combining our knowledge of
the actual utility value of an itemset we can incrementally determine the slope of
the itemset using the remainder utility in Definition 4 to determine the temporal
slope before calculating the actual slope.

The goal of this approach is to avoid obtaining the complete utility set of the
negation of THUIs. This is achieved by first obtaining the first three items (seed)
of the utility set for the given HUI. The seed is the initial utility set values that
should be obtained. For positively trending itemsets, the seed and direction of
the processing start at position 0 of the utility set and vice versa for negatively
trending itemsets. Two influential positions in the utility set are then defined; (1)
most positive and (2) most negative. By positioning the rU(X) from Definition 4
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on either of these extreme positions, the direction (positive or negative) of X is
determined if the rU(X) has no effect on the previously determined direction
from the seed. The seed is then grown whenever we can’t determine the direction
of the temporal slope and lines 19 through 24 is then repeated until the direction
of the itemset is determined. Thus, the algorithm can quickly discard the negated
slope utility sets. The algorithm terminates when all items in the HUI list are
scanned to mine the complete set of TrendHUIs. See Algorithm 2 for the details.

5 Experimental Evaluations

5.1 Experimental Setup and Dataset

Our experimental setup is designed to evaluate the algorithms’ efficiency, cor-
rectness and the capability in obtaining complete set of TrendHUI from a given
database. Our experiments were carried out on a 64 bit Windows 10 platform
with 32 GB ram and an i5-4590 intel processor. All algorithms are implemented
using the Java programming language. Our datasets are three (Chess, Accidents,
and Mushroom) of the benchmark datasets of HUI mining [4].

The key parameter in measuring performance in our experimental setup is
execution time. The experiment compares the performance of the TP-THUI
algorithm with the TP-THUI-Guided algorithm both of which were developed for
TrendHUI mining. We will observe their performances for mining both positively
trending itemsets as well as negatively trending itemsets. Given a transactional
database, the sum of positively trending and negatively trending itemsets must
be equal to the number of HUI mined from the same database. Since these
benchmark datasets do not have timestamps assigned to them, we have to assign
timestamps to them as shown in Table 1.

5.2 Evaluation of TP-THUI and TP-THUI-Guided

We used the algorithms to separately mine positively trending itemsets and also
negatively trending itemsets on the same dataset for comparison. Figure 2 shows
the performance of both algorithms on the five-year range datasets using the
Chess dataset. In this dataset, the TP-THUI-Guided algorithm thrived with
definite improvement over the baseline algorithm. This improvement is expected
because the outputs from these datasets are fairly balanced between negatively
trending HUIs and positively trending HUIs. Which is to say, if we were mining
positively trending itemsets, TP-THUI-Guided focuses on finding and avoiding
the negatively trending itemsets. This makes it perform better than the baseline
provided there are a good number of the undesired trends but performs slightly
bad if there are a good number of the desired trends. This phenomenon explains
the case of the Mushroom dataset.

The longer the time frame, the better the performance of TP-THUI-Guided
algorithm since a great percentage of the utility set would have been avoided if
they are unwanted itemsets. This can be seen in the the negative trend mining
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Fig. 3. The execution time of TP-THUI and TP-THUI-Guided using Accident10.

for the Accident dataset, the performance gain ranges from 18% to 38% in the
5 year period, whereas the gain is between 36% and 41% for the 10 year period
see Fig. 3.

It is evident that for both algorithms, the execution time will increase sig-
nificantly if the minimum utility value is set smaller. Also, the execution time
depends on the number of HUIs obtained from phase one.

6 Conclusion

In this research work, we have developed two methods for the mining of Trend-
HUI, which is to mine a complete set of trending high utility itemsets (Trend-
HUI). We also represent the output of the TrendHUIs in an informative format.
Moreover, we have proven that the mining of a complete set of TrendHUI is
achievable in a feasible execution time, and most importantly we have presented
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the first work on trend analysis in high utility itemset mining. This is impor-
tant because the output of TrendHUI mining has many potential applications
to be explored. For instance, using Time Series technologies, we should be able
to point out the utility of an itemset in the next n time frames given previously
known. This will also introduce other exciting topics that will change the current
direction on the “fastest algorithm” race to an application and integration based
research in the HUI mining domain. For the future work, we plan to work on
datasets that can help us highlight the applications of high utility mining in a
given domain such as stock market, biomedicine, and market basket analysis.
We will also focus on single phase algorithms for TrendHUI mining.
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Abstract. For a long time, the news media has played a crucial role
not only as an information provider, but also as an influential source of
opinion and commentary. Nowadays, platforms such as Twitter provide
an alternative to the traditional one-way interaction, enabling users to
voice their opinions. Hence, one can obtain a more comprehensive picture
of the range of perspectives on real-world events by considering both news
and social media sources. In this paper, we compare mainstream news
and Twitter data on 18 well-known real-world events from six different
categories. We propose the event-based authoring model (EvA), a novel
probabilistic model to capture the content characteristics of an event with
respect to aspect, category and background word distributions. These
results allow us to analyze the real-world events in different perspectives.

Keywords: News media · Social media · Real-world event analysis
Topic model

1 Introduction

As online social media and online news continue to mature, increasing numbers
of people rely on online media platforms to obtain information about the world
as well as to express their personal opinions about various kinds of events. Such
platforms are now among the primary sources that people rely on to keep track
of current events in the world. Hence, online media possess unprecedented power
to influence people’s opinions. Clearly, there are substantial differences between
social media and news media with regard to linguistic properties, distributions
of opinions, sentiment, subjectivity, authenticity, immediacy, to name but a few.
One study [4] determined that the value of news has remained constant, but
that most raw content now is available both to journalists and to social media
users. However, with the increased prominence of social media platforms, these
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now are also beginning to serve as gatekeepers on the news media. It has now
become crucial to consider the interplay between social and news media, given
the role that the two play in shaping the public’s opinions on world events.
Despite the abundance of research studying various aspects of online social media
and of online news, this connection between the two has not received sufficient
attention.

As more and more people participate in online discussions, analysts pay
increasingly focus on mining the public perception, opinions, and online inter-
actions pertaining to various real-world events, including, for instance, political
events [8] and natural hazards [14]. One study [7] analyzed the engagement of
Twitter users in response to real-world events. Although there have been numer-
ous studies related to real-world event analytics, most of them focus on analyzing
the behavior or online users rather than taking an event-centric perspective. To
address this gap, the present study proposes a novel analytical model, consider-
ing event aspects as well as categories.

Both news and social media serve as vehicles for information authoring, dis-
semination, and diffusion. While there have been studies that sought to charac-
terize specific aspects of how social and news media differ [11,15], in this paper,
we attempt to provide a more comprehensive data-driven analysis of how news
and social media differ, focusing on an event-centric perspective by highlighting
how the two differ in covering the same set of events.

Our main contributions include:

1. We propose a new means of analyzing real-world events by accounting for
both news and social media.

2. We introduce a new model called EvA to probabilistically model the events
based on intuitions of how a journalist or user may compose an article.

3. We perform an analysis of event aspects to provide a contrastive analysis
discriminating between news and social media.

2 Related Work

Event Detection. In this paper, we consider the somewhat rigid method of
detecting real-world events based on keywords to compile our dataset. However,
there are also several works that focus on extracting events using more involved
methods. One study aims at related event discovery by extracting local events
from web pages [10]. Certain previous work has also specifically aimed at detect-
ing events in tweets [1]. For further references, the reader is referred to a recent
survey that summarizes techniques for event detection in Twitter [2].

Event Analysis. In terms of data analysis, there has been previous work focus-
ing on news and social media. ET-LDA [9] is a joint topic model for aligning
events and corresponding feedback on Twitter. For news media, a recent method
ranks the daily news events according to their importance [13]. Castillo et al.
predict the life cycle of online news stories by analyzing reactions to the news on
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social media [3]. For further information on the challenges and possible solutions
for event analytics on social media, the reader is referred to a recent overview [6].

3 The EvA Model for Multi-perspective Event Analytics

3.1 Preliminaries and Definitions

To better understand the analytics and the model, we highlight some definitions
in our model. Events refer to happenings in the world, e.g., the Oscars, Nobel
Prize, or terrorist attacks in France. An aspect refers to a particular issue or
subject that can be discussed about a given event. For instance, for our Academy
Award event data, Best picture, La La Land, and Emma Stone are among the
most trending aspects being discussed. An event category is a classification of
events with regard to the event context, type, or attributes. For instance, based
on the event context, we can consider categories such as disasters, business,
political events, etc. A background word is an auxiliary word used by the
authors to help in phrasing their thoughts, but typically does not express a
specific opinion in the context under consideration, e.g., actor, immigrate, and
black. In addition, the main notational conventions are enumerated in Table 1.

Table 1. The key notations used in this paper.

Notations Description

E, D, T, C, N, B Number of events (e = 1 : E), documents (d = 1 : D),
aspects (k = 1 : K), event categories (c = 1 : C),
words (n = 1 : N), and background word distribution

w, z, c Word, aspect, category

x0, x1 Word indicators, one per word

ψ0, ψ1 Word bias on event category, aspect and background

λ0
0, λ

0
1, λ

1
0, λ

1
1 Beta prior for hidden variables

θ, φ, σ, Ω Distribution of document-aspect, aspect-word,
category-word and background-word

α, β, δ, π Dirichlet prior for hidden variables

3.2 EvA Model Description

To address the aforementioned aims, we devise the EvA (Event-based Authoring)
model in Fig. 1, inspired by the process of how a person – e.g., a journalist or
blogger, or, alternatively, a social media user – authors a document, i.e., an article
or a posting. Typically, the authoring process would be triggered by an event.
We assume that the first decision that authors make is to settle on what event
aspects they wish to write about. Because the purpose of writing a document
is to express an opinion or to report on some aspect. Next, we assume that the
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Fig. 1. EvA probabilistic graphical model

event category will exert special influence. For different category events, authors
tend to follow different conventions while writing an article. Finally, authors will
need to turn relevant information and thoughts on the various aspects of the
event into a coherent narrative by organizing the words to form a suitable series
of written sentences. For this, we distinguish three kinds of words: aspect words,
category words, and background words. Background words, as mentioned, refer
to auxiliary words, which can be thought of as being added last, as they merely
assist in casting the thoughts and opinions into proper phrases.

Algorithm 1. The generation process for documents.
1: Draw background word distribution Ω ∼ Dir(π)
2: for each category c = 1, ..., C do
3: Draw category word multinomial distribution σc ∼ Dir(δ)
4: for each event e = 1, ..., E do
5: for each aspect k = 1, ..., K do
6: Draw aspect word multinomial distribution φek ∼ Dir(β)
7: for each document d = 1, ..., D do
8: Draw a Bernoulli distribution ψ0

d ∼ Beta(λ0
1, λ0

0)

9: Draw a Bernoulli distribution ψ1
d ∼ Beta(λ1

1, λ1
0)

10: Draw document aspect mixture θd | αe ∼ Dir(αe)
11: for each word n = 1, ..., N do
12: Sample x0

n ∼ Bernoulli(ψ0
d)

13: if x0
n = 1 then

14: Sample an aspect zn | θd ∼ Multi(θd)
15: Draw word wn | zn ∼ Multi(φezn )

16: if x0
n = 0 then

17: Sample x1
n ∼ Bernoulli(ψ1

dn
)

18: if x1
n = 1 then

19: Draw word wn | c ∼ Multi(σc)
20: if x1

n = 0 then
21: Draw word wn ∼ Multi(Ω)
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3.3 The Inference Process

The posterior probability of the EvA model is as follows:

P (θ1:D, φ1:K , σ1:C , Ω, ψ0
1:C , ψ1

1:K , z,x0,x1 | α, β, δ, π, λ0
0, λ

0
1, λ

1
0, λ

1
1,w, c) (1)

Unfortunately, computing this posterior probability is intractable with all the
variables. However, we can approximate it via collapsed Gibbs sampling. This
involves integrating out the following hidden variables: θd, φk, σc, Ω, ψ0

c , and ψ1
k.

We define CEQ
eq as the number of times instance e appeared with instance

q, e.g., CWK
wk gives the number of times word w was assigned to aspect k. In

addition, we use subscript −i to denote the counting variable that excludes the
ith word index in the corpus. Moreover, CBW

·w refers to the number of times that
word w is sampled from the background word distribution. As a result, we finally
obtain the following conditional posterior distribution:

P (x0
n = 1, zn = k | wn = w) ∝ (CDX0

d1,−n + λ0
1)

× CKW
kw,−n + β

∑
w′(CKW

kw′,−n + β)
× CDK

dk,−n + αek
∑

k′(CDK
dk′,−n + αek)

(2)

P (x0
n = 0, x1

n = 1 | wn = w, cd = c) ∝ (CDX0

d0,−n + λ0
0)

× CDX1

d1,−n + λ1
1

CDX1

d1,−n + CDX1

d0,−n + λ1
0 + λ1

1

× CCW
cw,−n + δ

∑
w′(CCW

cw′,−n + δ)

(3)

P (x0
n = 0, x1

n = 0 | wn = w) ∝ (CDX0

d0,−n + λ0
0)

× CDX1

d0,−n + λ1
0

CDX1

d1,−n + CDX1

d0,−n + λ1
0 + λ1

1

× CBW
·w,−n + π

∑
w′(CBW

·w′,−n + π)

(4)

αe is a non-uniform vector related to the event e. Considering its simplicity
and speed, we update αek according to αek = 1

Ne

∑
d

CDK
dk

CDK
d·

in each iteration of
Gibbs sampling [12]. Assume that Ne is the number of documents in event e and
document d belongs to event e.

4 Experiments and Analytics

4.1 Data Description

Our dataset includes 6 categories, and for each category we have 3 events. For
each of these events, we compare the data from news and social media. The
news media documents are sourced from the STICS project [5]. We rely on
event keywords to filter these news articles so as to obtain related articles for
a given event. The social media data is crawled from Twitter by relying on
the Twitter API, using the same selection criteria. The overall statistics of the
resulting dataset are given in Table 2.
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Table 2. Dataset description

Category ID Keyword Data period Twitter News

Armed conflicts
and attacks

1 France attack 2016-06-14–2016-08-14 173,025 3, 318

2 Orlando shooting 2016-05-12–2016-07-12 525,891 3, 059

3 Turkish coup 2016-06-15–2016-08-15 145,952 2, 111

Disasters and
accidents

4 California wildfire 2016-07-16–2016-09-16 44,954 407

5 Hurricane matthew 2016-09-03–2016-11-03 570,124 1, 604

6 Louisiana flood 2016-07-17–2016-09-17 148,952 353

Business and
economy

7 Federal reserve 2016-11-15–2017-01-15 54,213 2, 141

8 OPEC oil 2016-11-10–2017-01-10 116,429 1, 450

9 Trump TPP 2016-12-23–2017-02-23 60,798 470

Politics and
elections

10 Trump protest 2016-12-20–2017-02-20 307,263 3, 009

11 Trump inauguration 2016-12-20–2017-02-20 525,149 6, 082

12 Trump tax 2017-03-26–2017-05-26 395,460 3, 093

Arts and culture 13 Grammys 2017-01-12–2017-03-12 532,296 465

14 Oscars 2017-01-26–2017-03-26 326,714 1, 088

15 Nobel prize 2016-09-08–2016-11-08 297,890 1, 407

Sports 16 Super bowl 2017-01-06–2017-03-06 288,166 2, 511

17 Olympics 2016-07-13–2016-09-13 511,042 5, 816

18 NBA finals 2017-05-06–2017-07-06 254,798 936

For data pre-processing, we remove stopwords and count the document
(tweet) frequency for each word. We then remove words that appear in less
than 10 documents for news and less than 20 tweets for Twitter. Finally, we
obtain a vocabulary with 37,812 words for news media and 53,330 for Twitter.

4.2 Experiment

Experiment Configure. Regarding the parameters of our model, the prior for
the hyper-parameters are set differently for news and Twitter. The values for δ,
β, π are all set to 0.01 for news and 0.1 for Twitter, without further tuning, and
λ0
0, λ0

1, λ1
0, λ1

1 are all set to 1, except that λ0
1 set as 100 for news. The number

of iterations for Gibbs sampling are fixed at 1000 for all methods. For baseline
LDA, we set both α and β as 0.01 for news and 0.1 for Twitter.

Perplexity Comparison. We can rely on the perplexity as a measure to
determine the most proper aspect number K. We thus present the results
regarding the average word perplexity for different numbers of aspects. Given
the estimated distribution q and the document set Dtest for testing, we can
compute the perplexity according to Eq. (5). Ad is the set of all aspect words in
document d.
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perp(Dtest | q) = exp{−
∑

d∈Dtest

∑
w∈Ad

logq(w | d)
∑

d∈Dtest
| Ad | }

q(w | d) =
∑

k∈K

q(w | k)q(k | d)
(5)
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Fig. 2. The perplexity results on news and Twitter with different K settings

The perplexity results are plotted in Fig. 2. The training and test splits are
obtained by randomly selecting 80% documents as the training set, and reserving
the rest for testing. From the results, we can observe that our model EvA out-
performs the standard LDA. Considering that EvA also captures the category
and background feature by separating words out from the aspect distribution,
the corresponding number of the estimated q(w | d) is lower than for LDA.
Hence, the performance improvement is reasonable. In addition, we find that for
K = 10, the perplexity results start to converge. We also observed that when
the number of aspects for an event is larger than 10, there will be more repeated
aspects. This is also consistent with the empirical characteristics of real-world
events. Usually, for a single event, there are rarely more than 10 focus points.
Therefore, we set K = 10 for the rest of the experiments.

4.3 Results Analysis

The event aspect words are responsible for capturing the content features,
through which we can determine what points the mainstream news and Twitter
users focus on. We obtain 10 event aspects for each event and select the top-10
words for each aspect. In Table 3, we list partial results of 3 aspects that best
describe the differences in focal points between news and Twitter. We can derive
the following conclusions:

1. Traditional news media tends to be more rational, impersonal, and serious
than Twitter. Twitter users are often more emotional in expressing their
personal feelings, e.g., praying in response to the Nice attack in France (A4
in Table 3), or for the Orlando shooting victims.
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2. News media tends often considers the political background and implications.
For instance, it reviews the previous Nobel Peace Prize winners (A3) and
relates the gun control debate for the Orlando shooting with the elections.

3. The news media tend to be more comprehensive in fully covering relevant
background and different aspects of an event. For instance, they provide rele-
vant background knowledge to let the readers better understand the circum-
stances of an event, e.g., enumerating different countries relevant to “TPP”
(A2). Twitter users care more about how the event may impact their per-
sonal life, e.g., users discuss the influence of the immigration ban policy on
employment in US tech companies (A5).

4. News media shows a wider coverage of aspects, including important aspects
that however may not directly affect a large percentage of their readership,
e.g., the protest against the pipeline construction in Dakota (A1).

5. When discussing event-related topics, Twitter users focus more on major
protagonists or celebrities. Twitter users tend to express their opinions about
noteworthy people involved in the event (A6).

Table 3. Selected event aspect words in news and Twitter

News specific aspects Twitter specific aspects

A1 A2 A3 A4 A5 A6

Pipeline Trade ShimonPeres Nice Immigration BobDylan

Dakota USA Prime Terrorist Ban Literature

North Countries Minister PrayForNice Employees Arrogant

Rock Pacific Israel People Google Congrats

Standing China YitzhakRabin Prayers Tech Impolite

Access Deal President Victims Christo Winning

Army Agreement Peace BastilleDay Art Called

Oil Australia Party Sad Comcast Silence

Sioux Pact Leader Mourning World Wind

Tribe Zealand YasserArafat Families Companies Knock

Due to space constraints, we can’t show the category words. However, we
find that some words succeed in representing the important characteristics of
a given category. For instance, police, victims in the attack category, residents,
damage in the disaster category, price, market the in business category, etc.

5 Conclusion

In this paper, we have presented a new method EvA to analyze real-world events,
combining news and social media. And we use this model to discover important
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distinctions between mainstream news media and Twitter postings, based on
the aspect analysis. In terms of future work, we will attempt to exploit our
conclusions in several kinds of applications and follow-up studies. One direction
is to consider classifications beyond the content-based category labels that we
have considered thus far. Further kinds of classifications include those pertaining
to the life cycle (short, middle, and long-term period), popularity (popular or
not), authenticity (trustworthy or not), etc.
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Abstract. We present ε-differentially private functional mechanisms for
variants of regularised linear regression, LASSO, Ridge, and elastic net.
We empirically and comparatively analyse their effectiveness. We quan-
tify the error incurred by these ε-differentially private functional mech-
anisms with respect to the non-private linear regression. We show that
the functional mechanism is more effective than the state-of-art differ-
entially private mechanism using input perturbation for the three main
regularised linear regression models. We also discuss caveats in the func-
tional mechanism, such as non-convexity of the noisy loss function, which
causes instability in the results.

Keywords: Linear regression · Data privacy · Differential privacy

1 Introduction

Dwork et al. proposed differential privacy [5] to quantify the privacy of a
mechanism.

Let D denotes a universe of d-dimensional real-valued datapoints and the
corresponding real-valued responses of a statistical machine learning algorithm
M . An element from this universe can be represented by a pair D = (X,Y )
where X ∈ R

n×d is a matrix and Y ∈ R
n is a vector. We use ‖·‖p to represent

the Lp norm of a vector. Let us call a neighbouring dataset a dataset D′ that
differs from the dataset D by one datapoint. Differential privacy quantifies the
privacy of a randomized algorithm, referred to as a mechanism M, run on those
datasets.

Definition 1. [5] A randomized algorithm M with domain D is ε-differentially
private if for all S ∈ Range(M) and D,D′ ∈ D such that D and D′: are neigh-
bouring datasets

log
(∣∣∣∣ Pr(M(D) ∈ S)

Pr(M(D′) ∈ S)

∣∣∣∣
)

≤ ε

Differential privacy introduces noise at selected stages of a statistical machine
learning algorithm, for instance in the output of the model [4] or in the input of
the algorithm [10] or in the loss function as with the functional mechanism [17].
The calibration of these mechanisms requires the computation of sensitivity of
the function.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 483–491, 2018.
https://doi.org/10.1007/978-3-319-98812-2_44
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Definition 2. The sensitivity of a function f : D → R
k is defined as:

Δf = max
x∼y

‖f(x) − f(y)‖1

Laplace mechanism [4] is a widely used privacy-preserving mechanism. It
achieves differential privacy by adding random noise from a Laplace distribu-
tion. For a given privacy level ε, Laplace distribution is calibrated such that the
mean is zero and the scale Δf

ε . The Laplace mechanism calibrated in this way
satisfies ε-differential privacy [5].

We present ε-differentially private functional mechanisms for variants of reg-
ularised linear regression, namely LASSO, Ridge, and elastic net. Linear regres-
sion [11] is a widely used statistical machine learning model. It uses a linear
hypothesis to map a set of predictor attributes of a datapoint to the correspond-
ing response. In matrix notation, linear regression is parameterized by θ ∈ R

d

such that Xθ = Y . In order to find the optimal value of θ, training step in
linear regression minimizes mean squared loss, lθ(T ), over the training data T ,
as defined in Eq. 1.

θ∗ = arg min
θ

lθ(T ) = arg min
θ

(Xθ − Y )2 (1)

Properties of the coefficient of quadratic term in Eq. 1 determine the con-
vexity of the optimisation problem. The optimization problem is made convex
by adding a regularisation term to the objective function in Eq. 1. With a regu-
larisation term that is proportional to the L2 norm of the parameters the new
optimisation is called Ridge regression [9]. It is defined in Eq. 2.

θ∗ = arg min
θ

(Xθ − Y )2 + λ‖θ‖22 (2)

With a regularisation term that is proportional to the L1 norm of the parameters
the new optimisation is called LASSO regression [15]. With a regularisation term
that is proportional to a convex combination of L1 and L2 norms of parameters
the new optimisation is called Elastic net regression [18].

In Sect. 3, we extend the work of the authors of [17] for Ridge regression
and present the functional mechanism [17] for linear regression and three of its
regularised variants, namely, Ridge, LASSO and Elastic net.

In Sect. 4, we comparatively evaluate the performance of these four mech-
anisms and their differentially private variants on two datasets with different
correlations and sparsity. We observe that the functional mechanism applied to
the regularised linear regression yields similar performance results and that the
private linear regression models perform worse than the non-private linear regres-
sion models. We compare the effectiveness of the functional mechanism with
an input perturbation mechanism [10]. For a given privacy level, ε, we empir-
ically show, for the three main regularised linear regression models, that the
functional mechanism is more effective than the state-of-art differentially pri-
vate mechanism using input perturbation, DPME [10]. We extend the analysis
in [17] to empirically study the robustness of the functional mechanism. The key
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observation in our experiments is that all the private linear regression models are
unstable. Our analysis shows that the reason for such an instability is inherent
to the functional mechanism. In reference to these experimental evidences, we
conclude by puting forth (Sect. 5) the need of designing a differentially private
mechanism that produces a convex noisy loss function in order to provide both
stable and private output for linear regression models.

The extended version of this paper is available at [2].

2 Related Work

Linear regression [11] is a fundamental yet a widely used machine learning model.
Variants of linear regression, Ridge [9] and LASSO [15], are used to reduce corre-
lation in the data features and to avoid overfitting. Elastic net [18] regression uses
convex combination of regularisation terms that are used in Ridge and LASSO.
For a detailed presentation and discussion of regularisation and regression anal-
ysis, interested readers can refer to [11].

Differential Privacy [5] is a probabilistic framework that quantifies the privacy
of a randomized function or algorithm. Existing deterministic machine learning
models can be randomized by introducing calibrated random noise. The resul-
tant randomized mechanism can be shown to satisfy constraints of differential
privacy. Dwork et al. propose the Laplace mechanism [4], which perturbs the
output of a machine learning model by explicitly adding scaled random noise
from the Laplace distribution. The Gaussian mechanism [5] and the K-norm
mechanism [8] are differentially private mechanisms that are also based on the
idea of output perturbation with noise from different distributions. Lei [10] pro-
poses differentially private M-estimators, which perturbs the histogram of input
data using a scaled noise and further uses the noisy histogram to train the mod-
els. Zhang et al. [17] propose a differentially private functional mechanism that
adds a properly scaled Laplace noise to the coefficients of loss function in the
polynomial basis. Hall et al. [6] also propose a differentially private functional
mechanism that adds a properly scaled noise drawn from the Gaussian process
to the coefficients of loss function in the kernel basis.

Zhang et al. instantiate their functional mechanism on linear regression and
logistic regression. In order to alleviate the non-convexity caused in the loss
function due to addition of random noise, they use Ridge regularised linear
and logistic regressions. Yu et al. [16] achieve differential privacy in the elas-
tic net logistic regression by controlling the coefficient of regularisation term.
The regularisation term in their proposal is inversely proportional to the num-
ber of datapoints. It causes reduction in regularisation as the number of data-
points increases. Therefore, their proposed mechanism is not applicable for large
datasets. Talwar et al. [13] propose a differentially private variant of Frank-Wolfie
optimisation algorithm to perform LASSO regression. This method adds noise
in the optimisation algorithm instead of adding it to the objective function.
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3 Functional Mechanism for Regularised Linear
Regression

Functional mechanism [17], which is a privacy-preserving mechanism, introduces
random noise in the loss function of a machine learning algorithm. Optimisation
of such a noisy loss function leads to the parameters that are different than
true optimal parameters. In this way, we indirectly get noisy outputs from the
machine learning model without explicitly adding noise to the outputs. In this
section, we elucidate the details related to the functional mechanism.

For a given machine learning model, the loss function lθ can be expanded
in the polynomial basis, using Stone-Weierstrass theorem [14], as a function of
parameter θ as given in Eq. 3 where t = (x, y) denotes a datapoint in training
dataset T , Φj denotes the set of polynomials with degree j and λtφ denote
respective coefficients.

lθ(T ) =
∑
t∈T

J∑
j=0

∑
φ∈Φj

λtφφ(θ) (3)

Lemma 1. [17] Upper bound on sensitivity of the loss function of a machine
learning model is given by:

Δl = 2max
t

J∑
j=1

∑
φ∈Φj

‖λtφ‖1

Using Lemma 1 and the Laplace mechanism, Zhang et al. [17] devise an algo-
rithm, namely the functional mechanism, that adds noise to loss function of a
machine learning model. For a given privacy level ε, they use Laplace mechanism
calibrated with the sensitivity calculation in Lemma 1 to induce noise in the coef-
ficients of the Taylor expansion of the loss function. Parameters of the machine
learning model are estimated by optimizing the noisy loss function. They prove
that this algorithm satisfies ε-differential privacy. Please refer to Algorithm 1 in
[17] for the details.

Elastic net regression [18] adds the regularisation term which is a convex
combination of L1 regularisation term and L2 regularisation term. The optimi-
sation problem for elastic net regression with functional mechanism is given in
Eq. 4. l′θ(T ) denotes the noisy loss function obtained by applying the functional
mechanism on the loss function for linear regression, as stated in Eq. 1.

θ∗ = arg min
θ

l′θ(T ) + λ(α‖θ‖22 + (1 − α)‖θ‖1) (4)

The additive regularisation term is proportional to the norm of the param-
eters and it does not depend on the training dataset. Therefore, regularisation
does not change the sensitivity of the loss function. We use this observation and
the sensitivity calculation for linear regression in [17] to compute the sensitivity
of Elastic net regression. We present the result below.
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Assuming that all features of datapoints are normalized such that each of
the feature value lies in [−1, 1], L1 sensitivity of the loss function in Eq. 4 is
given by:

Δl = 2(d2 + 2d + 1)

4 Empirical Performance Evaluation

We comparatively and empirically evaluate functional mechanism for regularised
linear regressions: namely Ridge, LASSO, and elastic net. We present the result
analysis in this section.

We conduct experiments on a microdata sample of US Census in 2000 pro-
vided by IPUMS International [1]. The census dataset consists of 1% sample of
the original census data. We consider a subset of 316, 276 records of the heads of
households in our dataset. Each record has 9 attributes, namely, Age, Gender,
Race, Marital Status, Family Size, Education, Employment Status, House type,
Income. Regression analysis is performed using Income as the response variable
and the rest of the attributes as predictor variables.

We use Python R© 2.7.6 with the SCS [12] solver from CVXPY [3] package.
We report the results as the aggregates over 50 experimental runs. For every

experimental run, we randomly hold out 20% of the data for testing and use the
rest 80% of the data for training regression models. We normalize each of these
features such that their values lie in [−1, 1]. We use root mean squared error
(RMSE) [11] as the metric to comparatively evaluate effectiveness. For given
value of ε, the model with smallest value of RMSE is the most effective model.

We comparatively evaluate eight regression problems: linear regression (LR),
Ridge regression (RG), LASSO regression (LS), elastic net regression (EN), and
their private versions. We call the regression model obtained using the functional
mechanism functional regression. For every regularised regression model, we set,
by cross-validation, the regularisation coefficient, λ, that yields smallest testing
error.

Figure 1 shows the comparative evaluation of the functional mechanisms
with an input perturbation mechanism, differentially private M-estimators
(DPME) [10]. Discretisation of a large number of attributes leads to a large
discrete space that causes prohibitive computation cost. Due to concentration
of data around subsets of features, a large discrete space also leads to sparse
histograms [10]. In order to alleviate the sparsity, we follow [10] and evaluate
the performance on a simpler regression model. We show the comparative study
on the census dataset where we predict Income of a person using Age, Gender,
Race and Education Status. The results are presented in Fig. 1. Solid lines rep-
resent the mean RMSE over 50 runs. For a given value of ε, we observe that the
functional mechanism provides lower RMSE for all regularised linear regressions.
Thus, we show that the functional mechanism is more effective than DPME.

Now we present the comparative evaluation functional regularised regres-
sions. Figure 2 shows the boxplot of functional elastic net regression for different
values of ε’s. We note the presence of a large number of outliers in the result.
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Fig. 1. RMSE of regularised linear
regressions for varying values of ε’s for
DPME [10] and the functional mecha-
nism

Fig. 2. Boxplot of RMSE of elastic
net Ridge regression with functional
mechanism for different values of ε for
the census dataset.

We observe similar results for the rest of the functional regressions. In order to
avoid this bias due to the outliers, we choose to plot the median instead of the
mean. Figure 3 shows the comparative evaluation of the variants of regularised
linear regression for the census quality dataset. In the plot, solid line represents
median over 50 experimental runs and the shaded region covers RMSE values

Fig. 3. Comparison of different regressions for the census dataset with median as the
aggregate
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that lie between 20th and 80th percentile. Smaller values of ε’s induce higher
noise in the function, which in turn results in higher privacy. Therefore, we
observe higher RMSE for smaller values of ε’s. As the value of ε increases, the
effectiveness of the functional regression approaches the the effectiveness of the
non-private counterpart.

One observation that is common in all the empirical evaluation in Fig. 2 and
Fig. 3 is the instability in the results. M -estimator is a robust statistic [7]. We
observe the stability in the performance of DPME as compared to the functional
regressions. We find that the reasons for this instability are rooted in the func-
tional mechanism itself. We complete the result analysis by the discussion of
these possible reasons.

The coefficient of the quadratic term in Eq. 1, XtX, is a symmetric matrix.
It loses its symmetric property after adding random noise from the Laplace
distribution. A standard way to make a given matrix A symmetric is to use (A+
At) * 0.5. This way of symmetrization of noisy XtX indirectly incurs addition
two Laplace random variables. Addition of two Laplace random variable does
not follow Laplace distribution. Therefore, in order to maintain the integrity of
the functional mechanism, we can not make XtX symmetric in the conventional
way.

Linear regression works on the assumption that the attributes in a dataset
are independent of each other. Independence among the attributes makes XtX a
positive definite matrix. Positive definite matrices make the optimisation convex
and guarantees optimality of the solution. Noisy loss function fails to guarantee
convexity of the objective problem, and hence the optimality of the solution. A
similar observation is made by Lei [10] while perturbing the histograms of input
data by adding the calibrated noise. In order to make the objective function
convex, Zhang et al. [17] calculate the spectral decomposition of XtX and con-
sider the projection of parameters onto the eigenspace spanned by eigenvectors
with positive eigenvalues. They do not provide any analytical justification which
guarantees differential privacy after pruning the non-positive eigenspace.

Functional mechanism proves that the loss function generated by any two
neighbouring datasets satisfies differential privacy. Composition of a differen-
tially private function with a deterministic function, called as post-processing [5],
remains differentially private. An optimisation problem solver calculates an
approximate solution when the objective function is not convex. Therefore, dif-
ferential privacy of a loss function is not preserved by the optimisation algorithm
itself.

5 Conclusion and Future Works

We present the construction of differentially private versions of the three linear
regression models, Ridge, LASSO and Elastic net, using the functional mecha-
nism. We empirically and comparatively evaluate the effectiveness of the private
and non-private versions on a census datasets. For a given privacy level, ε, we
observe that the functional mechanism is more effective than DPME [10] for
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regularized linear regression. We extend the analysis in [17] to empirically study
the robustness of the functional mechanism. As expected, we invariably observe
that the private versions are less effective than their non-private counterparts.
The key observation from these experiments is that all these private regularised
regression methods are equally unstable, and that private linear regression is
comparatively more unstable. We analyse the loss of symmetry of the covari-
ance matrix and the non-convexity of the loss function after adding the noise
as the principal reasons of this instability. This opens up the need of designing
a privacy-preserving mechanism that would retain these properties for private
linear regression.
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Abstract. In this paper, we first present a multi-objective algorithm for
hiding the sensitive information with transaction deletion based on the
NSGAII framework. The proposed can efficiently sort the non-dominated
solutions and find the set of Pareto results for later process. Experimen-
tal results on two real datasets illustrated that the proposed algorithm
can achieve satisfactory results with fewer side effects compared to the
previous single-objective evolutionary approaches.

Keywords: PPDM · Sanitization · Evolutionary computation
Pareto solutions

1 Introduction

In recent years, Knowledge Discovery in Database (KDD) [8–10] is important
approach for mining the potential and implicit relationships from databases.
Although data mining techniques can be used to reveal the implicit information
from a very large database, the private or secure data may, however, also be
easily explored and discovered. Privacy-preserving data mining (PPDM) has
thus become a critical issue in recent years [2,15], which is used to aggregate
the data for analytics while reducing the privacy threats by hiding sensitive
information. Several algorithms were respectively studied [3,12,18] to preserve
the confidential information but still discover to find the useful information.

The traditional algorithms of PPDM are difficult to find the optimal trans-
actions/items to be sanitized for minimizing the side effects. Thus, several algo-
rithms [4,16,17] were proposed to optimize the sanitization procedure based on
c© Springer Nature Switzerland AG 2018
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evolutionary algorithms (GAs) [11], which can facilitate for finding the optimal
solutions based on the principles of natural evolution. In order to find better
transactions to be deleted for hiding sensitive information, a NSGAII-based
algorithm with transaction deletion is thus presented. Based on the designed
approach, the non-dominated chromosomes can be easily discovered, and the
better solutions can be obtained for later transaction deletion. Experiments also
showed that the designed algorithm can achieve better performance in terms of
four side effects in most cases.

2 Literature Review

In early 1970s, Holland applied the Darwin theory of natural selection and
survival of the fittest, into the field of dynamic algorithms and proposed the
evolutionary computation of genetic algorithms (GAs) [11]. Variants of single-
objective evolutionary computation were respectively studied, for example, Par-
ticle Swarm Optimization (PSO) [13], Ant Colony Optimization (ACO) [19],
Differential Evolutionary [21], etc. In real-world situations, optimization should
consider the multiple objectives for finding the set of solutions. The Non-
dominated Sorting Genetic Algorithm (NSGA) [23] considers the multiple objec-
tives and functions for optimization, which is an extension of traditional GAs.
The NSGAII [5] was proposed by Deb et al., which is inspired by elder NSGA
algorithm. Several variants of evolutionary multiple objective optimization were
respectively presented [14,22,25].

Privacy-preserving data mining (PPDM) [2] has become an important issue
in recent years since it can be used to hide the sensitive information but still
keeps the data integrity as much as possible to find the useful and meaning-
ful information. Verykios et al. presented a classification hierarchy of PPDM
techniques [24]. Dasseni et al. then proposed a hiding approach based on the
hamming-distance method, which is used to decrease the confidence or support
values of association rules for hiding sensitive information [6]. Several algorithms
of PPDM are still developed in progress [1,20].

Since the sanitized algorithms of PPDM can be concerned as the NP-hard
problem [24], meta-heuristic algorithms can obtain better and suitable solu-
tions to solve this limitation. Lin et al. respectively presented the sGA2DT,
pGA2DT [17] and cpGA2DT [16] algorithms for hiding the sensitive itemsets by
removing the victim transactions based on GAs. Peng Cheng et al. [4] proposed
the EMO-RH algorithm for hiding the sensitive itemsets by removing the item-
set based on EMO. However, this approach causes seriously problem with the
incomplete information discovered for decision making.

3 Preliminaries and Problem Statement

Let I = {i1, i2, . . . , im} be a finite set of m distinct items occurring in the
database D, and D is a set of transactions where D = {T1, T2, . . . , Tn}, Tq ∈ D.
Each Tq is a subset of I and is defined as TID. The set of sensitive itemsets
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is denoted as SI = {s1, s2, . . . , sk}, which can be defined by users’ preference.
Note that each sl ∈ SI is also a subset of Tq. If sup(ij) ≥ Su, the itemset (ij)
is defined as the frequent (large) itemset (in the set of L). The Su is defined as
the traditional minimum support threshold.

Definition 1. For each sl ∈ SI, the number of transactions for deletion of sl
is denoted as DLsl and defined as:

DLsl >
sup(sl) − Su × |D|

1 − Su
. (1)

Definition 2. The maximum number of deleted transactions among all sensitive
itemsets in SI is denoted as DLmax and defined as:

DLmax = max{DLs1 , . . . , DLsk}. (2)

The DLmax is treated as the size of the chromosome in the designed app-
roach. In the PPDM, the side effects are respectively defined as “hiding failure”,
“missing cost”, and “artificial cost”. We can obtain the definitions for three side
effects as follows.

Definition 3. Let α be the number of sensitive itemsets that fail to be hidden,
and L’ be the number of large itemsets after the sanitization process, we can have
that:

α = |SI ∪ L′|. (3)

Definition 4. Let β be the number of missing itemsets (cost), which is the non-
sensitive itemset and the large itemset in the original database but will be hidden
after the sanitization progress as:

β = L − SI − L′. (4)

Definition 5. Let γ be the number of artificial itemsets (cost), which was not
the frequent itemset but will be arisen as the frequent one after the sanitization
progress as:

γ = L′ − L. (5)

Besides the traditional three side effects, the similarity between the original
database and the sanitized one should also be considered as one of major criteria
to evaluate the performance of the sanitization algorithm in PPDM [17].

Definition 6. Let Dis be the dissimilarity between the original database and the
sanitized one, which can be defined as:

Dis = |D| − |D∗|, (6)

where |D| is the size of the original database, and |D∗| is the sanitized database.



A Metaheuristic Algorithm for Hiding Sensitive Itemsets 495

From the perspective of optimization in PPDM, it is better to find the suit-
able transactions for deletion to hide the sensitive information and achieve the
minimal side effects. Thus, we obtain the NSGAII framework with transac-
tion deletion to handle the problem of PPDM by considering multiple objective
functions.

Problem Definition: The problem of PPDM with transaction deletion based
on the NSGAII framework is to minimize four side effects but still hide the
sensitive information as much as possible, which can be defined as:

f = min[f1, f2, f3, f4], (7)

where f1 = α, f2 = β, f3 = γ, and f4 = Dis.

4 Proposed Algorithm for Sanitization

To hide the sensitive itemset through transaction deletion, the support of each
sensitive itemset should below the upper support threshold. Thus, only the trans-
actions consist of sensitive information should be processed and determined. In
the designed algorithm, we first project the transactions containing any of sensi-
tive itemset, and denote the projected database as D∗. A chromosome consists of
the number of DLmax genes as a solution. Each gene is equal to the transaction
ID from D∗. Also, each gene can be a null value in the designed chromosome.
The designed algorithm is given as below.

Designed Algorithm:

STEP 1: Find the chromosome size of DLmax.
STEP 2: Scan database D to obtain the large itemsets L.
STEP 3: Project the transactions with any of sensitive itemsets si as D*.
STEP 4: Initial the chromosomes randomly, and each gene is from D*.
STEP 5: Perform the mutation, crossover, and selection of the chromosomes.
STEP 6: Evaluate each chromosome by four fitness functions using Eq. (7).
STEP 7: Find the set of Pareto solutions.
STEP 8: Sort the derived solutions by the Pareto-rank mechanism.
STEP 9: Select the solutions as follows:

– STEP 9-1: Select the chromosomes as the solutions from first property
to last.

– STEP 9-2: If the chromosomes are in the same rank, use the crowding-
distance to obtain it.

– STEP 9-3: Find the top-N chromosomes for next generation.
STEP 10: Perform the steps 4 to 10 until the termination criteria ia achieved.
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5 Experimental Results

Substantial experiments were conducted to verify the effectiveness and efficiency
of the proposed algorithm compared to the state-of-the-art cpGA2DT [16] and
PSO2DT [18] approaches under chess and foodmart datasets [7]. The weightings
for three side effects α, β, and γ are respectively set as 0.8, 0.1, and 0.1 for the
cpGA2DT and PSO2DT algorithms. The results under varied percentages of SI
are shown in Table 1.

Table 1. Results under different percentages of SI.

Dataset % of SI Evaluation (%) Proposed algorithm cpGA2DT PSO2DT

Chess 4 α 26.4 25.0 0

β 3.24 9.23 17.1

γ 0.32 0.48 0.646

Dis 8.45 14.6 14.7

6 α 36.25 33.33 0

β 4.71 10.06 21.4

γ 0.96 0.16 0

Dis 7.45 12.2 12.2

8 α 43.23 40.0 0

β 2.12 9.56 23.5

γ 0.96 2.79 0

Dis 7.82 14.4 14.2

Foodmart 6 α 8.92 10.0 0

β 0 1.25 1.25

γ 0 0 0

Dis 0.26 0.45 0.34

10 α 10.0 10.0 10.0

β 1.56 2.5 0

γ 0 0 0

Dis 0.29 0.41 0.35

14 α 15.79 14.29 14.29

β 1.3 3.1 2.8

γ 0 0 0

Dis 0.35 0.41 0.41

In Table 1, it is obvious to see that the proposed algorithm mostly has lower
β, γ, and even the Dis on the chess and the foodmart datasets. For most cases
under varied sensitive percentages, the proposed algorithm still has good per-
formance in terms of missing cost (=β) and data dissimilarity (=Dis) in chess
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dataset. We also can obtain that the designed algorithm outperforms the other
two algorithms in terms of β, γ, and Dis in the foodmart dataset. The reason is
that in the conducted experiments, the weight of hiding failure is set very high,
for example, 0.9%; thus the hiding failure of those two algorithms is less than the
designed algorithm since it is the first property to be considered in their PPDM
procedures. However, the designed algorithm focuses on providing a set of solu-
tions by considering four objectives without any pre-defined fitness function, it
is more flexible and realistic than the other two single-objective algorithms.

6 Conclusion

In this paper, we introduce an algorithm for hiding the sensitive information
based on the NSGAII framework with transaction deletion. The designed algo-
rithm can achieve better results by considering four major side effects in the
PPDM. Experiments showed that the designed algorithm outperforms the single-
objective evolutionary algorithms.
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Abstract. In recent years large volumes of short text data can be
easily collected from platforms such as microblogs and product review
sites. Very often the obtained short text data contains several domains,
which poses many challenges in effective multi-domain text processing
because it is challenging to distinguish among the multiple domains in the
text data. The concept of multiple domain taxonomy (MDT) has shown
promising performance in processing multi-domain text data. However,
MDT has to be constructed manually, which requires much expert knowl-
edge about the relevant domains and is time consuming. To address such
issues, in this paper, we introduce a semi-automatic method to construct
an MDT that only requires a small amount of manual input, in combi-
nation of an unsupervised method for ranking multi-domain concepts
based on semantic relationships learned from unlabeled data. We show
that the iteratively-constructed MDT using our semi-automatic method
can achieve higher accuracy than existing methods in domain classifica-
tion, where the accuracy can be improved by up to 11%.

1 Introduction

In recent years, microblogs such as Twitter and Tumblr that use short text
as the main media have gained huge popularity, with millions of short text
messages exchanged every day. While the general purpose for a microblog is to
allow communication between users and followers, the short texts in microblogs
have been mined for various specific purposes, such as detecting earthquakes,
monitoring influenza, and predicting election results [3,10,13].

Messages collected from Twitter, called tweets, are usually a mixture of con-
versations, announcements, and comments in various topic domains. To use
tweets for a specific purpose, one cannot avoid the step to filter the tweets
for a target domain, before the data can be used [6]. A problem with current
text processing approaches is that the solution for one domain generally cannot
be used in another domain [1]. And those works that aim at providing a multi-
domain solution are usually limited to well-known domains such as news, sports,
c© Springer Nature Switzerland AG 2018
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entertainment, etc. [8]. Therefore it is novel and challenging to provide a general
solution that can be easily adopted for less-known specific domains.

In our previous work, we show that multiple domain taxonomy (MDT) is
effective for solving text processing problems [15]. An MDT is a special ontology
that has two types of relationships, namely, domain association and taxonomy
association, with each concept in MDT assigned to a domain and a taxonomy.
Our previous work builds MDTs manually, while in this work, we present a semi-
automatic construction method that allows an MDT to be built with relative
ease. To summarize, our contributions with this paper include:

– We present a semi-automatic method for constructing MDTs. From some ini-
tial concepts, this construction method iteratively finds discriminative terms
from unlabeled data, and ranks them to suggest potential concepts. It only
requires a small amount of manual effort in providing initial concepts, and
checking top-k terms in each construction iteration.

– We conduct experiments for testing the effectiveness of using iteratively con-
structed MDTs for text domain classification. With real-world tweet datasets,
the experimental results show that our method can achieve high accuracy in
text domain classification tasks, and can outperform existing methods by
up to 11%.

2 Related Work

Given the emerging popularity of social media, text processing tasks such as
domain classification has been widely studied. Sriram et al. [11] propose a classi-
fication method to identify message categories such as news, opinions, and deals.
Targeting such categories, their method is a supervised learning approach based
on text features such as opinion words, time-event phrases, and the use of dollar
sign. Li et al. [6] propose a classification method to find the Crime and Disaster
Events (CDE). They use a supervised classifier that incorporates features that
include hashtag, URL, and CDE-specific features such as time mention. They
found that including CDE features provides about 80% accuracy versus 60%
accuracy without them. Sakaki et al. [10] also use a supervised classifier to filter
earthquake observations, and includes features such as the number of words in
the tweet and the index of the keyword. A common problem of these works is
that a solution that works well in one domain may not work in other domains.

A few existing works focus on constructing ontology from short text and
tweets, and then use the ontology for matching and classification purposes
[5,8,12]. Lucia et al. [8] propose an unsupervised message classification method
based on expanding lexical meanings using external knowledge sources. Their
work, however, is restricted to general categories such as business, politics and
arts, due to the knowledge base they use. Suliman et al. [12] propose an ontology-
based event assertion method. They first choose initial keywords using latent
topic analysis, manually assign relationships, and then expand them using knowl-
edge base. Kontopoulos et al. [5] propose an ontology-based sentiment analysis
method. They use pre-defined rules to extract entities and their attributes from
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tweets, which are then used for matching entities in sentiment-related tweets.
Their application however, is limited outside of product sentiment analysis.

3 Constructing Multiple Domain Taxonomy

Introduced in our previous work [15], an MDT is special ontology that has two
types of relationships, namely, domain association and taxonomy association,
denoted as in a and is a. Domain associations define the domain to which a
concept belongs. Taxonomy associations define taxonomical hierarchies between
concepts. In this section, we introduce a semi-automatic method for constructing
MDTs. This construction method is based on semantic relativeness and aims to
find concepts that have high discriminativeness for their domain.

3.1 Semantic Relation Strength

Throughout this work we use frequency-based semantic measures that do not
depend on lexical patterns. The first measure is semantic relatedness, which we
deploy in both MDT construction and domain classification. We use a measure
of semantic relatedness called Normalized Google Distance (NGD), which was
firstly proposed by Cilibrasi et al. [2]. It defines a semantic difference between
two terms as:

NGD(a, b) =
log(max(|A|, |B|)) − log(|A⋂

B|)
log(|W |) − log(min(|A|, |B|))

where a and b are two terms, A and B are the sets of documents that contain a
and b, respectively, and W is the entire document set.

The range of NGD(.) is between 0 and ∞, and a larger output indicates a
lower semantic relatedness. However, if |A| or |B| is 0, the output is undefined.
Following [4], we adopt NGD and make a function called Semantic Relation
Strength (SRS) that is positively correlated to semantic relatedness:

SRS(a, b) =

{
−∞ if |A|, |B| or |A⋂

B| is 0
1 − NGD(a, b) otherwise

3.2 Constructing MDT

In this work, we allow user input during MDT construction in two ways. First
we require the user to provide some initial example concepts, for instance two
to five concepts for each domain. Then in each construction iteration, the user
will manually check and pick concepts from a ranked list of candidates to add to
the MDT. The unsupervised tasks in this process include preparing candidate
concepts generated from unlabeled data, and ranking candidates for selection.
We will describe the technique below.
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Preparing Candidate Concepts. Identifying name entities in unstructured
texts by itself is a critical research topic. In our previous work [15], we follow
many existing works and target single-word terms. However, in many cases a
concept cannot be expressed using single-word terms. For example, “red cross”
has a special meaning as a phrase, which cannot be expressed by “red” or “cross”.
So in this work, we target multi-word concepts.

We simplify the method proposed by Liu et al. [7], which aims to identify
quality phrases based on concordance and informativeness measures. In their
work, 200 to 300 labeled examples are required to provide satisfactory identifi-
cation of quality phrases from text. In our simplified version, we do not require
training examples, but use thresholds to select quality phrase candidates.

The technique starts by generating all n-gram phrases and their frequencies
from text data, followed by calculating the concordance for each multi-word
phrase. The concordance of a phrase is calculated using the pointwise mutual
information (PMI) of the weakest separation of the phrase:

CON(v) = PMI(l, r) = log
f(v)

f(l)f(r)

where f(.) is the frequency of a term, and <l, r> is the separation of phrase v
that provides the lowest PMI:

<l, r> = arg min
l⊕r=v

log
f(v)

f(l)f(r)

Since it is guaranteed that f(l)f(r) ≥ f(v), we will have CON(v) ≤ 0. If v
is a single-word term, we set CON(v) = 0.

Then Informativeness is calculated as the inverse document frequency (IDF):

INF (v) = IDF (v) = log
N

|{d ∈ D : v ∈ d}|
Generally a good candidate phrase v should have relatively high CON(v) and

INF (v). We use thresholds to select candidates. From all generated phrases, the
phrases that do not satisfy the threshold requirements are removed. The phrases
that start and end with stopwords are also removed, following the pruning tech-
nique introduced in [7].

Ranking Discriminative Concepts. With one of the main applications being
domain classification, an MDT should have concepts that have high discrimina-
tiveness for their respective domains. The discriminativeness of a concept for a
domain shows how strong the concept is related to the specific domain but not to
other domains. Here we propose a measure of discriminativeness of a term based
on its semantic relatedness to concepts already defined in the MDT. Specifically,
the discriminativeness of a term t for domain i can be calculated from:

DIS(t, i) = max(SRS(t, c),∀c ∈ Di) − 1
|D| − 1

∑

j �=i

max(SRS(t, c),∀c ∈ Dj)
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where ∀c ∈ Di is all the concepts in domain i. We calculate this discrimina-
tiveness for all candidate terms in each iteration, and rank the top-k terms for
manual checking.

4 Experimental Analysis

We test the effectiveness of our approach with experiments using real world short
text data. While we have introduced a method to construct MDTs, it is difficult
to directly estimate the quality of the taxonomy. We therefore determine the
quality of a constructed MDT based on its effectiveness in solving text process-
ing problems. In this section, we present our experiment on MDT-based short
text classification. We describe datasets used, experimental setup, the process
of iteratively constructing MDT, baseline methods and accuracy results in the
following.

4.1 Datasets

Our experiments are conducted on two sets of real-world short text data from
Twitter. The first dataset, called the shooting dataset, is collected using the
Twitter Filter API1 during September and October, 2014. The dataset has about
2 million tweets containing the keyword shooting. After removing retweets, we
obtain a set of 284,343 tweets. We examine the data and discover that the
tweets are mainly related to four domains, namely, Crime, Imaging, Game, and
Metaphor. After deciding the domains, we label a number of tweets according
to their domains. The labeled data contains 1,083 tweets, including 334 Crime,
245 Imaging, 257 Game, and 247 Metaphor tweets.

The second dataset is called the crisis dataset and is a publicly available
dataset2 introduced by Olteanu et al. [9]. It contains sets of tweets related to
26 natural disasters and other crisis events, including labeled and unlabeled
tweets. Combining tweets for all 26 events and removing the retweets, we obtain
94,388 unlabeled tweets, and 3,674 labeled tweets. The labeled tweets contain
five categories, namely, Eyewitness, Business, Government, Media, and NGO.
The labels in this dataset are quite unbalanced. In labeled tweets, only 87 (2.35%)
are Business, while 2,596 (70.6%) are Media. The first class, Eyewitness, has 528
items (14.3%) in the labeled data, and has relatively insignificant overlapping
with other domains.

4.2 Experiment Settings and MDT Construction

We prepare the experiment by generating a list of concept candidates from unla-
beled data, using the method describing in the previous section. Because the
shooting dataset is a relatively larger dataset, we accordingly set the required

1 https://dev.twitter.com/streaming/reference/post/statuses/filter.
2 http://crisislex.org/.

https://dev.twitter.com/streaming/reference/post/statuses/filter
http://crisislex.org/
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support for a term to be considered as a concept candidate to a larger value.
After applying the threshold, we obtain 6,670 candidate words and phrases for
the shooting dataset, and 4,272 candidates for the crisis dataset.

Then we select some initial concepts from the candidate list, label their
domain and taxonomy, and iteratively construct the MDT for both datasets.
In each iteration, the DIS score per domain is calculated for all candidates, and
an ordered list of top-100 candidates per domain are displayed for manual selec-
tion. From this list we pick a few terms, mostly from the top-10 candidates,
to add to the MDT. We run five iterations for each dataset. Table 1 shows the
number of concepts in MDT after each construction iteration.

Table 1. Number of concepts in MDT

Iteration Initial 1 2 3 4 5

Shooting 21 32 41 47 59 68

Crisis 52 68 84 103 122 134

4.3 Domain Classification Results

We test the domain classification accuracy for our approach. The method for
using MDT in domain classification can be found in our previous work [15]. We
focus on the first domain for the two datasets, namely, Crime in the shooting
dataset, and Eyewitness in the crisis dataset. We focus on these two domains
because Crime and Eyewitness are more desirable information, and have been
the topic in several studies [6,14]. Table 2 shows accuracy changes of these two
domains over MDT construction iterations. In both cases, we see that the preci-
sion increases as more concepts being added to the MDT, while the recall drops,
and the f1 measure stays about the same.

Table 2. Accuracy changes over MDT construction iteration

Iteration Initial 1 2 3 4 5

Crime Precision 0.72 0.73 0.74 0.77 0.79 0.80

Recall 0.74 0.77 0.75 0.70 0.65 0.65

f1 0.73 0.75 0.74 0.73 0.72 0.72

Eyewitness Precision 0.53 0.54 0.59 0.61 0.63 0.67

Recall 0.64 0.61 0.57 0.55 0.53 0.53

f1 0.58 0.58 0.58 0.58 0.58 0.59

With the resulted MDT after five iterations, we compare our approach with
four baselines. The first is accept all which considers all messages as positive.
The accept all method would always achieve the highest recall of 1.0. The second
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is the standard Bag-of-Words (BOW) method. For this method, we first generate
a dictionary that contains terms appear over times than a frequency threshold
k. For the shooting dataset, we use k = 10. For the crisis dataset, we use k = 20.
The transformed tweets are then trained and tested using SVM classifier with
three-fold cross validation. The third baseline, proposed by Sriram et al. [11],
is a supervised method based on eight features and the Naive Bayes model.
The forth baseline, based on the identification of personal account (PA), is from
our previous work [14]. It is an unsupervised approach that incorporates lexical
analysis and user profiling. This method is shown to be effective for filtering
personal observations from tweet messages.

The classification accuracy, including precision, recall, and f1-value, of four
baselines and our approach is shown in Table 3. As can be seen from the results,
our approach achieved very high precision compared to the baselines. For classi-
fying crime domain, it achieved 0.80 precision, which was a 16% increase from
the baseline methods, as well as 0.72 f1-value, a 11% increase from the baseline
methods. For classifying eyewitness, it also achieved a high precision of 0.67,
a 3% increase from the baseline method. The PA method is designed to distin-
guish observation messages according to its source, and thus it achieved a low
accuracy classifying crime which includes messages from various sources, but
for eyewitness it achieved the highest accuracy among baseline methods. Our
MDT-based method, nevertheless, surpassed the PA method both in precision
and recall for classifying eyewitness.

Table 3. Classification accuracy of the first domains in two datasets

Accept all BOW Sriram PA MDT

Crime Precision 0.30 0.64 0.40 0.31 0.80

Recall 1 0.59 0.71 0.49 0.65

f1 0.46 0.61 0.51 0.38 0.72

Eyewitness Precision 0.14 0.50 0.32 0.64 0.67

Recall 1 0.50 0.52 0.50 0.53

f1 0.24 0.50 0.40 0.56 0.59

5 Conclusion

In this paper, we present a method to semi-automatically construct multiple
domain taxonomy (MDT) for processing multi-domain text data. The proposed
semi-automatic construction method of MDT is based on unsupervised semantic
analysis with unlabeled data, in combination with a small amount of manual
effort in providing initial concepts and making selection from computer-provided
candidates in each iteration. We have conducted extensive experiments on real-
world Twitter datasets, which confirms the effectiveness of our approach in short
text domain classification. The constructed MDT can achieve higher accuracy
than existing methods in text domain classification. In the future, we plan to
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investigate automatic update methods that can add emerging popular concepts
to the taxonomy in realtime.
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Abstract. Recently, different works on bilingual lexicon extraction from
comparable corpora have been proposed. This paper presents how to
combine differents methods for bilingual lexicon extraction based on
standard context vectors and advanced text mining methods. In this
respect, we focus on combining bilingual lexicons based on context vec-
tors, association rules and contextual meta-rules. The combination of
lexicons leads to a less sparse representation in order to extract the most
effective translations from these lexicons and create an optimal bilingual
lexicon. An experimental validation conducted on two pairs of languages
of the CLEF 2003 campaign evaluation, shows that the combination of
the models give a significant improvement compared to the standard
approach.

1 Introduction

Bilingual lexicons play a vital role in several applications related to Natural lan-
guage Processing (NLP) and Information Retrieval (IR). In the last decade, some
researches has been proposed to acquire Bilingual Lexicon Extraction (BLE)
from comparable corpora [15]. Most of works in BLE tasks from comparable
corpora represent the Standard Approach (SA) [1–3,16] which is based on the
context vectors (CV). These vectors store a set of lexical terms which are for the
neighbourhood of the base word and share the same lexical context. The rela-
tion between a base word and its context is called a co-occurrence relation. This
approaches suffer from noisy vectors that affect their accuracy. Other approach
for BLE based on co-occurence relation are proposed in [4]. These approaches
rely on enriched representations of the word, especially those derived through
Formal Concept Analysis (FCA) paradigm [5] and advanced Text Mining (TM)
methods. These methods are deployed to extract Association Rules, introduced
in [6], and extend them to contextual Meta-Rule (MR) [7]. These later capture
all the words related to AR associated with the base word.
c© Springer Nature Switzerland AG 2018
S. Hartmann et al. (Eds.): DEXA 2018, LNCS 11030, pp. 510–518, 2018.
https://doi.org/10.1007/978-3-319-98812-2_47
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A proposal, which comes naturally to mind, consists in combining extracted
lexicons in order to extract the most effective translations from the extracted
lexicons and create an optimal bilingual lexicon. According to our knowledge,
this is the first time for combining extracted bilingual lexicons based on CV with
lexicons based on advanced TM methods. The objective is to improve the con-
textual representation and performance of the BLE from comparable corpora.
The combination applied on extracted lexicons is handled through two strate-
gies: one based on a union of all candidate translations and the second is based
on a best-match combination. Thus, we concentrate on these two strategies to
combine extracted lexicons and compare all extracted and combined lexicons
with regard to that of the SA.

2 Related Works to Combining Bilingual Lexicons

Most of the works of the state of the art dealing with combining bilingual lexicons
are based on using pivot language or linguistics resources. Most of approaches
based on pivot language use dictionaries to translate into and from a pivot lan-
guage in order to generate a new dictionary [8]. These pivot language based meth-
ods rely on the idea that searching for a word in an uncommon language could
be executed through a third intermediated language. An interesting challenge
in [9] proposed two novel combination models to combine different dictionar-
ies together; existing dictionary and three dictionaries created with pivot-based
schema considering three different languages as pivot. In other hand, cmbination
approaches based on linguistics resources consist of combining lexicons extracted
from multiple linguistics source knowledge such as: comparable corpora, bilin-
gual thesaurus, preliminary existing dictionary, . . . [10] presents a combination
of two approaches (graphical and syntactic representations) by using the scores
returned by each approach as a merge criterion. [11] merges the two lists by
a simple arithmetic combination of scores. In addition, other methods of score
combinations have been tested as the harmonic combination of ranks and scores.

Our contribution is considered as a linguistics resources approach for combi-
nation of extracted bilingual lexicons from comparable corpora. Most of works
which combine methods for BLE use a classic way to merge methods by taking,
as input, the list of scores or ranks of each of the methods. In our case, for each
word to translate, we take as input a list of candidate translations returned by
each method. Therefore, it is very important to combine the bilingual lexicon
based on CV with those based on AR and MR having improvements alone [4].

3 Bilingual Lexicon Extraction from Comparable
Corpora

3.1 BLE Based on Context Vector: Standard Approach

Most of the works dealing with BLE tasks from comparable corpora are based
on the SA [1–3]. The main assumption of the SA states that words with a similar
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meaning are likely to appear in similar context across languages. Therefore, a
word can be represented as a context vector (CV) in source or target language.
In order to enable the comparison of source and target CV, words in the source
CV are translated into the target language using an initial bilingual dictionary
(IBD). The use of an IBD to translate CV is justified by the fact that some of
the elements of the CV are likely to belong to the general language and to the
bilingual dictionary. Thus, we can expect the translated CV of a word in source
language wS to be closer to the CV of the translation of wS . In a final step,
candidate translations are being ranked according to a distance measure.

Let BLCV is the bilingual lexicon based on context vectors such as:

BLCV = {(wS , TLCV (wS)} where TLCV (wS) = {wT1, . . . , wTl} (1)

TLCV (w) is the translation list correesponding to w and wT1, . . . , wTl are can-
didate translations corresponding to w in the bilingual lexicon extracted with
the SA.

3.2 BLE Based on Advanced Text Mining Methods

Our goal is to extract bilingual lexicons using two patterns association rules (AR)
and contextual meta-rules (MR), providing additional and implicit knowledge.
The implementation of this approach can be carried out by applying in three
major steps [4]:

1. Extraction of two sets of source and target AR/MR generated from a com-
parable corpora: An AR approximates the probability of having the terms
of the conclusion in a document, given that those of the premise are already
there. A MR provides a global context for the terms that appear together
and related to AR associated with the same base word (premise).

2. Translation to target language of the conclusion of AR/MR by using a bilin-
gual resource.

3. Each translated AR or MR is compared to the sets of AR or MR intarget
language to filter the most similar ones by using similarity measures.

4. Construction of bilingual lexicon by associating each AR/MR in source lan-
guage with the most similar AR/MR in target language.

Let denote that BLAR and BLMR are bilingual lexicons based on association
rules and meta-rules, respectively:

BLAR = {(wS , TLAR(wS))} where TLAR(wS) = {wT1, . . . , wTi} (2)

BLMR = {(wS , TLMR(wS))} where TLMR(wS) = {wT1, . . . , wTj} (3)

TLAR(w) and TLMR(w) are translation lists corresponding to w. wT1, . . . , wTi

and wT1, . . . , wTj are candidate translations corresponding to w, for extracted
bilingual lexicons based on AR and MR.
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4 Combining Bilingual Lexicons Extracted
from Comparable Corpora

The combination applied on extracted lexicons is handled through two strategies:
one based on a union of all candidate translations and the second is based on a
best-match strategy.

4.1 Using the Union Combination

The union combination strategy can be directly applied to the extracted lexicons
by integrating all candidate translations given for each souce word wS . Our union
combination rule is as follows:
Suppose that translation lists for each lexicon are already sorted according to
a similarity score, if there is the source word wS in more than one lexicon,
their corresponding translations for the combined bilingual lexicon is the union
of translation lists from the lexicons by respcting the order.

By applying the above union rule, a new combined lexicon is created, which is
denoted BLCbU . Moreover, to build the new lexicon, for each word wS we scroll
vertically through the translation lists given by each lexicon to first process the
translations with the best similarity score. If a source word wS appears in only
one lexicon, the corresponding translation list will be included in the combined
lexicon for the word wS . The union combination function is as follows:

BLCbU = ∪{(wS , TLCbU (wS))} (4)

where TLCbU (w) is the union of the set of the translation lists given by each
lexicon for w in the combined bilingual lexicon.

TLCbU (w) = TLCV (w) ∪ TLAR(w) ∪ TLMR(w) (5)

In the case where the combination is between two extracted lexicons, TLCbU (w)
is the translation list corresponding to w, and TLCbU (w) = TLCV ∪ TLAR or
TLCbU (w) = TLCV ∪ TLMR which is the union of two translation lists corre-
sponding to w.

4.2 Using the Best-Match Combination

Our best-match combination rule is:
if there is the source word wS in more than one lexicon, suppose that one of the
lexicon have the best translation, their corresponding translations are selected for
the combined bilingual lexicon.

By applying the Best-Match combination, a new lexicon denoted by BLcbBM

is created. For each entry, we select the corresponding translations of wS in the
lexicon where the correct translation have the best rank regards to the intial
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bilingual dictionary IBD already used for translation step in Subsects. 3.1 and
3.2. The best-match combination function is as follows:

BLCbBM = {(wS , TLCbBM (wS))} (6)

where TLCbBM is the selected translation list for wS in the combined bilingual
lexicon. This means for each w, we select TLCbBM (w) from the set of the trans-
lations lists given by each lexicon. The best-match translation list TLCbBM (w)
is defined as follows:

TLCbBM (w) = BMatch{TLCV (w), TLAR(w), TLMR(w)} (7)

In the case where the combination is between two extracted lexicons,
TLCbBM (w) = BMatch

{
TLCV (w), TLAR(w)

}
or TLCbBM (w) = BMatch{

TLCV (w), TLMR(w)
}

which is the combination of two translation lists. The
best translation list TLCbBM is carried out by the best match function BMatch
applied for each translation list. This function is based on the rank score Ri

computed for each translation list i, defined as follows:

Ri =
LEi∑

t=1

1
CRt

(8)

where LEi is the length of the translation list i and CRt is the rank of the correct
translation t regards to the IBD dictionary. If the correct translation does not

appear in the translation list,
1

CRt
is set to 0.

5 Experimental Validation

5.1 Corpora and Linguistic Resources

We evaluate our BLE approaches on CLEF 2003 presented in Table 1, we rely on
a standard journalistic collection used in CLIR field. We conducted experiments
on French-English and italian-English collections proposed in the multilingual
track of CLEF2003. The translation is handled usin IBD which is the linguis-
tic resource BabelNet1 [12] due to its lexicographic and encyclopedic coverage
of multilingual terms resulting from a mapping of the Wikipedia pages2 and
WordNet, with other lexical semantic resources.

5.2 Evaluation

To evaluate the quality of our approaches regards to SA, we built a bilingual
reference list. The method of creating the reference list differs regards to pre-
vious works. For CLEF 2003, we created two reference lists for the CLEF 2003
1 babelnet.org.
2 http://www.wikipedia.org.

https://babelnet.org/
http://www.wikipedia.org
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(FR-EN) and (IT-EN). We selected 400 French words with their corresponding
translations in English from the online dictionary Word Reference 3. The sec-
ond list is composed of 120 italian single terms with their translations extracted
from the same source. The rank of the correct translation can be considered as
an important characteristic when evaluating extracted lexicons. This character-
istic is taken into account only by measuring the mean average precision (MAP)
defined in [3]. This measure allows to present the capacity of the method to
order exactly selected translation candidates. Let n is the number of terms of
the reference list, N is the length of candidates translation and ri is the rank of
the correct candidate translation i. If the correct translation does not appear in

the top N candidates,
1
ri

is set to 0. The MAP is defined as follows:

MAP =
1
n

N∑

i=1

1
ri

(9)

5.3 Evaluation Scenarios

We carried out different evaluation scenarios from collections of CLEF 2003
campaign for the two pairs of languages: French-English and Italian-Eglish. The
baseline is the application of the standard approach based on context vectors,
denoted by BLCV , on the same collections and the same resources used by the
scenarios.

1. BLE based on association rule: denoted by BLAR, consist to evaluate
the extracted bilingual lexicon based on AR by referring to a reference list.

2. BLE based on contextual meta-rule: denoted by BLMR, consist to eval-
uate the extracted bilingual lexicon based on MR by referring to a reference
list.

3. Combined bilingual lexicons using union combination strategy:
denoted by BLCbU . This combination strategy can be used to combine two
or three lexicons, as follows:

– BLCbU−CV+AR and BLCbU−CV+MR: which use the union combination
strategy to combine BLCV with BLAR and respectively BLCV with
BLMR.

– BLCbU−CV+AR+M : which apply the union combination strategy on the
three extracted lexicons based on CV, MR and AR.

4. Combined bilingual lexicons using best-match combination strat-
egy: denoted by BLCbBM . This combination strategy can be used to combine
two or three lexicons, as follows:

– BLCbBM−CV+AR and BLCbBM−CV+MR: which use the best-match com-
bination strategy to combine BLCV with BLAR and respectively BLCV

with BLMR.
– BLCbBM−CV+MR+AR: which apply the best-match combination strategy

on the three extracted lexicons based on CV, MR and AR.
3 http://wordreference.com.

http://wordreference.com
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5.4 Results and Discussion

Table 1 shows obtained results in terms of MAP. We interpret that our app-
roach based on meta-rules BLMR were improve significantly for the three cor-
pora compared to BLCV . This can be explained by the noisy nature of the
context vectors with respect to the filtered meta-rules by setting thresholds of
support and confidence for their construction. The BLMR is better in terms
of MAP compared to BLAR, and this can be explained by the fact that the
rank of the correct translations found for the lexicon based on MR is more
important than the correct translations found for the lexicon based on AR.
For combined lexicons, we demonstrate that approaches which combines BLCV

with BLMR or BLMR (BLCbU−CV+AR, BLCbU−CV+AR, BLCbBM−CV+AR and
BLCbBM−CV+AR) were improved significantly more than BLMR and bLAR

by using the two combination strategies resulting BLCombU and BLCombBM .
Besides, approches which integrates meta-rules, association rules and context
vectors (BLCbU−CV+MR+AR and BLCbBM−CV+MR+AR) gives the highly sig-
nificant difference (p < 0.01) for the two combination strategies, for CLEF 2003
(FR-EN) with p equal to 0.0082 and for CLEF 2003 (IT-EN) with a p equal to
0.0074). All experiments for the two pairs of languages shows that the BLCbBM

yields better results than BLCbU for the combination of two or three lexicons.
The obtained results for combined lexicons BLCbBM−CV+MR+AR in term of
MAP (19.35% by using the union combination and 19.55% by using the best-
match combination for CLEF 2003 (FR-EN)) are better than the ones reported
in [13] (17.05% by the greedy appoach) and those obtained in [14] (17.50% for the
weighted combination approach which integrates concept vectors with context
vectors). Furtheremore, the quality of combined lexiconsBLCbBM−CV+MR+AR

with the best-match combination strategy is highly significant. This improve-
ment is explained by the fact that selected translation list for each source word
possesses correct translations in the best rank.

Table 1. MAP improvement achieved for extracted lexicons and combined lexicons
with the two combination strategies. The symbols † indicates statistically significant
improvement over the best run in bold, p− value < 0.01

Extracted lexicons MAP Union combination MAP BMatch combination MAP

CLEF 2003 (FR-EN)

BLCV 0.1610 BLCbU−CV +AR 0.1696 BLCbBM−CV +AR 0.1702

BLAR 0.1669 BLCbU−CV +MR 0.1920† BLCbBM−CV +MR 0.1932†

BLMR 0.1902 BLCbU−CV +AR+MR 0.1935† BLCbBM−CV +AR+MR 0.1955†

CLEF 2003 (IT-EN)

BLCV 0.201 BLCbU−CV +AR 0.2232 BLCbBM−CV +AR 0.2239

BLAR 0.2135 BLCbU−CV +MR 0.2644† BLCbBM−CV +MR 0.2655†

BLMR 0.2277 BLCbU−CV +AR+MR 0.1935† BLCbBM−CV +AR+MR 0.1955†
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6 Conclusion and Perspectives

In this article, we are interested in two main ways for BLE from comparable
corpora, namely: bilingual lexicon based on standard approach as well as bilin-
gual lexicons based on TM methods. We then introduced two new strategies
for combining these extracted bilingual lexicons. The two strategies of proposed
contextual combinations showed results superior to the use of each representa-
tion separately. We evaluated our approaches on a general corpora made of news
articles in two pairs of language. More precisely, our different experiments show
that using the two proposed combination strategies always improves significantly
the quality of extracted lexicons in term of MAP. Furtheremore, the quality of
combined lexicons using context vectors, association rules and meta-rules with
the best-match combination strategy is highly significant. We hope that this
work will pave the way for further research concerning to improve the quality
of the extracted lexicons. Secondly, we can propose a CLIR model based on the
extracted and combined lexicons.
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