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Preface

The emergent area of big data brings together two aspects of data science and engi-
neering: tools and applications. Theoretical foundations and practical applications of
big data set the premises for the new generation of data analytics and engineering.

BDTA 2017 was the eight event in the series and was hosted by Chosun University
in Gwangju, South Korea, during November 23–24, 2017. The material published in
this book consists of 16 contributions of BDTA participants.

We would like to thank to Prof. Imrich Chlamtac, editor of Lecture Notes of the
Institute for Computer Sciences, Social Informatics and Telecommunications Engi-
neering (LNICST), and members of the Steering Committee for their kind support and
encouragement in starting and continuing the BDTA Series. We thank the invited
speaker, Dr. Chun-Wei Tsai, for the interesting lecture. Finally, we appreciate the
efforts of the local organizers on behalf of Chosun University for organizing and
hosting BDTA 2017.

February 2018 Jason J. Jung
Pankoo Kim

Kwang Nam Choi
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Study on the Transaction Linkage Technique
Combining the Designated Terminal

Kyungroul Lee1, Habin Yim2, Insu Oh3, and Kangbin Yim3(&)

1 R&BD Center for Security and Safety Industries (SSI),
Soonchunyang University, Asan, South Korea

carpedm@sch.ac.kr
2 Center for Information Security Technologies (CIST), Korea University,

Seoul, South Korea
habin103@korea.ac.kr

3 Department of Information Security Engineering, Soonchunhyang University,
Asan, South Korea

{catalyst32,yim}@sch.ac.kr

Abstract. While the scale of markets for Internet banking and e-commerce is
growing, the number of financial markets using the Internet is increasing.
However, there are a large number of hacking incidents against Internet banking
services. For this reason, a countermeasure to improve the security of online
identification is required. Security and authentication mechanisms applied to
financial services such as Internet banking currently do not ensure security. In
this paper, a transaction linkage technique combining a designated terminal is
proposed to solve this fundamental problem, and the technique improves
security for online identification mechanisms because it is possible to counteract
all existing security threats. We consider that the security of Internet banking
services will be enhanced by utilizing the proposed technique.

Keywords: Transaction linkage technique � Designated terminal
Internet banking service

1 Introduction

While the scale of markets for Internet banking and e-commerce is growing, the
exchange of goods and services via the Internet has been established as a large part of
the international economy. Although a variety of secure techniques is applied in the
process of building these systems, hacking incidents on Internet banking services have
occurred [1]. The damage resulting from such hacking and eavesdropping incidents on
telebanking systems is continuous. In addition to general security applications, security
techniques for online financial services are needed to ensure security requirements such
as confidentiality, integrity, availability and non-repudiation [3]. Various cryptography-
based mechanisms have been developed to satisfy these requirements over the past few
decades [2], and their effectiveness was sufficiently verified by utilizing proven
mathematical tools. Nevertheless, most security problems emerge during the process or
in the environment of the security application rather than in the cryptography-based
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technology. Hence, we understand the need for studies that focus on research to find
vulnerabilities other than the cryptography-based technology and to counteract these
vulnerabilities properly.

Online identification methods do not ensure security owing to existing and new
security threats against the identification methods previously mentioned. Hence, we
propose a transaction linkage technique combining a designated terminal to solve the
problem of exposure to threats on Internet banking services. In the case where existing
transaction linkage techniques have been used, these techniques can solve exposure
problems from security threats, which are analyzed in this paper. Nevertheless, the
techniques ca be abused when the transaction linkage device is stolen; that is the
biggest problem of possession-based identification methods, and the linkage code is
exposed because the code is inputted by keyboard. In addition, the techniques do not
satisfy mutual-authentication because they are authenticated one-way, and do not
satisfy non-repudiation of financial institutions for a user because the transaction his-
tory is stored in the financial institutions. Therefore, we propose a new transaction
linkage technique combining a designated terminal, that is an approved transaction-
only designated terminal, to solve the above problems. The proposed technique deals
with transaction-only designated terminal registered by the user. This technique
counteracts when the device is stolen, supports non-repudiation by storing transaction
history into the transaction linkage device, and provides mutual-authentication. Hence,
the technique can counteract most existing security threats by applying the above
functions; therefore, we consider that it improves the security of online identification
methods for Internet banking services.

2 Related Works

The transaction linkage technique is shown in Fig. 1. When a user inputs transaction
information such as account number, transfer amount, and so on into the transaction
linkage device, the device displays the linkage code (verification code) generated based
on the sharing key between the Internet banking server and the device. Next, the user
inputs the displayed code into the web browser; then, the code is transferred to the
Internet banking server.

The existing transaction linkage technique, however, can be abused when the
device is stolen and the linkage code can be exposed because the code is inputted from
the keyboard. Moreover, the server only authenticates the device as one-way authen-
tication, not mutual authentication that authenticates between the server and the device;
the technique does not support non-repudiation because the transaction history is only
stored in the financial institutions.

4 K. Lee et al.



3 Proposed Transaction Linkage Technique Combining
a Designated Terminal

In this paper, we propose a transaction-linkage technique combined with a designated
terminal to improve the security against the problems described above. The proposed
technique is used only with a designated terminal; hence, the technique can counteract
when the linkage device is stolen, and mutual authentication is provided between the
server and the device. Moreover, a generated linkage code is transferred directly to the
server, not inputted from the keyboard, and this technique provides non-repudiation by
storing transaction history within the device. The operational process of the proposed
technique is shown Fig. 2.

Stage 1. In the registration process, a user applies service of designated terminal
device (SDTD) to the financial institutions and registers the hardware
unique information (HWUI) of electronic devices that the user wants to
register as transaction linkage devices.

Stage 2. After applying SDTD, the user identities himself or herself by offline
authentication to visit the financial institutions directly, and he or she
obtains the transaction linkage device after the offline authentication. The
server and the transaction linkage device share a seed value for generating
an encryption/decryption key, and time synchronization is applied in this
stage.

Stage 3. The user begins the financial transaction by accessing financial transaction
sites in the authentication process.

Stage 4. The user and financial institutions share a session key to establish a secure
channel in the network communication.

Fig. 1. Operational process of transaction linkage technique

Study on the Transaction Linkage Technique 5



Stage 5. The user sends transfer information, which is encrypted inputted
transaction information and hardware unique information of the designated
device, to the server.

Stage 6. The server sends encrypted transaction information received and hardware
unique information based on the shared encryption key between the server
and the transaction linkage device to communicate with the device.

Stage 7. The user authenticates the server based on the received information, and
then sends the encrypted transaction information and hardware unique
information to the transaction linkage device.

Stage 8. The transaction linkage device displays an extra module such as a LCD
(Liquid Crystal Display) panel for user recognition by decrypting the
transaction information received, and the user approves the transaction
after confirmation that the transaction information is correct. When the
transaction is approved, the device sends encrypted transaction informa-
tion and hardware unique information approved by the user to the server. If
the transaction information is not correct, the transaction information
mingled with random information is sent to the server in order to disrupt
the communication process.

Stage 9. The user sends information received from the device directly to the server.

Fig. 2. The operational process of proposed technique

6 K. Lee et al.



Stage 10. The server decrypts the transaction information received from the device
and detects manipulation by comparing decrypted transaction information
with received transaction information from the user. If the compared result
is correct, this transaction is approved properly and the server sends the
encrypted result, which is the processed transaction result.

Stage 11. The user sends the received transaction result to the transaction linkage
device.

Stage 12. The transaction linkage device displays the received decrypted transaction
result, and when the user finally confirms a transaction result, the
transaction result is stored inside the device for non-repudiation

The server and transaction linkage device generate the encryption/decryption key
based on a generated time stamp based on shared seed value and time synchronization.
The generated key comprises a hash-chain type application based on time stamping to
prevent encryption/decryption of transaction information and hardware unique infor-
mation based on the same encryption/decryption key. Moreover, the session key for
network communication in Stage 4 is changed in every session to prevent a replay
attack, and a fixed password method, a one of the knowledge-based identity verification
method, is applied to the transaction linkage device to improve transaction security. In
addition, the transaction linkage device is flexible and can be applied to a variety of
devices by communicating wirelessly or by a connector that can be inserted into the PC
or mobile device. In terms of the safety of the proposed technique, the technique is safe
from the debugging and reverse engineering attack because the transaction information
is encrypted and decrypted in the server and the device inside by generating a key using
a hash-chain type application based on shared seed value and time stamp. Therefore,
the information is safe during sending and receiving processes between the network,

Fig. 3. Assessment result of security for proposed protocol by AVISPA
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server, host, and the device. Moreover, a communication process between the host and
the device is concealed, not exposed to the attacker; therefore, the proposed technique
is safe. As the communication process has a one-sided transfer type, it is not a
challenge-response structure.

In the security assessment [4, 5], we assess the security of the proposed protocol by
the verification of satisfying security requirements using automated validation of
internet security protocols and applications (AVISPA) as a formal verification tool.
AVISPA assesses the security by deriving possible security threats. Figure 3 shows the
verification result. As a result, in the SUMMARY, SAFE is displayed; this means that
the proposed protocol is safe.

4 Conclusions

A designated PC service has been adopted to restrict the use of terminals by security
threats of identity verification methods supported from the existing Internet banking
service. Nevertheless, the designated PC service applied to a terminal using the service
did not verify the security assessment and did not define the evaluation criteria;
therefore, the service was exposed to security threats. To address this problem, the
transaction linkage technique was proposed such that linkage code is generated by
combining transaction information with secret information, but this technique was also
exposed to various security threats. For these reasons, the current designated PC service
and transaction linkage technique do not ensure security; therefore, we proposed a
transaction linkage technique combining a designated terminal to solve these problems.
The technique proposed in this paper can counteract and analyze all security threats;
thus, the online identity verification method is also improved. We consider that the
safety of Internet banking services can be enhanced by applying the proposed protocol.

Acknowledgements. This research was supported by Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-
2015R1A6A3A01019717).
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Development of ADDA (Additional Data)
Algorithm for IoT Security and Privacy

Oliver M. Junio(&) and Jasmin De Castro-Niguidula

Technological Institute of the Philippines, Manila, Philippines
oliverjunio@uphsl.edu.ph, jasniguidula@yahoo.com

Abstract. Internet becomes one of the basic necessity of a person. From simple
sharing of data and information, internet nowadays offers millions of things such
as free storage, free communication. Privacy and Security Issues are being
compromise with the so many things that Internet provided. Billions of IoT
devices will be released in the market by 2020 [1]. To secure connection
between devices, the researcher added additional security using ADDA Algo-
rithm. This algorithm will add additional blocks to the traditional encryption for
additional security to the gateway of a particular IoT device. There are three
(3) parameters to be used in this study to provide security and privacy for the
IoT sites and devices. These are the accuracy, encryption speed and decryption
speed of data. In this study, the researcher explains the step-by-step details how
the ADDA algorithm works and make IoT devices secured for day to day use by
making a new algorithm. With the results generated, ADDA algorithm gives
additional protection to already encrypted data by adding characters based on
the algorithm created. The result of encrypting data using ADDA algorithm was
exceptional due to high percentage rate of the test conducted.

Keywords: Internet of Things � IoT � Privacy � Security

1 Introduction

Internet offers one thousand and one data and information, publish anywhere and can
be access everywhere. The rise of the internet increases cybercrime this include security
and privacy issues. There are three (3) identified main factor that arises the growth of
internet this includes First, the development of small scale technology, Second, the
inexpensiveness of the technology, and third the presence of online storage [1].

In 2020, 24 Billion of IoT Devices will be released in the market. Along with the
development of the technology, is also the growth of security issues such as (1) Public
Perception, (2) Vulnerability to Hacking, (3) Readiness of Company to handle security
issues and (4) which of the security provider really provides security. Another concern
is the privacy issues accompanied to IoT such as (1) uncontrollable volume of data,
(2) Unwanted Public Profile, (3) arise of eavesdropping and (4) consumer confidence of
finding everything via Internet [2].

IoT revolutionizes how individuals and corporations interact with one another.
Security and privacy issues can be resolved by means of competitive advantages
network technologies has been developed over the years. Direct connections to a server
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can be limited or track down by means of embedded electronics, a good software
engineer and administrator plus a good connectivity [3].

Based on the survey done by the internet world stats usage and population statistics,
Philippines ranked 15 out of 20 to the top 20 countries with the highest number of
internet users having 102,624,209 population and 54,000,000 registered internet users.
This means that Internet is part of Philippine community daily living. The inexpen-
siveness of the technology cost i.e. the production of mobile or smart phone that offers
internet connections and the low cost of communication provider are some of the
factors that causes the growth of internet usage [4].

With the growing number of Internet users and providers together with the infor-
mation published via world wide web this paper aims to determine IoT security and
privacy issues in the Philippines.

This paper is organized as follows: Sect. 1 defines the state of the internet and IoT
security and privacy. Section 2 introduces related work. Issues on privacy and security
is discussed in Sect. 3, Sect. 4 shows the different mechanism on how issues on pri-
vacy and security can be prevented and Sect. 5 provides conclusions. There are three
(3) parameters to be used in this study to provide security and privacy for the IoT sites
and device. These are the accuracy, encryption speed and decryption speed of data.

2 Related Works

The modernization of communications that offers automatic connection to internet
whenever there is an access made it possible for every person. IoT offers (1) SNS
(Social Networking Sites), the connection it offers from one point to another point,
made a convenience way of sharing files, (2) Cloud storage, where users can access
files as long as there are internet connections, (3) Search engine that can dig every
simple and complex data needed by the subscribers [5].

Different means of sharing files and how IoT can be a good help to a daily endeavor
a person has. Security and privacy of IoT varies from (1) how people use IoT,
(2) where it is connected, (3) policy it handles, (4) security algorithms it have and
(5) requirements needed to be verified before connection took place. IoT was used as a
Librarian main communication with the aid of mobile technology. A sustainable
connection to the internet gives the company a minimal expenses of sharing files [6].

When it comes to IoT security, The Internet of Things, an emerging global Internet-
based technical architecture facilitating the exchange of goods and services in global
supply chain networks has an impact on the security and privacy of the involved
stakeholders. Measures ensuring the architecture’s resilience to attacks, data authen-
tication, access control and client privacy need to be established. An adequate legal
framework must take the underlying technology into account and would best be
established by an international legislator, which is supplemented by the private sector
according to specific needs and thereby becomes easily adjustable. The contents of the
respective legislation must encompass the right to information, provisions prohibiting
or restricting the use of mechanisms of the Internet of Things, rules on IT-security-
legislation, provisions supporting the use of mechanisms of the Internet of Things and
the establishment of a task force doing research on the legal challenges of the IoT [11].

10 O. M. Junio and J. DeCastro-Niguidula



Another research study about privacy challenges from the Internet of Things, these
services can be provisioned using centralized architectures, where central entities
acquire, process, and provide information. Alternatively, distributed architectures,
where entities at the edge of the network exchange information and collaborate with
each other in a dynamic way, can also be used. In order to understand the applicability
and viability of this distributed approach, it is necessary to know its advantages and
disadvantages – not only in terms of features but also in terms of security and privacy
challenges. The purpose of this paper is to show that the distributed approach has
various challenges that need to be solved, but also various interesting properties and
strengths [12].

While the general definition of the Internet of Things (IoT) is almost mature,
roughly defining it as an information network connecting virtual and physical objects,
there is a consistent lack of consensus around technical and regulatory solutions. There
is no doubt, though, that the new paradigm will bring forward a completely new host of
issues because of its deep impact on all aspects of human life. In this work, the authors
outline the current technological and technical trends and their impacts on the security,
privacy, and governance. The work is split into short- and long-term analysis where the
former is focused on already or soon available technology, while the latter is based on
vision concepts. Also, an overview of the vision of the European Commission on this
topic will be provided [13].

Describe developments towards the Internet of Things (IoT) and discuss archi-
tecture visions for the IoT. Our emphasis is to analyze the known and new threats for
the security, privacy and trust (SPT) at different levels of architecture. Our strong view
is that the IoT will be an important part of the global huge ICT infrastructure (“future
Internet”) humanity will be strongly relying on in the future with relatively few data
centers connected to trillions of sensors and other “things” over gateways, various
access networks and a global network connecting them. While the infrastructure is
globally connected, it is divided into millions of management domains, such as homes,
smart cities, power grids, access points and networks, data centers, etc. It will evolve
both bottom-up and top-down. An important question is what consequences a bottom-
up and top-down construction of the IoT infrastructure has for the security, privacy and
trust and what kind of regulation is appropriate [14].

Embedded, mobile, and cyberphysical systems are ubiquitous and used in many
applications, from industrial control systems, modern vehicles, to critical infrastructure.
Current trends and initiatives, such as “Industrie 4.0” and Internet of Things (IoT),
promise innovative business models and novel user experiences through strong con-
nectivity and effective use of next generation of embedded devices. These systems
generate, process, and exchange vast amounts of security-critical and privacy-sensitive
data, which makes them attractive targets of attacks. Cyberattacks on IoT systems are
very critical since they may cause physical damage and even threaten human lives. The
complexity of these systems and the potential impact of cyberattacks bring upon new
threats [15].

The Internet of Things consists of various platforms and devices with different
capabilities, and each system will need security solutions depending on its character-
istics. There is a demand for security solutions that are able to support multi-profile
platforms and provide equivalent security levels for various device interactions. In
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addition, user privacy will become more important in the IoT environment because a
lot of personal information will be delivered and shared among connected things.
Therefore, we need mechanisms to protect personal data and monitor their flow from
things to the cloud. In this talk, we describe threats and concerns for security and
privacy arising from IoT services, and introduce approaches to solve these security and
privacy issues in the industrial field [16].

IoT introduces the usage of technology to both businesses and consumers. The
adaptation of technology as part of people daily lives becomes part of the commodity
needed by the society. The solutions it offers and the security mechanism injected on it
are sometimes neglected by the consumers, for them as long as technology made their
lives easier is more than enough [8]

To ensure IoT Security, Fuzzy logic is best to determine the protocols and algo-
rithms included in the selected research sites with respect to its reliability and efficiency
in providing security and privacy [9].

One of the research studies shows how IoT Security was implemented in the
network layers and how the algorithm was used to provide efficient security mecha-
nism. Protocols such as RSA and EAS are the major protocols used within their
selected sites along with the encryption and decryption algorithm fused together with
the protocol [17].

With the aid of IoT, Burt (2016) contrast Hahn (2017) on his believes in IoT. In his
report to the United States National Security, Burt pointed out that IoT is a big disguise
that uses technology as front end and served as a spy back door. This manner of hiding
the true identity of provider and subscribers to the public comprises the security and
often result to identity theft and eavesdropping problem. Monteiro (2015) uses Fuzzy
logic to provide results for reliability and efficiency in checking the security and privacy
to IoT device data which is the same in this study with the help of ADDA algorithm.

3 Methodology

Rapid Application Development was used in creating ADDA algorithm using Visual
Studio 6.0.

The researcher used experimental approach to obtain the result of accuracy,
encryption speed and decryption speed of data inputted into the IoT device.

To secure connection between devices, the researcher added additional security
using ADDA Algorithm. This algorithm will add additional blocks to the traditional
encryption for additional security to the gateway of a particular IoT device.

Figure 1 shows how the proposed method constitutes of encrypted data.
The ADDA Algorithm will get the encrypted data and will add additional block and
pattern that will add confusion and diffusion to possible attack.

Encryption Algorithm

Step 1: Get the encrypted data.
Step 2: For every 4 bits of block add additional block.
Step 3: Add New character to the additional block.
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Step 4: Place each data to each equivalent container.
Step 5. Save the new encrypted data.

Figure 2 shows the ADDA algorithm program. It composes of command buttons
(open file, copy to source folder, 1st Encryption, 2nd encryption (ADDA), decryption
and exit system.

4 Results and Discussion

To visualized and see how ADDA algorithm works, following figures were presented.

Fig. 1. ADDA algorithm

Fig. 2. Adda algorithm main program
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Encrypting Text
Figure 3 shows original text file named source.txt which will be encrypted later.

Figure 4 shows the encrypted data (1st encryption command button). The 1st
encryption will encrypt the source.txt file by converting characters including spaces
into hexadecimal code and in between there is a special character inserted. The source.
txt file will be replaced by source_adda_omj.txt.

Figure 5 shows the encrypted data (2nd encryption ADDA command button) 0
using ADDA algorithm which every character in Fig. 2 was converted to binary plus in
every 4 blocks a randomized special character was being inserted.

Figure 6 shows the decrypted data (decryption command button) which brings back
the original text and filename (source.txt)

Fig. 3. Source.txt file

Fig. 4. Encrypted text (1st encryption) source_adda_omj.txt file

Fig. 5. Destination_adda_omj.txt file
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Figure 7 shows the encryption speed and decryption speed in milliseconds results of
data that was encrypted and decrypted. Hardware specification where the program was
run is intel core i7 with 8gb RAM running in windows 7 64 bit operating system. It also
shows that the decryption speed in most tests conducted was doubled as compared to
the encryption speed.

Encrypting Image
Figure 8 is the original image that will be encrypted later using ADDA algorithm.

Fig. 6. The original text and file name source.txt

Fig. 7. Speed test report (text file)

Fig. 8. Original image to be process

Development of ADDA (Additional Data) Algorithm 15



Figure 9 is the 1st encryption of the file source.jpg. it took 115752 ms to complete
the encryption

Fig. 9. 1st encryption (source_adda_omj.jpg)

Fig. 10. 2nd encryption (destination_adda_omj.jpg)
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Figure 11 shows the decrypted image which is exactly the same of the original
image.

Table 1 shows the accuracy of image resolution before and after encryption and
decryption occurs. The accuracy of the system to bring back the original file in its
original resolution is 100%.

Figure 10 shows the encrypted file using ADDA algorithm

5 Conclusion

Security and privacy are one the major concern of IoT users, with the aid of ADDA
algorithm additional security will be added to the traditional encryption. Privacy were
protected using two procedures (1) by adding blocks to the original blocks and (2) by
randomly inserting special characters. Based on the result, the encrypted data will be
more secured and can be used privately since blocks of data are encrypted with the help
of ADDA algorithm. The accuracy result of encrypting data using ADDA algorithm
was exceptional due to high percentage rate of the test conducted.

Fig. 11. The original image after decryption

Table 1. Accuracy test of image resolution

Original
File Size

Original
resolution in
pixel

File Size after
decryption

Resolution
after
decryption

Accuracy of
resolution after

1 84.4 512 � 384 475 512 � 384 100%
2 84.4 512 � 384 475 512 � 384 100%
3 84.4 512 � 384 475 512 � 384 100%
4 84.4 512 � 384 475 512 � 384 100%
5 84.4 512 � 384 475 512 � 384 100%
6 84.4 512 � 384 475 512 � 384 100%
7 84.4 512 � 384 475 512 � 384 100%
8 84.4 512 � 384 475 512 � 384 100%
9 84.4 512 � 384 475 512 � 384 100%
10 84.4 512 � 384 475 512 � 384 100%
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Abstract. With the development of the wireless network and mobile Internet
service, the bandwidth of wireless network has increased obviously, and the
number of wireless network user and data traffic generated by user terminal are
steadily on the increase. Development in different economic and social sectors
not only require higher network speed but also need low-cost information net-
works. The market needs a complete set of solutions, which can provide a
comprehensive management system for the operation and billing of fine-grained
data traffic. In this paper, we focus on the management system of fine-grained
data traffic operation, which is support reverse charge and realize the fine-
grained data traffic. Therefore, the proposed method can save user’s cost and
improve economic efficiency.

Keywords: Fine-grained data traffic � VPN technology
Data flow identification

1 Introduction

With the development of the wireless network and mobile Internet service, the band-
width of the wireless network have increased obviously, and the number of wireless
network user and data traffic generated by user terminal are steadily on the increase.

Development in different economic and social sectors not only require higher
network speed but also need low-cost information networks. At present, there has been
a contentious issue that users should pay operators when they use mobile phones to surf
the Internet. For example, a transportation company called “Tencent” runs a bus called
“WeChat” carrying nearly nine hundred million Internet users to “mobile internet”, and
who will pay the tolls? It is obvious that the bus driver should pay the tolls. However,
the current situation cannot meet fine-grained data traffic management. The market
needs a complete set of solutions, which can provide a comprehensive management
system for the operation and billing of fine-grained data traffic [1–3].
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In order to provide users with better experiences and eliminate their expense
concerns, we hope to implement a detailed and fine-grained billing of data traffic
according to the types of business or user’s custom. The research target of this paper is
aimed at developing a fine-grained data traffic management system which can provide a
detailed and fine-grained billing of data traffic. The user’s various applications will be
processed uniformly like data collection, statistical analysis, data mining, safety
management, and other processing, to achieve a goal of detailed and fine-grained
billing according to the types of applications, business or specific data traffic packages
[4].

2 Analysis on Data Traffics

Through China-mobile Communication Corporation in Changzhou, we obtained the
monthly average data traffic of 4 base stations in Hohai University (in the first half of
2016). E-UTRAN Cell Global Identifier (ECGI) of four base stations respectively is
4600-871713-12 (31.8193° N, 119.97166° E), 4600-872639-1 (31.82152° N,
119.97886° E), 4600-341532-1 (31.81869444° N, 119.9787778° E), 4600-341533-1
(31.8206° N, 119.975° E). Figure 1 shows the exact location and monthly data traffic
of the four base stations, and the difference between the monthly data traffic of 4600-
341533-1 and 4600-341532-1 is significant. After analysis, the former is close to the
student dormitory and the traffic users are mostly students. Students are the majority of
the current traffic users and live 24 h a day on campus. The latter is close to office
buildings and classrooms, and part of traffic users are teachers, while they use traffics
mainly during the day.

At the same time, B2C mode is asymmetric, charge between companies and con-
sumers cannot reverse. However, companies want to provide a better user experience,
for example, let users under any circumstances to be able to shop or play games online,
etc. Therefore, Alibaba and some other companies are willing to cooperate with the

Fig. 1. Four base stations at Hohai University of Changzhou Campus.
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three operators to pay the fee to consumers and attract consumers to buy their products.
However, many small and medium Internet enterprises are not willing to reverse the
charge, because the present marketing system, management analysis system, network
management, billing system of all operators does not support the reverse charge. Only
upgrade system can achieve this goal but they are not willing to bear the upgrade cost.
Because of this, the reverse charge plan is difficult to conduct.

3 Analysis of Existing VPN Technologies

Traffic transmitted through a tunnel, such as a VPN or protocol agency. In this paper,
we use the mature, controllable and secure VPN technology. Currently, there are
several common VPN technologies [3–6]:

3.1 Point to Point Tunneling Protocol (PPTP)VPN

The Point to Point Tunneling Protocol (PPTP) is a new enhanced security protocol
developed based on the Point to Point Protocol (PPP). The protocol supports VPN, and
can enhance security through Password Authentication Protocol (PAP), Extensible
Authentication Protocol (EAP), etc. The PPTP can create, maintain and terminate a
tunnel through connection control, and can encapsulate PPP frames by using the
Generic Routing Encapsulation (GRE). Before encapsulation, the PPP frames’ payload,
that is effective transmission data, need a mixed process of encryption and compression
first, and then make the remote users directly connect the Internet or other network by
accessing the Internet Service Provider (ISP). The PPTP VPN is developed by
Microsoft and is standardized. The GRE tunnel is created dynamically with TCP
controlling tunnel (plaintext), and the GRE tunnel encapsulating real user data traffic—
the PPP payload. The encryption of payload is merely based on a self-contained
encryption protocol—MPPE, the head of GRE is all clear, and security level is not
high. Moreover, other details are not transparent.

3.2 Layer 2 Tunneling Protocol (L2TP) VPN

L2TP is a kind of Virtual Private dial-up Network (VPDN) tunnel protocol. VPDN
refers to accessing the public network using the dial-up function of public networks
(such as ISDN or PSTN), and realize a virtual private network which can provide
access services for enterprises, small Internet service provider (ISP) and mobile
workforce, etc. VPDN can provide an economical and effective point-to-point con-
nection between remote users and private enterprise networks. L2TP is an industry-
standardized Internet tunnel protocol, which is similar to the PPTP protocol, for
example, both of them require encryption of network data flow. The difference is that,
for example, PPTP requires Internet Protocol (IP) network, while L2TP requires
packet-oriented point-to-point connection. PPTP uses a single tunnel and L2TP USES
multiple tunnels; L2TP provides the header compression, tunnel verification, while
PPTP does not support.
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3.3 Internet Protocol Security (IPsec) VPN

IPSec works like packet-filtering firewall, which can be viewed as an extension of
packet-filtering firewall. When an IP packet is received, the packet-filtering firewall
uses its header to match in a rule table. When a matching rule is found, the received IP
packets will be processed by the packet-filtering firewall in accordance with the method
decided by the rule table. There are only two processing works here: discarding or
forwarding. The IPSec decides the process of IP packets received by searching the
Security Policy Database (SPD). But unlike the packet-filtering firewall, IPSec handles
the IP packet with the IPSec process except discarding, directly forwarding (bypassing
the IPSec). It is because the new process that more network security than packet-
filtering firewall can be provided.

3.4 Secure Sockets Layer (SSL) VPN

SSL is encrypted between the fourth and fifth layers and is often certified with digital
certificates. Hyper Text Transfer Protocol over Secure Socket Layer (HTTPS) is a type
of client less SSL VPN, and it is vulnerable to man-in-the-middle. Currently, apple IOS
10. X does not support PPTP VPN, while the high version of android only supports
IPsec VPN and L2TPVPN. Therefore, considering the compatibility and safety of the
scheme, this paper mainly adopts IPsec VPN to realize traffic fine-grain operation
management system. At the same time, for security, we use the Internet Key Exchange
version 2 (IKEv2) protocol allows server better preventing Disk Operation System
(DOS) attack in terms of the secret key exchange control. And the building of
ISAKMP SA in Phase 1 only need 4 message exchanges instead of 6. IKEv2 is used to
add a notify payload, and whenever there is a client connection to IKE server, the
server responds a notify payload containing a cookie. Meanwhile, the client receives
the notify message and contains the cookie in the next connection request. The con-
nection will be established if the cookie is verified legal, otherwise, it will be viewed as
a DOS attack, and dose not establish a connection. The server side simply saves a
cookie that occupied a few bytes of memory and can be released quickly. IKEv2 is
used in authentication, negotiate encryption, hash algorithm, the encryption of data
traffic and the establishment of IKE SA, IP SEC SA. Security is ensured by the
certification (Pre-shared password, digital certificate), Advanced Encryption Standard
(AES), Triple Data Encryption Standard (3DES), Secure Hash Algorithm (SHA),
Message Digest Algorithm (MD5), Anti-replay window.

The main software part proposed in this paper and its description are illustrated in
Table 1.

4 System Design Objectives and Requirements

In this article, the flow fine-grain operation management system constructed based on
the principle of standardization, will strictly follow the requirements of the relevant
technical standards and business to practice overall planning and unified construction
arrangement; In the meantime, based on the principle of openness, the system follows
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an open architecture and adopts an open interface protocol and development platform
to provide users with a unified and open capability call. In addition, business main-
tenance and development are not dependent on equipment manufacturers to ensure the
continuous upgrading and development of the business. In terms of security, our
system will be designed strictly according to the application of the telecommunications
level. The system software and hardware architecture should fully consider the security
strategy and mechanism of the whole system operation. In view of the security
requirements of various business processes, various security technologies are adopted
to provide users with perfect security. Finally, a software design framework with
mature and stable operation instance is adopted [2, 4, 5].

5 System Architectures

The type of applications installed in users’ equipment will be identified automatically
when the user starts the data flow workshop SDK or APP. The network configuration
information will automatically synchronize with data traffic management gateway. Data
traffic management gateway will send feedback to users based on the current traffic
load of network and the information. When the user adds a certain application to the
directional flow packet, the flow workshop SDK or APP will create the pre-defined
corresponding VPN tunnel to the traffic load device according to the type of applica-
tions. Data traffic packets are generated by a specific APP, and local SDK or APP can
identify the packet by identifying the APP ID of the application started by users. And
then according to the relevant protocol of VPN tunnel and the group package way of
flow workshop SDK or APP to re-group packages, send to the specified tunnel, the
flow is unpacked at the end of the tunnel, and then to the business server of SP. The
data reverse process is similar.

Figure 2 shows the flow of VPN-call. It is initiated by the APP to register the login
authentication, and the policy server manages the terminal users and data service nodes
to perform uniform user access configuration. The APP internally make traffic iden-
tification according to the product used, and identifies the dynamic IP address of the
current SP to bind with APPID temporarily. The APP server launch VPN resource
request to the policy server, and make the policy server choose the nearest data server

Table 1. Software components and its descriptions of the system

Software components Descriptions

APP client Data flow identification and distribution
It is suggested to provide the channel download
business application and provide the starting entrance
of the APP

SDK (Android version) Android version SDK can provide the fine-grained
data separating capacity and can realize APP
packaging call

Data forwarding server (tunnel
forwarding, security encryption)

Forwarding the data flow in server
Making the security encryption and forwarding
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to access based on the IP address of the APP itself. Meanwhile, policy configuration
will be forwarded to data load server based on the dynamic IP address of SP recognized
by the APP. When the resource is ready, the server request APP to return the confir-
mation message and SA. The APP user uses the data server information and SA to log
in the specified data load server, establish the virtual traffic tunnel for the identified
APP data traffic. These four steps complete the establishment of VPN, and the iden-
tification and forwarding of data traffic [3–6].

The operators only need to configure the IP and port of the data forwarding server,
and the accurate data flow identification can be realized by the policy server. Operators’
billing management platform can obtain traffic statistics information through API
docking. The way of billing can also be developed by the policy server itself.

6 Conclusions

With the development of the wireless network and mobile Internet service, the band-
width of the wireless network have increased obviously, and the number of the wireless
network user and the data traffic generated by user terminal are steadily on the in-
crease. Development in different economic and social sectors not only require
higher network speed but also need low-cost information networks. The market needs a
complete set of solutions, which can provide a comprehensive management system for
the operation and billing of fine-grained data traffic. In this paper, we focus on the
management system of fine-grained data traffic operation, which is support reverse
charge, and can realize the fine-grained division of data traffic. We bring a new type of

APP Policy 
Service

Data 
Service PGW

Registration &Login

Traffic Recognition

VPN Resource Request

Resource Configuration

User Authentication & Tunnel Establishment

The operators only need to configure the IP and port of the data forwarding server, 
and the accurate data flow identification can be realized by the policy server.

Fig. 2. The flow of VPN-call in typical business scenario.
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consumption model for customers to save money based on traffic data reverse charge
for customers. We use VPN to encapsulate applications separately that will help
operators easily calculate the flow data for each application and reversely charge from
online enterprises. Many online enterprises will be willing to cooperate with operators
to pay the fee to consumers because they want to provide a better user experience, for
example, let users under any circumstances to be able to shop or play games online,
etc., and attract consumers to buy their products. We have experimentally employed the
proposed reverse charge system, and the questionnaires have shown that this is a win-
win model for both customers and online enterprises. We hope the proposed system
will be finally implemented in practice.
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Abstract. In doing segmentation of Hanacaraka character, Javanese ancient
character, one of Indonesian’s ethnic ancient character in Java island, the dif-
ficulties that occur is the inconsistency of the space between lines, the size of the
character and the thickness. Inconsistencies between row spacing and letter size
are caused by the letters of the pair, the last vowel and consonant letters in one
phoneme. While the thickness is inconsistent due to the writing style of the
Hanacaraka itself.
Image Preprocessing needs to be done to get input without skew. To improve

skewed text documents, we used Hough transforms to predict the edges of the
text area. After that, to segment the line and then continue with segmentation of
each character, horizontal projection profile is used and then proceed with
vertical.
The result of this segmentation method is good for printed documents. Seg-

mentation process of handwriting documents has difficulty because each row in
the document is uneven and very tight between the rows. Those matters cause
them overlap. When the line segmented wrongly, the entire character on the line
will be not segmented as well. This problem can be eliminate using connectivity
test. Before this, it need to segment the line with the overlap area. The character
part of below or above the main character can be eliminate because it is not
connected to the main character.

Keywords: Segmentation � Hanacaraka character � Projection profile
Hough transform � Image processing

1 Introduction

A culture basically has a wide variety of variations. In general, the various types of
culture are dances, songs, local games; local languages etc. one variation of cultures
which is also very visible and often used is the local language. According to a source
from Kompas 2012, in continuing study, which was taking samples at 70 sites in
Maluku and Papua, the number of languages and sub languages across Indonesia
reached 546 languages [1].

Along with the development of technology and global communication, the con-
dition of our culture has been increasingly eroded. Hundreds of local languages in
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Indonesia are threatened to extinct. There is an estimation of 746 local languages in
Indonesia, yet only more than 400 languages and sub languages has been successfully
mapped [2].

Letters in local languages are knows as a form of writing or a representation of that
local language. One of the languages having special letters as a form of writing of that
language is Javanese with Javanese writing or better known as Javanese characters. The
Javanese letters, also known as Hanacaraka and Carakan, is one of the Indonesian
traditional characters, used to write Javanese language. In daily lives, the use of
Javanese characters is generally replaced with Latin letters which were first introduced
by the Dutch in 19th century [3].

Nowadays, there have been enough efforts to preserve the Javanese letters, either by
the government or professional circle. One of the good efforts is the development of
android-based Hanacaraka application teaching Javanese characters. According to
Tekkomdik, besides developing the application, the digitalization of cultural contents
such as puppets, macapat songs and also documentary video, would also be launched [4].

2 Theories

2.1 Hough Transform

The data input, in the form of captured image from a digital camera, has the tendency to
slant or skew. The skew found is all deviation of the image causing the result after the
process of inputting using the hardware differs from the initial image or shape [5]. To
solve this problem, Hough Transform is the method used to detect the skew at the
image [5–8].

Hough Transform is a technique of edge linking and boundary detection, com-
monly used in image processing [5–8]. The purpose of this method is to find the shape
of the object in a class of objects using the voting procedure. This voting procedure is
conducted in a parameter from the object candidate obtained as local maxima. This
parameter will later be called accumulator, specifically formed in the algorithm to
calculate Hough Transform.

Figure 1 is representing the geometric interpretation from parameter h and q.
A horizontal line has h ¼ 0�, with q having positive value. A vertical line also has
h ¼ 90, with q having positive value at intercept y or h ¼ �90 with q having negative
value at intercept y.

The unique calculation concept from Hough Transform is the grouping of
parameters q and h into an accumulator array. The distance expected at that parameter
is �90� h� 90 and �D� q�D, where D is the maximum distance between opposite
ends in an image. The following steps are to calculate Hough Transform:

(1) Perform a Looping for all pixels at the input image. For every non-background
pixel Pij.

(2) Perform the looping from–D up to D. The mathematical Eq. 1 to calculate the
value of D is as follows:
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D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ððimage�heightÞ2 þðimage�widthÞ2Þ
q

ð1Þ

(3) Calculate the value of q for each angle of �90 � hi � 90.
(4) Do the rounding for the value of q using the mathematical Eq. 2.

q ¼ x cosðhÞ þ y sinðhÞ ð2Þ

(5) Do addition at Hough Matrix Hij.

2.2 Segmentation Based on Projection Profile

Projection Profile is a histogram consisting of the number of foreground pixels accu-
mulated along the parallel line in a document [9–13]. In several other cases, Projection
Profile was used to skew estimation, text line segmentation, page layout segmentation,
etc. [9]. The implementation at this application is by dividing the Projection Profile into
two types. They are horizontal projection profile and vertical projection profile. The
horizontal projection profile is used to find the line region from the document, whereas
the vertical projection profile is used to take the character out of each line.

Below is the mathematical equation for horizontal projection profile and vertical
projection profile:

HPP yð Þ ¼
X

l� x� n
Fðx; yÞ ð3Þ

VPP xð Þ ¼
X

l� y�m
Fðx; yÞ ð4Þ

The samples of the horizontal projection profile and vertical projection profile
images can be viewed at Figs. 2 and 3.

3 Analysis

The main problem in the segmentation of Javanese characters will be resolved in
this study is the skew of the documents as the input, the italics and the overlapping
writings between lines due to the inconsistency of line spacing or characters sticking
together, see Fig. 4. The skew document is a problem that often occurs in DCR

Fig. 1. Representation of a line.
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(Digital Character Recognition) application [5–8]. The cause of the problem is the error
that occurs during inputting. The skew that occurs is generally �15� � x� 15�.

It has been found that there have been many overlapping or sticking writings
condition in a document with Javanese characters. Italics and overlapping writings have
brought on the result of the segmentation less optimal. The Overlapping writings in this
document were found horizontally (overlap writings between columns) and vertically
(overlap in lines). This problem occurs because characters such as vowel (special
character put above the main character), and sandhangan (special character added
below the main character) and carakan (special adding character for phoneme which
adopted from foreign language). Meanwhile the slanted writings are found due to the

Fig. 2. The input of digital image and its result of horizontal projection profile

Fig. 3. An image cut of the first row from Fig. 2, and its vertical projection profile

Fig. 4. The sample of an image with overlapping characters in lines
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writing style of the Javanese characters itself. The slanted writing style is not something
unusual, as currently some normal texts have slanting writings form which are often
called italic. Italics are usually found in a handwritten document.

Proposed Method
Figure 5 shows the system we developed. Some pre-processing need to be performed
to get a non-skewed binary image as input for the segmentation process. From “bitmap
to array” until “binary thresholding process” are the pre-processing. After get a binary
image, the first step is repair a skewed input. Projection profile cannot be performed on
a skewed image. To detect and correct the skewed document, Hough transform is used
because it has better performance than scanline method [5]. This method is will
determine the border of text area [5–8].

Fig. 5. Flowchart of the system
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If the input has inconsistency space between raw, then the system will run seg-
mentation process without line segmentation. To improve the quality from segmenta-
tion without line segment, it will perform filling region procedure. This procedure tries
to reconstruct the missing part after the segmentation.

The other problem is overlapped writings. To solve this problem, there have been
several studies conducted. The former study on several kinds of character, such as
Kannada [6, 11], Devanagari [7], Arabic [8], Urdu [9], Gurmukhi [10], Chinese
character [12] and Oriya [13]. These study ware using projection profile and connected
regions methods to do the segmentation of the characters in the writings. However, in
several cases, projection profile in the segmentation of Javanese characters cannot be
fully applied. The structure of the writings and the unique characteristics of Javanese
characters can make projection profile fail.

Kumar repairs the corrupt character with water reservoir technique to get a good
result [10], Mamatha uses morphological operation [11], Tripathy uses line segmen-
tation specifically to detect the writing where the line of the writing could not be found
using the projection profile, as the writings were overlapped or touched the lines under.
Our system uses double projection process to improve the quality of character
segmentation.

4 Experiment

The testing performed was to compare the output of the program against the manual
calculation. In this testing, the sample of data were classified into two groups, data of
the inconsistent spaces between lines (or overlap rows) and data of the inconsistent size
and type of characters.

The Inconsistent Space Between Lines
At the sample data as seen at Fig. 6, as the first process of projection profile was
conducted, only 43 out of 558 characters could be segmented. At the second process of
projection profile, 96 out of 558 characters could be segmented.

The Inconsistent Sizes and Types of Characters
The example of sample data taken from the photograph belonged to the sample data
having differences in sizes and types of characters. At the sample data as seen at Fig. 7,
the writings with different sizes and types could not be segmented as the lines at
different parts of the writings were overlapped with other writings. The average result
of the testing showed that 15% of the writings could be segmented. Table 1 shows the
result of segmentation using data in Fig. 7.

Fig. 6. Photograph of script with line inconsistency [14]
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Using sample data with certain condition, inconsistency space between rows, dif-
ferent font size such as shown in Fig. 7 and different thickness as shown in Fig. 8.
Usually, when the hand stroke upper, the line will thinner than when the hand moves
lower. Some handwritten documents or even printed documents will have this writing
style. On a printed document, this kind of style will not lead to failed segmentation
process because every stroke separated well.

For some document like shown in Fig. 7, cannot segmented because some lines of
the document laid in differently with the main part.

Fig. 7. Photograph of script with size inconsistency [15]

Table 1. Testing using data in Fig. 7

No Line on the sample Writing Line output Writing
output

%

Right Wrong Right Wrong

1 25 814 8 17 254 560 31
2 22 558 1 21 79 479 14
3 12 249 12 0 246 3 98
4 14 396 7 3 222 174 56
5 23 805 0 23 0 805 0
6 30 1560 1 29 55 1505 3
7 28 1537 1 27 28 1509 1
8 26 1375 4 22 208 1167 15

Fig. 8. Hanacaraka writing style [16]
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5 Conclusion

This system performs better with good hanacaraka image. Printed text images have a
constant space between row or not enough space to separate rows, consistent font size
and thickness. Those kinds of input will yield good result. The result shown in Table 1
is come from problematic input. Some of them have inconsistency space between rows,
and some other have different font size or different thickness in one single character.
Overlap rows will lead to fail line segmentation. This will affect the character seg-
mentation also.

Based on the testing result, the projection profile method, on average can perform
the segmentation of the writing at a document by 22% for the group of photograph data
having inconsistent spaces between lines. 77% for the group of photograph data having
consistent spaces between lines.

Filling region procedure can help the segmentation to reach 63.5% of character
overlap segmentation

The other problem come from skewed document can be resolve if the skew less
than 95°. Document with consistent space between row can be segmented over 75%.
Different thickness can be solved as long as each character separately well.
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Abstract. Emotion plays an important role to assess individual reaction and
responses depends on the degree of encounter, scenario and experience. In this
paper, the study examines the emotions of the five (5) randomly selected stu-
dents according to the Basic Emotions and Non-Basic Emotions while per-
forming their Java Programming activity task. The study utilized RaspberryPi
and Smartphone to capture an image, OpenCV application to analyze the image
and application of algorithms: the Fisherfaces, Local Binary Pattern Histogram
and Eigenfaces to determine the most like emotion. In this study, the Fisherfaces
algorithm showed the highest average accuracy rate of 47.93% among the
algorithms. Specifically marked an emotion of “happy and surprise” with
accuracy rate of 100% which means that the students perform the activity with
knowledge and skills. This result can be used by the experts to consider the
emotion as part of assessment hence it may also serve as a tool for effective
decision making.

Keywords: Facial expression � Emotion � Predictive analysis

1 Introduction

Emotions plays a crucial role in our lives it should be managed and interpreted
accurately. In fact, this has been the concern of scientific inquiry in psychology since
emotion is consider as the driver in decision making [1] and the source of moral
judgement [2]. This may be interpersonal, intrapersonal, socio and cultural functions
[3] thus, constitute to individual level, dyadic level, group level and cultural level [4].
Moreover, emotions made a great influence on how people manage emotion, under-
stand emotion, using emotion and perceiving emotion which is evidently noticed in the
academe and in workplace environment [5]. These factors lead the affective computing
focused area.
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Affective Computing, on the other hand has been a great interest in intelligent
interactive and pattern recognition, emotion expression learning and understanding of
emotion [6]. Due to the contributory impact of technologies there are innovative
solutions which are being developed in the form of audio, visual and text that are
capable to recognize expressions, interpret gestures and simulate appearance to
determine emotion. Many companies integrate analysis of emotions and sentiments to
enhance customer relationship management and recommendation system [7] however,
there are some issues and concerns since emotions [8] is broad because it is more than
thoughts, it also depends on the response of the body and it is difficult to achieve its
accuracy and progress towards cognitive modelling because of various modalities to be
considered. But, this would not hinder the discovery and contribution of affective
computing in producing good results that may affects areas of concern.

1.1 Related Works

In the advancement of technology, the emotion can be detected and analyzed based on
the facial expression, in fact facial expression is used to determine the current emotion
pertaining to stress [9], used to capture individual identity for security purposes to
recognize malicious intention through gestures and surveillance, access control to a
building [10], used in virtual meetings to assess person reactions, [11] used by deaf
people to convey a message, assess a customer feedback on a certain product, evalu-
ation of student emotions and behavior in computer programming using Python Lan-
guage which resulted to confusion, frustration and boredom [12], used to assess the
emotion of participants interact with different computer interfaces activities resulted to
consider the non-basic basic emotion such as engaged, bored, frustrated and confusion
be part of Affective Computing research [13].

Several Studies applied various approaches to detect emotions through Facial
Expression to achieve accuracy and performance through different various models,
algorithms and applications. Notably, Neural Network Model using JAFEE [14],
Curvlet Transform which is fast, less complex and less redundant and Online
Sequential Extreme Learning Machine (OSELM) with radial basis function
(RBF) which increase classification performance to 95.17% recognition rate [15],
Automated Learning Free Facial Landmark Detection Technique which performs in
different resolutions and accurate for classification of the Six universal expression [16]
and SMQT features, split up SNoW classifier to detect face using standard pattern and
Principal Component Analysis in terms of luminance, chrominance to locate the eyes
based on valley points [17], Kanada-Lucas Tomasi Tracker which is accurately used
for face detection based on distance from the camera, brightness and contrast and the
Skin color pixel value that ranges from 120 to 180 pixel in value and Tree Naive Bayes
Classifier [18], the face detection that employed Active Appearance Model to locate
landmarks [19] used the Support Vector Machine classification using nearest neighbor
rule and Extended Cohn-Kanade (CK+) datasets thus resulted to 87.7% performance
based on the local and global features of the face. In Eigenfaces and Fisherfaces face
recognition shows better recognition accuracy of 97.50% and 95.45% based Euclidean
Distance using Bray Curtis [20]. For complexity issues eigenfaces is applied with
Gaussian Curvature to detect 3D image [21] and it is the best algorithm to extract
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feature of a face with the application of Fisher Linear Discriminant and its classify
using Dynamic Fuzzy Neural Networks to reduce errors [22]. Fisherfaces on the other
hand is used to treat image with eyeglasses based on genetic algorithm [23] and this
also used for gender recognition with fuzzy iterative self-organizing technique with
accuracy rate 95.55% [24] the FGGA System on Chip applied the Local Binary Pattern
Histogram recorded an accuracy rate of 79.33% [25].

2 Method

In this part, the study applied a systematic approach to examine the emotions portrayed
by the respondents.

Figure 1 showed the methodology on how the study is being conducted and
facilitated. In this framework there are two types of approaches applied by the
researchers, capture a video then convert into frames and capture an image. These
images are stored in the database assigned in the study annotated by the experts and
with incorporation of the CK/C+ database which will be used to match the real-time
video and analyzed the data based on the employed algorithm in the study which is
expected to produce certain emotions.

2.1 Data Gathering

The study applied the Random Sampling in selecting the sample population to be used
in the training set and in the testing part which aim to capture certain emotion. The
participants are represented from Colleges and Universities who offered Information
Technology Program.

In the training set part, the sample population is twenty (20) student participants
composed of 10 males and 10 females from First Asia Institute of Technology while in
the testing part, the sample population is five (5) students composed of 2 males and 3
females from Technological Institute of the Philippines (TIP).

Fig. 1. Methodology framework
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2.2 Tools

Raspberry PI
In this experiment that researchers used Raspberry Pi 3 model V to provide high

resolution and can capable to capture the image in 300 � 300 pixel in size from the
video sequence and used smart phone LG G3 13-megapixel F/2.4 29 mms to capture an
image portrayed by the students with the presence of the experts in the field. OpenCV
also used for face detector that process 90–95% of clear images [14].

Figure 2 showed the images of the student who portrayed the Non-basic emotions
annotated the expert in the field.

Databases: JMA Database & Cohn-Kanade Database (CK+)
The JMA database is referred to a database where all the captured images gathered

by researchers will served as the training data sets and this will be incorporated and as
additional pattern of emotion such as neutral, engaged, frustration, confusion, boredom
and Cohn-Kanade Database (CK+) L.

Table 1 showed the number of images used in the study. These images portrayed
different types of emotion with its corresponding numbers of images.

Fig. 2. Facial expression data sets

Table 1. CK/CK+ Database

Coding Emotion No. of images

1 Anger 45
2 Contempt 18
3 Disgust 60
4 Fear 25
5 Happy 69
6 Sadness 28
7 Surprise 83
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To execute and populate the database, the captured images are manually classified
according to the five (5) emotions (neutral, boredom, confusion, frustration and
engaged) then normalizing the training set using OpenCV for face detection and face
images are cropped into 300 � 300 pixel in size and integrate to the CK/CK+ database
that have the seven (7) basic emotions (anger, contempt, disgust, fear, happy, sadness
and surprise). These datasets are trained through the application of algorithms Fish-
erfaces, Local Binary Pattern Histogram and Eigenfaces to further improved the
datasets being developed.

2.3 Data Gathering Procedure

To facilitate the conduct of the data gathering, the researchers formalized the study
through a formal letter of request indicating the requirements needed in the study. In
this study, the researchers selected twenty (20) students from First Asia Institute of

Technology for the sample of the training data sets. Each student are requested to
portray five (5) pose per emotion with a total of 25 emotions per student with the
guidance of an expert in the field to appropriately portray such emotion using
Smartphone, then these images are cropped and displayed for re-evaluation purposes of
an expert before its final classification of emotion. These images are stored in the JMA
database together with the CK/CK+ database that will served as the training sets used
in the study.

For the testing part, the researchers prepared the Computer Laboratory for the data
gathering, the RaspberryPi is installed and it is placed at the back of the monitor and the
camera is attached at the center top head area of the monitor to capture the image
proportionately. The identified students are requested to position themselves in front of
the monitor and advised to answer the provided machine problem in 15 min in a
continuous video recording. The raw video file are stored and converted into frames
with an interval of 5 min to determine the emotions portrayed by the students. This
frame of images are subject for processing.

2.4 Analysis

Presented the system architecture of the Facial Expression Extraction Prediction of
Student Emotion in Programming (FEEPSEP).

Figure 3 showed the real-time video is used to extract the images into frames and
then be analyzed and classified using the Haar-based Cascade Classifier to serve as the
input images. These images are then compared to the JMA and CK/CK+ databases
which is already been trained to detect the most like emotions according to the
respective results of the three algorithms.

Eigenfaces is implemented since it efficiently processes the time and storage with
accuracy rate of 90% with the Principal Component Analysis [16], the application of
Local Binary Pattern Histogram which performed very well in terms of texture clas-
sification and segmentation, image retrieval, surface inspection and [32] showed
enough discriminated faces and non-faces faster. And, the Fisherfaces algorithm which
is good distortion analysis of the faces such as illumination, facial expression and pose
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variations of the face. This three (3) features of algorithm applied in this study will
surely made a significant effect on its performance to detect certain emotion.

The images has been analyzed using percentage formula:

Total image detected per algorithm
The total number of detected emotion of the 3ð Þ algorithms

multiplied by 100

3 Results and Discussion

In this study, the researchers developed a prototype to detect certain emotion. In result,
the solution showed that the Fisherfaces algorithm have the highest accuracy of 47.93%
among the algorithms used in the study. Specifically, the Fisherfaces algorithm
achieved 100% accuracy presented in Table 2. “Happy and Surprise” means that the
majority of the students in the study perform the programming task provided during the
testing part.

Table 2 Showed the comparative results of the algorithm based on combine JMA
and CK/CK+ database, the Fisherfaces marked an accuracy rate of 47.93%, LBPH is
26.09% accuracy rate and the Eigenfaces marked the lowest accuracy of 25.16%.
However, looking at the results of the JMA and CK/CK+ database, the CK/CK+
database significantly produce a remarkable highest accuracy results of 100% observed
in Fisherfaces Algorithm, 98.53% in LBPH Algorithm and 82.76% percent in Eigen-
faces Algorithm than the JMA Database annotated by the experts only produced the
highest accuracy rate of 69.66% in Fisherfaces Algorithm, 38.82% in LBPH Algorithm
and 82.76% in Eigenfaces Algorithm.

Fig. 3. FEEPSEP system architecture
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4 Conclusion and Recommendation

Based on results, the Fisherfaces algorithm is more flexible and efficient considering
some issues on the integration of the JMA database because the annotation of the
expert alone may possibly have encountered inaccuracy in identifying real emotions.

In addition, by looking at the results of 47.93% accuracy rate, there are some
factors also be considered, the lack of training dataset presented in Table 1 and in the
testing part showed in Table 2, showed 0% detection rate that may significantly create
a negative effect on the accuracy result, therefore the study highly recommend the
number of training data sets is consistent, the integration of the new training data set
should have further analysis, used solutions that will assist the expert to re-validate the
results and may apply all approaches of the three algorithms if the new training data set
is embedded to the existing database like the CK\CK+ database which is highly tested
and validated to ensure higher accuracy rate in detecting emotions.
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Table 2. Comparative results of detected emotion based on the three (3) algorithms

No. Emotion Database %Fisherfaces % LBPH % Eigenfaces

11 Engage JMA 23.19% 38.82% 37.98%
10 Frustration JMA 24.31% 20.30% 55.39%
9 Confusion JMA 69.66% 10.59% 19.75%
8 Boredom JMA 50.03% 17.99% 31.99%
7 Surprise CK/CK+ 100.00% 0.00% 0.00%
6 Sadness CK/CK+ 17.24% 0.00% 82.76%
5 Happy CK/CK+ 100.00% 0.00% 0.00%
4 Fear CK/CK+ 0.00% 0.00% 0.00%
3 Disgust CK/CK+ 0.74% 98.53% 0.74%
2 Contempt CK/CK+ 18.19% 65.27% 16.54%
1 Anger CK/CK+ 96.72% 0.00% 3.28%
0 Neutral CK/CK+ 27.18% 44.43% 28.39%

Total 47.93% 26.90% 25.16%
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Abstract. The proposed real time emergency position control system can treat
real-time emergency messages between servers and mobile clients based on
reply from the client by using multiple communication methods. Especially in
the general hospital environment, in order to avoid patient anxiety caused by
emergency situations, the system informs calmly the emergency situation to the
person who has to react the situation by using one-way broadcast communi-
cations. The accuracy and performance of positioning system are important to
increase reliability on the proposed system. The power consumption rate of
mobile devices have analyzed and the process of positioning data is verified for
one-way communication and two-way communications.

Keywords: Bluetooth LE � Wi-Fi � Power consumption � Indoor positioning
Fingerprint � Kalman filter

1 Introduction

In a general hospital environment, in case of emergency, it is needed to send the
emergency information in real time to the persons in charge by using SMS or telephone
call for respond the situation. The persons in charge with the corresponding situation
have to respond as soon as possible. Based on the general emergency call method, if
the emergency information cannot be timely conveyed to the persons in charge, there
will delayed the deployment of the persons in charge and cannot respond be in time.
A system that can send emergency information to persons in charge by using multiple
communication methods when an emergency situation occurs and the persons in charge
can respond to the emergency in real time is proposed. The system is also can record
and manage all emergency activity information.

Figure 1 shows the multiple communication concept of the proposed system.

2 Previous and Related Studies for Indoor Positioning

In this study, the management server uses one-way broadcast communication to send
emergency alarm message to persons in charge, according to the emergency reaction
protocol, then change to two-way communications by confirming from the client to
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exchange emergency information with clients, all the activities and position of the
responder are tracked in real time.

Bluetooth LE (Bluetooth Low Energy), visible light communication technology,
SMS message can be used as one-way broadcast communication method, Wi-Fi and
cellular mobile communications can be used as two-way TCP communication methods
in this system.

2.1 Bluetooth LE

By growing importance of IoT (Internet of Things), Bluetooth LE application is also
diffused. Compared with the Bluetooth, it does not need to maintain a long connection,
therefore power consumption is also greatly reduced.

BLE does not need pairing that can send data to multi clients in one-way, this
process is called Advertising. All the terminals which Bluetooth enabled can receive
the advertising data. When a message is transmitted via advertising, the message can be
receiving by multi users in the same time.

The BLE device for advertising is called beacon and it is possible to indoor
positioning by using RSSI (Received Signal Strength Indication) value of beacon
signal [1]. For indoor positioning using beacons, Cell ID method is mainly used. It is a
method of judging in which cell the position of its own is located based on the
information received from the fixed node. This method is easier and simpler than other
methods, but has the disadvantage of low accuracy. Indoor positioning using beacons is
mainly used for hospital, department store and etc.

2.2 Two-Way Communication and Indoor Positioning Based on Wi-Fi

Socket communications have two major transport layer protocols, TCP (Transfer
Control Protocol) and UDP (User Datagram Protocol).

Fig. 1. The communication concept of the emergency deployment system
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The UDP communication has no handshaking dialogues among the processes for
session, and cannot provide any reliability control so there is no guarantee of delivery,
ordering, or duplicate protection of datagrams. The TCP communication provides
reliable, ordered and error-checked delivery of a stream of octets between processes
which are running on hosts based on IP network. In this study, TCP is used for socket
communications.

A TCP communication is requested by using the IP addresses and port numbers of
two processes. The client starts the connection and if the server does not accept the
response, the connection will be failed. If connection is created, data can be exchanged
through the socket between the server and client. The TCP can provide error control
and flow control, if the data not received properly, it can be requested again [2].

GPS (Global Positioning System) is the most widely used outdoor positioning
system. But in the indoor environment, GPS cannot work properly. Therefore, many
research of indoor positioning are in progress. For example, visible light communi-
cations [3], BLE signal strength [1, 9], Wi-Fi signal strength and so on can be used [4,
5]. For finding the coordinate of mobile object in indoor environment, fingerprint and
triangulation methods are widely used.

The triangulation method is a geometric method of computing a coordinate by
calculating each distance from three reference points. It is necessary to be able to obtain
the correct distance from the wireless AP as reference point so that the correct position
can be traced [10].

Fingerprint method is RSSI (Received Signal Strength Indication)-based, but it
simply relies on the previously recorded data of the signal strength from several ref-
erence access points in the proper range. Storing this information in a database along
with the known coordinates of the tracking device is clone in an offline phase. During
the online position decision phase, the current RSSI vector at an unknown location is
compared to those stored in the fingerprint DB and the closest matching position is
returned as the estimated user location [8].

Wi-Fi or BLE signal strength can be used for calculating distance for using the
fingerprint method.

2.3 Emergency Deployment System in a General Hospital

When a patient meet in an emergency situation, this system can send the emergency
notice to the persons in charge on various departments, then by the confirming to the
notice which means the corresponding departments can give an initial solution. Indoor
positioning is used to guide the persons in charge to the current location of the patient,
then lead those on the most appropriate route to the operating room.

In an emergency situations, excessive noise in a hospital has been attributed to
negative clinical outcomes to patients and perhaps give negative performance and
stress as well to all staffs. It is essential to use a plain language emergency code only for
an appropriate individuals to initiate an immediate and appropriate response.

When initiating an emergency code call by the control center in a general hospital
setting, the notification process for specific doctors and nurses will be initiated with
single-way multiple task communication. Once the emergency code message has been
effectively sent to emergency responders, staff will press button to open bilateral one to
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one communication and exchange information about the target locations and specific
emergency operational plan with server. Start with confirmation response from emer-
gency response staffs, initiating protocol information will be recorded in server.

Server with location tracking system manage staff’s current position, moving route
and the time required after confirmation response in real time. If delayed response is
occurred, server sends urgent messages and emergency operational plan to emergency
response staff. But if emergency response staff cannot response emergency call, server
initiates a contingency plan. It provides alternate medical staff and notifies other
emergency response staff about current situation. Emergency code should be finished
when situation has been managed or resolved.

Every process such as the time required from beginning to end, staff location per
time, situation status and so on is recorded in database. With these data, further analysis
and improvement of the system will be managed.

3 Comparison of Energy Consumption on Wi-Fi and BLE

Different communication methods not only have difference on data rate and commu-
nication distance, power consumptions are also different. Therefore, the power con-
sumption tendencies are seriously considered in the proposed system.

3.1 Required Energy for Operating Hardware Modules

The WL18xxMOD WiLink 8 Single band Combo Module developed by TI which is
widely used in portable mobile devices has be selected for power consumption analysis
of Wi-Fi device. One important selection reason is the chip on the device uses the same
antenna for Wi-Fi and Bluetooth communications.

The chip’s operating power of Wi-Fi communication showed on Table 1 [6]. It can
be seen that, depending on the negotiation data rate and the encoding method, the
operating power of chip at 49 mA to 85 mA when the chip used as a Wi-Fi receiver. As
a Wi-Fi transmitter, the operating power of chip surged to 238 mA to 420 mA.

The chip’s operating powers of Bluetooth BR (Basic Rate) and EDR (Enhanced
Data Rate) communication showed on Table 2 [6], The operating power of each case in
a range from 178 µA to 33 mA.

Table 3 showed the chip’s operating powers of Bluetooth LE (BLE). The current
values are from 124 µA to 266 µA [6].

The power consumption of Wi-Fi is a thousand times than that of Bluetooth LE.

3.2 Energy Consumptions Based on Software Structure

The power consumption of TCP/IP based two-way communication protocol via Wi-Fi,
one-way Bluetooth LE communications, and using Google Cloud Message
(GCM) Push [7] are tested. The confirmation of power consumption software used in
this study is done based on the BroadcastReceiver function of the Android operating
system. Figure 2 is the flow chart of this program. When an event is transmitted from
the Android system, the receiver application which is corresponded can be executed.
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In power consumption evaluation, data package sends total 60 times in 10 min.
Then the power consumption results are measured after completion of communications.
Samsung Galaxy S3 is used as receiver, ipTime A3004 wireless router is used as Wi-Fi
transmitter, Raspberry Pi 3 is used as BLE transmitter in this experiment. The results of
power consumption experiment are shown on Table 4.

Table 1. Operating current of Wi-Fi communication

SPECIFICATION ITEMS TYP
(AVG)

UNITS

Receiver Low-power mode (LPM) 2.4 GHz RX SISO20
single chain

49 mA

2.4 GHz RX search SISO20 54
2.4 GHz RX search MIMO20 74
2.4 GHz RX search SISO40 59
2.4 GHz RX 20 M SISO 11 CCK 56
2.4 GHz RX 20 M SISO 6 OFDM 61
2.4 GHz RX 20 M SISO MCS7 65
2.4 GHz RX 20 M MRC 1 DSSS 74
2.4 GHz RX 20 M MRC 6 OFDM 81
2.4 GHz RX 20 M MRC 54 OFDM 85
2.4 GHz RX 40 M MCS7 77

Transmitter 2.4 GHz TX 20 M SISO 6OFDM 15.4 dBm 285
2.4 GHz TX 20 M SISO 11 CCK 15.4 dBm 273
2.4 GHz TX 20 M SISO 54 ODFM 12.7 dBm 247
2.4 GHz TX 20 M SISO MCS7 11.2 dBm 238
2.4 GHz TX 20 M MIMO MCS15 11.2 dBm 420
2.4 GHz TX 40 M SISO MCS7 8.2 dBm 243

Table 2. Operating currents of Bluetooth

USE CASE TYP UNIT

BR voice HV3+sniff 11.6 mA
EDR voice 2-EV3 no retransmission+sniff 5.9 mA
Sniff 1 attempt 1.28 s 178.0 µA
EDR A2DP EDR2(master). SBC high quality – 345 kbps 10.4 mA
EDR A2DP EDR2(master). MP3 high quality – 192 kbps 7.5 mA
Full throughput ACL RX: RX-2DH5 18.0 mA
Full throughput BR ACL TX: TX-DH5 50.0 mA
Full throughput EDR ACL TX: TX-2DH5 33.0 mA
Page scan or inquiry scan (scan interval is 1.28 s or 11.25 ms, respectively) 253.0 µA
Page scan and inquiry scan (scan interval is 1.28 s and 2.56 s, respectively) 332.0 µA
* Current is measured at output power as follows: BR at 11.7 dBm; EDR at 7.2 dBm
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As shown at the tables, Bluetooth LE communication and GCM Push consumes
less power than Wi-Fi communication in both tests.

It is definite that the needed operating power based on hardware modules of Wi-Fi
is a thousand times higher than those of Bluetooth LE communications. From a soft-
ware point of view, the difference of power consumption is also obvious. Therefore, in
this system, GCM Push and BLE communication are preferred for sending an emer-
gency one-way notification to conserve power, and Wi-Fi communications is used for
ending the specific solution among the server and clients because a large amount of
data exchange is required in this process.

Table 3. Operating current of Bluetooth LE(BLE)

USE CASE TYP UNIT

Advertising, not connectable 131 µA
Advertising, discoverable 143
Scanning 266
Connected, master role, 1.28 s connect interval 124
Connected, slave role, 1.28 s connect interval 132
*All current measured at output power of 7.0 dBm

Fig. 2. Flow chart of power consumption analysis program

Table 4. Result of Power consumption experiment

Communication
method

TCP/IP based own Communication
protocol via Wi-Fi

Bluetooth
LE

GCM
Push

Battery
consumption

9% 2% 1%
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3.3 The Process for Switching Between One-Way and Two-Way
Communications

BLE requires less energy but, Wi-Fi requires a relatively large amount of energy. For
the robustness of the device which should always wait for communication, BLE is used
for one-way communication. And Wi-Fi is used for two-way communication for indoor
positioning and emergency information transmission.

Figure 3 shows the process for switching between one-way and two-way
communications.

4 Indoor Positioning Based on Fingerprint

For indoor positioning using fingerprint, The tracking data must be collected in
advance. We store the pre-collected tracking data based on RSSI value at various
indoor positions in the database.

Figure 3 shows an experimental environment with 4 APs in corridor. Tracking data
is collected at 108 points.

4.1 Methods of Collecting Tracking Data

For accurate tracking data, accurate RSSI values should be collected. But RSSI values
have errors and are measured differently each time. Mean, median, Kalman filter can be
used to collect accurate RSSI value.

The mean is the average value of all data. The operation is simple, but if there is
extremely large error, the value can be distorted.

Fig. 3. The process for switching between one-way and two-way communication
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The median is the middle value among the collected data sorted by size. If the
number of data is odd, select the middle value, and if it is even, average the two
numbers on both sides of the middle.

The Kalman filter is based on measurements made according to time and can give
more accurate results than other measurements [11]. It can process data containing
noise, and can optimal statistical prediction.

Table 5 shows RSSI values of AP1 measured at any point, and Fig. 4 shows
comparison of results of mean, median, and Kalman filter.

4.2 Calculating Similarity Distance

Fingerprint uses not the absolute distance but the similarity distance. The similarity
distance should be calculated using the RSSI value at each test point with the pre-
collected RSSI value in the tracking data. We use the K-NN (K-Nearest Neighbor)
algorithm to calculate the similarity distance.

Di ¼ ð
Xn

j¼1
Sj � Sij
�

�

�

�

qÞ1=q ð1Þ

In K-NN algorithm of Formula (1), ‘n’ is the total number of wireless APs, ‘j’ is the
ID number of wireless APs, and ‘i’ is the test point number where the signal strength is
collected. ‘q’ is a distance constant, that has 1 for Manhattan distance method and 2 for
Euclidean distance method. ‘Di’ is the similarity distance, ‘Sj’ is the signal strength of
the jth AP at the positioning point, and ‘Sij’ is the signal strength of the jth AP at the ith

collection point [12].
The nearest point can be found by comparing the similarity distance obtained at

each point. But it is inefficient to calculate the similarity distance of all 108 points and
then compare them.

After finding the nearest AP using the Cell ID method, it is possible to reduce the
amount of calculation by comparing only the data around the AP. Figure 5 shows the
range where the signal intensity of each AP is the strongest, and we can select from 18
to 36 points for each AP.

When calculating using the selected data, the amount of computation is reduced to
1/3 compared to the total data, and the computation time also decreases.

Table 5. RSSI values of AP1

1 2 3 4 5 6 7 8 9 10

RSSI
(dBm)

−64 −58 −59 −59 −64 −57 −56 −56 −58 −59

11 12 13 14 15 16 17 18 19 20
RSSI
(dBm)

−60 −58 −59 −59 −62 −57 −56 −56 −58 −64
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4.3 Position Tracking and Error Analysis

Tracking data is collected by filtering 30 RSSI values at each tracking point. And then,
as shown in Fig. 6, position tracking was performed 5 times at 10 positioning points
(Fig. 7).

The errors in each positioning point are as shown in Table 6.

Fig. 4. An experimental environment in corridor

Fig. 5. Comparison results of Mean, Median and Kalman filter

Fig. 6. The range where the signal intensity of each AP is the strongest
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The errors of indoor positioning using fingerprint in each point are from 0 m to
16.2 m. The average error is about 4.39 m. For the purpose of positioning a moving
object in the building, the error is tolerable.

5 Conclusions

An Emergency Deployment System based on multiple-communications. For practical
alarm system model is designed and some experiments for checking the performance of
unit technologies are performed.

For the multiple communication methods, energy consumptions of 1 to N one-way
communication for sending one way codes and communication method for guiding and
tracking the responders have been analyzed. The GCM Push and BLE communications
are preferred for sending an emergency one-way notification to conserve power. Wi-Fi
communications are preferred for two-way communications among the server and
clients because a large amount of data exchange is required in this process.

The effects of indoor positioning based on fingerprint is analyzed. The experiment
result shows that the proposed system can be used as practical one.

Fig. 7. 10 positioning point in experimental environment

Table 6. The errors of indoor positioning using fingerprint in each point

1 2 3 4 5 Avg.

Point 0 3.1 m 2.6 m 1.8 m 5.1 m 3.3 m 3.18 m
Point 1 1.2 m 0.7 m 1.1 m 0 m 2.4 m 1.08 m
Point 2 2.1 m 2.2 m 2.5 m 1.8 m 3.3 m 2.38 m
Point 3 5.7 m 9.1 m 4.8 m 6.4 m 7.1 m 6.62 m
Point 4 4.5 m 8.1 m 16.2 m 8.4 m 5.4 m 8.52 m
Point 5 3.1 m 2.6 m 2.2 m 1 m 2.2 m 2.22 m
Point 6 1.8 m 0 m 4.8 m 3.1 m 2.9 m 2.52 m
Point 7 5.4 m 11.6 m 8.2 m 6.1 m 7.4 m 7.74 m
Point 8 8.2 m 6.1 m 3 m 4.5 m 4.1 m 5.18 m
Point 9 4.1 m 3.8 m 6.2 m 4.4 m 3.8 m 4.46 m
Avg. 3.92 m 4.68 m 5.08 m 4.08 m 4.19 m 4.39 m
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For improving accuracy of positioning, some better methods have to be studied.
One candidate method is UWB (Ultra Wide Band) for better accurate positioning
decision.
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Abstract. In this paper, we want to introduce a new research area
“network engineering”. The main research question is how the network
configuration can be automatically and adaptively decided, given various
dynamic contexts (e.g., network interference, heterogeneity and so on).
The aim of this work is to design data-driven framework which is in three
layer architecture (i.e., network entity layer, complex semantic analytics
layer, and action provisioning layer).

Keywords: Network ontology · Network engineering · Data science
Automated-Provisioning

1 Network Engineering as a New Research Area

With the developing of Internet of Things (IoT), there have been a large num-
ber of networking technologies which enable wired/wireless electronic devices to
communicate with each other (Fig. 1). However, the most important develop-
ment trends of IoT is integrating with existing network system. For instance,
given various dynamic contexts (e.g., network interference, heterogeneity and so
on), it has been difficult to decide how to build the appropriate configurations
for heterogeneous network.

As technology progresses, more and more processing power, storage and bat-
tery capacity become available at relatively low cost and with limited space
requirements [1]. This trend is enabling the development of extremely small-scale
electronic devices with identification, communication, and computing capabili-
ties, which could be embedded in the environment or in common objects. The
development of such a new class of services will, in turn, require the introduction
of novel paradigms and solutions for communications, networking, computing
and software engineering.

In this paper, we introduce a new research area “network engineering”. Sum-
marizing, the aim of our research focuses on key system-level issues which are
defined as follows:
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Fig. 1. IoT-based heterogeneous network

– Devices Heterogeneity : IoT will be characterized by a large heterogeneity in
terms of devices taking part in the system, which are expected to present very
different capabilities from the computational and communication standpoints.
The management of such a high level of heterogeneity shall be supported at
both architectural and protocol levels [2].

– Network Interference and Scalability : When large numbers of devices are
deployed in urban environments where the ISM bands are already over-
crowded the interference from external sources. But how can we allow the
devices to really talk to each other without increased signaling in the net-
work and long delays? How can we be sure that when an alarm is raised by
an IoT device, this information will be prioritized and sent immediately to the
respective target device without being lost due to collisions or interference?
they are research questions that we take into account in this work [3,4].

– Service Provisioning and Management : due to the massive number of ser-
vices/service execution options that could be available and the need to handle
heterogeneous resources.

2 Data-Driven Framework for Network Configuration

The typical IoT network comprises thousands of connected device using different
protocols which have various resources, complex interdependencies and security
requirements. Traditional analysis techniques are not able to deal with the con-
figuration challenges of heterogeneous network in terms of scalability, interoper-
ability and security. In this regard, a novel data-driven framework is required to
semantically model the network configuration and automated provisioning.

Figure 2 shows an example for inferring the response method for an upset con-
dition of Network based on our proposed framework. In particular, our research
context on the development of Data-Driven Framework for network configuration
combining three layer architecture as follows:
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Fig. 2. An example for inferring the response method/action for an upset condition of
network

2.1 Network Entity Layer

In this layer, we take into account defining the information of network entities
(e.g., Mobile Devices, Sensors, Connected Vehicles and so on) in terms of situa-
tion, prior knowledge and association rule. In particular, few features should be
properly accounted for:

– Establishing a classification system for entities on the network
– Establishing multi-layer network ontology model
– Describing the network entities, the situations and existing network configu-

ration methodologies
– Inter-layer relationship technology on multi-layer network ontology
– Existing network ontology survey and ontology integration methodology
– Gradual expansion of knowledge base through network ontology integration

2.2 Complex Semantic Analytics Layer

This layer focuses on Network Learning and Context Awareness Methodologies
in term of developing functions that automatically detects the situation and
environment including network condition, environmental factor, user’s request,
service operator’s requirement. The components and dimensions include:

– Establishing network phenomenon event sensing model
– Detecting methods of Abnormality
– Establishing window size of determination method according to status abnor-

mality
– Abnormal pattern modeling and pattern library construction
– Status fault pattern establishment of high-speed detection method
– Developing event detection model and pattern library learning method
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2.3 Action Provisioning Layer

Regarding the application layer, we focus on developing Adaptive Network Pro-
visioning Methodology Module that can be applied to various network domains
such as automatic, resource allocation, retrieval, relocation for optimized sys-
tem resources based on perceived state and system configuration. The research
context are defined as follows:

– Development of abnormal pattern analysis methodology
– Network state inference engine development
– Development of evaluation method for Action candidates
– Development of evaluation method for performance result of action
– Development of inference engine learning method based on performance result

3 Adaptive and Automated Provisioning System

Current provisioning and configuring networks are manually intensive processes
focused on individual, vendor-specific, network elements rather than the holistic
provisioning of data centers across distributed networks and virtual environ-
ments. These manual configurations are not able to keep up with rapidly chang-
ing devices and networks, creating outage risks for network and data center that
forfeit revenue, customer trust, and delay the introduction of new services.

Fig. 3. Adaptive and Automated Provisioning system based on data analysis

In this regard, the objective of this research is developing an Adaptive
Automated-Provisioning (AAP) framework for network engineering that can be
applied to a variety of network platforms in preparation for the hyper-connected
network revolution era. Figure 3 shows the proposed techniques that we consider
to develop the AAP framework to improve the capacity of the network based on
big data analysis.
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4 Discussion and Related Work

As the number of connected things is rapidly growing, the network configura-
tion need to transform in terms of concepts, architecture and protocols. Hence, a
dynamic global network infrastructure with self-configuring capabilities becomes
a hot issue in this research area. In this study, we introduce a new novel con-
cept,“Network Engineering” which focuses on big data analysis for network con-
figuration in case of automated and adaptive system. Our expected contributions
of this study as follows:

– It relieves the user’s trust and contributes to the improvement of the national
status by eliminating the side effects of the wireless network market applying
various algorithms based on data science or artificial intelligence [5–7].

– A system that can cope with various network phenomenon events such as
shortage of wireless network resources, link disconnection due to channel and
network node mobility, and so on in real time, contributes to enhance the
quality of life of the people [8,9].

– Various network services can be created through various wireless network
domains (e.g., Smart Grid Platform, Connected Car, Fog Computing, 5G
Networks) and more intelligent and stable service can be provided [10–13].

– It is anticipated that it will provide a foundation to lead the global market by
supplying low-priced standardized frameworks to domestic and overseas com-
panies/institutes. In addition, we expect to be able to lead the international
standardization market by establishing related standardization TG.

– Based on the know-how of convergence research of data science framework
and network acquired through this project, we can jump to next-generation
core laboratory leading the related fields and emit related research experts.

5 Conclusion and Future Work

With the development of IoTs which combines a thousand devices can be con-
nected with different policies and protocols, a new requirement for the Network
Configuration is the integration of independently deployed IoTs sub-networks
which are characterized by very heterogeneous devices and connectivity capabil-
ities. In this work, we propose a new novel concept regarding to network con-
figuration area, which is named “Network Engineering”. Specifically, our study
focuses on improving and increasing the network capacity, performance gain,
automated and adaptive provisioning in heterogeneous network environments
based on data analysis techniques.

For the next steps of this work, we take into account developing and providing
an Adaptive and Automated Provisioning (AAP) framework for Heterogeneous
Network which include centralized, decentralized and hybrid systems. Evaluating
the advantages of each system with the aim is optimizing capacity of the total
network.
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Abstract. Speech Emotion Recognition is one of the most challenging
researches in the field of Human-Computer Interaction (HCI). The accuracy of
detecting emotion depends on several factors for example, type of emotion and
number of emotion which is classified, quality of speech. In this research, we
introduced the process of detecting 4 different emotion types (anger, happy,
natural, and sad) from Thai speech which was recorded from Thai drama show
which was most similar with daily life speech. The proposed algorithms used the
combination of Support Vector Machine, Neural Network and k-Nearest
Neighbors for emotion classification by using the ensemble classification
method with majority weight voting. The experimental results show that emo-
tion classification by using the ensemble classification method by using the
majority weight voting can efficiency give the better accuracy results than the
single model. The proposed method has better results when using with funda-
mental frequency (F0) and Mel-frequency cepstral coefficients (MFCC) of
speech which give the accuracy results at 70.69%.

Keywords: Speech emotion recognition � Feature extraction
Ensemble classification � Weight majority vote � k-nearest neighbor
Neural Network � Support Vector Machines

1 Introduction

Speech Emotion Recognition (SER) is a challenging research area in the field of
Human-Computer Interaction (HCI). The purpose of SER is to recognize emotion such
as anger, disgust, fear, happiness, sadness, etc. from tonal variations in human speech
[1, 2]. Several algorithms were introduced to make computer to be able to understand
and to be able to classify several types of emotion in human speech. Some benefit of
knowing this emotion from speech is to use with the application which requires a man-
machine interaction such as computer tutorial, automatic translation, mobile interac-
tion, health care, children education, etc. Emotion is an importance mental and phys-
iological state. In natural, baby learns to recognize emotional information before
understanding semantic information in his/her mother’s utterance [3]. Reliable emotion
detection in usability tests will help to prevent negative emotion [4]. Detecting emotion
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can help particularly for user opinion mining or stress prevention [3, 4]. Computer may
not be able to exactly understand the natural of these emotions unless we employ the
speech processing. Many researchers have used the statistics of difference speech
attributes for being a representation of each sound such as pitch, formant, amplitude or
power of the speech. Speech features can be classified to one of these three categories:
prosodic features such as pitch (F0), intensity and duration, voice quality and spectral
features such as Mel-Frequency Cepstral Coefficients (MFCC) or Linear Prediction
Cepstral Coefficients (LPCC).

In case of classification model, researchers offer several model such as Support
Vector Machines (SVM) [3, 8], Gaussian Mixture Model (GMM) [2], Hidden Markov
Modeling (HMM) [7], k-Nearest Neighbor (k-NN) [10], and Neural Network
(NN) [12, 15]. Although the above techniques provided the better classification
accuracy, however these techniques are single model that resulted in a used data set in
the study must include the parameter configuration step. Moreover, each parameter
must be fixed which cause to bias and poor performance. Another way to reduce bias is
to use common decision (ensemble), which can create diversity and minimize the errors
caused by the variance [9]. Researchers have attempted to make ensemble decision
applied to enhance the emotion classification. Anagnostopoulos et al. [11] presented a
research on ensemble majority voting classifier for speech emotion by using a decision
from the base classifier. The decision with majority voting using k-NN, C4.5, and SVM
with polynomial kernel was used to find a suitable model to classify the speech in
HUMAINE database [5]. These framework provided accuracy by 96%. Morrison [14]
presented a technique for searching feature that combined ensemble model by using the
base classifier SVM with RBF kernel, random forest, k-NN, K* and multilayer per-
ceptron. The algorithm provided accuracy by 79.43% and 73.29% for NATURAL and
ESMBS database in ordering. The results showed that if a dataset has different types of
information and emotion, the feature selection methods and ensemble model will be
different. Vasuki [17] focused on searching frame work to reject noisy and weak input
file by using the weight factor ensemble model with SVM classifier to detect outliers. If
input is unusual, it will be rejected from the training dataset. This framework showed
the accuracy by 74.70%.

From all of these research shows that the ensemble model can increase the per-
formance of emotion classification from speech. It also emphasizes that the effective-
ness of methods for separating emotion depends on several factors such as the
properties of the selected feature in the experiments, number of emotions; the quality of
the audio data is also affected as well. Therefore, we have selected a set of features that
are critical to the dataset and methodology to optimize performance of classification by
using ensemble model.

The paper is organized as follows. Following this, Sect. 2 provides the details in
speech emotion recognition. Section 3 discusses the experimental setup. Results and
performance comparison are given in Sect. 4. Section 5 gives conclusions and
discussions.
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2 Speech Emotion Recognition System

The speech emotion recognition system is described in Fig. 1. In this section, the pre-
processing of speech signal which is the pre-emphasis, frame blocking and Hamming
windowing was described. The following speech features: energy, zero-crossing rate
(ZCR), pitch, MFCC was used. The feature normalization was calculated for every
windows of a specified number of frames by statistical method. Classifier was modeled
to classify emotions. Finally, the ensemble model was applied to integrate the result of
classifier with weighted majority vote. Details of each process can be described as
followed:

A. Signal Pre-processing: The basic operations used in the speech pre-processing
include the following: pre-emphasis, frame blocking and hamming windowing.

1. Pre-emphasis: The speech signal s nð Þ is sent to a high-pass filter as show in Eq. (1).

s2 nð Þ ¼ s nð Þ � a � s n� 1ð Þ ð1Þ

where s2 nð Þ is the output signal and the value of a is usually between 0.9 and 1.0.
The z-transform of the filter is given in Eq. (2).

H zð Þ ¼ 1� a � z� 1 ð2Þ

The goal of pre-emphasis is to compensate the high-frequency part that was sup-
pressed during the sound production mechanism of humans. Moreover, it can
amplify the importance of high-frequency formants.

2. Frame blocking: The speech signal is divided into a sequence of frames where each
frame can be analyzed independently and represented by a single feature vector.
Frame shift is the time difference between the start points of successive frames, and
the frame length is the time duration of each frame. The frame block is of length
10 ms to 40 ms from the filtered signal at every interval of 1/2 or 1/3 of frame
length.

3. Hamming windowing: In order to keep the continuity of the first and the last points
in the frame. If the signal in a frame is denoted by s nð Þ; n ¼ 0; . . .N � 1

Fig. 1. Speech emotion recognition system.
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Then the signal after Hamming windowing is s nð Þ � wðnÞ, where the Hamming
window w nð Þ is defined in Eq. (3).

w n; að Þ ¼ 1� að Þ � a cos 2pn= N � 1ð Þð Þ ð3Þ

B. Feature Extraction: The speech feature extraction which is also called speech
coding is a very important and it is basically part in the automatic speech processing
systems. Features of the speech are generally obtained from the digital speech. Various
methods are utilized that aim to extract speech features which are useful to classify the
type of emotions. In this research, the extracted features are energy, ZCR, pitch, and
MFCC.

C. Feature Normalization: The speech segments have different lengths. In order to
obtain isometric speech segments and reduce redundancy of data, the statistical method
[3] was adopted to normalize the states. For each coefficient, mean, variances, median,
maximum and minimum across all frames are calculated.

D. Classifiers: Classifier is another component of a speech emotion recognition
system. In this research, we used three classification methods: SVM, Neural Network
and k-nearest neighbor.

E. Ensemble Classification Method: Ensemble classifier is the model which
combines several classifiers’ technique for solving the same problem by using the
results from all of classifiers for decision in the final step. Ensemble model [13, 16]
composed of several model for example, vote ensemble which uses the same training
data with several classifier, bootstrap aggregating (Bagging) which uses the random
training data and constructs the single ensemble model, and random forest which
similar to bagging technique but instead of using random data, it randomly selects
attribute from dataset and uses several decision tree for becoming classifier in the
ensemble model. In this research, the vote ensemble with base classifiers which has low
computational complexity and difference theoretical background was selected. The
proposed model aims to reduce bias and redundancy [11] by using the combined model
with weighted majority vote. If the classifier in the ensemble does not provide the
identical classification result, then it is reasonable to attempt to give the more com-
petent classifiers more power in making the final decision. We called this step is
weighted majority vote. The formula for weighted majority vote is shown in Eq. (4).

X
t¼1:T

wt dt; J xð Þ ¼ maxj¼1;...;c m
X

t¼1:T
wt dt;j ð4Þ

The T classifiers are class-conditionally independent with accuracies p1; . . .; pT .
The optimal weights for the weighted majority voting rule can be shown to be

wt ¼ pt= 1� ptð Þ ð5Þ
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3 Experimental Setup

Thai Emotional speech corpus [6] was used to classify emotion states. This corpus
construction has been funded by National Electronics and Computer Technology
Center (NECTEC). All emotional speech collected from conversations by professional
actors and actresses in a Thai drama show that contains many background music and
noise within the speech. There are two groups of emotion were used to annotate in this
corpus. The first group consists of four basic emotions: neutral, happy, sad, and angry.
The second group consists of twelve labels: happiness, satisfaction, fear, surprise,
anger, jealousy, rage, doubt, hate, excitement, sadness, and fun. For this research, we
firstly focused on detecting emotions from the first group. It is possible to recognize
four real emotions of human. We used only 352 utterances from 2908 utterances in the
corpus were utilized in this work. The details of each emotion are shown in Table 1.

In Thai emotion speech corpus, we have randomly selected 352 speeches for study
which with and without noise, background music or one of them for the diversity of
speech in the experiment. We use the cross-validation with holdout 1/3 to split the data
into two sets for training and testing, 236 training speech and 116 testing speech.

In case of signal pre-process, the coefficient was set in the pre-emphasis step with
0.9375. In the framing process, frame has been segmented with size of 480 samples or
approximately 30 ms, and the distance between the frames (frame overlap) is 240
samples or about 15 ms. After that we used Hamming window to emphasize the
importance signal in the middle frame signal. The speech feature used in this research
was energy, ZCR, F0 and MFCC. After feature extraction had been processed, the
feature was normalized by using statistical methods. The important features were
combined to analyze if it most affects to emotional classification. We used MFCC to
combine with prosodic feature (energy, ZCR, F0) due to the MFCC feature give the
highest accuracy compared to prosodic feature as shown in Table 2.

Emotion classification has been created by using the ensemble model from the
same set of data. When each classifier gives the predicted class, these results will be
weight for each classifier which is [2, 6, 7] for SVM with RBF-7 kernel function, KNN,
and NN. The setting weight values depend on the prediction accuracy. After that, the
sum of predicted class and predicted weight in each classifier was calculated for voting.
The performance of proposed model was based on evaluation of data classification
performance by using Eq. (6),

Table 1. Number of emotions in Thai emotion speech corpus.

Emotion Male Female Male + Female

Anger 47 72 119
Happy 42 40 82
Neutral 41 40 81
Sad 33 37 70
Total 163 189 352
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Accuracy ¼ TPþ TNð Þ= TPþFN þ TN þ TNð Þ � 100 ð6Þ

where, TP is true positive, TN is true negative, FP is false positive, FN is false negative.

4 Experimental Result

In this research, 5 models were tested for the speech classification accuracy which is 3
single model: SVM with RBF-7 kernel function, k-NN, and NN, and 2 ensemble
models: bagging which uses base classifier by using decision tree and weighted
majority vote with 3 base classifier model: SVM with RBF-7 kernel function, k-NN
and NN. In addition, the feature was also compared its classification accuracy.

From Table 2, it shows that model which can give the best classification accuracy
for speech emotion classification is ensemble weighted majority vote by using F0 and
MFCC.

The confusion matrix in Table 3 showed that ensemble weighted majority vote
model with F0 and MFCC give the best accuracy with 70.69%.

Table 2. The Classification accuracy in different features and models.

No. Feature No. feature Accuracy (%)
SVM
(RBF 7)

KNN NN Bagging Weighted
majority vote

1 F0 5 40.52 43.10 40.52 40.52 42.24
2 Energy 5 35.34 42.24 50.00 42.24 40.52
3 ZCR 5 41.38 37.93 40.52 41.38 41.38
4 MFC 105 62.93 56.03 58.62 60.34 68.97
5 MFCC + F0 110 66.38 56.90 61.21 62.93 70.69
6 MFCC + Energy 110 65.52 56.03 62.07 61.21 66.38
7 MFCC + ZCR 110 62.07 56.03 65.52 63.79 66.38
8 MFCC + F0 + Energy 115 66.38 57.76 62.07 60.34 68.10
9 MFCC + F0 + ZCR 115 65.52 52.59 58.62 58.62 69.83
10 MFCC + Energy + ZCR 115 61.21 62.07 59.48 64.66 65.52
11 MFCC + F0 + Energy +

ZCR
120 63.79 59.48 57.76 62.07 66.38

Table 3. Confusion matrix for the feature set MFCC + F0 of ensemble weighted majority vote.

Emotion Recognized emotions (%)
Anger Happy Neutral Sad

Anger 76.92 7.69 12.82 2.56
Happy 14.81 66.67 14.81 3.70
Neutral 11.11 18.52 62.96 7.41
Sad 8.70 0.00 17.39 73.91
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5 Conclusions

This research presents a novel algorithm for detecting human emotion via speech
recognition by using ensemble classification model. The proposed algorithm aims to
detect the emotional by using information with the combination of SVM classifier,
Neural Network classifier and k-Nearest Neighbor with the weighted majority voting
ensemble method with combine speech feature Fundamental Frequency (F0) and Mel
Frequency Cepstral Coefficient (MFCC) for Thai emotional speech corpus. The
experimental results show that the proposed framework can efficiently find the correct
speech emotion compared to by using the comparing method. For the future work, the
process for noise removal and background music should be considered. In addition, the
feature selection and model selection for improve the classification accuracy should be
focused.
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Abstract. The Philippines is one of the most vulnerable countries to natural
disasters due to its geographical location. Natural disasters such as storms,
floods, earthquakes, and droughts often occur which bring threat and disturbance
to people. Its frequency and severity are probable to increase since there are
many studies linking its relationship with climate change. This study analyzed
the frequency of natural disasters occurred from the dataset provided by the
CRED EM-DAT to identify the patterns from a specified period from 1980–
2012. The Results revealed that there is a drastic increase in the frequency of
storms that hit the Philippines for more than three (3) decades from 1980 to
2012. Storms, floods, and volcanic eruptions remain the top 3 natural disasters
that affect the entire country. There is an increase of 147% from 1980–2012.
Thus, the natural disasters are extensively aggravating several industries in the
Philippines. The results also indicate that the frequency of natural disasters is
more likely increase in the future.

Keywords: Data mining � Natural disasters � Clustering � Developing country

1 Introduction

The increasing number of occurrences of natural disasters has always been one of the
main concerns of governments worldwide since its frequency and intensity are
expected to rise even further shortly [1]. A natural disaster is defined as the actual
happening of a natural event that causes significant disturbance and loss [2] such as
alarm to the public [3], harm to people and damages to properties [4] It is caused by
geophysical, meteorological, hydrological, climatological, extra-terrestrial and bio-
logical phenomena, which adversely impact the affected areas’ environment [5].
Examples of natural disasters are storms, earthquakes, droughts, hurricanes, heat
waves, thunderstorms and lightning [6].

Emergency Events Database or EM-DAT, which is governed by the Centre for
Research on the Epidemiology of Disasters (CRED), provides that for hazard to qualify
as a natural disaster it must fulfill at least one of the following criteria: (a) ten (10) or
more people reported killed; (b) hundred (100) or more people reported affected;
(c) declaration of a state of emergency and a; (d) call for international assistance [6].
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Natural disasters are also associated with climate change. According to many
studies, climate change has a strong relationship to the occurrences of natural disasters
since it increases the frequency and severity of the latter [7–9]. National Aeronautics
and Space Administration (NASA) lay down all the probable consequences of the
climate change which include, among others the increase in droughts and heat waves;
changes in precipitation patterns and; stronger and more intense hurricanes. [10]

For the past few decades, many countries have experienced immense and dis-
tressing natural disasters [11]. The United Nations Office for Disaster Risk Reduction
(UNISDR) in its report entitled, “The Human Cost of Weather-Related Disasters”,
provided that ninety percent (90%) of the disasters have been caused by floods, storms,
heat waves and other weather-related events which claimed 606,000 lives, with addi-
tional 4.1 billion people injured, left homeless or in need of emergency assistance [12].
Some of the recorded major natural disasters in the planet are (1) Hurricane Katrina in
2005 which quickly moved to the city of New Orleans and resulted in massive
flooding, loss of life and property. [13]; (2) Indian Ocean tsunami in 2004 which have
received worldwide media coverage [14]; (3) the heavy monsoon that hit Pakistan in
2010 which also caused floods that affected the country, bringing immense damage to
homes, schools, fields, and infrastructure. [7]; (4) the gigantic earthquake in Tohoku
region, Northeast Japan with magnitude 9.0, followed by a giant tsunami. The tsunami
was also historical as its run-up height reached over 39 m. As of early May 2011, over
24 thousand people were reported as dead or missing [15]; and (5) the 2010 earth-
quakes wrought in Haiti and Chile. The January 2010 earthquake that struck Haiti’s
densely populated capital, Port-au-Prince, caused significant loss of human life (be-
tween 200,000 and 250,000 fatalities), the displacement of hundreds of thousands
more, and severe damage to the country’s economic infrastructure [16].

In the Philippines, natural disasters such as floods, tropical storms, and droughts
also occur frequently [17] due to its geographical setting and physical environment [18,
19]. For the last decade, tropical storms and cyclones often accompanied by storm
surges, high winds, flooding, and landslides have caused tremendous disasters [20].
One of the most disastrous natural events ever recorded in the history of the Philippines
is the typhoon Haiyan (Yolanda) in 2013 with maximum sustained winds reaching
315 kph with gusts up to 379 kph just before landfall [21]. Over a 16-hour period, the
Category 5 super typhoon straightforwardly swept through six provinces in the central
Philippines [22]. It was an enormous and extremely intense tropical cyclone that struck
the Philippines causing catastrophic damage. According to statistics as of December
12, there were 5,982 fatalities, with an additional 1,799 missing and 27,022 injured
[23]. In addition to the loss of life, Typhoon Haiyan also caused extreme economic
losses; the damage to infrastructure; communication lines and; agriculture damages
were estimated at US$802 million [22, 23].

As historical records show, the damages brought by natural disasters are threats to
society claiming and affecting lives and environment. Many studies focus on social and
natural sciences, even on economic perspectives with a fairly number of researches [14,
24–27]. There are also studies which map the real-time crisis of natural disasters using
social media and public behavior during the occurrence of natural disasters [28, 29].
This research, in counterpart, analyses the patterns of natural disasters occurred in the
Philippines using data mining techniques to determine the changes in the frequency
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that happened over a specified period in the Philippines. It is organized as follows:
Part II explains the overview of the Philippine geographical location and its natural
disaster profile. It also explains the relationship between climate change and natural
disasters; types of natural disasters and other studies that focus on pattern analysis
using natural disaster events dataset. Part III presents the techniques used to form the
pattern of natural disasters. These include among others, the basic statics, classifying
and clustering. Part IV finally explains the conclusion as a result of the pattern analysis.

2 Literature Review

2.1 Overview of Philippine Geographical Location and Its Natural
Disaster Profile

The Republic of the Philippines is a sovereign state in archipelagic Southeast Asia,
with 7,107 islands spanning more than 300,000 square kilometers of territory. It is
divided into three island groups: Luzon, Visayas, and Mindanao [30]. The archipelago
has a total land area of 299,000 km 2 which makes it the 64th largest country in the
world. It is part of western-Pacific “Ring of Fire” with a total 37 mountains, of which
18 are active. It also has a remarkably long coastline as regards its overall land size of
which 67 out of 81 of its provinces have seashore [31].

Due to its exceptionally complex geographical location, the Philippines is vulner-
able to natural disasters. Powerful typhoons develop many times per year accompanied
by strong winds. The tectonic activity underlying the islands may trigger tsunamis and
other deadly threat from the sea [31]. According to Guha-Sapir et al. (2012), the
Philippines is one of the top 5 countries most frequently hit by natural disasters together
with the United States, India, Indonesia and China [32]. This study is also supported by
other researches which state that the Philippines is among the hardest hit by natural
disasters, particularly typhoons, floods and droughts in Southeast Asia. [33, 34].

2.2 Climate Change and Natural Disasters

The Intergovernmental Panel on Climate Change (IPCC) which is the leading inter-
national body for the assessment of climate change defines climate change as a change
in the state of the climate over time, whether due to natural variability or as a result of
human activity. Another definition from the United Nations Framework Convention on
Climate Change (UNFCCC) states that it refers to a change of climate which is directly
or indirectly attributed to human activity that alters the composition of the global
atmosphere and that is in addition to natural climate variability observed over com-
parable time periods [35].

Climate change is considered as one of the many threats the world faces nowadays
[36–38]. It is probable to lead to a continued increase in frequency and intensity of
certain types of natural hazards in several regions of the world [39] despite efforts made
to reduce greenhouse gases [30]. The influence of climate change to occurrences of
natural disasters is deemed extremely complicated [40]. However, several pieces of
evidence are formed to determine the link between these two topics [41]. It is predicted
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that such climate change will increase the severity and frequency of climate-related
disasters like flash floods, surges, cyclones and severe storms [7–9]. Anderson et al.
[41] presented the evidence of the effects of climate change in the European setting,
among others are; the more intense precipitation, hurricanes rainfall and increased
number of occurrences of significant flooding and drought. On the other hand, Leng
et al. [42] studied the climate change impacts on droughts in China. According to the
study, droughts in some areas of the country for the next few years suggest that it will
become more frequent, prolonged and severe.

In the Philippines, the Department of Interior and Local Government (DILG)
analyzed the effects of climate change using the available data from 1951 to 2009.
Results showed that an average of 20 tropical cyclones formed and cross the Philip-
pines Area of Responsibility (PAR). There was also an increase in some hot days but
the decrease of cold nights and the annual mean temperature increased by 0.57 °C [43].
Another study by Garcia et al. [44] states that climate change alters the geographic
distribution of forest ecosystems. The study evaluated the effects of climate change on
fourteen (14) threatened forest tree species in the Philippines. Out of the total number, 7
or 50% are threatened to decline in their suitable habitat.

Climate change has always been an important concern that the world needs to
address since it has a definite relationship to the occurrences of natural disasters. Cases
presented by Europe, China and the Philippines only point to one conclusion that is, the
effects of climate change is becoming worse in certain parts of the world.

2.3 Pattern Analysis of Natural Disasters

At present, there are three worldwide and multi-peril loss databases such as the Nat-
CatSERVICE (Munich Re), Sigma (Swiss Re) and EM-DAT (Centre for Research on
the Epidemiology of Disasters). They focus on national or regional issues on specific
hazards and specific sectors. The EM-DAT, in particular, provides for the criteria to be
considered as a natural disaster as mentioned earlier [45].

Analysis of natural disasters patterns become very useful since it gives researchers
better understanding of the big picture of what is happening. Several studies have
analyzed the patterns of natural disasters to validate specific objectives mainly to
identify the relationship with climate change [46], its effects on economy [47, 48]
mitigation of risks associated with it [49] or merely to determine the annual disaster
frequency together with its reported total deaths, affected people, and damages [50].
Most of these studies have determined that based on patterns from historical records,
natural disasters can bring negative consequences in the future.

3 Methodology

The methodology used in the study is the Knowledge Discovery (KDD) in discovering
the patterns in the dataset [51]. This method allowed the discovery of patterns and
evaluated to draw appropriate conclusions. The following describes the dataset and the
procedures used in the study: The data from EM-DAT regarding the natural disasters in
the Philippines were used in this study. The available data covers the period from 1980
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to 2012. This dataset contains, among others, the following: (1) the year the disasters
occurred; the location of the disaster; the disaster subgroups and types; latitude and
longitude; affected total affected people and; (6) the total damages per U.S. dollars.
This study initially cleaned the dataset to eliminate noisy data. Noisy data found in the
data set are those records that do not have given values such as dates, places and
numbers or amounts. Moreover, sets of values in some columns were also eliminated
and not considered to focus on the objective of the research. The attributes that were
similar to each other were combined. The attributes selected were carefully assessed to
explore on the possible relationships, and present them in an integrated approach. Only
relevant data were selected in conjunction with the objective of the research. The
cleaned dataset was then classified according to principal categories namely: year,
location, disaster subgroup, disaster type and a total number of affected people and total
damages per U.S. dollars. The relevant data were selected and transformed into a data
set that can be mined. Basic statistics were applied through the use of RapidMiner to
gather the number of the most and least observations per category.

4 Results and Discussion

The succeeding figures and tables show the graphical representation produced by
RapidMiner and numerical values as provided in items 3.5 to 3.8:

As presented in Fig. 1, natural disasters mostly occurred in 2009 followed by 2011.
The top five (5) years with most number of natural disasters that occurred in the
Philippines were presented in Table 1:

Fig. 1. Annual distribution of natural disasters

Table 1. Number of natural disasters per year

Year Number of Natural Disasters

2009 267
2011 214
2008 132
2010 114
2006 78
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Figure 2 shows that natural disasters under the Meteorological subgroup represent
the highest absolute count of 1,122 or 64.6% of the total recorded occurrences of
natural disasters.

Figure 3, storms are mostly experienced by the Philippines with an absolute count
of 1,122 or 64.56% out of the total given values in the dataset. Further, numerical
values of natural disaster types with corresponding percentages were also computed as
presented in Table 2:

Table 3 shows that the decade 2001–2012 has a maximum number of days of
natural disaster with 119 days. It is due to the bacterial infectious disease happened in
Baguio City in 2004. Based on the World Health Organization (WHO), a total of 78
cases of meningococcal disease and 30 deaths were reported from Baguio City and
Cordillera Region.

Fig. 2. Disaster subgroup

Fig. 3. Disaster types
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5 Implications

This study contributes to the current pattern analysis of natural disasters events data. It
also supplements and supports current studies in the field of data mining and evidence
about the relationship between climate change and natural disasters. Moreover, this
study focused on the trends of the natural disasters in the Philippines that may create
significant influence in planning disaster risk and reduction management by the
national or local government agencies concerned. The patterns produced by Rapid-
Miner may be the basis of the national and local agencies and other concerned
stakeholders in the formulation of policies and programs to deal with disasters in the
Philippines. More importantly, may assist in making safer, adaptive and disaster
resilient Filipino communities towards sustainable development.

6 Conclusions and Future Work

Natural disasters are considered one of the problems that the world faces today. Due to
its increased frequency and severity, many studies have presented several pieces of
evidence to determine the natural disasters’ plausible relationship with climate change.
As one of the most vulnerable countries in the world, Philippines is frequently hit by

Table 2. Types of natural disasters

Index Disaster type Absolute count Percentage

1 Storm 1,122 64.56%
2 Flood 442 25.43%
3 Volcano 44 2.53%
4 Mass movement wet 42 2.42%
5 Epidemic 37 2.13%
6 Earthquake (seismic activity) 30 1.73%
7 Drought 13 0.75%
8 Mass movement dry 5 0.29%
9 Wildfire 2 0.12%
10 Insect infestation 1 0.06%
Total 1,738 100.00%

Table 3. Min and max number of days of natural disasters

Decade Number of days of
natural disasters
Minimum Maximum

1980–1990 0 7
1991–2000 0 41
2001–2012 0 119
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natural disasters. Its geographical location is deemed one of the reasons of its explained
vulnerability. Data mining techniques were applied to gather pertinent patterns on the
dataset provided by the CRED EM-DAT. The results showed that natural disasters
drastically increased from 1980 to 2012 by 147% which indicates that the increase of
natural disasters experienced by the Philippines is aggravating. The results also suggest
that the frequency of natural disasters is likely to increase in the future.

Despite the contributions of this work, the study also has some limitations. First, the
study did not explore on the severity of effects of these natural disasters. Thus, it is also
necessary to assess the extent of effects on the economy and financial funding provided
by the government. Second, this study also did not include developing a predictive
model based on the existing weather data attributes. Hence, this study recommends the
development of a predictive model to further investigate the long-term effects of natural
disasters regarding damages to property, natural resources, and human safety and
prevention activities. Finally, this study could be further improved by applying climate
analytics models to understand the underlying weather elements and its interactions
fully.

Acknowledgments. The authors deeply appreciate the constructive comments and suggestions
by the anonymous reviewers of the conference.
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Abstract. Software testing is an essential phase of software development life
cycle that ensures quality of the software by fixing bugs which can be done with
automated testing to reduce human intervention and to save time and effort
consumed in the manual testing. The entire process of testing can be automated
easily with the help of automated testing tools. This paper provides a feasibility
study for the most commonly used testing tools, we conducted a comparative
study of five open source tools to determine their usability and effectiveness.
Another point discussed in our paper is the use of machine learning under big
data in order to make the system intelligent so that tests lend themselves to
automation. We will show how can the combination of all these mentioned
technologies can help users to decide which strategy to go for to save both cost
and time during testing phases.

Keywords: Big data � Machine learning � Test automation
Software testing tools � Functional testing

1 Introduction

Software testing is the process of evaluating a system to check that it satisfies the
specific requirements and identify the differences between expected and actual out-
comes. The objective behind software testing process is to identify all the defects
existing in a software product [1]. Software testing can be done manually or auto-
matically, manual testing is error prone and a time-consuming process it become a
bottleneck in the enterprise field when multiple tests are executed daily [2].

For that firms needs to speed up the testing time, cut costs and reduce data
maintenance effort by automating the software testing. Automation Testing is a term
that refers to the use of testing tools to cut the need of manual or human intervention,
repetitive or redundant tasks, and discover defects manual testing cannot expose.

In software development, developers are very good at delivering code that performs
the client’s needs and within the agreed timeframe. But that often comes at a cost, the
code quality is not in the required standard because tests are not conducted as they have
to be, some use cases are missing or sometimes there are software regressions caused
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by files overwritten accidentally by another developer when there’s a team of devel-
opers involved. Testing is a task that developers take lightly, they rely on others to do it
for them and notify them in case there is a bug. Every time a version of the software is
delivered, the project manager is not really sure about what to expect.

And here where automated testing comes to picture. In this paper, we will also
show how Big Data and machine learning can help us achieve better results.

1.1 Need of Automated Testing in Big Data

The technological developments in big data infrastructure, analytics, and services allow
firms to transform themselves into data-driven organizations. Moreover, Big Data helps
companies to achieve higher performance like faster problem-solving issues that used
to take years to be solved are now taking less time, hence saving the company various
dollars and man-hours.

Imagine if we have ten teams in our company each consists of ten developers and
each developer works on 10 features per day and runs their test scenarios and generate
their reports. In that case we will have 100 scenarios per team and 1000 per day for the
whole company, these data are therefore large and the use of big data will allow us to
save data processing time.

For that companies of all sizes need a strategy for big data and a plan of how to
collect, use, and protect it, every firm needs to build capabilities to leverage big data in
order to stay competitive.

2 Machine Learning (ML) Under Big Data

ML is a core research area of artificial intelligence, whose theme is to emulate human
learning activities [3]. It studies methods of identifying current and acquiring new
knowledge and improving qualities to realize self-perfection.

Machine Learning Under Big Data Can Help Overcome the Challenges in How Can
the Workflow Be Automated by Adopting a Developing Trend Described as Follows:

Transfer Learning: The ability of knowledge transferring and transforming between
different scenarios is called transfer learning [3]. The traditional machine learning
algorithms usually just solve isolated problems. Transfer learning is based on storing
knowledge gained while solving one problem and applying it to a different but related
problem to improve the learning performance.

As we can see in the Fig. 1 above, traditional machine learning techniques try to
learn each task from scratch, while transfer learning techniques try to transfer the
knowledge from some previous tasks to a target task when the latter has fewer high-
quality training data [4].

In our case, developers usually run their tests scenarios from scratch every time a
build was done, which can be time and effort consuming of course. Thus, by adopting
this trend the system will be intelligent and if a developer runs a test it will transfer the
results and the scenarios to other nodes making them able to profit from those results
and to learn from them.
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3 Literature Review

Thousands of developers usually work on a local version of the software on their own
machines to avoid any problems that can affect other’s work, so they add their mod-
ifications and the new features repeatedly, and then merge their new changes with the
latest build of the project that is ready to be deployed.

For any version there exists multiple in home local builds of that same version of
code at each developer’s site and while many developers are coding in the same time, it
makes it hard to test every local version that a developer has modified or added, and as
we know if the team works daily and most of the time nightly at home or weekly, we
are going to have builds that are impossible to test adequately. And thus the question
that comes to mind is what framework should we use, or how can we decide which
solution is better for the company.

In the past 10 years a lot of researches have been done in this scope, Ramler et al. in
[5] discussed the benefits extracted from the automated testing. They presented test
automation as one solution to reduce testing costs and proposed a cost based model, to
decide on automation strategy.

Kasurinen et al. in [6] examined the industrial applications of the automated testing.
Theydeduced that approximately 26% of the test cases are automated in industry, the
adoption of such approach is a demanding step in software industry and most of the
time test automation is used for quality control and quality assurance.

In [8]: Vahid Garousi et al. presented a multi-vocal review on test automation
defining when to automate and what to automate. They gave in details the background
of test automation.

And lately Mohamed Monier, Mahmoud Mohamed El-mahdy, focused on the
evaluation of automated web testing tools Computer. They provided a feasibility study
for some few commercial and open source web testing tools.

In [9] Divya Kumar et al. have tried to identify and classify the tools in which the
test automation success depends on the three critical software dimensions of time, cost
and quality. The statistics and result of their experiments clearly show the positive
effects of test automation on cost, quality and time to market of the software.

While in [1], Yogesh Kumar presented a comparative study on testing tools in order
to do the selection of right automated software testing tool, they have discussed four

Fig. 1. Difference between Traditional Machine Learning and Transfer Learning
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tools that fit into their case study: According to their research Selenium can reduce the
cost as it is open source but the efforts involved in scripting for selenium increased by
about 15% than other tools. The same for S. Rajeevan that discussed automation testing
tools comparing Selenium to Quick Test. As for In [10] Satish have implemented an
automation testing framework for testing web applications using selenium WebDriver
tool and mentioned that it is useful for dynamically changing web applications.

Another researches [11–13] also have chosen to work with Selenium and that
shows that it is commonly used for Functional Testing. To sum up, they mentioned
Selenium as it is the most popular open-source tool for Web UI automation testing.

And lastly Sinno Jialin Pan and Qiang Yang in [4] have presented a survey on
transfer learning. Beginning from its history, to the relationship between traditional
Machine Learning and various transfer learning settings, to its application domains and
technologies. They defined what to test how to test it and when in details.

A lot more researches have been done in this context witch highlight on the benefits
and the value of test automation. However no work, to the best our knowledge, has
been done to show the difference between the tools who exists nowadays that we can
use for continuous integration including all test phases and how can we use them and to
reduce the cost what are the tools that are open source and can provide a user based
model to run functional testing and managing the use of ML under Big data as we
discussed earlier.

4 Evaluation of the Study

Automated testing tools can improve the testing effort if requirements are well defined
and managed, and the right tool that matches the needs is selected and most important
thing is that tests should lend themselves to automation.

In this section we are going to present five test automation tools which are the most
used in the past few years, and in the next section we are going to do a detailed
comparison between two of these five tools in order to present the tools that are
adequate for our approach.

In our case study we analysed the Integrated Development Environment of two of
these tools and performed functional testing of a web application developed with PHP5
using Laravel: the PHP Framework for web artisans and both database management
systems: MySQL and MongoDB, also for versions management tool we used Bit-
bucket a web-based hosting service that is similar to GitHub witch primarily uses GIT
and it has three deployment models: Cloud, Bitbucket Server and Data Center.

4.1 Apache Jmeter: Load and Performance Tester

It is an Apache Open source load testing tool, written in Java 6+ and supports all
platforms. Recently, Apache released the stable version of Jmeter “v2.11” that sup-
ports all platforms. Basically, Jmeter is used for load testing and to analysing and
measuring the performance of system/application. It is capable to check the perfor-
mance of the SOAP, LDAP, Message-oriented middleware (MOM) via JMS,
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Mail (SMTP(S), POP3(S) and IMAP(S)), Mongo DB (NoSQL), and Native commands
or shell scripts. Its strong GUI design helps in fast building of Test Plan and debugging
process.

4.2 Citrus Integration Testing

Automated integration tests for message protocols and data formats! HTTP REST,
JMS, TCP/IP, SOAP, FTP, SSH, XML, JSON…Citrus is a testing tool that enables the
test team to define whole use case tests to be executed fully automated. Incoming and
outgoing messages are predefined in the test case. The tester defines a message flow as
it is designed for a use case. All surrounding interface partners are simulated regardless
their transport protocols (Http, JMS, TCP/IP, SOAP, and many more).

4.3 Selenium

Selenium suite is comprised of four basic components; Selenium IDE, Selenium RC,
WebDriver, Selenium Grid. Selenium IDE is Firefox add-on for record-and-playback
web application tests. WebDriver directly communicates with the web browser and
uses its native compatibility to automate. It is implemented as a Firefox extension, and
allows you to record, edit, and debug tests.

4.4 Codeception

Codeception collects and shares best practices and solutions for testing PHP web
applications. With a flexible set of included modules tests are easy to write, easy to use
and easy to maintain. Codeception encourages developers and QA engineers to con-
centrate on testing and not on building test suite. Codeception supports major frame-
works: Symfony, Silex, Phalcon, Yii, Zend Framework, Lumen, and Laravel.

4.5 Jenkins

An open source automation tool written in Java with plugins built for Continuous
Integration purpose. Jenkins triggers a build for every change made in the source code
repository for example Git repository. Once the code is built it deploys it on the test
server for testing. Concerned teams are constantly notified about build and test re-sults.
Finally, Jenkins deploys the build application on the production server.

With Jenkins, organizations can accelerate the software development process
through automation (Table 1).
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5 Analysis of Study

Even if it is known by its Ease of use Jmeter doesn’t work well when you have frequent
components that you reuse across tests or having different modular tests chained
together to form a bigger load tests. It gets harder to do so as you progress with more
tests or more levels of testing. The lazy way most beginners would deal with reuse is
copy & paste from one area to another or one file to another witch can affect the
efficiency of the work.

Table 1. Comparison of open source automated testing tools

Features Tools
Selenium JMeter Citrus Codeception Jenkins

Operating
System/Platform

ALL ALL ALL ALL ALL

Browser
Support

ALL Browsers Google
Chrome, IE,
Mozilla
Firefox,
Opera

Google
Chrome,
IE, Mozilla
Firefox,
Opera

ALL
Browsers

ALL Browsers

Language and
Frameworks
Support

Php, java, C#,
javascript,
perl, python,
Ruby

Java,
NodeJS,
PHP, ASP
.NET

Java, Xml Php, Ruby,
Python,
Java,
.Net,
Appium,
NodeJS,
Javascript,
Robot
Framework

Python, Ruby,
Java, Android,
C/C++

Ease Of Use Needs a quite
Expertise

No coding
is necessary
at the basic
level

Experience
needed

Experience
needed

Very easy to
use

Software Cost Open Source Licence
Apache

Licence
Apache

Open
Source

Open Source

Type Tests Unit,
functional

Performance Automated
integration
tests

Acceptance,
functional,
unit

Unit,
Automated
integration tests

Script Creation
Time

Low High High High Low

Report
Generation

Integration
with jenkins
can give good
reporting &
dashbord
capabilitie

Graphic,
spline,
assertion
result, tree,
statistics

test plan
and
document
test
coverage

Several
information
is provided:
execution
time,
statistics

Checkstyle,
PHPMD,
PHPCPD,
HTMLReport…
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As for Citrus, it is an integration testing platform for testing live applications deployed
in a target environment. In our case we aim to do functional testing as long as continuous
integration which cannot be done with Citrus. Also based on the benchmark table and
what have been said previously we decided to analyse three of the proposed tools:

5.1 Codeception

First of all, Codeception combine all testing levels. Out of the box you have tools for
writing unit, functional, and acceptance tests in a unified framework. Perfect for REST
and SOAP API testing and tests can be written in BDD format with Gherkin also it
allows multi-request functional tests. In the Table 2 below we present in details its pros
and cons for each testing phase.

5.2 Jenkins

Jenkins can automate the building of software regularly, and trigger tests pulling in the
results and failing based on defined criteria. Failing early through build failure lowers
the costs, increases confidence in the software produced, and has the potential to morph
subjective processes into an aggressive metrics-based process that the de-velopment
team feels is unbiased (Table 3).

Table 2. Codeception: pros and cons of functional testing phase

Pros Cons

Functional
test

• Can be run on any website
• Can provide more detailed reports
• You can still show this code to managers
and clients

• Stable enough: only major code changes,
or moving to other framework, can break
them

• JavaScript and AJAX can’t be
tested

• By emulating the browser you
might get more false-positive
results

• Requires a Framework
• Fewer checks can lead to false
positive results

Table 3. Comparison between “Before and After Jenkins”

Before Jenkins After Jenkins

The entire source code was built and then
tested. Locating and fixing bugs in the event
of build and test failure was difficult and time
consuming, which in turn slows the software
delivery process

Every commit made in the source code is
built and tested. So, instead of checking the
entire source code developers only need to
focus on a particular commit. This leads to
frequent new software releases

Developers have to wait for test results Developers know the test result of every
commit made in the source code on the run

The whole process is manual You only need to commit changes to the
source code and Jenkins will automate the
rest of the process for you
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5.3 Selenium

Because of its many advantages, Selenium finds wide usage for UI, regression, unit and
acceptance testing. But even selenium is the most popular tool it stills not a complete,
comprehensive solution to fully automating the testing of web applications. It requires
third-party frameworks, language bindings and another configuration to be truly
effective.

6 Proposed Solution

It is obvious from the above stated cons and issues that not only the software delivery
process became slow but the quality of software also went down. This leads to cus-
tomer dissatisfaction and no tool will manage the whole process of Testing along with
continuous integration and continuous deployment. So to overcome such a chaos there
was a drastic need for a system to exist where developers can continuously trigger a
build and test for every change made in the source code.

On top of Jenkins is an open source technology, so the code is open to review and
has no licensing costs. And it is a master slave topology that distributes the build and
testing effort over slave servers with the results automatically accumulated on the
master. This topology ensures a scalable, responsive, and stable environment.

Jenkins is the most mature CI tool available and in the following diagram we are
going to illustrate how Continuous Integration with Jenkins overcame the above
shortcomings along with the use of Selenium framework to guarantee perfection
needed in the entire workflow (Fig. 2).

• First, when a developer commits the code to the source code repository the Jenkins
server checks the repository at regular intervals for changes.

• Soon after a commit occurs, the Jenkins server detects the changes that have
occurred in the source code repository. Jenkins will pull those changes and will start
preparing a new build, If the build fails, then the concerned team will be notified
else If built is successful, then Jenkins deploys the built in the test server (Selenium)
to run tests and generate reports properly.

Fig. 2. Generic flow diagram of Continuous Integration with Jenkins
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• After testing phase, Jenkins generates a feedback and then notifies the developers
about the build and test results. It will continue to check the source code repository
for changes made in the source code and the whole process keeps on repeating.

The other important key point as we discussed earlier is the combination of this
approach of testing with the use of Big data to have a solid architecture so that machine
learning can have a basic source of information or outcomes to use them as incomes,
and hence to learn from experiences, findings and mistakes of those tests who have
previously been passed.

The Learning process from those results transforms the system to become intelli-
gent so the testing phases work fluently and in a predictive way too. Machine Learning
needs to develop and progress to change big data into actionable insight. On one side,
big data provides rich information for Machine Learning algorithms to pick up
underlying patterns and to build predictive models; and on the other, traditional
Machine Learning algorithms face crucial challenges like scalability to release the true
value of big data.

7 Conclusion

Software testing tool can be selected based on Application needed to be tested, budget,
usage and the efficiency required. Our comparative study is helping to select the
suitable tools based on multiple criterion. It presents each tool with features that are in
the same and different degree with other tools mentioned and how each one behaves
against others tools’ characteristics.

Producing quality requires a great attention to details. Jenkins can pay attention to
many of the details and shout loudly when violations occur.

In this paper, we have also shown how the adoption of big data can help a company
to achieve better results and high performance in order to reduce time and cost and how
firms nowadays must go for big data technologies, moreover optimizing tests execution
time and effort by using Machine learning algorithms to automate the whole process
and to make the system intelligent. Our future work will encounter more tools and more
technologies also that will help in building a user based smart-model.
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Abstract. As the computer hardware have been globally accepted in the areas
of industry and education, the IT Job- Order Service Delivery are now becoming
very essential part in the resources management. With fast-paced technology
development, decision makers require a valid reporting IT resources manage-
ment [1]. IT resources were expected to be fully maintained to ensure the long-
term life span of the computer hardware and devices. Further, having an IT
Resource Management System or Software will not be sufficient since mainte-
nance and repairs may probably be a burden to the budget allocation when there
is a demand for IT infrastructure development or innovation [2]. Determining
the instances of IT Job Order Services, its trends of repairs and services con-
ducted has a significant implication to the decision makers. Using a predictive
analytics of the data sets in the IT Job-Order services, could be a basis for
revising the policy and IT resource allocation.

Keywords: Predictive analytics � Resource management
Policy improvements

1 Introduction

The prevalence of technology innovation has expanded considerably that brought the
management philosophy to become a technology-driven oriented towards the
improvement of goods or services [3]. Subsequently, business organization have
worked persistently to think of new techniques for interfacing with clients. Key indi-
cator to this procedure has been the improvement of e- ticketing (job-order)
process/request. [4] Facilitating ticketing system in IT Job- order services turns to be
one of the most important undertakings in dealing with the business operations. Ticket
analytics is necessary to distinguish peculiarities to identify uncommon patterns in the
operations [5].

Forecasting or conducting predictive analytics may be measured based on analysis
of the extracted data taken from the gathered information that can be utilized to
anticipate future patterns and conduct new technique designs. An Application Man-
agement System (AMS) Analytics framework gives propelled competency analysis on
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learning management, asset administration and allocation of operational resources as
well as operational forecast analysis model [6].

Minimizing the personnel efforts in administration of IT service management
requires mechanism to expedite the routine maintenance method. There are three (3)
research directions that are being recognized or considered to support the IT Service
Administration Management: (1) Automatically find out the manifestation of symp-
toms when facilitating IT Job Service; (2) Logically assess the pattern of events;
(3) Identify transient dependencies within the performance statistical data. Furthermore,
executions of data framework, could be viably addressed with data-driven result [7].

Generally, the main focus of this study is to predict the best practice processes in
implementing the IT Infrastructure Support Services. Specifically, it gears to:
(1) identify the frequent request for IT Job-Order Service that was performed to each
department, (2) perform predictive analytics on IT Job-Order trends, and (3) recom-
mend appropriate practice in allocating budget in the acquisition of IT equipment and
devices.

Moreover, the study is significant to every decision maker of any business orga-
nization to formulate and implement policies in allocating IT resources effectively on
increasing cost-effectiveness.

2 Related Works

“Application Management Services (AMS)” is a kind of IT outsourcing administration
offering that utilizes coordinated procedures, approaches, methodology and norms to
deal with the customers’ request record. Ordinarily, it provides administration help
desk and application support. An application management service has structured and
unstructured information. The structured information were classified when specific data
were identified. On the other hand, unstructured information is literary depiction of the
issue and the documentation of the action taken. The expansive objectives of ticket
investigation incorporate with (1) evaluation of ticket operational workload volume;
(2) evaluation of ticket action taken from the time AMS we assigned a proof of
operational proficiency; (3) proof of potential issues that arise during the service
delivery [8].

On the other hand, IT Management Service (ITSM) was considered as one of the IT
contribution to customer’s business operation. ITSM is also unique in relation to the
customer technology-centered methodologies to IT management and business opera-
tion. [9]. Moreover, IT Service management process were also known as “Incident
Management” [8]. The goal of IM System is to restore the regular service operation as
immediate possible subsequently, it guaranteed that those best workable levels of
service administration were practiced. [10].

Predictive analytics is defined as part of analysis that focus on the extraction of data
from a gathered information that will be used to identify the future patterns and
behavioral trends. It is dependent on the connections between variables and from the
past predicted variables [4].

In the merchants groups, there is a particular framework the utilize the “ITIL as
their thrust: IBM’s Process Reference Model for IT (PRM-IT), Hewlett Packard’s
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ITSM Reference Model, and Microsoft’s Operating Framework (MOF).” All ofthese
frameworks have their own unique approaches to the utilization and execution of
ITSM, assisted by an organization for the software proprietary [7] (Fig. 2).

3 Methodology

Investing in IT infrastructure services is highly beneficial and is cost-effective in the
long haul [11]. While completely eliminating risk is impossible to achieve, it can help
in having increased reliability to significantly reduce risks. To address the purpose of
the study in data mining the IT Job-order service, the following methodology were
considered:

1. Identify the appropriate tools in data mining the IT Job-Order service. Gather the IT
job-order service record for one year.

2. Identify the dataset to be used for predictive analytics
3. Generate a visualize output in terms of:

a. Hardware category versus request status
b. Requesting department versus request status
c. Request status versus hardware category
d. Frequency of IT service request for department.

4. Identify how IT technical support and services were effectively facilitated through
technical support and services.

5. Cluster similar/recurring concerns or problems encountered
6. Cluster the hardware category between old and new units/devices

Fig. 1. IBM predictive analytics framework
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The researcher used the Orange Canvas software as tools to facilitate data mining
predict analytics on the IT Job-order Services [12]. Orange canvas is an open source
machine learning for data visualization. It provides interactive data exploration for a
rapid analysis and visualizations of data sets that provided a fast data prototyping and
analysis. Further, a data set was gathered based on the one-year IT Job-Order record of
the ICT Department. The following data sets that was used for data mining predictive
analytics are (1) Department, (2) request, (3) Job Order Number Series (4) Hardware
classification (5) request category, (6) problems encountered, (7) Action taken (8) date
of Job-order service.

4 Results and Discussions

This section discusses the data mining results based on the different parameters from
the visualization analysis tool using the Orange Canvas. The results of the visualization
shows the comparison of different entities which relates to the, frequent IT Job-Order
service request, Common IT Job-order Service delivered, and identifying the hardware
status/condition that are requested for IT services.

Figure 3, Shows that most of the client’s IT Job-Order Service requests were
referring to the System Units. Result reveals that 60% of the data refers to the request of
old unit. In the same vein, the remaining 40% reveals that it is still allocated for the IT
Job-order service request of system units that are new. One of the most intrinsic
responsibilities of a Management Information System Office is to maintain the quality
of the computer services that relates the company’s hardware and software assets. It is a
must to detect technical issues early, before they become problems. The visualization
shows that repairing of old system units is a normal maintenance activity, it is alarming
that concurrently, requests for the IT job order service for new system units is almost as
high as the result for the maintenance of the old units. This goes to show that the
administration should develop a policy on proper handling of computer units to reduce
the problems on the increase of new system units maintenance.

Identify Data Set

Data Cleaning

Data Integration

Clustering

Visualization

Fig. 2. Mining data of IT job-order service flowchart
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Fig. 3. Graphical representation of the IT job-order service request

Fig. 4. Visualization of the request classification on the IT job-order service request
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Figure 4, Shows the request classification of the IT job-order request based on the
hardware classification of old and new system units that supports the result of Fig. 1.
The data reveals that the top three IT job-order request are technical support (such as
troubleshooting and preventive maintenance), borrowing IT peripherals/equipment, and
repair (minor and major replacement of computer parts). As related to the hardware
classification, the study further reveals that the new system units repairs are also as high
as the old system units. Thus, the results compliments to the findings in Fig. 1.

Figure 5, Illustrates the graphical representation of the task status on the IT job-
order service request to the management information system unit of the company. The
result demonstrate that the top three (3) job order services were (1) technical support
and assistance (2) Borrowing of IT Equipment and (3) Repair. Hence, the outcomes
indicate that the issue on repairs and technical support/assistance of the newly acquired
units should be assessed and evaluated to appropriately identify the specific brand of
equipment and peripherals that should be recommended for future purchases.

Figure 6, Shows the visualization of the IT Job-order Service Request among the
different departments inside the organization. The result shows that the acquisition of
request is fairly distributed among the departments. Thus, the finding reveals that the
policy on IT hardware maintenance should be revisited for update and improvement to
provide policy on priority of acquisition of system units and other peripherals.

Fig. 5. Graphical illustration of the task status on the IT job-order service request
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Fig. 6. Visualization on the IT job-order service request among the department and task status

Fig. 7. Visualization of the different entities of the IT job-order service request in the
organization
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Figure 7, Illustrates the probability and frequency of the IT job-order service
request of the department and the hardware classification that were requested for IT
job-order service. Further the visualization of the different entities of the IT job-order
service request in the organization reveals that the hardware capability in terms of
efficiency may have affected the work performance of the employees since majority or
almost 30% of IT job-order service request in a month were attended in which how-
ever, may lead to the delay of the business operation.

Figure 8, However, proves that from the previous report on the frequency of IT
Job-order service request it was very alarming that the life span of the computer units is
mostly an average of 2 and half years. The organization could establish an updated
policy of IT preventive maintenance and resource allocation to create a systematic
approach in the implementation of IT preventive maintenance procedure as it affects the
business processes of the organization as a whole.

Figure 9, shows the visualization of the job order service according to month for
the year 2017. It shows that peak service months are the months of April, May, June,
and November. Top services provided are technical support, website update, repairs,
and borrowing of IT equipment. The management should consider adding manpower
during the said months as well as ensuring that services staff are capable of performing
technical support, and repairs, as well as capability in updating website.

It is noted that the overall frequency results of the IT job-order service graphical
representation show that the most common request for technical services was the
maintenance of the system units. It is also important that the existing process in con-
ducting preventive maintenance of the computer hardware deployed to each department
should be reviewed and studied to create a better solution in technical assistance.
Moreover, the cause distribution can be referred to: (1) lack of personnel technical
knowledge, (2) the efficiency of the technical manpower conducting hardware assis-
tance, (3) the proper deployment of system units. These three (3) areas of distribution
should also be taken for action to contribute in strengthening policy implementation.

Fig. 8. Visualization on the IT job-order service request among the department and task status
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5 Conclusions

Information Technology in business organization has become an important tool to
improve business process. The study deals on the predictive analytics on the IT Job-
Order Services. The data reveals that the number of the job-order services request is
equally distributed among the departments. However, since maintenance services of
new hardware peripherals is as high as the old ones it is also important to check,
validate and assess the kind of hardware peripherals and equipment allocated for each
department. A need to compare the service level of maintenance outcome between
branded and cloned computers should be given a priority. Thus, it is concluded that the
organization must establish an updated policy of IT preventive maintenance and
resource allocation to create a systematic approach in the implementation of IT pre-
ventive maintenance procedure as it affects the business processes of the organization
as a whole.
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Abstract. As technology advances, electronic commercialization makes a more
significant impact on business as it offers versatility and convenience. In fact,
organizations have made a leap to adopt related knowledge frameworks in e-
commerce computing with the combination of business intelligence to remain in
front of patterns and future demands. This is manifested by a significant number
of organizations of all sizes, in all enterprises, all around the globe by actual-
izing and using Strategic Business Intelligence. This paper deals with the
development of an Online Product/Service Catalogs with Business Intelligence
application for a shipping and aircraft business that leads to the increase of
efficiency and profits through timely and informed decision making. Using
descriptive and developmental instrument, system development model and data
visualization tools, the researcher evaluate the website’s sales attrition after
having developed its mobile application version and deploying the system
online. The results indicate the usefulness of the system in managing materials,
delivering quality services to the customers and at the same time helps busi-
nesses to increase competitiveness and business profitability.

Keywords: Sales patronage � Business � Data mining � Mining visualization
Online shopping

1 Introduction

In the world business, profit indispensable part to its existence. This gives importance
to keep track of the company’s sales attrition rate to measure its impact on the business
profit in particular and to the whole business existence as a whole. As a matter of fact,
business establishments progressively need to carry on like multichannel retail traders
by concentrating on approaches to venture into new markets, pick up clients, keep them
and boost the productivity of every transaction. This paves the way to the existence of
electronic commercialization (e-commerce).

E-commerce alludes to the way toward purchasing or offering items or adminis-
trations over the Internet. Web-based shopping is ending up plainly progressively well
known in light of speed and convenience for clients [1]. This technology enables
marketers to widen their horizon and keep their competitiveness with other business
entities in the similar market field.
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For those that venture into e-commercialization, it gives an advantage for business
companies such as shipping and aircraft services to venture into the world of online
retailing. Aside from embracing the technology where customers can avail its services
online, the system is equipped with business analytics that measures customer’s
interaction with the website. These consumers activities are then stored in the system’s
database and later be processed to visualize important information that could help the
company generate the greater picture of the website’s current and future trends.

This study deals with the e-commerce sales attrition visualization using business
intelligence tools through consumers’ interaction in the said shipping aircraft services
website.

2 Related Works

Organizations around the globe have grasped web based business in their organizations
and have procured benefits thereof. Presently, in web based business, numbers of
clients from different social gathering increments through overall promoting of the
items. They give distinct advantages to customers as they offer articles and adminis-
trations where consumers can browse [2].

Web-based shopping is a necessary plan of action in e-commerce. It is the pro-
cedure whereby buyers specifically purchase products or administrations from a mer-
chant continuously, without a mediator benefit, over the Internet. Additionally, it is
used as a medium for correspondence to increment or enhance in esteem, quality and
appeal of conveying client advantages and better fulfilment, that is the reason web-
based shopping is more accommodation and step by step expanding its popularity [3].

Moreover, a huge number of organizations are actualizing and using business
insight (BI). It will likely upgrade the importance and estimation of reactions to the
choice procedure. Without bi, an organization runs a danger of settling on basic choices
in view of deficient and off base data. BI, when effectively thought out and appro-
priately executed, enables all clients to settle on educated decisions and choices
extremely time, in each circumstance [4]. Also, data gathered from a capable bi makes
representatives more gainful, providers more productive, and clients more loyal.

With the business intelligence at hand, companies can gather relevant data from the
system and out of its visualization, information is generated, and this includes attrition
rate.

In the work of Sessoms (2017), he defines the word “attrition” which is commonly
used in the in human resources may also be employed in sales. As a matter of fact, sales
attrition may refer to the consumer loss and retention. This is directly influenced by
different entities such as profit and growth. The importance of keeping track of cus-
tomers helps the business to improve customer’s communication, update marketing
strategies, and augment sales and wider market sales. He further explains that silent
attrition refers to the loss of clients who leave without communicating their discontent
with a business practice or client benefit issue. These clients may react with direct
disappointment on client studies. For example, a medical coverage client may feel
disappointed with endeavors to achieve the client benefit office and imperfection to
another insurance agency. This quiet wearing down happens because the organization
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is ignorant or inert to the client’s misery and does not have a chance to keep the client
from clearing out. The client is run with no clarification [5].

In the visualization, study utilizes Cohort Analysis to breakdown data structures
through the use of algorithm. Cohort analysis is a subset of behavioral investigation
that takes the information from a given eCommerce stage, web application, or web
based diversion and as opposed to taking a gander at all clients as one unit, it breaks
them into related gatherings for examination. These related gatherings, or accomplices,
more often than not share basic qualities or encounters inside a characterized time-
traverse. Further, it is an apparatus to quantify client engagement after some time. It
knows whether client engagement is really showing signs of improvement after some
time or just seems to enhance in view of development [6].

With such analysis, the sales attrition rate of a shipping and aircraft company
through visualization was realized.

3 Methodology

The research utilizes the experimental method in the processing of data for an aircraft
and shipping online shop. In this case, the researchers used a visualization tool
incorporated as business intelligence in the said website to identify the sales attrition
rate using the data within a year. The data are then presented using the following
parameters (Table 1).

Furthermore, the study uses the Statistical Analysis System (SAS) for Visual
Analytics framework as a basis for projecting actual data of the website and predicting
future sales. This framework enables the company to gain insight from all of the data
accumulated in the database (Fig. 1).

4 Results and Discussion

This part of the study shows the visualization results based on the different parameters
from the business intelligence tool (Fig. 2).

This implies that a great number of customers are inclined to transact in online
shopping. This is supported by Katawetawaraks (2011), [8] the study illustrates the
enthusiasm of online consumers on what keeps them motivated to online shopping. It is
found out that there are a number of reasons why people shop online such as convenience

Table 1. For mining the data, the study uses the sales attrition, user’s statistics, and sales
patronage as the basis for the sales visualization.

Parameters used for the sales attrition visualization

Sales Attrition
User’s Statistics
Sales Patronage
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since consumers can buy the same product at a lower price by comparing different
websites at the same time; avoid pressure when having a face-to-face interaction with
salespeople and even avoid the traffic jam in going to shopping centers (Fig. 3).

In the study of Sultan (2001), it shows that there are some factors which influence
online shoppers to transact business on the web and this includes their consideration to
prices, discounts, and feedbacks from previous customers and quality of product and
services offered [9]. This results then support the findings in the above figure since it is
noted that many users are into window shopping and this indicates that they are into
viewing and comparing products from another website such that they tend not to buy at
once (Fig. 4).

Fig. 1. SAS Visual Analytics Framework is used in the study [SAS® Visual Analytics]. The
system clarifies that clients can comprehend purchasing designs and distinguishes patterns, which
prompts better administration and consumer loyalty. With SAS Visual Analytics, what was made
can be distributed and gotten to utilizing tools so managers can see and connect with basic data
and basic leadership information effectively [7].

Fig. 2. In this figure, the result shows the graphical representation of the user statistics of the
customers who made the website views, reservations and orders within a period of one month.
The finding reveals that for the total of 80 customers who views the website, 70 of them avails
the online shop’s services through reservation of product. It further demonstrates that a 27% of
the customers who view the websites completed the close-out transaction since they have
completed the order process.
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Despite the fact that the advance of innovation utilizing e-commercialization
develops throughout the years regardless it pauses for a minute for customers to
acknowledge it and receive in their everyday life. The absence of buyers’ acknowl-
edgment towards new innovation remains a test for the online advertisers. This is
clarified in the investigation of Cheema (2013) [10] that the web shop ought to require
more endeavors to speak and instruct their objective market about the advantages of the
web based shopping on the off chance that they mean to expand the activity on their
online shop with the end goal that of a delivery and air ship site.

Fig. 3. In this figure, it shows the breakdown of user’s statistics that uses the website to shop
online. The data reveals that out of 80 users in a month, 18 of them viewed the items, 12 added
the items to the cart and 7 of them checked out the items.

Fig. 4. The figure illustrates the sale patronage of the consumers of the shipping and aircraft
online shop based on a one-month data. The finding reveals that out of 80 shoppers 15% are
considered to be returnees while 85% of them are new.
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5 Conclusions

E-commercialization has opened a promising avenue for online marketers to capture
wider and bigger market online. And with the introduction of business intelligence
tools for data mining, the marketers are updated as consumers activities in their
websites are recorded and this data are analyzed to become useful business information.
The study is conducted to a shipping and aircraft shopping website that originates in the
United States of America. Using the sites business analytics, the study reveals based on
the user’s statistics the consumers tend to visit the site however only a few completes
the transaction to order. It further illustrates that the sales patronage is not very high
since only 15% of the consumers returns to the website to make new transactions.

Thus, the study implies that online shopping as a supplement marketing tool has a
positive advantage due to its contribution to the sales as it draws a wider range of
market by capturing online shoppers.
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Abstract. Emotion recognition is a field of study that is much investigated by
researchers because it is an important piece in the development of intelligent
system. Researchers used different techniques to capture the emotional response
of the people based on the situation and design patterns to see its effects and
relevance. In this paper, the researchers investigated the emotional patterns of
the students towards programming using input devices such as keyboard and
mouse. The use of keyboard and mouse provided an affordable and non-
intrusive method of collecting data. The keyboard and mouse data collected
were mapped by an expert on facial expressions to emotions captured on video
at the same the students were answering the programming problem. From these
annotations, the classes of emotions were derived. Rapid miner was then used to
identify the pattern of keyboard and mouse strokes that corresponds to different
emotions. The accuracy of the results were 70.25% and with a Kappa of
0.612%.

Keywords: Affective computing � Self- assessment � Manikin
Gradient-Boosted Trees

1 Introduction

Emotions play a significant part in our daily lives. These emotions range from feelings
of happiness, anger, sadness, etc. Since it is natural for human beings to seek happi-
ness, these feelings impact our overall being [1, 2].

Emotions also play a major role not only in decision -making but also in enhancing
learning. Studies on human to human and human to computer intercommunication
show that for effective interaction to happen, emotions must be given due importance.
By including emotions in human-machine interaction, machine would be capable of
detecting the emotional condition of the user and make appropriate adjustments [3].
Affective computing is a discipline that that has user emotions during computer
interaction as its focal point [4] and whose primary objective is to develop systems that
can recognize and respond to these emotions [5].

Developing a system that recognizes user emotion is not easy as it involves carrying
out numerous tasks such as gathering and representing data and system training.
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Nevertheless, many methods for recognizing emotions of computer users have been
developed. Some of these are based on analyses of keyboard and mouse movements [6].

Studies by Salmeron-Majadas, et al. [7] and Grimes, et al. [8] used keyboard and
mouse interactions along with the Self-Assessment Manikin (SAM) because it provides
an easy to understand way of describing emotions [9, 10]. SAM has been an effective
tool in measuring responses to various stimuli such as pictures, images, sounds, pain,
etc. [11–13].

Most studies on emotion recognition require some sort of special equipment to
detect emotion. The current study aims to develop an emotion recognition system by
collecting keyboard and mouse data from computer programming students in a non -
intrusive manner. The collected data were used, together with the students’ answers to
SAM questionnaires, as training set and test set for RapidMiner to generate patterns to
figure out the emotions of the user. This method provides two main advantages: (1) it
does not require any expensive, specialized equipment and (2) it is non -intrusive as it
does not meddle with the user’s normal computer activities.

2 Related Literature and Studies

Majadas and Santos [14] listed that the relationship between mouse and keyboard use
and the user’s affective state indicators could be valuable in detecting affective states in
non-interfering and inexpensive manner. Ball and Breese [15] further stated in their
study that high levels of activity with other applications (typing and mouse clicking
rates) also are indicative of high task orientation. Thus, observation of such behaviors
should be interpreted as evidence that the user is highly oriented towards task
completion.

Bixler and D’Mello, for their part, stated that detecting affect plays an important
part in creating applications that converse with and aid users in completing their task.
Their study used analysis of keystroke to create affect detectors. This approach requires
no additional hardware and presents an effective and unobtrusive method of data
collection [16].

The importance of emotion detection is further supported by Zimmerman et al.
[17], which stated that in intercommunication between human and computers,
expressed emotions have a big role and most people interact with the technology
naturally and socially. Importance in HCI research is increasing and the interaction
system for emotional intelligence is used to express and respond to emotions of
humans. The study is centered on another method of behavior using standard mouse
and keyboard devices for measuring user affect and extracts parameters from motor-
behavior using log-files of keyboard and mouse actions.

The study considered one of the methodology used for getting information from
keyboard-stroke to identify if the emotional state is positive, negative, emotionless or
neutral state as the user interacts with the computer. It includes the rate of mouse clicks,
the rate of keystrokes as well as the keystrokes average duration as the analyzing
parameters.
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In the study, Zimmerman, et al., were able to know the outcome of induced effects
based on the parameters of motor behavior when the user is using the computers
including film clips showing, and doing online shopping. The ninety-six (96) partici-
pants were tested using the different mood states as independent variable. The created
procedure was used and conducted at the laboratory utilizing the use of sensors and
bands that measures respiratory attached to the participants. The data questionnaires
displayed on the computer were answered, as well as self-assessment questionnaires,
by the participants. The mouse and keyboard actions from the log - files are then
analyzed [17].

Another research conducted by Rodrigues, et al., states that when a student attends
an e-learning course there is a poorer interaction between student and teacher. There is
no verbal interaction and it is difficult for the teacher to assess the feelings and attitudes
of the students. The study developed a tool that will estimate the stress level of users
without meddling with the user’s normal computer activity. Developing dynamic stress
estimation model is the main goal of this research. For this research, data collected are
click duration and accuracy, amount of movement, mouse movement, mouse clicks and
keyboard strokes. It tested 10 programming students to validate the possibility of user’s
stress detection and analysis of the mouse and keyboard use. It is concluded that stress
has significant effect in learning capacities and learning speed [18].

3 Methodology

This study’s aim is the detection and identification of the emotions based on the use of
non-invasive tools such as the ordinary mouse and keyboard. As shown on Fig. 1(a)
the Flowchart for Emotional Classification based on Shukla and Solanki [19]. Data
collection is done by performing feature selection and extraction and data labeling
follow based on the questionnaire, fuzzy vector and label has been applied for the
training of the data and from that classification has been identified. Using data pre-
processing and applying the fuzzy vector, the research can display the emotional
condition of the user. On the other hand, Fig. 1(b) shows the flowchart of what this
research paper is trying to solve.

3.1 Data Gathering Tool

A data gathering prototype program was designed and implemented as a tool used to
collect the data needed. The data gathering prototype has a survey question with Self-
Assessment Manikin (SAM) images that requires the students to select [19]. The
program records the keyboard keystrokes together with mouse clicks and movements
then save individually in the .xls (mouse and keyboard) and .txt as the backup files.

The students have also been provided with programming questions for them to
answer using Java programming language.
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3.2 Data Gathering Procedures

This research intends to identify and analyze the emotional condition of the computer
user. During the data gathering the following actions were conducted by the
researchers: (1) randomly selected six (6) participants (three (3) males and three
(3) females) who have programming course from a select academic institution.
Informed consent form was filled up by the participants. (2) Orientation was done about
the assessment that the participants need to answer but with no bias on what data will
be gathered from them. (3) Two (2) laptops were utilized facing each other with
installed prototype data gathering program. (4) The participants were given twenty
(20) minutes to answer the programming problem assigned to them. (5) Java Pro-
gramming Language will be used by the participants in answering the problem. (6) The
Prototype Data Gathering Program is already running and it captures the features on the
given time. The questionnaire will pop -up every three (3) minutes. (7) The recorded
keystrokes and mouse movement and clicks is saved into an excel file. It is then
converted to .csv (comma delimited format) to be used as an input operator for data
mining.

3.3 Feature Extraction

Feature extraction includes lessening the measure of assets required to portray a vast
arrangement of information. When performing analysis in the complex data, one of the
real issues comes from the quantity of factors included. So, before starting to train,
before beginning to prepare a classifier, it is important to play out an element choice

Fig. 1. (a) Flowchart for emotional classification [19] (b) Flowchart for emotional recognition

118 J. Estrada et al.



strategy to dispense with the parameters which don’t relate with the class names and in
this manner, decrease the dimensionality [20]. In this research, the plan is to charac-
terize few profoundly solid components indicating certain feelings angle, for example,
pleasant, calm, etc. Every element will identify the emotion level of the user. Name of
the participant, age and sex were also extracted together with the keyboard and mouse
data. The keystrokes, transition between key press, mouse x position, mouse y position,
action, delay (dwelt time per milliseconds) and execution time [19]. The chosen
emotional condition of the student is then mapped every time the student uses the
mouse and the keyboard and based on the answer from the Self - Assessment Manikin.

From the extracted file, this research has acquired 14, 889 rows of recorded mouse
and keyboard data, which will be used for the training and testing using the best
algorithm available.

3.4 Model Development

This research developed a model to be used in the prototype program that will identify
and analyze the emotion of the user using keyboard and mouse. The extracted feature is
then analyzed using free open -source software available in the web like RapidMiner.
The researcher selected 80% from the mapped file to be used as the TrainingSet and the
remaining 20% is used as the TestSet. The two files was saved as .csv (comma delimited
format) to be used as an input data in the RapidMiner. RapidMiner has been chosen by
this research because of its user interface that is very friendly. There is more than one
approach in labeling emotions and these methods include human labeling and the other
is automatic labeling [16]. There are various kinds of labels that people can select from
the word labels list from the questionnaire and uses scales to present the level of
responses to each question [likert]. The other one is the use of Self-Assessment Manikin
(SAM) which arousal and valence are presented and expressed graphically [9, 10].
The SAM is a pictorial evaluation tool intended to know the emotional measurements
specifically by methods for two arrangements of graphical image. This method has been
used in different studies and application [21, 22].

3.5 Classification

For classification, since the label for the data set is nominal, the researcher used five
(5) different classifiers such as Decision Tree, Random Forest, Gradient Boosted Trees,
Decision Stump and Random Tree. The result of training is shows that Gradient
Boosted Trees presented the most acceptable model which has an accuracy of 70.25%
and Kappa of 0.612%.

3.6 Model Testing

Model testing is done to verify that the gradient boosted tree has high accuracy and
kappa using the test set data which is the 20% of the gathered data from the partici-
pants. The testing shows that the accuracy rate of the test model is 79% which is 13%
higher than the Training set with the kappa of 0.75% which is 23% higher than the
Training set.
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4 Results and Discussion

The machine learning algorithm called Gradient Boosted Trees also known in other
terms as XGboost [25], has function called Huber-M Loss generates a series of decision
trees for loss data to return fit for classification [21]. The comparison of XGboost to
other machine learning algorithms has highest accuracy rate 70.25% and kappa rate
0.61% when used to generate model based on the pattern and classes collected. It is
because however, the function Huber-M Loss therein presented allows this algorithm to
fit Loss data by generating another trees to the missing values. The accuracy indicates
the highest precision point of all the classes. The classified correct example compared to
the number of all examples known as accuracy is then calculated as a set of random input
x = {x1,…xn} using the training set sample {Yi, Xi} or known values, and the positives
ratio to all as positive predicted examples which is the precision is calculated based on
the number of iteration and learning rate. The ratio of positives to all actually is positive
examples known as recall is calculated based on splits nonterminal node [21].

Base on XGBoost formula the highest predictions are always on left which means
the milliseconds delay value between 0.212 to 0.243 whether Male or Female after
more than a second that participant starting, the “PLEASED NEUTRAL” is predicted,
and most efficient compare to the right thereby the rest to the right belong to the
category (Male/Female) is void.

Fig. 2. Sample prototype
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The actual interface of our prototype on the figure below consists of only one
button; it designs to be user friendly and straightforward (Fig. 2).

The prototype program automatically generates .XLS and .TXT files when it is
started, just by defining its proper directory and filename. The TXT file produce the
same data as XLS does but is prepared for retrieving or viewing through web.

It is possible to predict emotion using SAM questionnaire [26], keystrokes and
mouse clicks detect stress [18] although this paper uses different subject and procedures
but closely similar to the application of keystrokes dynamic [19]. The findings of this
research not necessarily good but different where it was tested the students on pro-
gramming subject, for future works should explore additional parameters such as to
check program error or if the student think while doing the programming task how it
will affect emotion.

5 Conclusion

Intelligent computers have important roles in society today, with its full capacity like its
ability to recognize emotions that can be used to know the needs of the users.
Extracting the emotional aspects of the human with the use of computers system could
help the decision of the user on how would to interact with the computer. Thus,
adapting to this new system that could identify and analyze the emotion of the person
using the computer is a big help not only to the academe but also to the general user.
The current approaches in emotion identification with the use of computer requires
expensive equipment and is intrusive in nature. This paper has presented one way that
could be used to identify and analyze the emotion in a non -intrusive and inexpensive
way. Using the keyboard and mouse provides an alternative way of detecting the
emotions of the students. Identifying these emotions and taking the appropriate actions
can be of great help for teachers in assigning computer related activities to students
thereby helping in the learning process.
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Abstract. In Medical Imaging (MI), various technologies can be used to
monitor the human body for diagnosing, monitoring or treating disease. Each
type of technology provides different information about the body area that is
being investigated or treated for a possible illness, injury or effectiveness of a
medical treatment. Routine screening has identified malfunction detection in
many otherwise asymptomatic patient images such as computed tomography or
magnetic resonance. Studies have shown that, compared to patients whose
disease was symptomatic (i.e., self-recognizing), screen-detected diseases may
have more favorable clinicopathological features, leading to better prognosis
and better outcome. This paper aims to assess the issue of health care wait
screening. It deviates from a decision support system that evaluates the waiting
times in diagnostic MI based on operational data from various information
systems. Last but not least, one’s assumptions may have an important impact in
determining the usefulness of routine laboratory testing at admission.

Keywords: Waiting time screening � Logic programming
Case-based reasoning

1 Introduction

The characterization of health activities in terms of time-screening theory is a very
recent trend in the field of research, i.e., a progressive learning experience, compen-
sated by the occasional satisfaction of discovery. In fact, time-screening has often been
defined, with meanings ranging from “not easy” to “persistent.” On the other hand,
technological advances are rapidly increasing interoperability, i.e., the ability to
communicate and integrate information from heterogeneous sources or services. In fact,
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a variety of imaging techniques can be used to diagnose or treat diseases such as
X-rays, Computed Tomography (CT), Magnetic Resonance Imaging, Positron Emis-
sion Tomography, Nuclear Medicine. Thus, a large data set extracted from various
information systems such as the Radiology Information System, the Image Archiving
and Communication System and the Electronic Medical Record is acquired and pro-
cessed [1–3]. It is undeniable that a proactive strategy is needed to solve such a
problem delay, which must take all of these factors into account. It is from this point of
view that the problem is addressed. The basis of integrated care is to be understood as a
patient interacting with a prepared, proactive and multidisciplinary setting. In this
work, the approach focuses on estimating the waiting time in a Case Based Reasoning
(CBR) approach to problem solving [4–6].

2 Knowledge Representation and Reasoning (KRR)

One aims at the understanding of the information’s complexity and the associated
inference mechanisms. Indeed, automated reasoning capabilities enables a system to fill
in the blanks when one is dealing with incomplete information, where data gaps are
common. In this study, a data item is to be understood as find something smaller inside
when taking anything apart, i.e., it is mostly formed from different elements, namely
the Interval Ends where their values may be situated, the Quality-of-Information (QoI)
they carry, and the Degree-of-Confidence (DoC) put on the fact that their values are
inside the intervals just referred to above. These are just three of over an endless
element’s number. Undeniably, one can make virtually anything one may think of by
joining different elements together or, in other words, viz.

• What happens when one splits a data item? The broken pieces become data item for
another element, a process that may be endless; and

• Can a data item be broken down? Basically, it is the smallest possible part of an
element that still remains the element.

Therefore, the proposed approach to this issue, put in terms of the logical programs
that elicit the universe of discourse, will be set as productions of the type, viz

predicate1� i� n �
\

1� j�m

clausej Ax1 ;Bx1½ � QoIx1 ;DoCx1ð Þð Þ; � � �ð

� � � ; Axm ;Bxm½ � QoIxm ;DoCxmð Þð ÞÞ :: QoIj :: DoCj

where n, \ , m and Axm , Bxm stand for the cardinality of the predicates’ set, conjunction,
predicate’s extension, and the interval ends where the predicates attributes values may
be situated, respectively. The metrics ½Axm ; Bxm ], QoI and DoC show the way to data
item dissection, i.e., a data item is to be understood as the data’s atomic structure. It
consists of identifying not only all the sub items that are thought to make up an data
item, but also to investigate the rules that oversee them, i.e., how Axm ;Bxm½ �, QoIxm , and
DoCxm are kept together and how much added value is created [7–14].
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3 Case Study

A database was set to create an intelligent system for the planning process of Waiting
Time Screening in Healthcare. The knowledge database is composed by a set of
predicate’s extensions (Fig. 1). Some incomplete or default data are present under this
scenario (for instance, the type in case 1 is unknown, and symbolized as ⊥).

The table has several columns such as Gender, Modality and Priority of Waiting
Time Screening. The table rows have been inserted with one (1) or 0 (zero) standing
for, respectively, Male/Female, CT/MRI and Urgent/Routine.

It is now possible to define the predicate waiting time screening (wts) whose exten-
sion stands for the objective function with respect to the problem under analysis, viz.

wts : Age;Gender;Date;Modality; Type;Priority;OrderingSpecialty ! 0; 1f g

in which the truth values true and false are expressed by 1 (one) and 0 (zero),
respectively. Considering the feature vector (Age = 44, Gender = 1, Date = [30, 45],
Modality = 0, Type = 69, Priority = 1, Ordering Specialty = ⊥), one may have, viz.

Fig. 1. Healthcare table or relation.
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4 Case Based Reasoning (CBR)

The CBR cycle used in this work was proposed by Neves et al., [12, 15] (Fig. 2), with
the ability to deal with incomplete or unknown information. Artificial Neural Networks
(ANNs) [16] were used in the optimization stage. The value ranges boundaries of the
attribute, the DoCs and QoIs, are the inputs of the ANN. The output not only provides
the case assessment, but also a confidence measure that deals with such a categorization
(Fig. 3).

When faced with a new case, for example the one that presents feature vector
Age = 56, Gender = 0, Date = 21, Modality = ⊥, Type = 42, Priority = 0, Order-

ing Specialty = 112, one may have, viz.

wtsnewcase 0:5; 0:5ð Þ 1; 1ð Þð Þ; � � � ; 0:58; 0:58ð Þ 1; 1ð Þð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
attribute0s values ranges once normalized

and respective QoI and DoC values

:: 1 :: 0:85

leading to a retrieving of 42 cases [17], viz.

Fig. 2. An extended view of the canonical CBR cycle [12, 15].
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retrievedcase1 0:43; 0:43ð Þ 1; 1ð Þð Þ; � � �ð ; 0:86; 0:86ð Þ 1; 1ð Þð ÞÞ :: 1 :: 0:83

..

.

retrievedcase42 0:51; 0:51ð Þ 1; 1ð Þð Þ;ðð � � � ; 0:57; 0:57ð Þ 1; 1ð Þð ÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
normalized cases that make the retrieved cluster

:: 1 :: 0:84

The new case and the retrieved ones are compared using a similarity function, sim.
This function is set as follows, viz.

simDoC
newcase!1 ¼ 1� 1� 1k kþ � � � þ 1� 1k k

7
¼ 1� 0:18 ¼ 0:82

where simDoC
newcase!1 stands for the similarity with respect to DoC, between the new case

and the retrieved ones (in this example retrieved case1). A similar process was con-
sidered in order to evaluate the similarity, in terms of QoI, between the new case and
the retrieved case1, returning simQoI

newcase!1 ¼ 1. The general similarity, simQoI;DoC
newcase!1, is

the product of the above metrics above, viz.

simQoI;DoC
newcase!1 ¼ 1� 0:82 ¼ 0:82

This method was extended to all the remaining cases leading to the most similar
case, i.e., the potential problem solutions. The coincidence matrix for the CBR model is
shown in Table 1. It shows that the CBR model classifies properly 133 of a total of 149
cases, being the model accuracy 89.2%. In terms of the well known statistical metrics
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Fig. 3. The ANNs approach to case optimization.
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such as sensitivity and specificity, the results were 90.2%, and 87.2% respectively. The
ROC curve is shown in Fig. 4. The area under the curve is 0.89. The performance
metrics [18, 19] are close to 90% and suggest that the model has a good performance in
predicting the waiting time in healthcare.

5 Conclusions

This work begins with the development of an intelligent system for assessing the
latency in providing diagnostic medical services, based on a formal framework based
on Logic Programming for knowledge representation and reclaiming the CBR
approach to problem solving. The knowledge presentation and enforcement apparatus
presented above is very versatile and able to cover all possible data types, namely
incomplete, unknown or even self-contradictory data or information. Future work
should include data from various healthcare facilities (public, semi-public and private)
from different regions of Portugal. On the other hand, different string similarity

Table 1. The coincidence matrix

Output Model output
True (1) False (0)

True (1) 92 10
False (0) 6 41

1

0.5

0

Se
ns

iti
vi

ty

10.50
1 – Specificity

Fig. 4. The ROC curve.
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strategies will be considered, and their analysis complexity enumerated. On the other
hand, given the cost of this relatively low score, these results have important impli-
cations for the doctor’s office and cost-benefit analyzes that will be further evaluated to
better determine the current benefit of routine laboratory testing on admission.
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Abstract. The exponential growth of online social network as communication
channel brought revolutionary changes in our daily lives. For the organizations,
Twitter can be used for many reasons. It can be used as a channel of commu-
nication for expressing thoughts, emotions, experiences, perspectives, and
opinions in a variety of topics and social interest. This study focused on the
information theoretic review of sentiment analysis and visualization in Twitter.
This paper examined the tweeter feeds from a select institution using a web-
based sentiment analysis tool for analyzing tweeter sentiment and tweet visu-
alization. This further investigates the clustering techniques and information
theory applied to visualize and analyze the sentiments in the tweeter feeds using
a query as the target of sentiments performed on over 1,500 tweeter feeds from a
select institution users. In this study, the individual tweets from the users were
converted into images and presented in forms of charts, graphs and diagrams to
discover the nature of activity of the users. In view of this, an approach to data
mining technique – Shannon information theory has been examined to analyze
and review how the estimated sentiment in the corpus of data extracted from the
tweeter feeds were processed and calculated. The tf-idf calculated for each query
term in tweeter feeds were converted into images using information theoretic
approach. With this, the nature of activity and opinions of the users in a select
institution were discovered. This study also described the tweeter sentiments in
an emotional scatter diagram mapped with pleasure and stimulation using the
Russel Model of Affect.

Keywords: Social networking � Opinion mining � Twitter profile
Information theory � Term frequency-inverse document frequency

1 Introduction

Twitter is an online social networks which became one of the most popular micro-
blogging services available in the web. As of midyear 2011, over 200 million tweets
has been posted in Twitter per day and this has been the subject of attention of
researchers of various organizations worldwide [1, 2]. The exponential growth of
online social network as communication channel brought revolutionary changes in our
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daily lives [3]. For the organizations, Twitter can be used for many reasons. It can be
used as a channel of communication for expressing thoughts, emotions, experiences,
perspectives, and opinions in a variety of topics and social interest [3, 4]. Conse-
quently, it serves as a valuable source of public opinion and communication [4].

Opinion Mining also called sentiment analysis, is the field of study that analyses
people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards
entities such as products, services, organizations, individuals, issues, events, topics, and
their attributes [5]. It aims to pay attention and process the data being posted by the
users in a social media [2].

Sentiment Visualization converts twitter sentiments into images which allow the
viewer to see the values and the relationships of data as they form [6]. In this study, the
data from a select institution represented by individual tweets from the users were
converted into images and presented in forms of charts, graphs and diagrams to dis-
cover the nature of activity of the users. In view of this, an approach to data mining
technique – Shannon information theory has been examined to analyze and review how
the estimated sentiment in the corpus of data extracted from the tweeter feeds were
processed and calculated.

This paper utilized and described the tweeter feeds from a select institution using
SentimentViz - a web-based sentiment analysis tool for analyzing tweeter sentiment and
tweet visualization [7]. This further investigates the clustering techniques and infor-
mation theory applied to visualize and analyze the sentiments in the tweeter feeds using
a query as the target of sentiments performed on over 1,500 tweeter feeds from a select
institution users.

2 Related Works

This section reviews Shannon information theory and how it relates and intersects to
other field of studies such as mathematical or probability theory and algorithmic
complexity. This section relates the computational theory applied in sentiment visu-
alization and calculating the estimated sentiment of the twitter feeds.

2.1 Shannon Information Theory

In the early development of human communication, people used pictures, scripts,
codes, and symbols to represent objects and to communicate their ideas, actions,
names, or by association. In Shannon “theory of communication” which in the latter
called “theory of information” explains that the transmission of symbols, script, or
message involves sending of information through electronic signals. This communi-
cation model consists of transmitter, channel, and a receiver. In the information source,
message is being transmitted in a form of signal then, the received signal is sent to the
destination [8].

This is further refined in the standard communication model as the source or
encoder which translates the message into codes in the form of bits. A code is a set of
symbols or a language that is used to transmit message or thought on one or more
channel to get response in a receiver or decoder [8].
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Figure 1 show how the message is being transmitted to the receiver through a
channel. Whenever a message is transmitted, the noise source which refers to a number
of variables makes the message to be distorted or changed. Hence, makes the recipient
appear in a different state. These changes refers to entropy which measures the amount
of uncertainty of an unknown or random quantity [8]. This communication problem is
exactly what Shannon entropy theory tries to measure using the formulation:

H Xð Þ ¼ �
X

p xð Þ log2 p xð Þ

Over the years, Shannon theory has grown and evolved into modern communi-
cation from the attempts of several mathematicians and communication engineers to
define and establish how information source is being communicated and how it can be
measured [9]. In the same context, messages can also be transmitted through a form of
social media such as Twitter and then convey these messages in a form of data visu-
alization through digital and numeric calculation.

Figure 2 show that relationship of information theory to other fields [10]. In the
area of computer science and probability theory, Shannon’s quantification of entropy
initiate the ideas for a relationship with term frequency-inverse document frequency
(tf-idf) applied in this study to weight terms in the corpus of data extracted from the
tweeter feeds.

2.2 Term Frequency-Inverse Document Frequency (tf-idf)

One of themost commonly usedmeasures in information retrieval is the “term frequency-
inverse document frequency (td-idf). This information weighing schemes is used to
measure the probability-weighted amount of information in a given document [11].

In the conventional information theory, idf can be interpreted as ‘the amount of
information’ given as the log of the inverse probability [11, 12]. By definition, tf-idf is
a measure that multiples the two quantities tf and idf. With this, term frequency
provides estimation of the occurrences probability of a term when it is normalized by
the total frequency in the document, or the document collection, depending on the
scope of the calculation.

InformationSource Noise
Source

Destination

Transmitter Receiver

Message Message

Signal Received Signal

Fig. 1. Shannon model of information theory [8]
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Based on the basic formula of information theory [8, 10], a document is assumed to
be a given unordered set of terms. Let D = {dj, …, dn} be a set of documents and
W = {wi,…, wM} be as set of distinct terms contained in D. In this study, the documents
D is represented by a corpus of data extracted from the tweeter feeds while W is the
query term. The parameters N are the total numbers of documents while M are the
number of terms. In adapting the theory, selection of term wi from W and selection of
document dj from D are also considered [11].

To illustrate the probability distribution of terms in a set of documents, the amount
of information is calculated as illustrated in the figure below.

Figure 3 illustrates the calculation of expected mutual information when the user
submits a query term to process and how the document is being selected using the term.
In the estimate, the probability of query terms is represented by P(wi) while the
probability distribution on the selection of documents is represented by P(dj | wi). In
the process, the co-occurrences of documents and terms are calculated [11].

In this study, the text clustering of Twitter feeds were classified using the theory of
term frequency - inverse document frequency (TF-IDF). This measure is applied to
evaluate the importance of word to a document in a given data set. The number of times
a word appear in each tweet is proportional in the increase of importance and is offset
by the frequency of word in a data set [7]. The goal of tf-idf technique for text analysis
is to organize a document using a query term. This technique makes each tweet to be
classified into sentiments explored in this study.

INFORMATION
THEORY

Portfolio Theory

Kelly Gambling

Economics

Fig. 2. Relationship of information theory to other fields
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3 Methodology

3.1 Sentiment Analysis and Visualization

Sentiment analysis is extracting and understanding human emotions from any given
text, message or data. In general, sentiment analysis aims to classify documents into
polarity of tweets such as positive, negative, or neutral. However, the tf-idf classifi-
cation technique used in this study aims to classify documents into categories based on
query terms. Then, map the terms by emotions using the Russel Model of Affect. The
model used in this study proposed the use of valence (or pleasure) and arousal (or
stimulation) represented in 2 dimensional plane to build emotional interpersonal circle
of affect [7].

Figure 4 depicts the Russel Model of Affect which uses 2D plane emotional
dimensions to position feelings or emotions. Along the vertical axis represents arousal
(or stimulation) with intense or active on the upper quadrants and mild or passive on
the lower quadrants with different levels of pleasures in between. On the horizontal
axis, highly unpleasant and highly pleasant were mapped with different levels of
pleasure in between. This model suggested using valence (or pleasure) and arousal (or
stimulation) to build emotional interpersonal circle of affect [7].

3.2 Text Clustering Classification

For text clustering, the term frequency - inverse document frequency (tf-idf) was
applied to weight the importance of word in a document. Initially, the normalized term
frequency (tf) is computed. This refers to the number of times a query term appears in a
given data set. Then, the inverse document frequency (idf) is computed which refers to

P(wi, dj) = P(dj | wi) P(wi)

wi

dj

Co-occurrences of
documents and terms

P(wi)
Submits query terms

P(dj | wi)
Selects a document using the

term

Fig. 3. Calculation of expected mutual information
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the logarithm of the number of documents where the query term appears. The following
are the formula used to calculate tf-idf:

In computing the tf, all query terms from the select institution tweet feeds are
assumed to be equally important. However, there are terms such as “the”, “is”, and “of”
which may appear often but not as important as the query term. Therefore, an inverse
document term frequency is computed to balance down the frequent terms and measure
the non-frequent terms. Then, the tf-idf is computed by multiplying the result of term
frequency (tf) and the inverse document frequency (idf).

The query term in each tweet feed calculated to have the highest tf-idf result will be
selected for the estimate of sentiment. After weighing each term, the standard cosine
similarity is applied to compute the pairwise similarity between all pairs of tweets from
the corpus of data. The cosine similarity is used to compute for the Dot Product of two
vectors which refers to the position of one point in a plot relative to another.

Fig. 4. The Russel Model of Affect
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3.3 Estimating Sentiments

In estimating sentiment, an alternative method was used such as the use of dictionaries
to determine the sentiments on words along a given tweet or message. The dictionary
used in SentimentViz provided measures of valence and arousal for approximately
10,680 English words. As a result of previous research, words included in the dic-
tionary were selected as candidates to express emotion [7].

To compute for the estimated sentiment, ratings for the common words found in the
dictionary are combined with a mean rating and a standard deviation of the ratings for
each dimension rating. For each word wi in the tweet that exists in the tweeter visu-
alizer tool dictionary, word’s mean valence lv,i arousal la,i standard deviation of
valence rv,i and arousal ra,i are saved.

Table 1 shows that in the tweet posted on September 1, 2016, there were more than
two (2) words found in the dictionary. The words “high”, “school”, “open”, and
“low” has an overall valence of 5.55 while the overall mean arousal is 5.30. If a tweet
contains less than n = 2 words found in the dictionary, it is ignored because it has an
insufficient number of ratings to estimate its sentiment. The statistical average of the
n means and standard deviations is computed to obtain the tweet’s overall mean
valence Mv and arousal Ma [7].

3.4 Sentiment Visualization

In visualization of sentiments, each tweet’s estimated sentiment is represented by a
circle mapped by emotions. An unpleasant tweet is plotted in blue circles while
pleasant tweets are mapped in green circles. The stimulation or arousal is represented as
brighter circles which indicate that the brighter the circle, the more active are the
tweets. The confidence in the sentiment estimate is represented by the size and
transparency. The larger the sizes of the circle, the more confident are the estimates.

Table 1. Tweet valence and arousal
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Another measure of confidence of the tweet’s emotion is the transparency. The more
opaque or less transparent tweets, the more confident are the estimates.

Figure 5 illustrates how a single tweet with overall mean valence of 5.55 and
overall mean arousal of 5.30 is being plotted in an emotional map in horizontal and
vertical axes of pleasure and arousal. It further shows that the tweet lies on the upper
right quadrant in the Russel Model which depicts that the tweet is generally pleasant.

4 Results and Discussions

4.1 Select Institution Profile

This section describes the profile of the select institution in terms of frequency of posts
and number of user interactions. The corpus of data examined in this study were
gathered from the tweet feeds of a select institution from December 1, 2011 to June 29,
2016. The tweets were first analyzed by the average frequency per day, user mentions,
and hashtags; percentage of retweets, and replies; and percentage of tweets retweeted,
and retweets favorited.

As shown in Table 2, the analysis was performed over 1,557 tweets as corpus of
data subject for estimated sentiment. On the average, there was 0.93 mean frequency of
tweets posted each day and about 655 user mentions with 0.42 average number of
mentions per tweet, 1087 hashtags with 0.70 average number of hashtags, 83 retweets
or 5% retweets and 361 replies or 23% replies in the total of analyzed tweets. Tweets
retweeted has a frequency of 967 or 62.1% while tweets favorited has frequency of
1174 or 75.4%. This shows that the users has more interaction with each other as the
numbers calculated increases.

Fig. 5. Tweeter visualization
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4.2 Tweets Calculation Using a Query ‘Enrollment’

The following tables were the results from the query term ‘Enrollment’ or ‘Enrolment”
as the target of sentiments. The table shows the highlighted keywords found in the
dictionary and the corresponding measures of valence and arousal.

Table 3 depicts that the tweet feed dated June 8, 2016, 9:51 pm highlighted key-
words such as “situation”, “best”, “option”, “enroll”, “will”, “be”, and “enroll-
ment” which has an overall valence of 6.24 and an overall mean arousal of 3.86.

Table 4 shows that the tweet feed dated Oct 11, 2016 1:44am highlighted keywords
such as “Enroll”, “students”, “deficiencies”, “Please”, “See”, and “notice” which
has an overall valence of 5.35 and an overall mean arousal of 4.79.

Table 2. Tweets analytics of the select institution

Total of 1557 Tweets
From December 1, 2011 to June 29, 2016
Tweet activity Frequency Mean average Percentage

Tweets per day 0.93
User Mentions 655 0.42
Hashtags 1087 0.70
Retweets 83 5%
Replies 361 23%
Tweets retweeted 967 62.1%
Tweets favorited 1174 75.4%

Table 3. Tweets on enrollment dated June 8, 2016, 9:51 pm
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Table 5 shows that the tweet feed dated Oct 16, 2016 1:26am highlighted keywords
such as “concern”, “enrollment”, “Send”, “Be”, “glad”, and “address” which has an
overall valence of 5.80 and an overall mean arousal of 4.98.

Table 6 depicts that the tweet feed dated Oct 16, 2016 9:23am highlighted key-
words such as “thank”, “will”, “Be”, “address”, “concerns”, and “enrollment”
which has an overall valence of 5.84 and an overall mean arousal of 4.12.

Table 7 depicts that the tweet feed dated Oct 17, 2016 1:29am highlighted key-
words such as “please”, “check”, “website”, “enrollment”, “students”, and “follow”
which has an overall valence of 6.19 and an overall mean arousal of 4.67.

4.3 Tweeter Sentiment Visualization

The tweet feeds as a result of the query term “Enrollment” were estimated and mapped
in a scatterplot diagram to visualize the sentiments.

Table 4. Tweets on enrollment dated Oct 11, 2016 1:44 am

Table 5. Tweets on enrollment dated Oct 16, 2016 1:26 am
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Figure 6 demonstrates the visualization of the tweeter feeds streamed from the
corpus of data using the query term “Enrollment” as a target of sentiments. It further
revealed that the tweets lies on the right side of the scatterplot diagram which indicates
that the tweets using the query term “Enrollment” are generally pleasant.

Figure 7 demonstrates the general tweeter sentiments of the select institution
visualized in an emotional scatter diagram. It depicts that the general estimated sen-
timent reclined on the positive emotions where majority of the sentiments represented
by circles in color green are pleasant [7].

Table 7. Tweets on enrollment dated Oct 17, 2016 1:29 am

Table 6. Tweets on enrollment dated Oct 16, 2016 9:23 am
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Fig. 6. Tweeter sentiments on query term “Enrollment”

Fig. 7. General sentiments of the select institution
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5 Conclusions

Based on the information theoretic review of the study, tweeter feeds can be visualized
in a form of charts, graphs and diagrams. Understanding and extracting feelings or
emotions from messages or tweeter feeds can also be performed through sentiment
analysis. The tf-idf calculated for each query term in tweeter feeds were converted into
images using information theoretic approach. With this, the nature of activity and
opinions of the users in a select institution were discovered.

In the analysis performed over 1,557 tweets, there was 0.93 mean frequency of
tweets posted each day and about 655 user mentions per tweet, 1087 hashtags with 0.70
average number of hashtags, 83 retweets or 5% retweets and 361 replies or 23% replies
in the total of analyzed tweets. It showed that the users has more interaction with each
other as the numbers calculated increases. As to the query term “Enrollment” used as
the target of sentiment, there were 6 tweet feeds analyzed for estimated sentiment. It
was visualized that the tweets lie on the right side of the scatterplot diagram which
indicates that the tweets as to query term “Enrollment” were generally pleasant.
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