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Preface

Biometrics represents one of the most robust and reliable forms of human identifi-
cation in physical and cyber security. The last decade has witnessed tremendous
advances in sensor technologies and data processing techniques and algorithms. This
has led to the strengthening of traditional biometrics technologies (e.g., fingerprint,
face, iris, retina, keystroke dynamics, and voice) and the emergence of several new
technologies, which are showing great promises. The confluence of the consumer
markets and national security needs have led to a growing demand for biometrics
products and services. For instance, the integration of biometric sensors in
smartphones and the use of these technologies for online banking have boosted the
adoption of biometric technologies for the masses.

Biometrics carries a strong ability to establish whether an individual is genuine or
an impostor. Such an ability to reliably identify individuals coupled with the extreme
difficulty of forging biometric data has made it the most trusted form of human
identification.

According to Research and Markets Ltd., a market research firm, the global
biometrics market will reach $42.4 billion by 2021. Due to advancements in the
technological landscape and better understanding by people, biometrics technologies
are now used in various sectors including government, defense, law enforcement,
finance, e-commerce, and education. Some countries have started using biometrics
to prevent identity fraud during elections or in welfare management and provision.

Several technological advancements have occurred in this area in the last 15 years
or so. Now it is possible to collect high-quality data adapted to specific context. For
instance, new optical fingerprint scanners are able to sense the presence of a finger
and start the scanning process automatically; they can adapt to the capture environ-
ment and filter out some of the imperfection and noise. Breakthrough in webcam
technologies has improved face detection effectiveness; increasing the accuracy of
face biometric technologies.

There are several emerging technologies such as DNA analysis, keystroke rec-
ognition, gait analysis, EEG/ECG analysis, mouse dynamics, odor, and touchscreen
dynamics that are showing great promises in industry.
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As part of this upward trend, we have seen the appearance of multimodal
biometric systems that leverage in hybrid platforms the strength of several technol-
ogies to improve identification accuracy.

However, despite the positive outlook and trends in biometric technologies, there
are still several open or unresolved challenges that researchers are still grappling
with. Providing adequate responses to those challenges is essential for the biometrics
discipline in order to maintain its reputation and sustain its preponderance in cyber
and physical security. Some of the challenges include, but are not limited to, the
following:

• Robustness and reliability of biometric scanning technologies
• Reduced dependencies on underlying platforms
• Security of biometric templates and samples
• Privacy of biometric users
• User acceptability
• Biometrics forgery
• Biometrics systems testing
• Biometrics hardware and middleware
• Mobile biometrics devices and platforms
• Cloud-based biometric systems
• Scalable and dependable biometric system architectures
• Integration of biometrics into cryptosystems

The book presents the state of the art in biometrics technologies and reports on new
approaches, methods, findings, and technologies developed or being developed by
the research community and the industry to address the aforementioned challenges.

The book focuses on introducing fundamental principles and concepts of key
enabling technologies for biometric systems applied for both physical and cyber
security, disseminates recent research and development efforts in this fascinating
area, investigates related trends and challenges, and presents case studies and
examples.

It also covers the advances, and future in research and development in biometric
security systems, by reviewing the fundamental techniques in the design, operation,
and development of these systems.

It is intended for researchers, developers and managers, and students of
computer science, information science and technology and electrical and computer
engineering, in particular, graduate students at the master and PhD levels, working or
with interest in the aforementioned areas.

The book consists of a selection of 21 peer-reviewed chapters contributed by
leading experts in biometrics. Chapter 1 is an introduction that gives general
perspective on biometrics, and the remaining chapters are structured around the
following five major themes: advances in legacy or traditional biometric technolo-
gies, emerging biometric technologies, hybrid biometric technologies, enabling
technologies or platforms, and the interaction between biometric technology and
society. Chapter 1 introduces the concept of biometrics. The categorization of
biometric technologies is presented, along with some discussion on biometrics
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requirements and characteristics and the uses of biometrics technologies. This
chapter also presents well-established biometric systems along with operation
modes. Finally, some perspectives in terms of contemporary developments that
keep up with the promises and expectations of the biometric discipline are discussed.

Part I: Advances in Legacy Technologies
This part consists of four chapters (Chaps. 2, 3, 4, and 5) covering advances and

improvements in traditional biometrics technologies, e.g., fingerprint, hand geome-
try, and face.

Chapter 2 discusses advances in fingerprint technologies and illustrates application
of this technology for solving modern problems such as test takers identification.

Chapter 3 discusses biometric identification using eye biometrics, with a focus on
iris and retina, and their fusion in a bimodal eye biometric framework.

Chapter 4 discusses the benefit and challenges with 3D hand geometry compared to
simple hand geometry biometrics.

Chapter 5 presents fundamental aspects and design of 3D face recognition systems.
Discussion of practical issues, such as benchmarking and standardization, and
underlying privacy and security challenges, is conducted as well.

Part II: Emerging Technologies
This part consists of six chapters (Chaps. 6, 7, 8, 9, 10, and 11) that present

progress and success stories related to recent biometric technologies, e.g., gait,
keystroke dynamic, online signature.

Chapter 6 presents advances in keystroke dynamics biometrics. Discussion of
conventional and nonconventional feature models is provided as well.

Chapter 7 introduces a new approach for human identification by extracting and
analyzing behavioral biometrics in Wi-Fi signals and discusses potential appli-
cation of this technology.

Chapter 8 discusses research challenges involved in using stylometry for continuous
authentication and introduces an approach to tackle some of those challenges.

Chapter 9 presents the different forms of gait biometrics and discusses their appli-
cations and perspectives.

Chapter 10 compares online and offline signature verification and presents in detail
online signature-based authentication methods.

Chapter 11 explores the state of the art of EEG biometrics, presents the underlying
infrastructure and applications, and discusses its promise and prospects.

Part III: Hybrid Technologies
This part consists of five chapters (Chaps. 12, 13, 14, 15, and 16) covering

improvements and advances in developing hybrid biometric systems and devices.

Chapter 12 introduces a multimodal biometric invariant fusion authentication system
based on fusion of Zφ invariant moment of fingerprint and face features.

Chapter 13 explores healthcare sensors that have the capability collectively to
capture different biometrics such as heart beat rate, blood pressure, and iris,
enabling the generation of runtime secret key for secure communications.
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Chapter 14 presents the state of the art and uses of wearable devices for biometric
authentication and explores multimodal biometrics using wearable technologies.

Chapter 15 discusses cognitive features that can be extracted from three different
biometrics, namely, mouse dynamics, eye tracking, and keystroke dynamics, and
then presents a hybrid model for integrating and synchronizing the features
collected from each of these biometrics.

Chapter 16 discusses the design of a multi-biometric authentication based on various
characteristics of the finger knuckle.

Part IV: Enabling Technologies
This part involves three chapters (Chaps. 17, 18, and 19) that cover technological

advances in developing, deploying, and operating biometric systems from cloud
computing and IoT perspectives.

Chapter 17 reviews the state of the art in leveraging cloud resources to deliver
Biometrics-as-a- Service (BaaS).

Chapter 18 highlights the authentication challenges for the cloud computing envi-
ronment and the limitation of traditional solutions and then discusses a number of
recent proposals to improve security while maintaining user privacy.

Chapter 19 explores secure solutions for IoT using biometric features of users as well
as end users.

Part V: Technology and Society
This part consists of two chapters (Chaps. 20 and 21) covering ethical, legal, and

sociological issues related to biometric deployment and operation in the real world.

Chapter 20 explores how to ensure the integrity of election using e-voting by
identifying the requirement of e-voting system, discussing the underlying security
challenges, and outlining possible solutions.

Chapter 21 discusses the ethical, legal, and social implications of biometrics tech-
nologies for society and illustrates case studies such as the Unique Identity
Authority of India (UIDAI) project.

The above chapters represent a good coverage of recent advances in biometrics
that we believe will lead the readers to great understanding of the state of the art of
biometrics technologies. We hope that this will represent a good resource for readers
from academia and industry in pursuing future research and developing new appli-
cations.

Amman, Jordan Mohammad S. Obaidat
Victoria, BC, Canada Issa Traore
Toronto, ON, Canada Isaac Woungang
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Chapter 1
Introduction

Issa Traore, Mohammad S. Obaidat, and Isaac Woungang

The last decade has seen a dramatic increase in the adoption rate of biometric
technologies. This is driven by significant improvement in the enabling technologies
(e.g., sensors) and the data processing capabilities (i.e., computing power, algo-
rithms, to name a few). Advances in mobile computing, with the appearance of smart
devices, and the increasing needs of security in critical areas such as finance and
government are major drivers of the biometric security field. In the last decade, the
population operating, using directly, or impacted indirectly by biometric solutions
has grown dramatically.

According to Research and Markets [1], a market research firm based in Ireland,
with expertise in biometrics technologies, the global biometrics marketplace is
forecast to grow at a compounded annual growth rate (CAGR) of a little over 17%
in the next 10 years, reaching about $52.7 billion by 2025. The biometrics field is
spearheaded by a bubbling and fast growing market segment which covers major
geographical areas across the globe. The biometrics field is also marked by its
diversity and innovation. From the inception of the earliest forms of biometrics
dating back in the 1800s to until about 30 years, the field went through a slow
evolution, where only a handful of technologies, mostly physiological, were avail-
able or in use. In contrast, in the last three decades, with the appearance of disruptive

I. Traore (*)
Department of Electrical and Computer Engineering, University of Victoria – UVIC,
Victoria, BC, Canada
e-mail: itraore@ece.uvic.ca

M. S. Obaidat
King Abdullah II School of Information Technology, Amman, Jordan

University of Jordan, Amman, Jordan

I. Woungang
Department of Computer, Ryerson University, Toronto, ON, Canada
e-mail: iwoungan@ryerson.ca

© Springer Nature Switzerland AG 2019
M. S. Obaidat et al. (eds.), Biometric-Based Physical and Cybersecurity Systems,
https://doi.org/10.1007/978-3-319-98734-7_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98734-7_1&domain=pdf
mailto:itraore@ece.uvic.ca
mailto:iwoungan@ryerson.ca


technologies such as the Internet, smartphones, cloud computing, and so on, the
biometric field has experienced an explosion with the appearance of a growing body
of new and disruptive technologies. Advances in sensor technologies, data
processing techniques and technologies, computational intelligence and data mining,
and other related fields have helped achieving dramatic improvements in the reli-
ability and robustness of biometric technologies. This has contributed to raising the
confidence level and improving the perception of these technologies by the different
stakeholders, e.g., the public, policy makers, entrepreneurs, etc.

1 What Is Biometrics?

According to the Oxford English Dictionary, published about two decades ago,
biometrics is the “application of statistical analysis to biological data” [2]. While
this definition broadly captures the practice of biometrics analysis, it misses out its
essence by the lack of specificity. A more recent definition, available in the online
dictionary Dictionary.com, bridges this gap, with the following definition:

“the process by which a person’s unique physical and other traits are detected and recorded
by an electronic device or system as a means of confirming identity.”

Biometrics consists of the measurement of biological signals for the purpose of
human identification. There are many biological signals which can be used for
human identification, but only a few of them can be measured. The different ways
a human can effectively identify other humans is countless, for instance, based on
sensory systems (e.g., vision, hearing, touch, taste, smell, etc.). However, only a few
of those human identification systems qualify as biometrics. The main hurdle is the
challenge related to collectability and measurability. The inability to measure many
of these signals, due to the lack of adequate sensors, rules them out as acceptable
biometrics.

1.1 Biometrics Classes

Biometric technologies can be categorized based on the type of signals they rely on,
which consist primarily of the following kinds: physiological, behavioral, and
cognitive. Physiological characteristics are inherent to the human physiology. Exam-
ples of physiological characteristics include hand geometry, finger minutia, and
facial features, to name a few.

Behavioral characteristics are traits that are learned or acquired based on human
actions. Examples of behavioral traits include keystroke dynamics, mouse dynamics,
gesture dynamics, signature dynamics, voice, and gait features.

Cognitive biometrics relies on the cognitive, emotional, and conative state of an
individual as the basis to recognize the individuals. In general, these states of mind
are extracted by recording physiological or behavioral bio-signals, such as the
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electroencephalogram (EEG), electrocardiogram (ECG), and electro-dermal
response (EDR) of the individual in response to the presentation of an authentication
stimulus, e.g., an image portraying a memorable event.

1.2 Biometrics Requirements and Characteristics

Any human physiological, behavioral, or cognitive characteristic can be used as a
biometric trait as long as it satisfies the following requirements [3]:

• Universality: The characteristic or trait must be applicable to each human being.
• Distinctiveness: Any two persons should be sufficiently different in terms of the

characteristic.
• Permanence: The characteristic should be sufficiently invariant over a period

of time.
• Collectability: The characteristic can be measured quantitatively.

As mentioned earlier, collectability is a key requirement that is often overlooked
in favor of the other requirements (e.g., distinctiveness) which are more obvious.
However, several potential technologies have failed to make the cut because of the
lack of practical ways of measuring the bio-signals.

In addition to the aforementioned criteria, a practical biometric trait is required to
address the following additional requirements:

• Performance: achievable recognition accuracy and the speed and resources
required

• Acceptability: extent to which people are willing to accept the use of a particular
biometric identifier in their daily lives

• Resistance to circumvention: reflects how easily the system can be fooled using
fraudulent methods such as forgeries based on synthetic samples and other
evasion techniques

• Privacy preservation: protection of private user information embedded in the
biometric templates and underlying technologies

1.3 Uses of Biometrics Technologies

Biometric technologies provide the basis for an extensive array of highly secure
human identification and verification solutions. These include:

• Physical access control and surveillance
• Authentication
• Digital forensics
• Time attendance
• Border security

1 Introduction 3



• Passport integrity
• In-person and electronic voting

One of the largest areas of application is in automated fingerprint identification
systems (AFIS), which are used in forensics investigation, criminal record checking,
passport integrity checking, and boarder security, to name a few.

Biometrics are used in various industries, including government and law enforce-
ment, commercial and retail, health care, travel and immigration, financial and
banking, and so on.

Governmental applications cover national identity cards, passports, driving
licenses, social security cards, voter registration, welfare registration, and many
others. The technologies are used as reinforcement or replacement for some of
these critical documentations or processes.

Multiple biometrics, combined in multimodal frameworks to deliver much
improved accuracy and robustness, are used to secure restricted areas in airports,
national security facilities, etc.

With the dramatic improvement in computational capabilities and progress made
in developing smart sensors, the biometric technology landscape is also witnessing a
shift from primarily hardware-based systems to software-based solutions powered
by smartphones and cloud computing.

2 Biometric Systems

Among the well-established physiological biometrics solutions, with wide user
populations, are fingerprint, iris recognition, facial recognition, hand geometry,
vein recognition, signature recognition, and palm print recognition [4–7].

Well-established behavioral solutions include voice recognition and dynamic
signature recognition [8, 9].

Besides the aforementioned technologies, there are several emerging biometric
solutions such as body odor, ear pattern, and lip prints recognition in the physiolog-
ical category [10, 11] and keystroke dynamics, touchscreen dynamics, mouse
dynamics, stylometry, and gait recognition in the behavioral category [12, 13]. Sev-
eral products have been released in the market related to these technologies that
cover a variety of industries such as banking and finance, online fraud detection,
health care, etc.

2.1 Operation Modes

A biometric system is basically a pattern recognition system that operates by
acquiring raw biometric data (e.g., finger scan, typing rhythm, mouse movement,
touchscreen interactions) from an individual. The captured data is processed by
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extracting identifying parameters also referred to as biometric features. The extracted
features form the basis of the so-called biometric signature, also referred to as
biometric profile or template. The templates are stored in a database and used later
to check the user identity by matching them against new biometric samples.

Biometric systems involve three primary modes of operation depending on the
application: enrollment, verification, and identification modes.

In the enrolment mode, a biometric template is built for the user by capturing
sample data and constructing a mathematical representation of corresponding bio-
metric traits.

In the verification mode, the user claims a certain identity (e.g., by supplying a
user name). The verification process consists of validating the person’s identity by
comparing the captured biometric data with the biometric template(s) stored in the
system’s database for the claimed identity. It is a 1-to-1 matching process. Verifica-
tion forms the basis of authentication and access control systems.

In the identification mode, the system is presented with an unattributed sample,
e.g., a latent fingerprint collected in a crime scene. The identification process consists
of recognizing the actual individual that produced the sample by searching the
templates of all the individuals in the database for a match. It is a 1-to-n matching
process.

Identification is typically used for forensics investigation. But, it can also be used
for fraud detection. For instance, to prevent fraudsters from enrolling in a biometric
system using multiple assumed identities, an identification process can be executed
against existing biometric databases, before completing each new enrollment. This
can be used to prevent election frauds when voting relies on a biometric database.

2.2 Usage Models

Traditionally, applications of biometrics were for physical access control, e.g.,
controlling access to secured facility or buildings using a fingerprint scanner or
through face recognition. Other common traditional applications are in forensics, of
which automated fingerprint identification system (AFIS) is the most prominent
example.

More recent applications in the physical security area include integrity check for
passports, citizen identification for in-person voting, etc.

In the Internet era and advances in smartphone technologies, the use of biometrics
for user authentication is becoming commonplace.

Authentication consists of proving that the claim made by an individual to exhibit
certain identity is genuine. As mentioned above, biometric authentication is
established by requiring the individual to provide biometric data sample and then
checking this sample against the original template stored for the claimed identity.

There are three kinds of biometric authentication approaches:
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– Static authentication
– Active authentication
– Continuous authentication

Static authentication consists of checking the identity of the individual once,
typically at log-in time. While static authentication is crucial for gate keeping, it is
not enough to ensure the security of the session. The remaining session can still be
hijacked by a hacker for nefarious purpose.

Active authentication consists of re-authenticating the individual; this occurs
typically once after log-in. Active authentication has the potential to catch session
hijacking, if such occurrence has taken place before the re-authentication.

Continuous authentication is a more permanent form of active authentication. The
user identity is checked repeatedly after log-in. Continuous authentication could
happen periodically, after a certain amount of activity or at the expiration of some
predefined time interval. It could be made more stringent by re-authenticating the
individual at every action (e.g., mouse click or keystroke) performed by the indi-
vidual. While a stringent approach reduces drastically the windows of vulnerability,
it could increase the overhead on the underlying authentication system. A more
balanced approach is recommended where the re-authentication window is kept
relatively small but sufficiently high (e.g., greater than one action) to reduce the
performance overhead.

2.3 System Performance

As a pattern recognition system, a biometric system compares a sample against an
existing biometric template and then computes a similarity score also referred to as
biometric (matching) score. A biometric score s is compared against a threshold, say
t, in order to make a binary decision: accept the sample as genuine if the score is
greater than the threshold (s � t), or reject the sample, otherwise. The quality of a
biometric system is measured by evaluating its ability for accurately making the
accept/reject decisions over a user population.

The performance of biometric technologies is commonly measured using a group
of related metrics widely accepted in industry and academia. These include the
following types of errors:

• False Acceptance Rate (FAR): error rate resulting from mistaking biometric
measurements from two different persons to be from the same person also called
false match rate (FMR)

• False Rejection Rate (FRR): error rate resulting from mistaking two biometric
measurements from the same person to be from two different persons also called
false non-match rate (FNMR)

• Failure to Capture Rate (FTCR): the rate at which the system is unable to process
the captured raw biometric data and extract features from it
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• Failure to Enroll Rate (FTER): the rate at which the system is unable to enroll a
user’s biometric features

Both FAR (or FMR) and FRR (or FNMR) are functions of the system threshold t.
Dependent on the value of threshold t, different sets of (FAR, FRR) combinations
will be achieved. These two measures must always be provided together when rating
a biometric system; FAR alone is meaningless and vice versa. The combination
(FAR, FRR, t) is referred to as an operating point. When designing and evaluating a
biometric system, it is customary to provide the so-called Receiver Characteristic
Curve (ROC). The ROC curve is a graphical plot of different operating points as
shown in Fig. 1.1.

FAR and FRR vary in a contrarian way depending on the threshold t:

• FAR increases if t is decreased to make the system more tolerant to input
variations and noise.

• If t is increased to make the system more secure, then FRR will increase
accordingly.

The optimal operating point depends on the relative cost of a false acceptance
versus a false rejection. In many cases, a false rejection is much less costly than a
false acceptance; a false rejection is a source of frustration, whereas a false accep-
tance represents a security breach.

The ROC curve allows determining another important performance metric
referred to as crossover error rate (CER) or equal error rate (EER). It is the
(operating) point where the FAR is equal the FRR. Most existing biometric solutions
performances are reported in terms of EER. The lower the crossover point, the more
accurate the biometric system.

Fig. 1.1 ROC curve [14]
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Additional performance metric that is used specifically to evaluate biometrics-
based continuous authentication systems is the re-authentication delay also referred
to as Time-To-Alarm (TTA) or Time-To-Detect (TTD) [15]. This corresponds to the
duration after which the individual is re-authenticated; it could be expressed in terms
of the amount of (primitive) actions (e.g., mouse click or keystrokes) performed by
the individual. A trade-off must be made between TTA and accuracy metrics (i.e.,
FAR, FFR, and EER).

3 Summary and Perspectives

There are several contemporary developments which are testimony to the fact that
the biometrics field has very promising present and future, including but not limited
to the following:

• Fast growing market for biometric businesses
• Growing number of users and operators around the globe
• Diversity of use cases and applications: e-government, national security, border

control, financial fraud detection and prevention, etc.

The field of information and system security relies on a few important building
blocks. Cryptography is one such building block as it enables secrecy and integrity
of data communication and storage. In the last three decades, the biometrics disci-
pline has appeared to be a serious contender to be among those crucial building
blocks as it provides sound mechanisms to support authentication and access control,
which are central pillars of information and system security.

With the technological advances achieved in the recent years, and the significant
increase in biometric system reliability and robustness, biometrics technologies have
become pervasive. At the same time, like any fast growing field, the biometrics
discipline has its own growing pains that will need to be addressed adequately, for it
to be considered a viable building block of information and system security.
Examples of critical issues that need adequate solutions include the following:

• Heterogeneity challenges and its impact on end-user accuracy and usability
(in particular for physiological biometrics)

• Stability challenges and its impact on accuracy and robustness (in particular for
behavioral biometrics)

• Privacy and security challenges
• Psychological acceptability
• Biometric evaluations: aging effects, confidence interval estimation, databases,

environment impacts, performance modelling and prediction, protocol and
benchmarking, social impacts, and usability studies

• Biometric system designs and standards: anti-spoofing, cancellable template and
protection, encryption, large-scale identification and big data, mobile and remote
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biometrics, security and privacy, smart card, standardization, template selection,
and update

Among those issues, some of the most pressing ones pertain to the security and
privacy of biometric systems. As a matter of fact, biometric systems have vulnera-
bilities of their own. A biometric system can be circumvented by bypassing the
system altogether, and accessing whatever resources it is intended to protect, without
triggering the biometric check. Attack can be directed at the biometric data, by
intercepting and replaying transmitted biometric samples, or by breaching the
template database. By hacking the template database, biometrics samples can be
stolen and reused in some cases. The primary losers, in case of biometrics theft, are
the owners of the samples. While it is easy to replace a stolen password or credit
card, by design, biometric traits are not replaceable. This means, victims of biometric
theft would permanently be exposed to possible identity fraud.

Concerns about the privacy implications of biometric technologies are tremen-
dous [16, 17]. One of the common concerns is about the sharing of biometric data,
i.e., whether the biometrics data you provide at specific outlet, for instance, in online
transactions, could find their way into government databases, or used third-party
organizations without your knowledge.

Furthermore, some biometric technologies contain far more information beyond
their initial intent. For instance, DNA contains information about the genome, which
could be used for various kind of genetic analysis.

The legal or regulatory framework around biometric data collection and retention
is nonexistent in many countries, or still being written in others. This puts users and
other stakeholders in the crosshair of potential abuse or misuse of biometric
technologies.

In order to keep up with the promises and expectations of the biometric discipline,
effective approaches must be developed to address the aforementioned challenges
and many others. Fortunately, the biometric research community and industry are
relentlessly working on developing innovative solutions to strengthen biometric
technologies and make them more dependable.
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Chapter 2
Advances in Fingerprint Technology

Rupa Patel and Soodamani Ramalingam

1 Fingerprint Basics

Biometric identifiers in general fall into two categories, namely, behavioural and
physiological. Behavioural characteristics relate to pattern of behaviour such as
voice, handwriting and gait. Physiological characteristics relate to shape of the
body such as DNA, face recognition, iris, retina and fingerprints. In comparison to
other identifiers, fingerprint technology has a reputation of having a very good
balance of all the desirable properties: universality, distinctiveness, permanence,
collectability, performance, acceptability and circumvention [1]. Table 2.1 shows a
comparison of the biometric technologies and how each of these rate against the
desirable properties. From this table, it is clear that fingerprint has distinctly a
medium-high ranking of the desirable properties.

Fingerprint technology has been widely used in critical applications. From
traditional ink and paper in the 1800s to introduction of sensors a century later and
touchless swipe sensors manufactured in the 2000s, fingerprint technology has
grown and since being used for various applications proving that this technology
can be used to simplify processes. Long gone are the days when fingerprints were
only used to solve crime investigation.

As shown in Fig. 2.1, following the traditional method of using ink and paper in
1800s, the 1900s introduced use of optical sensor which captures an optical image as
used in mobile devices, the capacitive sensors which use tiny capacitor circuits to
collect data about a fingerprint and swipe sensors which complete an image by
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joining pieces of images captured when a user swipes their finger as moved in
different positions.

Figure 2.2 shows how the timeline of sensors compares with the actual imple-
mentation of fingerprint technology in contrast to the milestones of fingerprint
recognition [3], from the introduction of Sir Henry’s classification in the 1800s to
Scotland Yard adopting this in 1901 and FBI initiating the Automated Fingerprint
Identification System (AFIS) in the 1970s. This system uses a process of identifying
one or many unknown fingerprints against a database. Two decades later, the swipe
sensors were introduced with touchless sensors being invented in 2005 followed by
the creation of Unique Identification Authority of India project in 2009. Its prime
purpose is to provide a unique identity (Aadhaar) to all Indian residents.

Hygiene is always the most talked about subject when fingerprint technology is
first discussed with new users. The introduction of touchless swipe sensor in 2010
was ground-breaking discovery within the field of biometrics where fingerprint
technology is concerned. The touchless fingerprint technology uses digital camera

Fig. 2.1 Evolution of fingerprint recognition sensors from the 1800s to 2010 [3]

Fig. 2.2 Fingerprint recognition milestones [3]
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to acquire the fingerprint image and does not require any contact between the skin of
the finger and the sensing area. One of the main modules of a touchless fingerprint
recognition system is the preprocessing of a fingerprint image which can remove
certain problems such as (i) low contrast between the ridge and the valley pattern on
a fingerprint image, (ii) non-uniform lighting and (iii) motion blurriness and defocus
which is caused by lack of depth of field of digital cameras [4].

A fingerprint is a pattern consisting of ridges and valleys on the surface of a finger
formed during the third to fourth months of foetal development [5]. Each pattern can
be identified by recognising the type of class it belongs to, whorl, left loop, right
loop, arch and tented arch, as shown in Fig. 2.3. This is called the Henry classifica-
tion system as introduced by a British policeman, Sir Edward Richard Henry
[7]. The arch class consists of the plain arch and tented arch. In fingerprint patterns
within the arch class, the ridges enter on one side, form an arch in the centre and exit
on the other side [8, 9]. The loop class consists of left loop and right loop. Ridges
enter, form a curve and exit on the same side [8, 9]. Whorls consist of circles, more
than one loop or a mixture of pattern types forming plain whorl, double loop whorl,
central pocket whorl and accidental whorl [8, 9]. Research shows that 65% of the
population have loops, 30% have whorls and 5% have arches [5].

1.1 Fingerprint Enrolment and Related Technologies

Fingerprint enrolment is a process in which users present their finger to a fingerprint
sensor; the system then extracts key features from the fingerprint using image
processing techniques and converts these into a template. The final step involves
storing the template into a database or a token (such as ID card or passport) which
would then allow fingerprint authentication to be carried out for a user to be
identified or verified.

Fig. 2.3 Types of
fingerprint patterns [6]
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Figure 2.4 shows how the fingerprint enrolment process works. A fingerprint is
captured with the use of finger print sensor and saved as a digital image. The quality
of image captured is a critical criterion for effective recognition such as moisture of
hand, placement of finger on the sensor including its position and pressure of
thumbprint. Once the fingerprint is captured, extraction of key features of the
image is a crucial stage in both enrolment and authentication stages. Feature
extraction refers to a process of using image processing techniques to extract key
characteristics of the fingerprint as a pattern.

The extracted features are concatenated to form a feature vector that is saved as a
template for future identification or verification of an individual. This process
consisting of a biometric capture, feature extraction and template formation consti-
tutes the enrolment process.

Advanced fingerprint readers have the ability to be used in live environments
such as in the airports with the facility to be powered over Ethernet. They also have
the ability to store data on the device. Embedded intelligence on these readers
enables deciding on the quality of image captured and reject if poor.

Enrolment procedures are evaluated through performance such as failure to enrol
rate (FER) which is defined as the rate at which people are unable to enrol. Another
metric is the failure to capture (acquire) rate (FCR) which is defined as the rate at
which biometric information cannot be obtained during the use of a biometric
system, even though the individual was previously able to enrol [11].

1.2 Feature Extraction with Minutiae

Minutiae are often referred to as points of interest in a fingerprint, such as bifurcation
and ridge endings [5]. Other points of interest include island, crossing point, delta
point and core point [12]. The various ways in which ridges can be discontinuous
form characteristics of fingerprints called minutiae: Table 2.2 shows the definition of
characteristics of different types of minutiae.

A representation of the key features in an actual fingerprint image is shown in
Fig. 2.5. Most commercial fingerprint recognition systems utilise only ridge endings
and bifurcations as these two types of minutiae alone are able to provide sufficient
uniqueness. In order to locate the features accurately, the feature extraction process
includes filtering and optimisation of images. Thin ridges present in a fingerprint
image are often filtered to the width of a single pixel by fingerprint technologies

Fig. 2.4 Enrolment process
of a fingerprint [10]
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[17]. This is important to the performance of a biometric system as the quality of
feature extraction directly affects a system’s ability to generate templates. A good
quality image has around 40–100 minutiae [18].

Minutiae extraction methods can be split into two categories: those that work on
binarised fingerprint images and those that work directly on greyscale fingerprint
images [18]. Binarised fingerprint images are those that have been converted into
binary data via a binarisation process which transforms an enhanced grey-level
image into a binary image [19]. A binary image consists of values 1s and 0s where
1 is assigned to all the ridge pixels and 0 is assigned to nonridged pixels [20]. The
ones that work directly on greyscale images do not use the binarisation and thinning
process [19].

Minutiae extraction on binarised fingerprint images can be further classified into
unthinned and thinned binarised images. Thinned binarised images are obtained
from a skeletonisation process that reduces the width of binarised ridgeline to one
pixel [21]. This is based on the number of neighbouring pixels in the way the
minutiae points are detected by location of end points on the thinned ridge skeleton.
Bifurcation points are selected if they have more than two neighbouring pixels, and
end points are selected if they have one neighbouring pixel [18]. Loss of informa-
tion, being time-consuming and observation of spurious minutiae due to breaks,
holes and undesired spikes are some of the problems identified with the binarisation
and thinning process [18, 22].

Table 2.2 Characteristics of minutiae

Type of minutia Characteristics that define it

Termination/ridge endings Ridge comes to an end

Bifurcation A ridge divided into two ridges

Island/short ridges or inde-
pendent ridge

A ridge that commences, travels a short distance and then ends [13]

Crossover or bridge A short ridge that runs between two parallel ridges [13]

Core Topmost point on the innermost upwardly curving ridgeline
(approximately centre of the fingerprint) [12]

Delta Triangular region located near a loop [14]

Ponds/lake Empty spaces between two ridges [15]

crossover

core

bifurcation

ridge ending

island

delta

pore

Fig. 2.5 (a) Types of
minutiae [16]. (b) Location
of minutiae
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With greyscale fingerprint images, the sinusoidal shapes formed by the combi-
nation of ridges and valleys in a local neighbourhood have a well-defined frequency
and orientation [20]. Figure 2.6 shows the result of binarisation and thinning process
on a greyscale image.

A typical feature extraction algorithm involves five operations as shown in
Fig. 2.7 [7]: (i) orientation estimation, to estimate local ridge directions; (ii) ridge
detection, to separate ridges from the valleys by using the orientation estimation
resulting in a binary image; (iii) thinning algorithm/skeletonisation, to reduce the
ridge width to one pixel; (iv) minutiae detection, to identify ridge bifurcations, those
with three ridge pixel neighbours and ridge endings and those with one ridge pixel
neighbour; and (v) post-processing, to remove spurious minutiae.

Orientation Estimation: The minutiae pattern is characterised by the direction of
the ridge ending and bifurcation points as shown in Fig. 2.8a. The bifurcation angle
is the angle between the horizontal and the direction of the valley ending between the
bifurcations at the minutiae location [25]. An orientation map provides ridge flow in
an image that is partitioned into nonoverlapping blocks as shown in Fig. 2.8b. This
map allows to identify the dominant direction of ridge lines and remove other
spurious ridges.

Fig. 2.6 Binarised and
greyscale images. (a)
Fingerprint image, (b)
binarised image, (c) thinned
image [23]

Orientation
Estimation

Ridge
Detection

Thinning &
Skeletonization

Minutiae
Detection

Noise
Removal

Fig. 2.7 Fingerprint feature extraction algorithm

Fig. 2.8 (a) Minutiae orientation of ridge and bifurcation [24]. (b) Orientation flow estimate [21]
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Ridge Detection: The next stage is that of deciding if the ridge is a termination
point or a bifurcation typically by examining a local neighbourhood (window size
3 � 3). In [26], the pixels are examined for their connectivity as shown in Fig. 2.9.

Thinning: Thinning or skeletonisation is a process of reducing thick fingerprints
into one-pixel-wide ridge lines. At this stage, each minutia is described by a feature
vector containing its (x,y) coordinates, type (ridge or termination) and orientation.

Minutiae Detection: Minutiae detection identifies ridges with three ridge pixel
neighbours and termination as one ridge edge pixel. Typically a 3 � 3 window is
convolved over the image. Often minutiae from thinned images do not correspond to
minutiae in the original image. Spurious results are produced in the thinned images
which need to be post-processed.

Post-processing: Any other unwanted patterns of minutiae are removed from the
image. These include spikes, breaks and holes. Morphological operators may be
used for this purpose.

Information recorded for each minutia include the coordinates, orientation of the
ridge segment and type of minutiae of each minutiae point. Figure 2.10 shows a flow

Fig. 2.9 CN value for ridge
ending and bifurcation

(a) Core and Delta (b) Bifurcation and Ending (c) Incipient and Pore

(a) Gray scale image (b) Orientation filed (c) Binary image (d) Minutiae

Fig. 2.10 Key feature extraction. (a) Feature levels in a fingerprint, (b) and (c) are magnified
versions of the fingerprint regions indicated by boxes in (a). (d) represent the steps for a typical
minutiae extraction [27]
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chart of a typical minutiae extraction algorithm. Following extraction of minutiae, a
stored template could typically contain the minutiae position (x,y), minutiae direc-
tion (angle) and minutiae type (ridge ending or bifurcation) [28]. During the enrol-
ment and authentication stages, the template is stored in the database to then being
used in the matching process as a reference template or database template during
enrolment or query template in the authentication process during fingerprint
matching.

1.3 Feature Extraction Categorisation

The feature extraction algorithms differ variedly depending on whether binary or
greyscale images are used and whether skeletonisation is applied or not. This
categorisation is shown in Fig. 2.11. The binarised fingerprint images are split into
thinned binarised images where each ridge is converted to one pixel width via the
skeletonisation process. The end points and bifurcation points located on the thinned
ridge skeleton then detect the minutiae points based on the neighbouring pixels. If
they have more than two neighbours, the bifurcation points are selected, and if they
have a single neighbouring pixel, the end points are selected.

As methods based on thinning are sensitive to noise, techniques such as
chaincode processing, run-based methods and ridge flow and local pixel analysis-
based methods which fall under the unthinned binarised images can be used
[18]. The chaincode processing method uses object contours by scanning image
from top to bottom and right to left to identify the transitions from white background
to black foreground. This follows a representation of an array of contour elements

Fig. 2.11 Classification of key feature extraction techniques [18]
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which are traced counterclockwise, and each element denotes a pixel on the contour.
A minutiae ending is located when the ridge makes a left turn by tracing a ridgeline
along the boundary counterclockwise. If it makes a right turn, a bifurcation minutia
is identified [18, 29].

The run representation-based method results in fast extraction of fingerprint
minutiae that are based on the horizontal and vertical run-length encoding from
binary images. Characteristic images are then found by checking the runs adjacency
of the runs [29]. This minutiae extraction technique does not require a computation-
ally expensive thinning process. The ridge flow and local pixel analysis technique
uses a 3 � 3 square mask to compute the average of pixels around each pixel in the
fingerprint image. A ridge termination minutia is identified if the average is less than
0.25 and for those greater than 0.75 determine a bifurcation minutia [18].

In the morphology-based method which falls under thinned binarised image
feature extraction technique, the image is preprocessed to reduce the effort in the
post-processing stage. Spurs, bridges, etc. are removed with morphological opera-
tors followed by the use of morphological hit-or-miss transform to extract true
minutiae. Morphological operators are shape operators whose composition allows
the natural manipulation of shapes for the identification and the composition of
objects and object features [18].

In methods such as ridgeline following based and fuzzy-based techniques, minu-
tia is extracted directly from greyscale fingerprint images without using binarisation
and thinning processes [29]. The ridgeline following technique uses local orientation
field by following ridge flow lines, and the fuzzy-based technique uses distinct levels
of grey pixels: dark consisting of darker pixels of ridges and bright consisting of
lighter pixels of valleys and furrows. These two levels are modelled by using fuzzy
logic by applying appropriate fuzzy rules to extract minutiae accurately [18, 29].

1.4 Crossing Number

With fingerprint recognition systems, the concept of a crossing number (CN) as a
feature extraction process is widely used. The CN method uses a skeleton image
where the ridge pattern is eight-connected denoted by N8. This refers to an inves-
tigation of the eight neighbouring pixels of the central pixel, P. The minutiae are
extracted by scanning the local neighbourhood of each ridge pixel in the image using
a 3 � 3 window as shown in Fig. 2.12. It then assigns a CN value based on the type

Fig. 2.12 A 3 � 3 pixel
window [12]
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of central pixel and its neighbouring pixels as shown in Table 2.3. The grid in the last
column of the table shows a sub-image of size 5� 5. In the first row, the central pixel
highlighted in black has no neighbours in its 3 � 3 connectivity. Hence, the CN
value returned is 0. In the remaining rows, there is an increasing value of CN due to
the number of connected neighbours.

The CN values for a ridge and bifurcation are calculated using a formal definition
for CN as follows:

CN ¼ 0:5
X8

i¼1
│Pi � Piþ1│, P9 ¼ P1 12½ � ð2:1Þ

This is translated as half the sum of the differences between pairs of adjacent
pixels in the eight neighbouring pixels. Pi is the pixel value which is in the
neighbourhood of the central pixel, P where Pi ¼ (0 or 1) and P9 ¼ P1 [4]. This
method involves recording of locations of the minutiae points and their considered
directions: N, S, W, E, NE, NW, SE and SW. The most important minutiae points are
the ridge endings and bifurcation; hence the angle and direction of these minutiae are
very important. The directions can be determined for the conditions of CN ¼ 1 and
CN ¼ 3 [10] using the following pseudocode in Table 2.4.

Table 2.3 Crossing number point system

(a) Non-minu-
tiae
N8 ¼ 0, CN ¼ 0

(b) Ridge end-
ing
N8 ¼ 1,
CN ¼ 1

(c) Continuing
ridge
N8 ¼ 2, CN ¼ 2

(d) Bifurcation
point
N8 ¼ 3, CN ¼ 3

(e) Complex
minutiae
N8 > 3, CN ¼ 4

Table 2.4 Pseudocode for determining direction from CN

% Direction for ridge ending point
if CN¼1 then
if P1¼1 then direction ¼W
if P3¼1 then direction ¼S
if P7¼1 then direction ¼N
if P5¼1 then direction ¼E
if P4¼1 then direction ¼SE
if P2¼1 then direction ¼SW
if P6¼1 then direction ¼NE
if P8¼1 then direction ¼NW
end if

% Direction for ridge bifurcation point
if CN¼3 then
if P1 and P3 and P7¼1 then direction ¼W
if P1 and P3 and P5¼1 then direction ¼S
if P1 and P7 and P5¼1 then direction ¼N
if P3 and P5 and P7 ¼1 then direction ¼E
if P4 and P3 and P5¼1 then direction ¼SE
if P3 and P2 and P1¼1 then direction ¼SW
if P3 and P5 and P6¼1 then direction ¼NE
if P4 and P8 and P5¼1 then direction ¼NW
end if

2 Advances in Fingerprint Technology 23



2 Pattern Matching Concepts for Fingerprint Identification
and Verification

Biometric authentication can be split into two: verification and identification. Ver-
ification is a one-to-one matching process where the template may be stored in a
token such as ID card or passport. The token is presented to the system and checked
against relevant physiological characteristic presented at time of authentication. The
other form is identification which carries out one-to-many match within a database of
stored templates. Verification is much quicker than identification.

Fingerprint verification can be done by using a one-to-one matching process. This
is a verification process whereby decision-making considers if the matching score
exceeds a threshold. If so, it ‘Accepts’ the fingerprint. Otherwise it ‘Rejects’ the
fingerprint. The matching is done via a token. In this method, the fingerprint template
is stored on a token such as an ID card. A user is required to present their token
which has the template stored on it, followed by presenting a finger to the fingerprint
reader to verify if the two templates match. When a user presents their finger to a
reader, the key features are extracted to then perform a verification check against the
template stored on the token.

Fingerprint identification can be done using a one-to-many process. This is an
identification process whereby decision-making considers two possibilities:

Close-set identification which returns the identity associated with the highest
matching score

Open-set identification which returns the identity associated with this score or
declares that the test biometric data does not belong to any of the registered
individuals

The Automated Fingerprint Identification System (AFIS) has been developed for
human identification in which the matching module computes a matching score
between two fingerprints. A high score is assigned to fingerprints from the same
finger and a low score to those that do not match. To claim that two fingerprints are
from the same finger, the following factors are evaluated [1]:

• Global pattern configuration agreement – two fingerprints must be of the
same type.

• Qualitative concordance – corresponding minutiae must be identical.
• Quantitative factor – at least a certain number of minutiae details must be found.
• Corresponding minutiae details – must be identically interrelated.

There are various fingerprint matching techniques discussed by researchers and
experts, but the most commonly used in fingerprint recognition systems are [1, 30]:

• Minutia-based: matches local features such as bifurcations and ridge endings
based on location and direction of each point as shown in Fig. 2.13a.

• Correlation-based: two fingerprint images are superimposed, and the correlation
between corresponding pixels is computed for different alignments such as
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various displacements and rotations as shown in Fig. 2.13b. This approach
requires less computation but is less robust against image distortions [30].

• Pattern-based or ridge feature-based: compares two images for similarity such as
shape, texture information, local orientation, ridge shape and frequency as shown
in Fig. 2.13c.

Fig. 2.13 Fingerprint
matching techniques. (a)
Minutiae-based matching
[31]. (b) Correlation-based
matching [32]. (c) Pattern-
based matching [33]
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2.1 Correlation-Based Matching

The correlation-based matching technique uses a sum of squares approach to
determine the match between the test input and the templates in the database. This
is given by:

SSD T ; Ið Þ ¼ T � Ij j2 ¼ T � Ið ÞT T � Ið Þ ¼ Tj j2 þ Ij j2 � 2TTI 1½ � ð2:2Þ

where SSD represents the sum of squared differences between the template and input
images and is an indicator of the diversity between these two images, T represents
the template image, I represents the input fingerprint and the superscript T represents
the transpose of a vector.

If the terms |T|2 and |I|2 are constant, the diversity between the two images is
minimised when the cross-correlation CC is maximised:

CC T; Ið Þ ¼ TTI 1½ � ð2:3Þ

where CC(T, I ) is a measure of image similarity.
The similarity cannot be simply computed by simply superimposing T and I and

applying the above equation due to the displacement and rotation. The similarity
between two fingerprint images T and I can be measured as:

S T; Ið Þ ¼ max
Δx; Δy;θð Þ

CC T; I Δx; Δy;θð Þ
� �

1½ � ð2:4Þ

I(Δx, Δy, θ) represents a rotation of the input image I by an angle θ around the
origin (often the image centre) and shifted by Δx, Δy pixels in directions x and y,
respectively.

2.2 Minutiae-Based Matching

In this algorithm, each minutia may be described by several attributes including its
location in the fingerprint image, orientation, type (i.e. ridge termination or ridge
bifurcation), a weight based on the quality of the fingerprint image in the
neighbourhood of the minutia, etc. Let T and I represent the template and input
fingerprints respectively, each represented as a feature vector as given by Eqs. (2.5)
and (2.6) and whose size is determined by the number of minutiae m and n,
respectively.

T ¼ m1, . . . ;mmð Þ, mi ¼ xi; yi; θið Þ, i ¼ 1 . . .m 1½ � ð2:5Þ
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I ¼ m1, . . . ;m
0
n

� �
,m0

j ¼ x0j; y0j; θ0j
� �

, j ¼ 1 . . . n 1½ � ð2:6Þ

Minutia m0
j in the input image and mi in the template image are considered

matching if the spatial distance (sd) between them is smaller than a given tolerance r0
and the direction difference (dd) between them is smaller than an angular tolerance
θ0:

sd m0
j; mi

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x0j � xi
� �2

þ y0j � yi
� �2r

� r0 1½ � ð2:7Þ

dd m0
j; mi

� �
¼ min θ0j � θi

��� ���; 360� � θ0j � θi
�� ��� �

� θ0 1½ � ð2:8Þ

Equation (2.8) takes the minimum of |θ’j – θi| and 360� – |θ’j – θi| because of the
circularity of angles (e.g. the difference between angles of 2� and 358� is only 4�).

2.3 Pattern Matching

With the pattern matching technique, each fingerprint is represented by a feature
vector of size 80 � 8 ¼ 640 and is called the finger code. The formula for pattern
matching is given by:

Vij ¼ 1
ni

X
Ci

g x; y : θ j;
1
10

� 	
� gi

����
����

 !
1½ � ð2:9Þ

where:

• Vij of the vector (i ¼ 1. . .80 is the cell index; j ¼ 1. . .8 is the filter index) denotes
the energy revealed by the filter j in cell i and is computed as the average absolute
deviation from the mean of the responses of the filter j over all the pixels of the
cell i as above.

• Ci is the ith cell of the tessellation (tiling of fingerprint area of interest with respect
to the core point).

• ni is the number of pixels in Ci.
• The local texture information in each sector is decomposed into separate channels

by using a Gabor filter bank (fingerprint enhancement method), so g(.) is defined
by the Gabor filter equation.

• gi is the mean value of g over the cell Ci.

Research shows that due to the large variability in different impressions of the
same finger, matching fingerprint images is an extremely difficult problem [1]. Some
of these variations are due to:
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• Displacement: The same finger may be placed in different locations on the
fingerprint capture device sensor.

• Rotation: As per displacement, the same finger may be placed at different angles
on the sensor.

• Pressure and skin condition: Finger pressure, dryness of the skin, skin disease,
grease, dirt, sweat and humidity in the air can all result in a non-uniform contact
on the sensor.

• Noise: Introduced by the fingerprint sensing system. For example, residues left
over from the previous fingerprint capture.

2.4 Fingerprint Performance Metrics

With fingerprint biometric authentication, a similarity measure is estimated between
an input and the template. The system accepts or rejects the claimed identity based
on whether the similarity score is above a predetermined threshold. Such a threshold
is determined through experimentation of the distributions of similarity measures for
the specific database. In general, the distribution of similarity measures of genuine
and imposter attempts does not have a crisp boundary of thresholds. An overlap
exists between these two categories of attempts as shown in Fig. 2.14. The matching
performance is thus measured by two error measures [27]:

• False accept rate (FAR) or false match rate (FMR) – the likelihood of a fingerprint
system incorrectly matching an input pattern to a non-matching template in the
database. This is shown by the dark grey-shaded area in the figure.

• False reject rate (FRR) or false non-match rate (FNMR) – the likelihood of the
system failing to detect a match between the input pattern and a matching
template in the database as shown by the light grey-shaded area in Fig. 2.14.

Impostor
distribution

High security

Easy access

Genuine
distribution

FAR

FAR
0 1

1

FRR

FRR

Similarity
Threshold

(a) Distributions (b) ROC

Probability
density

0 1

Fig. 2.14 Match and non-match distributions and receiver operating curve (ROC) [34]
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It is reported [34] that advanced systems have FAR ¼ 10�4 and FRR ¼ 10�2.
More realistic systems have error rates of have FAR¼ 10�2 and FRR¼ 5� 10�2. A
receiver operating curve (ROC) provides insight into the system performance by
plotting the FAR against FRR. This enables tuning of the threshold to meet the
requirements of the application. Systems requiring high security such as airports can
set up a high threshold where FAR is very low, whilst others as in a classroom access
may have easy access and therefore lower thresholds with low FRR. Identification
systems often use an equal error rate measure as a performance metric, and this
defines the specific point on the ROC where FAR is equal to FRR.

2.5 Fingerprint Databases

Several databases are available for training and testing a fingerprint system largely
due to the research community generating its own databases as well as international
organisations that run competitions in the field. Some databases are listed below:

1. NIST Fingerprint Database 4 [35]: This database consists of 2000 8-bit greyscale
fingerprint image pairs. Each image is 512 � 512 pixels with resolution 19.7
pixels/mm and 32 rows of white space. There are five classes of images, namely,
arch, left loop, right loop, tented arch and whorl.

2. CASIA-FingerprintV5 [36]: There are two datasets, one with the subject’s
co-operation and the other without the co-operation. Dataset 1 has 17 users
with fingerprints from middle fingers of both hands and a total of 4 samples.
Three different sensors are used. The dataset dimensionality is 68 fingers � 4
samples � 3 sensors ¼ 816 image samples. Similarly, the non-co-operative
dataset dimensionality is 64 fingers � 4 samples � 3 sensors ¼ 768 images.

3. FingerDOS [37]: This is a collection of fingerprint images acquired using an
optical sensor. The database consists of 60 subjects with a total of 3600 finger-
print images acquired from thumb, index finger and middle finger of left and right
hands. Each subject has 10 samples and saved as 8-bit greyscale images.

4. Spoofed Fingerphoto Database [38, 39]: This database consists of spoofed
fingerprints where co-operative fingerprints were captured with two different
sensors and the spoofed fingerprints were acquired using iPad, Laptop and
printout. It consists of 64 subjects� 2 fingers¼ 128 classes. Further the database
varies in illumination and backgrounds two different illumination conditions.
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3 Practical Consideration of Fingerprint Technology
During Enrolment and Matching

Practical considerations in deploying a fingerprint technology are explained with a
use case scenario. This section, in particular, will be a useful practitioner’s guide to
enable such deployment.

Whilst considering use of fingerprint technology, protection of data, obtaining
consent from end-user and selecting a well-tested system should be given impor-
tance when implementing such technology. Any fingerprints obtained should be
stored as a template consisting of binary data only, and the actual fingerprint images
should never be stored. In addition, as part of the de-identification process, all data
should be stored on a secure database and encrypted to minimise misuse of data and
risks of hacking.

The General Data Protection Regulation [40] implemented in May 2018 has
recognised biometric information as sensitive information which was excluded in
the Data Protection Act. Hence, getting consent from the end-user should also be a
crucial part of the process. For added data security, the fingerprint database should
not consist of any other personal information such as date of birth and should be
independent of other systems. Certain systems may have specific licence restrictions
based on number of users stored, but there are good fingerprint systems that do not
have these restrictions.

In a scenario where fingerprint system is being used to speed up processes,
i.e. student attendance, or for exam process, network speed should be tested to
ensure that the system can still function in the event of loss of network. Most
biometric terminals do have the ability to store secure templates on the device
which would help speed up the matching process and enhance system accuracy
especially when using one-to-many identification. In the event where a template is
stored on a token such as an ID card, a one-to-one match can improve system
performance as the matching process is carried out locally rather than via the
network. Storing fingerprint templates on a token can pose a few challenges such
as capacity on the token or no means of identification when token is lost. The highest
risk would be misuse of the token if found by an unauthorised user.

Along with data storage and other factors, using a fool-proof system is highly
recommended, and one of the ways in which this can be achieved is by enrolling at
least two fingers and use more than one as means of identification. Enrolment of
more than one fingerprint leads to added benefits in case of cuts, bruises or other
obstructions to one of the fingers which would then allow continuity of service by
permitting the user to use the additional enrolled finger. Taking these factors into
account can help implement a robust fingerprint recognition system in a fast-paced
environment yet providing secure means of identification.
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4 Fingerprint Use Case in an Education Environment

In this section, we consider an application that is proposed as part of the first author’s
research work. The main aim of this work is to provide fingerprint identification in a
higher educational context to avoid any hassle during examination periods. Details
are as follows.

4.1 Requirement

This project stemmed up as a result of students often forgetting to bring along their
student ID cards to an examination room. This leads to change in anxiety levels of
students as they will then need to approach the examination office or ID Office who
will issue a temporary receipt/ID to sit in the exam room after verifying their identity
through other means. To circumvent this situation, this work provides a solution
through the use of fingerprint recognition system.

4.2 Planning and Ethics Approval

The student population is distributed across different educational disciplines who
have strong opinions on sharing their personal identities. Similarly, the deans of
schools and other professional services including the Students Union and Examina-
tion Office needed to be approached for their approval. Hence, this planning stage
was crucial to the project. Several brain storming sessions were conducted in
arriving at a solution for appropriate usage of fingerprint system for the student
community. An advisory group has been formulated which continues to monitor the
progress of this work and advice at appropriate times.

An initial online survey was carried out with both staff and students which
basically explained how the data would be captured, stored, saved and its life time
explained. The survey also invited concerns that were further addressed on an
individual basis. The survey revealed over 70% of acceptance rate in favour of use
of this technology in a university environment for processes such as exams, atten-
dance monitoring and door entry system.

Cross-disciplinary research on ethics also exists within the university. Hence, this
work has been subject to such research query. This research work benefits from
cross-disciplinary research as it only strengthens the case.
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4.3 Fingerprint Sensors

Several commercial fingerprint readers were considered. With the help of one of the
vendors, a trail run is planned to evaluate the suitability in a sensitive environment.

The chosen FBI PIV IQS certified fingerprint sensor features all-in-one integra-
tion: sensor + embedded feature extractor and matcher + internal user database with
the capacity of up to 50,000. It is the first ever multimodal device capable of
capturing and processing finger vein and fingerprint biometric data at the same
time which is also resistant to spoofing a false acceptance rate of 10�4, and false
reject rate is ten times lower than with the best of the two modalities.

It boasts an average speed of 1 s for one-to-one authentication and 1.5 s for a one-
to-many authentication (1:5000). Fingerprint images can be stored at 500 dpi,
256 greyscale, 400� 400 pixels: RAW or WSQ compressed. The chosen fingerprint
sensor can also generate a multimodal template (fingerprint and finger vein) or a
fingerprint template. During initial experiments whilst carrying out amateur tests, it
was quickly identified that the device generated small size templates (at 2 KB) and
raw images (at 157 KB). An XML document consisting of user records of up to
23 users generated a file of up to 40 KB. This demonstrates that in this scenario, the
maximum size of a database consisting of fingerprint data would require approxi-
mately 53 MB space to store such information.

4.4 Experiment: Subject with Knowledge of Biometrics

A cohort in the final year of the study was chosen for the trial run.
A module delivered by the second author was selected to carry out initial tests

using the fingerprint/finger vein reader to enrol and authenticate users. Prior to
capturing the data, students were given a brief presentation explaining the purpose
of the project, benefits it will bring to them, details of what the enrolment process and
authentication process would entail and the requirement to sign consent forms. Each
student who agreed to take part in this pilot was given a ‘Participant Information
Sheet’ which consisted of project details and contact details of the first author should
they need to send withdrawal request at any point.

Once the student signed the consent form, the enrolment process commenced. In
a class attended by 23 students, 13 students agreed to take part in the pilot and
provided their fingerprints. It took 16 min to add record, enrol and test identify
13 students. This averages to 1.23 min per student taking 3 s to enrol and 2 s to
identify the registered fingerprint. Along with time taken, identification scores were
also noted once the student had been registered on the system and asked to present
their finger again to test the identification process. During enrolment, it took one
student four attempts to enrol their fingerprint, but the rest of the students were
registered on the system within one attempt.
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Each enrolled student was given a feedback form which consisted of 13 closed
questions where they were required to comment on various aspects such as speed,
accuracy, comfort, privacy and general statements which related to the initial survey
carried out. The purpose of this was to compare results of survey without users
having used or tested the system against feedback received once they had used/tested
the system.

The final stage of this test required the enrolled students to present their fingers on
the scanners during an in-class phase test 2 weeks later. During this process, the
identification matching scores were noted to then compare with the ones noted down
when initially tested during enrolment stage.

4.5 Inferences Drawn

Due to the quick identification and acceptance rate of over 70% in favour of this
technology, a larger cohort of at least 200 students will be used for a pilot to test the
system against speed and accuracy.

This will involve capturing fingerprint data in a working student registration
environment. The total time it takes to register a student (along with the pilot
fingerprint data collection process) will be measured and compared against standard
registration times. Students will also be asked to provide feedback on the system,
like the ones from the final year Biometrics students. They will also be asked to
provide consent by completing a consent form.

Once the students have been enrolled on the system, they will be asked to present
their finger on a fingerprint wall reader or tablet once when they enter the exam room
and once when they exit the room. The system will note the date, time and location
during the identification process. As this is a pilot, they will be asked to sign the
manual register as per the current process to eliminate any gaps in exam registration.

If the pilot is successful, the fingerprint technology will have the scope to be
rolled out for the rest of the exam sessions, attendance system and even door entry
system where feasible. To encourage using the technology to its maximum potential,
use of fingerprint system is also being considered for awards ceremonies where
students can pick up their tickets using fingerprint rather than other means of ID.

This work has been supported by the University of Hertfordshire Proof of
Concept Award and the Diamond Fund within the project, ‘A Biometric Approach
to Prevent False Use of IDs’.
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5 Conclusion

In this chapter, the authors have provided an insight into the overall picture of how
fingerprint technology works whilst narrating its evolution from 1800 to 2010 and
how it achieved the medium ranking against desirable properties compared to other
biometric modalities.

The classification system and various minutiae extraction methods have been
demonstrated in Sect. 1 of this chapter. In summary, minutiae extraction methods are
split into two categories: based on binarised fingerprint images consisting of values
1s and 0s and the ones that work directly on greyscale fingerprint images that do not
use the binarisation and thinning process. As the crossing number feature extraction
process is widely used, this has been widely discussed by providing pseudocode and
formulas used to calculate values for ridge and bifurcation.

As discussed in Sect. 2, fingerprint matching and verification process form an
important part of the pattern matching concepts. Fingerprint verification is carried
out by one-to-one matching, whereas identification uses one-to-many matching. The
identification process considers two possibilities when making decision: close-set
and open-set. Various factors and matching techniques such as minutiae-based,
correlation-based and pattern-based have been demonstrated along with a detailed
look at the matching algorithms.

The final section gives a DOs and DON’Ts guidance to assist with decision-
making and implementation process when selecting a fingerprint recognition system
when deploying such system as fingerprint technology advances rapidly.

Glossary

Circumvention An unauthorised user gaining access illegitimately to the system
and data, i.e. by spoofing method.

Collectability How easy it is to acquire fingerprints. In some environments where
users would pose issues, i.e. washing hands or worn fingers, more expensive
means might be used to acquire a useable fingerprint image.

Filtering Removing unnecessary noise in an image during preprocessing stage to
help enhance quality of an image.

Threshold Biometric match threshold refers to a point at which it becomes reason-
ably certain that a biometric sample matches a particular reference template.

Feature extraction Built values called features derived from an initial set of
measured data which is intended to be informative and nonredundant.
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Chapter 3
Recognition-Based on Eye Biometrics:
Iris and Retina

Josef Hájek and Martin Drahanský

1 Introduction

In today’s security world, biometrics is an interesting and important approach.
Ideally, the user interacts with a simple interface, and in a matter of seconds, the
biometric system scans the biometric characteristic, whether it is fingerprint or eye
iris, and decides whether the user is allowed to pass or not.

This work is focused on the way of scanning and processing the features of a
human eye for biometric and biomedical purposes. The features are iris and retina, as
they include enough unique information that by its range covers a set bigger than the
current human population on Earth.

However, such systems are not perfect, and there is always room for improve-
ment. Recently, it has been discovered that a viable course of the future of biometrics
may lie in multimodal biometric systems, which combine more than one source of
biometric information for evaluation (such as fingerprint and palm veins), unlike
unimodal biometric systems, which only use one.

Biometry applies to different parts of the human body. If the part is damaged or
removed altogether, further identification using this biometric is not possible. From
all possible affections of our senses, loss of vision has the biggest impact on a
person’s everyday life. This impact is higher than a loss of memory, voice, or
hearing, because 80% of all sensory information that human brain receives comes
through our vision. The interesting fact is that a vast majority of visual losses can be
prevented by an early recognition and diagnosis of the illness and its treatment.
Visiting ophthalmologist can be stressful for some people not only because of fear of
the examination itself but also, for example, because of a lack of time. This could be
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at least partially solved by automated devices, which could evaluate the current
patient’s condition without any human intervention and possibly even determine
anamnesis.

Relatively, lots of iris scanning and recognition algorithms exist. Devices are
working, usable in practice, with compact dimensions and quite a good price. Its
disadvantage is its inability to detect life and thus its easy fraudulence by, e.g.,
specially tailored contact lens, etc. For an area of high-security level, the iris is not
recommended. If we now focus on eye retina, there is currently no existing biometric
system that would be based on this modality. Eye retina has its disadvantages in
more difficult scanning form, which is, however, an advantage for liveness detection,
in bigger degree user cooperation and higher cost of the device; on the other hand,
the possibility of creating fake eye retina is very low (nearly impossible), and also
eye retina possesses relatively lot of stable features that can be used for recognition
of a big number of people. If we think about the possibility of mixing these two
biometric characteristics into one multimodal biometric system, we come to a clear
view that the combination has its purpose because the current trends of biometric
systems lead toward multimodal biometrics. That kind of device, which would
combine eye retina and iris, currently does not exist on the market neither does it
exist in any functional concept which would enable using this technology in practice.

We also cannot omit medical (or biomedical) applications, where ophthalmo-
scopes and fundus cameras are used. These are very expensive; they also do not
enable automatic eye retina scanning. The iris is not very interesting for medical use
– in eye retina, much more diseases are visible. We can also say that there is no
useful expert system on the market which would enable an automatic detection and
recognition of diseases that show up in eye retina. When designing and constructing
a solution that would fulfill the criteria mentioned, it is necessary to consider these:

• User acceptance (fear of users from its usage).
• Amount of cooperation of user and device necessary.
• Quality of captured images.
• Scanning and processing time.
• Overall price of device and associated software.

Creating a complex and sufficiently robust device is also possible covering the
requirements of both biometric and medical segments. The same device with small
modifications can be used in both areas, while the only significant change would be
software which in biometric systems would extract biometric features with a task of
comparing these features with a saved pattern in a database; and in medical systems,
it would build an image of the eye retina and would also save the iris; however the
expert system would focus mainly on the detection of diseases and suggest possible
diagnoses, which would make the ophthalmologist’s job easier.
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2 Anatomy of the Eye

The human eye is a unique organ which reacts to light and similar to other parts of
the body can be used for biometric recognition purposes such as fingerprints, hand
veins and geometry, face, etc. In the eye, there are two crucial parts which have
relatively high biometric entropy and thus are very suitable for recognition. The first
one is the iris, i.e., the colored front part of the eye. The second one is the retina
which is responsible for light sensing and cannot be observed by the naked eye
because it is located on the back side of the eyeball. Both of them are very well
protected against physical damage because they are inner structures of the eye. Iris
and retina biometric patterns are unique for each individual although, e.g., the color
of the iris is genetically dependent (also applies for monozygotic twins). The base
anatomy of the human eye is described in Fig. 3.1.

The human eye consists from [2]:

• Transparent crystalline lens is located immediately behind the iris. It is composed
of fibers that come from epithelial (hormone-producing) cells. It acts to fine-tune
the focusing of the eye.

• Ciliary body extends from the iris and connects to the choroid. This annular
structure produces aqueous humor, holds the intraocular lens in a place, and also
has a supporting function during eye accommodation.

• Iris is colored annular structure regulating pupil diameter and thus amount of light
coming into the eye. Eye color is defined by the iris.

Fig. 3.1 Eye anatomy.
(Modified from [1])
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• Pupil is a hole located in the center of the iris. For an external observer, it seems to
be a small black spot because light coming through the pupil into the eye is
absorbed by biological tissues inside the eye.

• Cornea acts as a window of the eye. It is a transparent front surface of the eye
covering the iris and the pupil admitting light into the eye.

• Posterior chamber contains aqueous humor and is located behind the peripheral
part of the iris and in front of the suspensory ligament of the lens.

• Ciliary muscle is a ring of tiny muscles enabling changes in lens shape and thus
controlling eye accommodation at varying distances. The muscles affect zonular
fibers in the eye. When the muscles contract, they pull themselves forward and
move the front lens part toward the axis of the eye.

• Zonular fibers are connections of the ciliary body and the crystalline lens which
suspend in position during eye accommodation.

• Lens cortex is a part of lens comprising secondary lens fibers (long, thin,
transparent cells, form the bulk of the lens).

• Posterior zonules pull the ciliary body, anterior zonules, and lens into the
unaccommodated form.

• Vitreous humor is a transparent gelatinous mass filling the interior space of the
eye. It contains no blood vessels, and more than 98% of its volume is water.

• Choroid is the vascular layer of the eye. It lies between the sclera and retina and
provides nourishment for the back of the eye.

• Sclera is the protective outer layer of the eye enclosing the eyeball except the part
covered by the cornea.

• Retina is a nervous tissue layer covering the back of the eyeball. It consists large
amount of light-sensitive cells in which stimulation of electrochemical reactions
is initiated and electrical impulses are transmitted to the brain.

• Blind spot is a small area where the optic nerve comes into the eye. On this area,
there are no photoreceptors; i.e., there is no sensitivity to light.

• Fovea centralis is a small central spot or pit in the center of the macula containing
only cones (no rods) which ensure the most sensitive color vision.

• Macula is a small circle shape yellowish area containing a maximum number of
light-sensitive cells, thus ensuring maximum visual acuity. It is made up of almost
wholly retinal cones.

• Optic nerve carries electrical impulses from visual stimuli in the retina out of
the eye.

• Optical axis is the direct line through the center of the cornea, pupil, lens, and the
retina. Along this line, the sharpest focus is drawn when we look at an object.

• Visual axis is a visual line from the center of the pupil to the fovea. This axis gives
the best color vision (because the fovea consists of high-density cones and
no rods).

The human eye is the most complicated and one of the most important sense
organs from all. From the physical point of view, it is a transparent biconvex optical
system, which focuses the light rays onto the surface of the retina by the help of the
cornea and eye lenses. The cornea is a front elastic part of the eye. It is transparent,
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without vessels, and with the fixed optical power of more than 43 diopters represents
approximately two-thirds of the eye’s total power.

Another optic element of the eye is a lens with the ability to change its shape and
thus optical power and focal length. It allows to focus on an object at various
distances from the observer (eye accommodation). The minimal and maximal
distance which the eye is able to focus on is given by two points [3]:

• Near point – the shortest distance between an object and the observer which still
gives a sharp image on the retina. In this case, the optical system of the eye has the
largest optical power of more than 60 diopters. A healthy eye is able to focus on
the object at a distance of 25 cm without any exertion.

• Far point – the longest distance between an object and the observer which still
gives a sharp picture on the retina. The eye lens has the lowest optical power. For
a healthy individual, this distance is in infinity.

The light entering the eye is controlled by the iris. The surface of the iris has a
shape of an annulus and is able to control the diameter of the pupil and thus the
amount of light falling on the retina. It has a similar function as the aperture of a
camera lens.

Fig. 3.2 shows the projection into the eye. The resulting image of the outside
world is in the eye inverted (upside down), mirrored, and reduced. The captured
image is subsequently transformed to electric signals which are directed to the brain
via the optic nerve. In the brain, the image is processed, i.e., it is flipped upside down
and mirrored according to the reality.

A thorough understanding of eye anatomy is closely related to a proposal of
optical system for acquirement of digital copy of the eye that can be used for medical
as well as for biometric purposes.

2.1 Anatomy of the Retina

As shown in Fig. 3.1, the retina is located on the back part of the inner surface of the
eyeball. The retina is considered as part of the central nervous system and is the only
one which can be observed noninvasively and directly. This light-sensitive tissue has
a similar function like the film in a camera. Optical system within the eye focuses an

Fig. 3.2 Light projection
into the eye
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image onto the retina surface, initiating several electrical and chemical reactions.
Nerve fibers in the retina transport these signals to the brain which interprets them as
visual images.

Two types of photosensitive cells are contained in the retina – the rods and three
different types of cones with sensitivity to various ranges of wavelengths; hence the
cones enable us to distinguish miscellaneous colors. Only one type of rod is much
more sensitive to light than cones, and that’s the reason why we cannot recognize
colors well in a dim light. A whole retina surface covers approx. 70% of the inner
surfaces of the eyeball and contains approximately seven million cones and about
75–150 million rods.

On the retina, there are two most conspicuous structures (see Fig. 3.3) – optic disc
(blind spot) and a macula (yellow spot). The optic disc is actually the head of an
optic nerve entering the eye and is also a point where the blood vessels, supplying
the retina, come into the eye. On colored fundus images, it has bright yellow or even
white color. It has more or less a circular shape, which is interrupted by protruding
vessels. Sometimes the shape can be elliptical, which is caused by the non-negligible
angle between the level of image and level of the optical disc. The diameter is
approx. 1.8 mm and is placed from 3 to 4 mm to the nasal side of the fovea. Optic
disc completely lacks any light-sensitive cells, so if the light reaches this place, it
cannot be visible for the person. In this case, the missing part of the object is
completed by the brain (that is why it is also called blind spot). We can easily
convince ourselves about the existence of blind spot. A test is shown in Fig. 3.4.

When observing the cross with the right eye while the left eye is closed, at a
certain distance from the image, the black circle disappears. This is exactly the
moment when the image is depicted on the optic disc.

Fig. 3.3 Overview of the
retina

Fig. 3.4 Blind spot test
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On the other hand, the macula is an area of the sharpest vision. It has a circular
shape with a diameter of approx. 5 mm and contains a high density of photosensitive
cells, and cones predominate. In the fovea, there are cones only (no rods). Cells
density decreases with distance from the macula to the rest surface of the retina.
Interestingly, the name “yellow spot” is not derived from the color of the macula
(which is rather dark red) but is according to its color observed in the eyes of dead
people. The retina itself is a tissue with a thickness of 0.2–0.5 mm. It is described
with several layers as shown in Fig. 3.5.

Light first passes through the optic fiber layer and the ganglion cell layer where
the most amount of nourishing blood vessels is located. The light is transferred
through the layer by Müller glial cells that act as optic fibers and then is received by
the photoreceptor cells, cones, and rods which convert the light into the nerve
impulses sent through the nerve fibers and optic nerve to the brain. The absorption
of photons by the visual pigment of the photoreceptors is firstly translated into a
biochemical message and then an electrical message stimulating all the appropriate
neurons of the retina. Nourishment of the photoreceptor cells is ensured by the layer
of retinal pigment epithelium cells which are fed by blood vessels in the choroid.

2.2 Anatomy of the Iris

The iris is a front colored part of the eye which is not hidden inside and can be
observed by the naked eye. The annular shape with a central hole called pupil has the
same functionality as an aperture of the photo camera – regulating the amount of
light coming into the eye. The outer border of the iris is fixed, connected to the ciliary
body, while the size of the pupil can vary depending on ambient light. The pupil is

Fig. 3.5 Retinal layered
structure. (Modified from
[4])
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not located exactly in the middle but is a little bit moved down and separates the
anterior chamber from the posterior chamber. The pupil appears to be black because
no light is coming from the eye.

On the back side of the iris lies heavily pigmented layer – epithelium – preventing
excessive light from entering the eye. The pigment that gives the iris its color is
called melanin. The amount of melanin gives the unique color of the iris. If less, long
wavelengths of light are absorbed and short wavelengths are reflected; thus, the eye
seems to be blue. On the other hand, more amount of melanin causes brown
color [5].

The iris can be divided into pupillary zone and outer ciliary zone. The size of the
pupillary zone is given by the maximal size of the extended pupil. These areas are
separated by a meanderingcircular ridgeline called collarette. Pupillary margin is
encircled by fibers of sphincter papillae muscle lying deeply inside the stroma layer.
Contraction of the sphincter causes pupil constriction which subsequently results in
so-called contraction furrows in the iris. The depth of these furrows depends on the
dilation of the pupil caused by the action of the dilator muscle which belongs to the
anterior epithelial layer. The dilator muscle fibers are arranged in a radial pattern
ending at the root of the iris. Another artifact giving the iris its typical structure is
crypts occurring adjacent to the collaret, and smaller crypts are located on the iris
periphery. The surface of the iris comprises a relatively high amount of structural and
circular furrows, pits, and contraction folds. All the described features contribute to a
highly detailed iris pattern that is very diverse across human population. While some
biometric traits change with age, the iris stops developing around the age of 2 years
[6]. In the case of twins, iris recognition has an advantage over face recognition.
Monozygotic twins may be nearly identical in terms of facial features, but their irises
are highly likely to display several differences in texture.

It is also interesting to note that it was claimed that each area of the body is
represented by a corresponding area and patterns, colors, and other characteristics in
the iris of the eye. This technique is called iridology [122] and can be used to
determine information about general health of the person. However, this practice has
never been proven as a reliable medical examination method because it makes no
anatomic or physiological sense, and well-controlled scientific evaluation of iridol-
ogy has shown entirely negative results (Fig. 3.6).

3 Iris Recognition

Iris recognition is currently one of the most secure technologies for access control
systems. Due to the fine and unique texture of the iris, the probability of having the
same iris texture is around 1 in 1078 [7], thus ensuring sufficient coverage of the
population. However, the fact that the iris is located visibly and it is possible to take a
photo from a distance of some meters, the risk of the iris pattern copy and subsequent
counterfeit is relatively high. Hence, there should always be some additional security
mechanisms (e.g., liveness detection) for high-secured access control.
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3.1 History of Iris Recognition

Although the patented and currently used algorithms have been introduced relatively
recently, the concept behind iris recognition has a much longer history. The first idea
about using pattern or coloration of the iris for recognition was published in 1886 by
Alphonse Bertillon who mentioned in his work that “the features drawing of the
areola and denticulation of the human iris” can be used for human recognition [8]. In
1936 the ophthalmologist Frank Burch proposed the concept of the method for
individual recognition using iris patterns. However, since that time, it took more
than six decades until two American ophthalmologists Dr. Leonard Flom and
Dr. Aran Safir proposed and managed a patent for the iris identification concept in
1987. The concept was introduced, but they had no algorithms or implementation,
and so their patent remained unrealized. Thus after 2 years, they approached Dr. John
Daugman from Harvard University to develop algorithms for automatic and fast
identification based on human iris. He formulated three characteristics which deter-
mine the iris as an ideal organ for recognition [9].

• It is an inner organ of the body very resistant to external influences.
• It is practically impossible to change its structure without causing eye damage.
• It is physiologically responsive to light, which allows to perform the natural

liveness tests.

Dr. Daugman was awarded a patent for automated iris recognition in 1994. One
year earlier, the Defense Nuclear Agency of the United States started to work on a
prototype of iris recognition system which has been successfully completed and
tested in 1995, thanks to the effort of doctors Flom, Safir, and Daugman. In the same
year, the first commercial product became available [10]. The patented algorithms
became widely licensed by several companies, and research on many aspects of this

Fig. 3.6 Detailed iris
anatomy
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technology and alternative methods has exploded to rapidly growing academic
literature on related topics – optics, sensors, computer vision, security, etc.

3.2 Daugman’s Algorithm

The algorithm invented by Dr. John Daugman was the first patented and subse-
quently deployed approach for automatic iris recognition system. It was the most
significant milestone in iris recognition technology. Although patented more than
10 years ago, its principles are still used by some current iris recognition
technologies.

The algorithm uses 2D Gabor wavelet transform. Each particular pattern on the
iris is demodulated to obtain phase information for features extraction. Information
is encoded into iris code bit stream, stored in databases allowing search at speeds of
millions of iris patterns per second on a single CPU.

The first step of Gabor demodulation is locating the iris in the scanned picture.
The iris must be scanned with high quality so that it can be mapped into phase
diagrams containing the information about the iris position, orientation, and the
number of specific identification attributes. It is then possible to compare it with the
database using a pattern once the extraction is done. The principle of Daugman’s
algorithm is depicted in Fig. 3.7.

Firstly, the iris and its radius are located in the picture. It is done using the
following operator [11]:

max r;x0;y0ð Þ Gσ rð Þ ∂
∂r

þ
r,x0,y0

I x; yð Þ
2πr

ds

�����
����� ð3:1Þ

where Gσ(r) is Gaussian function of smoothing according to σ, I(x,y) is the rough
input picture, and the operator searches for the maximum in blurred partial

Fig. 3.7 Identification process according to Daugman’s algorithm
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derivation with attention to radius r and middle coordinates (xo, y0). The operator is
basically a circular edge detector and returns the maximum if the potential circle
shares the middle of the pupil and the radius. Examples of located irises are shown in
Fig. 3.8.

Another step is an eyelid localization. Using similar procedure as the one used
when locating the iris – the exact position of the upper and the lower eyelid is found.
Part of the previous formula used to detect the outline is changed from circular to
arched, while parameters are set according to standard statistical methods of estima-
tion so that they ideally correspond to each of the eyelid edges. Examples of located
eyelids are shown in Fig. 3.9.

3.2.1 Daugman’s Rubber Sheet Model

Daugman’s rubber sheet model maps each point inside the iris into polar coordinates
(r, θ), where r is in interval h0, 1i and θ is the angle in interval h0, 2ni.

This model compensates pupil dilatation and size inconsistency, thanks to the use
of polar coordinates system which is invariant toward a size and translation. The
model, however, does not compensate for rotational inconsistency, which is handled
by the moving of the iris template in direction θ during comparison phase until both
templates match together. Polar coordinate system usage is shown in Figs. 3.10 and
3.11.

3.2.2 Iris Features Encoding

Gabor filter in polar coordinate system is defined as [15]:

G r; θð Þ ¼ e jω θ�θ0ð Þe�
r�r0ð Þ2
α2 e

� θ�θ0ð Þ2
β2 ð3:2Þ

Fig. 3.8 Examples of
located irises [12]

Fig. 3.9 Examples of
located eyelids [13]
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where (r, θ) indicates the position in the picture, (α, β) defines effective height and
length, and ω is filter’s frequency. Demodulation and phase quantization are defined
as [11]:

g Re;Imf g ¼ sgn Re;Imf g

ðð
ρ∅

I ρ;∅ð Þe jω θ0�∅ð Þe�
r0�ρð Þ
α2

2

e
� θ0�∅ð Þ2

β2 ρdρd∅ ð3:3Þ

where I(r,ϕ) is the rough iris picture in polar coordinate system and g{Re, Im} is a bit
in the complex plane that corresponds to the signs of real and imaginary parts of the
filter’s responses. Illustration of the whole encoding process is shown in Fig. 3.12.

Iris’ code contains 2048 bits – that is, 256 bytes. The size of input picture is
64 � 256 bytes, the size of iris’ code is 8 � 32 bytes, and the size of Gabor filter is
8 � 8. An example of the encoded iris information contains Fig. 3.13.

3.2.3 Iris Codes Comparison

The comparison is done by calculating the Hamming distance between both
256-byte iris codes. Hamming distance between iris code A and B is defined as the
amount of exclusive sums (XOR) between individual bits [9]:

Fig. 3.10 Iris and pupil
centers are coincident.
(Modified from [14])

Fig. 3.11 Iris and pupil
centers are not coincident.
(Modified from [14])
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Fig. 3.12 Encoding process
illustration. (Modified from
[16])

Fig. 3.13 Iris code example
[11]
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HD ¼ 1
N

XN
j¼1

A j⨂B j ð3:4Þ

where N ¼ 2048 (8 � 256), if the iris is not overshadowed by an eyelid. In that case,
only valid areas are taken into consideration when calculating Hamming distance.

If both samples are obtained from the same iris, Hamming distance is equal or
nearly equal to zero, thanks to high correlation of both samples. To ensure rotational
consistency, one of the samples is shifted left or right, and each time the Hamming
distance is calculated, the lowest Hamming distance is then considered as a final
result of the comparison. An example of iris code comparison is shown in Fig. 3.14.

3.3 Characteristic of the Iris Recognition Technology

A selection of characteristics related to the suitability of iris recognition is listed
below.

3.3.1 Acceptability

Acceptability of identification using the iris is on a middle level as no immediate
interaction with the user is needed. The user only needs to stand in front of the device
and look in the direction of the sensor from a given distance without moving his
head. On the current devices, it takes approximately 2 s to scan and evaluate the
picture of the user’s iris. Systems for acquirement of irises on the fly (during
walking) are in development, and first versions are available on the market. However
these solutions have higher false to acquire rates, because the probability to get a
high-quality iris sample during walking is lower in comparison with calmly staying
cooperative user in front of the acquisition station.

Fig. 3.14 Iris codes
comparison
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3.3.2 Reliability

During iris scan, insufficient information may be gotten because of ambient lighting,
eyes not being open enough, and so on. However, it is relatively a reliable identi-
fication method.

The accuracy of the comparison of two iris samples is defined by the Hamming
distance, that is, the number of bits that are different in both iris samples. For
example, if the Hamming distance is 0.2, two irises differ by 20%. It is noted that
a probability of incorrect comparison is 1:26,000,000, and Hamming distance of
0.32 (i.e., about 1/3 same bits from both samples) is sufficient.

Fig. 3.15 shows a distribution of Hamming distances when comparing big
amount of irises [17]. The graph creates a binomial distribution with 50% probability
(0.5). It also shows that it is highly improbable that two various irises could differ in
less than 1/3 of information.

Table 3.1 shows the probabilities of false accept and false reject depending on the
Hamming distance of two iris patterns. The Hamming distance value 0.342 is a point
of equal error rate (ERR) where false accept and false reject rates are the same. This
means that if the difference between currently scanned iris code record and one in the
database is 34.2% or greater, they are considered to be from two different
individuals.1.

3.3.3 Permanence

The iris is an internal organ and thus well protected but externally visible. Further-
more, the iris does not change with aging – one enrollment should be sufficient for a
lifetime with the exception of damage due to accident or disease.
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All bits
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Fig. 3.15 Distribution of
Hamming distance [17]
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3.4 Advantages and Disadvantages of Iris Technology

Iris recognition is relatively new among other usual biometric methods; however, it
has attracted attention from industry, from government, and also from the army due
to its highly desirable properties for personal identification.

External visibility of the human retina ensures a relatively easy scan of its
structure. On the other hand, some civil liberties campaigners have voiced concerns
about privacy because the iris pattern can be captured from relatively long distance
(up to tens of meters) without any cooperation and knowledge of the person.

3.4.1 Advantages

• Pattern permanence – iris pattern is well protected and stable through the whole
life of an individual. It is not prone to external influences, unlike the face, hand, or
fingers. However, the iris can still be affected by eye diseases like diabetes or
some other serious disease causing alternations in the iris.

• Uniqueness – remarkable uniqueness of the iris is given by richness of texture
details – crypts, coronas, stripes, furrows, etc. Even genetically similar people
have totally different iris texture.

• User-friendliness – iris is an externally visible organ and enables scanning from
distance without any close interaction with a sensor. It requires minimal cooper-
ation with the user. It also makes the recognition more hygienic in comparison to
touch-based biometrics such as fingerprint recognition.

• Speed and scalability – iris region images can be normalized into rectangular
regions of fixed size; thus, fixed-length feature codes can be extracted extremely
fast, and matching can be performed easily by the XOR operation. For this
reason, the iris recognition is very suitable for large deployments with databases
of thousands of users.

Table 3.1 Hamming distances and error rates probabilities [18]

Hamming distance False accept probability False reject probability

0.280 1 in 1012 1 in 11,400

0.290 1 in 1011 1 in 22,700

0.300 1 in 6.2 billion 1 in 46,000

0.310 1 in 665 million 1 in 95,000

0.320 1 in 81 million 1 in 201,000

0.330 1 in 11 million 1 in 433,000

0.340 1 in 1.7 million 1 in 950,000

0.342 1 in 1.2 million 1 in 1.2 million

0.350 1 in 295,000 1 in 2.12 million

0.360 1 in 57,000 1 in 4.84 million

0.370 1 in 12,300 1 in 11.3 million
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• Relative simple liveness detection (anti-spoofing) – is given by natural physiology
of changing pupil size depending on ambient light or by eye movement called
hippus [19].

• Robustness – iris recognition system is well resistant to changes in the external
environment. For example, voice recognition cannot be processed properly with
excessive background noise.

3.4.2 Disadvantages

• Fear of eye damage – one of the main disadvantages of using iris recognition
system is that the user has to trust the system because sometimes it is said to be a
harmful system when using it for a longer period of time because the iris is
constantly being scanned by infrared light.

• Price – e.g., widely used fingerprint recognition is much cheaper in general.
However, iris recognition is still one of the most accurate biometrics, and the
prices for devices are dropping down each year, because of increasing amount of
installations worldwide.

• Reliability – iris recognition can be easily affected by the use of contact lenses or
glasses, eyelashes, or reflection from the cornea, and this often results in false
rejection of the user.

• Security – it can be quite easy to counterfeit an iris sensor. An attacker needs to
have iris pattern obtained from a user (is possible to take iris picture from a
distance without any user cooperation and awareness) and print the pattern or
make a fake contact lenses. For better security, the system has to be equipped with
liveness detection (anti-spoofing).

3.5 Related Standards

• ANSI INCITS 379–2004: Information technology – Iris Image Interchange For-
mat. This standard describes the format for transmitting visual information about
the iris. This includes attribute definition, data record and samples, and matching
criteria.

• ISO/IEC 19794–6:2011: Information technology – Biometric data interchange
formats – Part 6: Iris image data. This standard defines two alternative formats
for data representation. The first is based on direct saving into uncompressed
format, and the second one requires some preprocessing. However, data is
compact and contains only information regarding the iris.
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3.6 Commercial Applications and Devices

Many examples of practical usage do exist. These systems are most widespread in
the United Arab Emirates, where they are used in airports and ports (c. 3.8 million
comparisons daily). Another example can be the system at Schiphol Airport in the
Netherlands used by people with high flight frequency. In Czech Republic, this
system has not been deployed yet for a practical larger-scale application. Another
noncritical example of use is at El Salvador sugar mill [20] where the clatter of time
clocks has been replaced by a quiet time-and-attendance system based on iris
recognition. The lines have been reduced and time fraud eliminated. In Afghanistan,
UNHC (United Nations High Commission) uses iris recognition to control immi-
grants from surrounding countries.

Relatively large numbers of devices that are capable of iris recognition are
currently available on the market. Some of them (just small selection) are mentioned
below.

• BM–ET200/BM–ET330 (Panasonic)
Panasonic BM-ET200/BM-ET330 [21] offers small wall mounted recognition
device able to enroll up to 5025 users depending on the mode the device is operating
in. Templates are stored locally in ciphered internal memory. The number of users
can be higher in the case of using Ethernet network deployment with database stored
and maintained on the central server. Recognition time is 0.3 s with scanning
distance of 30–40 cm. Supported operation modes are (a) 1:N – identification
mode (one to many), (b) 1:1 – verification mode based on PROX Card or PIN
input or iris data from local cache or server database, (c) 1:1 verification with smart
card, and (d) standalone-built-in web server for enrollment (Fig. 3.16).

• IrisAccess 4000 (LG Electronics)
LG IrisAccess 4000 [22] offers iris recognition technology which can be easily
integrated into current security systems through common Ethernet, USB, or serial
connection, but local template database is not possible. The devices scan both irises,
and a variety of authentication modes can be configured for the right, left, or both

Fig. 3.16 Panasonic
BM-ET200 [21]
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eyes at the same time. Its optical system is also prepared for multi-biometric use
allowing facial recognition. However, this has to be handled by external third-party
application. Scanning distance is 25–37 cm and offers a standard “one-to-many”
identification mode with identification time from 1 to 2 s (Fig. 3.17).

• iCAM D1000 (Iris ID)
Iris ID Systems, Inc., is the key developer and driver of the commercialization of iris
recognition technology since 1997. The recognition system iCAM D1000 is the
sixth generation, and thousands of them are deployed in different countries world-
wide. It is a 1082 mm height wall mount device with autonomous positioning system
for variously tall people. Straight interaction with the device is not required –

scanning distance is 75 cm (�20 cm). It is able to capture the face and iris images
in 2–3 s (dual capture) and transfer them to PC equipped with recognition software
[23] (Fig. 3.18).

• BO 2120 EVM (Iritech, Inc.)
Another well-known player in the field of iris recognition technology is a company
Iritech, Inc., offering monocular or binocular iris recognition devices and OEM
modules ready to be integrated into existing product lines. An example of hardware
module is an evaluation kit BO 2120 EVM [24]. It is a small monocular system
working in near-infrared light spectrum with scanning distance of 5 cm and
encrypted internal memory for up to 1000 iris templates. Matching query against
full memory of templates is within less than 0.5 s. Available application program-
ming interface for several programming languages allows fast integration into a new
or into the current devices where is a requirement for iris recognition technology
(Fig. 3.19).

Fig. 3.17 IrisAccess 4000
[22]
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4 Retinal Recognition

According to available information, the retina recognition is not currently used in
practice at all. This is caused by several factors, e.g., complicated optical system,
price, and low user-friendliness. Retinal recognition has clear advantages in

Fig. 3.18 iCAM D1000
[23]

Fig. 3.19 Iritech BO 2120
[24]
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uniqueness and a number of features compared to other biometrics (up to 400), and
also, it is the only place in the human body with the possibility to observe the blood
vessels noninvasively and directly. Also, no standards for retinal recognition cur-
rently exist; however, it is basically the image of the blood vessels similar to the one
used in the recognition using hand or finger blood vessels. Tests of the first
constructed device for retinal recognition reported no false accepts and three-attempt
false reject error rate (the user is rejected if a match is not found in three trials) of less
than 1% [25]. Any counterfeit of the retinal recognition system is very difficult,
because, in the first step, the attacker should get a retinal image, which is not possible
without user cooperation and awareness. In the second step, the attacker would have
to imitate an optical system of the eye so that the biometric system could perform a
scan of the retinal fake.

Human recognition which uses the pattern of blood vessels on the back of the
eyeball is a very specific branch of biometrics. Although retina-based technique of
identification is often perceived as a very secure biometric approach, this method is
not widely used due to a few major disadvantages. One of them is related to security.
The retina is located inside on the back of the eye, and it is technically difficult and
inconvenient to acquire the retinal image. The retina is not a visible part of the
human body in comparison to the iris or face, which allows being captured even
from longer distances. In this case, it is necessary to have an appropriate optical
system which is able to focus the whole eye through the pupil and take a picture of
the retinal part. This process leads to complicated and expensive optic device.

On the other hand, it is very hard to counterfeit such recognition because the
attacker would have to obtain a retinal image from the relevant individual and
simulate an optical system of the eye.

4.1 History of Retinal Recognition

In 1935, ophthalmologists Carleton Simon and Isidore Goldstein who have been
exploring eye diseases have found out that the pattern of blood vessels of the retina is
different and unique for each individual. They have subsequently published a paper
about using retinal blood vessels pattern as a unique pattern for identification
[26]. Their research was also supported by Dr. Paul Tower who published a paper
dealing with the study of twins in 1955 [8]. He found out that retinal vessels pattern
gives the lowest similarity among other biometric patterns also for monozygotic
twins. At that time, the idea of recognition based on retinal vascular pattern was
relatively timeless.

With the concept of simple fully automated device that is able to acquire a retinal
image and verify a user’s identity came Robert Hill in 1975 – founder of EyeDentify,
Inc., company, and gave immense effort for its development. However, a fully
working device was introduced into the market after several years.

In that time, several other companies have been trying to use available medical
fundus cameras and modify them for identification purposes. However, these
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cameras had several essential disadvantages, e.g., relatively complicated system for
the eye and device optical axes alignment, illumination in visible spectrum which
was uncomfortable for a user, and, last but not the least, high price of medical fundus
cameras.

Another attempt led to using illumination in a non-visible spectrum (infrared).
For these rays is an eye almost transparent except the choroid that reflects it back
creating blood vessels pattern. Infrared illumination is not visible to human (thus is
more user-friendly), and when the eye is illuminated in infrared range, the pupil is
not contracted, and thus, it is possible to acquire larger surface of the retina thanks to
a wider field of view.

The first working prototype was created in 1981. Camera optical system using
infrared illumination was connected to a personal computer for pattern analysis.
After intensive testing, an algorithm of simple correlation was chosen as the most
suitable. After another 4 years, EyeDentify, Inc., introduced the standalone product
EyeDentification System 7.5 into the market which has been able to identify a person
based on the retinal image and the PIN code stored in the internal database. The
device was performing a circular scan of the retina using low-intensity infrared light
resulting in a contrast feature vector. The image was composed from 256 12-bit
logarithmic samples reduced into the record of 40 bytes for each eye.

4.2 EyeDentification System 7.5

The development of retinal recognition device was led mainly by EyeDentify, Inc.,
company. This corresponds also with numerous obtained patents in this field. The
first usable retinal recognition device was introduced in 1981. The product was
called EyeDentification System 7.5, and continual improvement of the technology
for another 5 years was finished by a system with three registration modes, verifi-
cation, and identification. Functional principle of the device can be divided into three
nontrivial subsystems [3]:

• Picture, obtaining and processing signals – optical system and camera must be
able to capture an image of the retina in digital form that is suitable for the
following processing.

• Comparison – the program in the device or in the computer extracts key features
from the scanned image and compares these with the samples in database.

• Representation – every retinal pattern has to be represented in a way that can be
quickly compared or saved into the database.

4.2.1 Optical Scanning System

The mechanical construction of an optical device is a complex issue. It is the most
important part of the recognition device because the quality of an input image cannot
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be increased by the following processing in any way, or it is minimally very difficult
to enhance the quality. It is evident that the scanning device works on a principle of
medical optical devices for eye examination. These so-called retinoscopes or fundus
cameras are relatively complex devices, and that is reflected in their price.

Its principle is still similar to retinoscope where a light beam is focused on the
retina and a reflected light is captured by a CCD camera. Retinoscope’s light beam is
set so that the eye lens focuses it as a point on the retinal area. The focused part
reflects a part of the sent-back light beam to the eye lens, which modifies it again; the
light beam leaves the eye under the same angle as when entering eye (reversible
image). By this way, it is possible to get an image of the eye surface about 10�

around the visual axis.
First products of the company EyeDentify, Inc., were using a relatively complex

optical system with rotary mirrors for covering the scanned area on the retina. This
system is described in a patent US 4620318 “Fovea-centered eye fundus scanner”
from 1983. The device was performing a circular retinal scan, mostly because of the
light reflection from the cornea, where points in the middle would be unusable if
raster scanning was used. To balance scanning and visual axis, so-called UV-IR cut
filters (hot mirrors reflect infrared illumination but transmit the visible light) and
focus point, which the user focuses on, were used. A schematic drawing of the patent
can be found in Fig. 3.20. The distance between the eye and optics was about 2–3 cm
from the scanner. The system of balancing on an optical axis is a pivotal issue and is
described more in detail in patent US 4923297 “Optical alignment system” from
1986.

The newer optical system from EyeDentify, Inc., is much simpler and also has the
advantages of optical axis fixation with lower effort of the user needed, compared to
the previous system. Its crucial part is the rotary scanning disc, which carries
multifocal Fresnel lenses. This construction is described in patent US 5532771
“Eye fundus optical scanner system and method” from 1993.

To ensure that the scanned area is focused on the retina and that the user’s eye lies
on the scanning beam axis, fixation point/target, on which the user focuses his eye
and which must stay in approximately same position for whole scanning, is used.
That can be a series of optical networks with focal lengths of �7, �3, 0, and +3

Fig. 3.20 The first version of the optical system used by EyeDentification System 7.5. (From
patent US 4620318)
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diopters. It is assumed that the most users will be able to focus regardless of their
optical defect. When the eye focuses on the target, the device is automatically
balanced into the axis of the centered rotary disc on the eye fundus. If the user
aligns two or more fixation patterns in one axis, infrared beam is centered on his
pupil, and the information can be read.

4.2.2 Comparison

Whenever the user is looking into the optical system’s scanning camera, his head can
be rotated slightly from the original scanned position during enrollment. Rotation
algorithm (phase corrector) is capable of rotating the data by few degrees. This
process is done multiple times until the best possible match is reached (highest
correlation).

Comparison of obtained samples is done in a few following steps:

• Using sampling the reference, eye record is transformed into the area with the
same number of elements as the obtained area, which ensures the alignment
(samples overlay).

• Both areas are normalized so that both have RMS (root-mean-square) value equal
to 1 – intensities are normalized.

• Areas are correlated using a correlation equivalent to the time domain of the
Fourier transformation.

The comparison quality is given by the correlation value where the time shift is
equal to zero. It is in a range of +1 (absolute concordance) to �1 (absolute
discordance). For a real application, experience has shown that the values around
0.7 can be considered as a concordance.

4.2.3 Representation

Representation of the retina is derived from an image composed out of annular areas
(EyeDentification System 7.5 works on the principle of circular scanning). The size
of the scanned area is chosen considering the worst possible scanning conditions
(highly reduced pupil), but that is still enough for biometric identification. This
means that for these purposes, it is not needed to obtain an image of a too large area
and resolution.

In relation to the EyeDentify, Inc., device, two main representations of retinal
pattern have appeared [27]:

• Original representation has 40 bytes. Those contain information about contrast,
coded using real and imaginary coordinates of frequency spectrum generated by
Fourier transformation.
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• New representation has 48 bytes. It does not contain information about contrast in
the time domain. The main advantage of time representation is its faster and more
effective processing with lower demands on computing performance.

The template of the retinal pattern contains an area of 96 four-bit contrast
numbers from 96 scans of concentric circles in the time domain, i.e., 96 � 4 ¼ 48
bytes. Intensities of the time domain can carry a value in interval <�8,7>, while
normalization on this resolution is used – adjustment to 4 bits of intensive
distribution.

4.3 Characteristics of the Retina Recognition Technology

A selection of characteristics related to the suitability of retinal recognition is listed
below.

4.3.1 Acceptability

Compared to the iris recognition in the case of the retina, acceptability is low. Many
people are afraid of using this technology. They are convinced that a laser that could
cause them an optical defect will be used. These concerns are however absolutely
unnecessary because the laser is never used in this case. Another problem is the
procedure of getting the retina image itself. It can take longer time depending on the
user’s cooperation and experience, which could bother some users.

With the retina, direct interaction of the user is also needed (to approach at a
distance of few centimeters and focus on fixation points). At least with current
methods, relatively big cooperation with the user is necessary. Therefore, the
acceptability is really low.

4.3.2 Reliability

Concerning the retina recognition, its reliability is high. However, certain conditions
during which it is not possible to obtain the retina picture of appropriate quality do
exist. That is, mainly and particularly, unsuitable ambient lighting during which the
user’s pupil is too contracted. Other problems come with optical defects and eye
dysfunctions.

Retina recognition is not very extensive, which may be the reason why not many
objective tests of this method exist. In 1991, a multinational company Sandia
National Laboratory [28] tested products of EyeDentify, Inc., on hundreds of
volunteers. The result was zero FAR and FRR lower than 1%. However, at that
time, the testing of biometric systems was in its infancy; therefore, we cannot be sure
about the test’s objectivity.
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According to EyeDentify, Inc., the distribution frequency of each eye’s pattern
that was compared with any other was getting very close to the ideal Gaussian curve
with expected mean value of 0.144 and standard deviation of 0.117 [27]. The
corresponding probability in this distribution, expected value, and standard deviation
of threshold rating 0.7 is about 1 to million [27].

The method of retina recognition is very prone to certain conditions, which must
be kept during every scanning. Conditions which could increase false reject rate are,
for example, incorrect distance between the scanner and the eye, unclean optics,
edges of contact lenses, and glasses. Ambient lighting can also result in subcon-
scious pupil contraction; for that reason, it is sometimes not possible to use the
scanner outdoor during daylight.

4.3.3 Permanence

The biological structure of the retina hardly changes during the lifetime of an
individual. However, the recognition can also be influenced by injury of various
parts of the eye, e.g., the iris, lens, or other parts limiting outer access to the retinal
surface. Retinal blood vessels pattern can also be affected by several diseases like
diabetes, glaucoma, high blood pressure, or even heart disease.

4.4 Advantages and Disadvantages of Retinal Technology

From all popular biometrics, the recognition by the retina has the most restrictions.
They are not insuperable; however, currently, there is no system that can remove
these imperfections on a larger scale. Retinal recognition is also affected by high
false reject rate because retinal scanning still requires a relatively high user cooper-
ation which has a tangible impact on the quality of the retinal scan, causing a
legitimate user to be rejected.

In comparison with other biometrics, retinal recognition offers relatively high
universality, uniqueness, performance, and well resistance against frauds. However,
retinal recognition systems are still extremely expensive and less user-friendly.

4.4.1 Advantages

• Pattern permanence – retinal blood vessels pattern hardly changes within the
lifetime of an individual.

• Number of unique features – the rich blood vessels structure can contain up to
400 unique features. Identical twins can also have significantly different patterns.

• Protection – the retina is located inside the eye and, thus, is not exposed to threats
from external environment. It is well protected and cannot be easily damaged
such as fingerprints, hand geometry, etc.
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• Contactless scanning – sanitary problems are eliminated.
• Small size of template – only 96 bytes has a current implementation which is very

small in comparison to other biometrics. Thanks to this, it is very suitable for
deployment in largely used databases and with a very short processing time.

• Safety – the retina is hidden inside the eyeball and is very difficult to acquire a
retinal image without user cooperation and awareness. Even though the attacker
would know retinal patterns, it is very difficult to imitate the optical system of the
eye in order to counterfeit the sensor. After death, the retina degrades very quickly
and thus cannot be used in the most cases for accurate postmortem identification.

4.4.2 Disadvantages

• Fear of eye damage – low level of infrared illumination used in this type of device
is totally harmless for the eye; however, there exists a myth in the general public
that these devices can damage the retina. It is required that users are familiarized
with the system so that they can trust to it.

• Outdoor and indoor usage – a small pupil can increase false reject rate because
the light has to come through the pupil twice (once toward the eye, then out of the
eye), and the returning light beam can be significantly weakened if the user’s
pupil is too small.

• User-friendliness – the need to approach the eye very close to the sensor and
focus the alignment point in the device may reduce the comfort of the device
usage more than any other biometric methods. It is also related to sufficiently
scanned image quality and using eyeglasses and contact lenses.

• Strong astigmatism – people with an optical defect (astigmatism) are not always
capable of focusing their eye on a fixation target properly, and thus correct
template cannot be generated.

• High price – it is expected that the price of the device, especially an optical
apparatus for recognition by the retina, will always be higher than, for example,
the price of a device for recognition of fingerprint or voice.

4.4.3 Commercial Applications and Devices

Retinal recognition has primarily been used in combination with access control to
high-secured areas. This includes facilities such as nuclear development and plants,
weapon development and production, government, military, secret organizations,
etc. One of the best documented application deployments of retinal recognition was
in the state of Illinois which used this technology to prevent welfare fraud by
identification of welfare recipients [29]. Considering disadvantages, only a few
companies from all over the world have introduced or been developing retinal
recognition systems.
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• EyeDentification System 7.5 (EyeDentify, Inc.)
The pioneer in retinal recognition development is EyeDentify, Inc., company, which
designed and produced the EyeDentification System 7.5 (Fig. 3.21) and its latest
model ICAM 2001, which was introduced in 2001.

According to extant leaflet [29], EyeDentification System 7.5 has been equipped
by three modes. Recognition operation mode is the retinal pattern of the user
compared with all the eye signature templates stored in a local memory, and a
person is allowed or denied depending on existing appropriate template in the
database. Second, PIN verification mode: compares the user with only one template
identified by a PIN number. The device also allows both eyes verification which
reduces the chances of false accepts in PIN mode to one in a trillion. The third mode
is enrollment and ensures a proper scan of the retina in order to generate a template
and store into database. The user has to keep the eye approximately 15 millimeters
above the lens focusing on a green visual alignment target. This process normally
takes less than 1 min.

In the PIN verification mode, the recognition process takes approx. 1.5 s. In the
recognition mode with 250 retinal templates stored in a local database, the recogni-
tion is accomplished in approx. 3 s. The device also provides the following features
[29]:

• Stand-alone system or value added component is to increase the security of the
currently deployed systems.

• Nonvolatile data storage with capacity of up to 1200 enrollees. The database can
be backed up to an external memory.

• System management program control prevents unauthorized users from altering
system configuration.

• Average throughput (since first interaction with the device to final acceptance/
rejection decision) is from 4 to 7 s.

Fig. 3.21 EyeDentification
System 7.5 [30]
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• RS-232 interface for communication with an external system at a speed of 9600
bits/s or auxiliary port with a speed of 300–19,200 bits/s.

• Dimensions 30.5 � 38 � 20.3 cm.
• The price at product release time was 2500 USD.

• ICAM 2001 (EyeDentify, Inc.)
The last known scanning device produced by EyeDentify, Inc., the ICAM 2001 [31],
was pulled out from the market due to its high price. Users found also the ICAM to
be somewhat intrusive. The main difference between the older model was mainly in
the size of template database (could handle up to 3000 retinal patterns) and also the
device was much more compact with a dimension of 23.5 � 15.2 � 10 cm. False
reject rate was specified by 12.4% (one try) and 0.4% (three trials).

The company TPI (Trans Pacific Int.) offered also a scanner similar to ICAM
2001. The product was called EyeKey; however, nowadays no information about it
is known anymore. According to [32], the design was exactly the same – from this, it
can be concluded that the TPI was presenting the ICAM 2001 as its own product
with added value in increased user database to 300,000 users and with 15 s com-
parison time within all stored templates [31] (Fig. 3.22).

• Handheld Retinal Scanner (Retina Technologies, LLC.)
Another manufacturer is, for example, Retinal Technologies, since 2004 known as
Retina Systems coming from Boston (US); however, any exact specifications of their
system are not publicly available (Fig. 3.23).

One million USD of initial funding was received by Retinal Technologies for the
development of an inexpensive way to deploy retinal scanning using a small
handheld retinal camera that fits into the palm of the hand [33]. The price was set
at just 50 USD only, which is much less compared to the solution of EyeDentify,
Inc., company. It was claimed that the scanner uses a patented aspheric lens array
capable of capturing a retinal image at distances up to three feet from the user’s eye
based on ophthalmoscope laser scanning. Templates are stored as codes with length
up to 60 bytes. It was also claimed that glasses, contact lenses, and existing medical
conditions do not interfere with the scanning of the retina. This technology was
primarily intended for medical use in hospitals, but its appearance on the security

Fig. 3.22 ICAM 2001 [31]
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market was also expected. With the recent information found, Retinal Technologies
was looking for another two million USD to market the technology [34]. No further
information about this product can be found, and it is very possible that it was a
marketing issue only with regard to low price and small dimension of the device
totally different from the devices from EyeDentify, Inc.

5 Multimodal Biometric System

In today’s world full of security issues, biometrics is an interesting approach. Ideally,
the user interacts with a simple interface and in a matter of seconds, the biometric
system scans selected biometric characteristic(s) and decides whether the user is
allowed to pass or not.

However, such systems are not perfect, and there is always room for improve-
ment. Recently, it has been discovered that a viable course of biometrics may be
based on broader use of multi-biometric (multimodal biometric) systems in the
future [35] which combine more than one biometric characteristic for evaluation
(e.g., such as fingerprint and palm veins), unlike unimodal biometric systems, which
use only a single source. The generalized model of a biometric system can be
considered as a unimodal biometric system, i.e., such one which uses a single source
of evidence for the identification of persons or verification of their identity. In
contrast to this model stands a multi-biometric system. As the name suggests, a
multi-biometric system uses more than one source of evidence (biometric
characteristic) [35].

If designed correctly, such systems can be expected to be more accurate than their
unimodal biometric counterparts [36]. Better security counts also among the most

Fig. 3.23 Handheld retinal
recognition device [33]
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prominent benefits of multi-biometric systems. By using more sources of evidence,
the security of such systems can be substantially improved.

In the case of a unimodal biometric system, specifically, the one which recognizes
fingerprints, it might be easy to spoof the sensor with a spoof produced from latent
fingerprint and cheat even very intricate liveness detection algorithms [37]. The
deployment of a multi-biometric system can effectively prevent this risk by requiring
another biometric modality. Multi-biometric systems can also help with situations in
which unimodal biometric systems are considered to be discriminative. If an indi-
vidual lacks a particular trait or if a trait is severely deformed so that the sensor
cannot acquire it, then such individuals might be able to provide another biometric
trait, and thus the system may allow them to enroll.

Another advantage lies in the fact that some biometric characteristics, e.g., voice,
can be damaged by a noisy data signal. Multi-biometric systems can remedy this
inconvenience by using a supplementary algorithm or a different modality.

Multi-biometric systems can operate faster in environments that necessitate a
large database. Using more than one biometric trait as search criteria, a database that
contains thousands of entries might be scanned more efficiently. For example, one
trait would refine the list of potential candidates for an identity match, while another
one could be then used to determine the identity from the reduced list [38].

On the other hand, multi-biometric systems are not without disadvantages.
Usually, there are several methods of implementing such a system, and some
perform poorer than others with certain biometrics, while others perform better. It
is, therefore, important to contemplate the aims of the system and to design it
accordingly.

A multi-biometric system usually brings forth the question of additional cost. Not
only does the system have to accommodate additional resources such as a sensor or a
chip for a surplus algorithm, but the cost of fusion of the acquired data has to be
taken into account as well. Any new biometric trait required from users might also
cause significant inconveniences. The question that arises from these facts is whether
the costs incurred by the aforementioned are outweighed by the overall benefits of
the system [35].

5.1 Biometric Fusion

An important aspect of a multi-biometric system is the fusion of gathered informa-
tion. At a certain point during the recognition routine, it is necessary to merge the
data into a single entity before proceeding further.

This in itself poses a significant challenge in the designing phase of a multi-
biometric system development. As shown in Fig. 3.24, there are four separate
operations that the system performs. At each of them, fusion can generally be
introduced into the system.
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It is worth noting that as the data advances through the system, their amount is
compressed along the way. However, this does not necessarily imply that the sooner
the fusion occurs, the better the results are [39].

While the data at the sensor level are arguably of a larger quantity than those at the
feature level, the latter has usually been stripped of superfluous details and noise. On
the other hand, it is possible that the feature extraction module may have produced
specious results which could have been otherwise remedied at the sensor level.

The classification of biometric fusion is shown in Fig. 3.25.
Biometric fusion can be broadly divided into two sections – fusion before

comparison and after comparison. The reason for this classification results from
the fact that after comparison, the amount of information available to the system
decreases by a significant margin which is commonly far greater than in the other
cases [35].

5.1.1 Sensor-Level Fusion

The sensor-level fusion [41] involves joining multiple sources of raw evidence prior
to extracting features. This can encompass text, images, videos, etc. At this level, the
obtained data contain the most information available. In image processing, a partic-
ular method of fusion is employed, often referred to as mosaicking. In this process, a
composite image is constructed from overlapping component images [35].

5.1.2 Feature-Level Fusion

In the feature-level fusion, sources of evidence are consolidated after features have
been extracted from respective samples. Following this, fused feature data is then
passed to a feature comparator module, and the system proceeds as if dealing with a
single source of biometric evidence. Feature sets of distinct modalities or feature sets

Fig. 3.24 Model of a
common biometric system

Fig. 3.25 Levels of
biometric fusion [40]
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of identical modalities that have been extracted by different algorithms pose a
challenge for numerous reasons [35]. It may be a problem to fuse two chosen
modalities, if the basis on which they should be fused is not known. In these
cases, it may be difficult to produce a fused set of features that would satisfy the
demands on improvement over a unimodal biometric system. This might be exac-
erbated by the situation in which feature sets of different modalities are not compat-
ible. One of them may vary in length, while the other one may be represented by a
fixed-length set of features [42].

5.1.3 Rank-Level Fusion

It should be noted that the rank-level fusion is only applicable in those biometric
systems that are set to identify a person, not to verify his/her identity [43]. It is still
one of the more frequently applied methods of fusion. After processing the feature
vector and acquiring the comparison score, the set of probable matching identities
can be sorted in descending order, and thus, a ranked list of candidate identities can
be created. The aim of this level of fusion is to merge the ranks produced by
individual biometric modules in order to get a consolidated list of ranks for each
identity.

5.1.4 Decision-Level Fusion

The decision-level fusion is particularly useful in situations where two or more
finished biometric systems are available, and they need to be combined [41]. More
often than not, the decision-level fusion is the only option in this case.

5.1.5 Score-Level Fusion

Score-level fusion is commonly used and preferred in multimodal biometric systems
in general because matching scores contain sufficient information making genuine
and impostor case distinguishable and are relatively easy to be obtained. Given a
number of biometric systems, matching scores for a pre-specified number of users
can be generated even with no knowledge of the underlying feature extraction and
matching algorithms of each system.

5.2 Bimodal Eye Biometric System

Biometric systems in real-world applications are usually unimodal and thus can
handle only one single biometric source of information (biometric characteristic).
Unimodal systems are susceptible to a variety of issues such as intra-class variations,
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interclass similarities, noisy data, non-universality, and spoofing. By combining the
iris and retina into one solution, it is possible to get very robust biometric recogni-
tion. The most important issue of a biometric system is the uniqueness of its
biometric information included in the specific biometric characteristic, which influ-
ences the strength of such biometric system. The variability in biometric character-
istics of the population can be described by biometric entropy. It is also related to a
biometric fusion where they could be needed to quantify the biometric information
for each biometric characteristic separately and the possible gain from their fusion.

In addition, the anatomic position allows capturing both images at once. An
advantage of a bimodal system is also the variability of modes it can operate in. In
the case of any requirement for the high secure system, both biometric characteristics
can be processed on the same level of protection. In another case, the quality of
scanning can be weighted, e.g., if one of these biometric characteristics is evaluated
as less reliable (e.g., because of low-quality image acquisition), the second one is
preferred if scanned properly. It also leads to a significant improvement of FMR
(false match rate) and FNMR (false non-match rate) and higher reliability for the
user – if there is no possibility to acquire one of the biometric characteristics for any
reason, the system is still able to recognize him/her on the base of the second
biometric characteristic.

The bimodal eye biometric system enables to fuse information at the feature level,
matching score level and decision level. We identified several current papers
addressing the problem of iris and retina fusion. In [44], the score-level fusion of
the left and right irises and retinal features is presented. The weighted average of the
scores was applied to all possible combinations of the two irises, and equal weights
were assigned to each iris. The fused score is then obtained by a linear combination
of these two scores. Since two different scores are obtained for the iris and retina,
score normalization needs to be performed. Then, the final score is obtained from the
scores of fused irises and retinas. Another approach in patent [45] simply attaches
both iris and retina codes together. With the mentioned codes, it is possible to
perform fusion by logical operations or join them into a bigger one. Several
approaches can be used on the image level. For example, we can merge the images
and evaluate them (e.g., by Daugman’s algorithm). In this case, one of them can be
used as a mask for another one, and their mutual relation such as angle or color is
then computed.

Nevertheless, the first concept of the simultaneous iris and retina recognition in a
single device was published by David B. Usher et al. [46] in 2008. However, the
algorithms were not described in detail, and the preliminary results were focused
mainly on image acquisition. The first device combining the iris and retina in one
single device was introduced as a flagship of eye biometrics by Retica Systems Inc.
[47] in 2006. The device is described as a combined hardware and software solution
which allows capturing and fusing data from both the retina and the iris, creating the
most secure and accurate biometrics in industry. Recognition device called Cyclops
was dedicated for high level secured utilization such as border security, facilities,
military and defense, nuclear plants, etc. Retica Systems Inc. had a plan of selling
hardware or software solution or the software licenses for incorporation into existing
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biometric systems. The handheld version has been also supposedly under develop-
ment. However, the whole project was probably a marketing issue only, because the
device codenamed Cyclops had never been introduced and brought to the
market [48].

In general, a proposal of ocular biometric device can be divided into four parts:

• Combined optical system constructed in order to acquire retina and iris images. In
the case of the retina, it is very important to get a sharply focused image and
suitable field of view with appropriate surface of the retina. This is related to pupil
size and ambient light intensity which must be as low as possible preventing
contractions of the pupil. On the other hand, when acquiring an iris image, it is
very suitable to have small pupil in order to get the larger surface of the iris. The
illuminating light forming bright Purkinje reflections [49] within the iris reflects
from the exterior and interior surfaces of the lens and the cornea. These have to be
suppressed or restricted out of the region of interest (e.g., restricted to pupil
region). Unwanted reflections can be a big problem for any optical system in
general and has to be kept at minimum including ambient light sources. Optical
system also involves appropriate retina and iris illumination which must be with
respect to the pupil size and allowed intensity, preventing the eye from damage.

• Aligning system to get the eye optical axis in one line with the optical axis of the
device. This is very important when acquiring the retina because the beam of light
entering the eyeball is limited by contraction of the pupil, and thus the required
field of view is significantly decreasing with the mutual distance of both axes.
This applies mainly for retina imaging. The eye and device axes positions must be
such that the imaging axis is targeting the surrounding of the blind spot where the
most amount of biometric features such as vessels bifurcations or crossings are
located. Alignment can be done by two approaches or their combination – the
user moves the head toward the device focusing a fixation light point built-in in
the device, or the device is moved toward the user’s eye depending on the
feedback from a camera. Illumination during the process of alignment has also
to be comfortable for the user with respect to pupil size as mentioned above.
Near-infrared light is usually suitable. Alignment for the iris image acquisition is
not so strict, given that the iris can be captured much more easily even from
various distances and angles.

• Image acquisition – the first step preceding acquisition is an eye localization and
identification of boundaries between the iris and the sclera and the iris and the
pupil which are not usually concentric. Borders estimation is also related to an
identification of areas of the iris that are covered by eyelashes, eyelids, and areas
of bright reflections. Several methods have been described initially, based on
Daugman’s rubber sheet model (see Chap. 3.2.1) [50] or Wildes et al. [51] who
also introduced a paper proposal using circular boundary model. Lately, Wildes
also presented an algorithm using edge detectors and Hough transforms to
segment the eye image, where also, two parabolas were used to find the eyelids.
Paper [12] deals with enhanced Daugman’s integro-differential method, optimiz-
ing its computation time and problem of locating the pupil center outside the
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image. The same method is improved in [52] optimized for eye tracking. In a
paper [53], it presents an approach for fast iris localization using contrast
stretching and leading edge detection. Once the iris is localized and the exact
position of the pupil is known, optical axes of the eye and the device must be
aligned into one axis. Then it is possible to get an iris image and refocus the
optical system to be able to take the retinal image. Focusing on the back of the eye
has to be in near-infrared light spectrum to prevent the iris contractions. However,
the focus in infrared range can vary against visible spectrum depending on the
used wavelength. In other words, the object focused in infrared range is not
focused in the visible spectrum and vice versa. It is a property of optical system,
but both focuses (infrared and visible) are in mutual correlation shifted by a given
constant. At the end of this localization and focusing process, it is finally possible
to obtain proper iris and retinal image suitable for recognition itself. Retina and
iris image acquisition requires various optical setups and cannot be performed at
one time. After the iris image is obtained, it is important to align optical axes of
the optics and eye to acquire the retinal image.

• Image feature extraction and matching – this is the last step of identification, and
in the case of multimodal biometric systems, the extraction is usually followed by
some kind of biometric fusion. Features can be joined at different levels of fusion
prior to comparison (sensor and feature level) or after the comparison (score,
rank, and decision level). Feature extraction and matching methods are described
in more detail in previous chapters dealing with appropriate iris and retina
biometric.

6 Retinal Features Extraction and Matching

Since the retinal vascular pattern is considered as the main source of biometric
features, the first step is usually a segmentation of the vascular tree. The segmenta-
tion is followed by the feature extraction, which is based on the detection of
bifurcations and crossings of the blood vessels.

Generally, the positions and/or mutual positions of these points, together with
some additional features, are used for building a feature vector to cope with
translation, rotation, and scale invariants. For example, the work [54] used orienta-
tions of blood vessels in specific bifurcation point together with four nearest
bifurcations in their feature vector. The Mahalanobis distance gives recognition
rate 98.87% for different datasets. In [55], there was defined the so-called principle
of bifurcation orientation for each bifurcation, and together with their positions, the
point pattern matching method was applied. They achieved total FRR ¼ 4.15% and
EER¼ 1.16% for a database containing 2063 images with small overlap (up to 25%)
from 380 subjects diagnosed with diabetes.

One of the main disadvantages of this approach is the detection of bifurcations
and crossings using morphological thinning. This step can lead to various results
based on the thinning methods. Therefore, the major part of the current approaches
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tries to avoid this issue using the whole segmented vascular tree. Eigenvalue analysis
of vascularity followed by multi-scale image registration to cope with the spatial
transformation between the acquired and template image was introduced in
[56]. They achieved 100% recognition rate for their own dataset of 284 retinal
images. In [57] sampled binary vascular image along defined lines was used in
order to extract binary signals for matching achieving over 95% success on about
400 retinal images. Barkhoda et al. [58] used a skeletonized image of vascularity for
feature extraction in specific angular and radial partitions. Application of the fuzzy
system with Manhattan distance measure leads to 99.75% accuracy using DRIVE
dataset. On the other hand, in [59] there was used original intensity image for
extraction intensity profiles along circles centered in the fovea, which must be
detected. They achieved an averaged FAR per subject below 0.02 for 58 subjects.

6.1 Optic Disc Localization

Several papers deal with the optic disc localization. For example, [60] uses methods
called principal component analysis and gradient vector flow snakes for optic disc
borders recognition. This model is very computationally intensive but gives a high
accuracy of the blind spot detection. Another approach mentioned in [61] is based on
the assumption that an optic disc roughly takes up to 5% of the area of the brightest
pixels. This method is very fast. Based on thresholding, it is very important to choose
an appropriate threshold value which is computed from the average pixel intensities
of background and foreground pixels. However, based on experiments on chosen
retinal databases, this algorithm is not very precise.

Another work deals with the detection of the optic disc on an image with high
levels of gray [62]. This approach works well if there are no pathologies in the
image, which would be bright and very contrasting against the background. The
principle of area threshold was used in [63] where disc outlines are detected using
Hough transformation. That means that image gradient is calculated and as a disc, an
area that corresponds the most to its shape is chosen. The problem of this attitude is
that the optical disc does not always possess a circular or elliptical shape in the
image. It can be overlapped by vessels that protrude it. The principle of Hough
transformation was used also in [63]. Despite some improvements, problems were
present while detecting the optical disc when the contrast of the images was too low
or when the disc’s shape was unconventional. Backward vessel tracing that comes
from the optical disc was introduced in [80]. This method is one of the most
successful for the localization of the optical disc. Its disadvantage is high resources
consumption.
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6.1.1 Searching Pixels with Highest Average Intensity of Surroundings

This algorithm was inspired by the approach mentioned in [64]. This is based
on low-pass filter application (a new pixel intensity value is decided by an average
from the surroundings). The pixels of highest intensities are highlighted, and the
brightest area is considered as the center of the region of interest (ROI). Subsequent
operations are applied to this area only. The following procedures comprise the
application of several filters on the ROI and circle detection using Hough circle
transformation [65].

The morphological dilatation and Gaussian blur remove blood vessels from the
ROI which may have a negative impact on edge detection. Then Sobel edge detector
is used, and subsequently an image is converted to a binary form, using thresholding.
Noise reduction is performed by morphological erosion. In the last step, Hough
transformation is used for the optic disc circle detection. The result is the optic disc
center and also its diameter. An example of the whole procedure is shown in
Fig. 3.26.

6.1.2 Localization Based on Watershed Segmentation

This approach is based on watershed segmentation described in [66]. Various color
specters were compared, red (RGB) channel comes out as the most effective for the
detection of the optic disc outlines, where its outlines are the most continuous and
also the most contrast to the background. Since that channel has a very small
dynamic range and also since the optical disc belongs to the brightest objects in
the image for the detection, it is better to use a brightness channel from the HSV
model. For disc localization, the variation of gray level is used. As the optic disc is a
bright visual object and vessels appear to be dark in the image, the gray level in
papillary areas is higher than in other image areas. That is true only if no disease
symptoms or other bright artifacts are present on the dark background. That can be
addressed by using a shading corrector. In the image with the gray adjustment, the

a b c 

d e f

Fig. 3.26 Optic disc
localization: (a) region of
interest; (b) removed blood
vessels; (c) Sobel edge
detector; (d) eroded binary
image; (e) Hough circle; (f)
circle in the original image
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local variation for each pixel is calculated. The global maximum in this adjusted
image is situated in the pupil or next to it, which makes it easier to work with a subset
of pixels cut from the original picture which does not contain exudates which could
disrupt the optical disc detection. Vessels which could distort the result are elimi-
nated before the watershed segmentation [67] for finding the outlines of the optical
disc is used. Then the watershed segmentation is used, and its result is the optic disc
outline. The result can be seen in Fig. 3.27. The left image shows partial detection
only; the highlighted region overlaps its border. The correctly localized optical disc
and the borders of the optical disc corresponding to the borders of the highlighted
region are shown in the right image.

6.1.3 CLAHE and Median Filter

The red color channel of the original image is used, because the optic disc is the most
conspicuous there. Such image is processed by CLAHE [68] and median filter, then
the Canny edge detection is performed, and Hough circle transformation [65] is used
to detect the optic disc. An example is depicted in Fig. 3.28.

6.2 Fovea Localization

In literature, various approaches for macula detection exist. In [69], principle based
on macula outlines detection was introduced with subsequent optimization using ant
colony algorithm. The principle from [70], in which it is first necessary to localize

Fig. 3.27 Highlighted optic
disc in fundus images

Fig. 3.28 Red channel of
the retina image (left),
filtered image with optic
disc detected (right)
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the middle of the optic disc and vascular bed, was also introduced. Then the position
of the macula is detected based on the distance from the middle of the optical disc.
Thanks to thresholding combined with the obtained mask of the vascular bed, the
darkest pixels in the candidate area are searched. Another approach from [71] uses a
multilevel thresholding without the need to detect the candidate areas on the retina to
detect the macula.

6.2.1 Anatomical Based Approach

Described fovea detection is based on anatomical characteristics of the eyeball,
mentioned in [72]. It is based on the assumption that the angle of the optic disc
center and the fovea joint is between �6� and + 3� from the horizontal line. Their
distance roughly corresponds to double of the optic disc’s diameter. This defined
sector is used, and the rest of the image is marked by the white color. This approach
requires the optic disc diameter and position.

The whole procedure comprises a few steps. The ROI is chosen by the sector-
shaped area given by the angle, center, and distance of the optic disc. The rest of the
operations are similar to the optic disc detection described in Chap. 6.1.1. The
low-pass filter is applied on the ROI, and the lowest intensity pixels are marked
(the fovea is darker than the retinal background). Then the fovea is marked as a
center of the largest detected area.

6.2.2 Multilevel Thresholding-Based Approach

The algorithm is characterized by low time consumption, and that is one of the
reasons why it was also used. The suggested algorithm for the macula detection uses
the principle of multilevel thresholding and localizing of ovals through all the image
levels. The described approach was inspired by [71].

In the first step, the red channel is extracted from the RGB image because it
contains less information than the other channels about vessels and veins in the
retina, which can negatively influence the results of ellipse detection. The macula
normally does not have a circular or oval shape, and its circumference is often
irregular. For preprocessing, a blurring filter is used. Then the resulting image of the
retina is segmented in a cycle, where each iteration means limit value increased by
one during thresholding. The result of one iteration is shown in Fig. 3.29. This way,
thresholding runs throughout all 256 levels, as the retina image in this stage is like a
gray picture with 8-bit information for each pixel. By analysis of the resulting
images, it has been discovered that threshold values from 100 to 230 have results
that possess the most information about the macula position and thus are the most
appropriate for the next step, during which ellipses are being searched in final
particular images.

The outlines of ellipses are being searched throughout all thresholding levels. All
found ellipses from all threshold levels are saved for further processing. Before that,
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ellipses that do not fulfill the condition that their eccentricity must be larger than 0.5
and simultaneously smaller than 1.5 are removed. Eccentricity is calculated from a
rectangle (defined by Eq. (3.5)), which bounds the ellipse with the width (w) and
height (h) of this rectangle. The elimination of these inconvenient ellipses is impor-
tant for removing of misleading areas because the shape of the macula is either a
circle or an ellipse with a small eccentricity. On thresholding levels, the blurring
filter is used again.

exc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2 � h2

p

w
ð3:5Þ

This is done in order to highlight the round shape of areas on the image.
Clustering of found ellipses by their center of gravity is depicted in Fig. 3.30. The
blue pixel is the group’s center of gravity; the green pixels are the ellipses’ centers of
gravity that belong to the group, and the red pixels are the centers of gravity of
ellipses that do not belong to the group [71].

Fig. 3.29 Red channel of
the retinal image after
thresholding

Fig. 3.30 Ellipses
clustering
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The last part of the macula detection algorithm consists of all the found ellipses.
In the beginning, one group for all ellipses is created, and its center of gravity is the
same as the center of gravity of the first ellipse. All ellipses are added to this group.
Subsequently, all ellipses are shuffled in cycles. If the distance of the shuffled
ellipse’s center of gravity to the group’s center of gravity to which it belongs is
bigger than the chosen threshold, a new group is created. To this newly created
group, the ellipse is added, and its center of gravity is selected as the group’s center
of gravity. When all ellipses go through this process, for each group, the center of
gravity is calculated as the average center of gravity of all ellipses that belong to the
group.

After this recalculation, all ellipses are evaluated again, and if their center of
gravity is too far from the group’s center of gravity and the found area of the macula
circumscribes an ellipse, they are moved to another group, or a new group is created
for them. That is repeated until no ellipse has to be moved between groups during the
evaluation cycle. As the macular area, the biggest ellipse from the group is chosen.
The fundus image with marked macula is shown in Fig. 3.31.

6.3 Blood Vessels Segmentation

The basic approaches for blood vessels detection may be divided into two groups –
based on morphological operations and based on 2D filter applications realized by
different methods such as matched filters [73], Gabor waves [74], etc. Segmentation
in the first group is based on morphological operations and is less computationally
intensive. For example, in [75] there is described a very fast segmentation using
stop-hat operation.

Fig. 3.31 Result of the
macula detection in a fundus
image
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6.3.1 Thresholding

It is desirable to convert an image into a binary form for subsequent processing. This
is made by thresholding. The threshold is computed for every input image with the
assumption that blood vessels take up approximately 3–10% of the retina image
(according to a specific type of imaging device). Another way is the use of adaptive
thresholding. However, the main disadvantage of this method is the small white
fragments, which are misclassified as vessels.

As shown in Fig. 3.32, not only the retinal veins are highlighted but also the noise
which must be removed before bifurcations can be detected. This is achieved by
filtering out blobs and by morphological dilatation of the image. This removes small
holes and increases the vessels continuity.

6.3.2 Segmentation Using Matched Filter

The described approach is based on the matched filter for blood vessels detection.
All the following operations are applied on the green channel of the given image
because of higher contrast than in blue or red channel. The whole procedure is
depicted in Fig. 3.33.

• Automatic contrast adjustment – despite the use of the green channel, blood
vessels may have low contrast due to the poor quality of source images. In this
case, it is necessary to adjust the contrast. Commonly used methods, such as
histogram equalization, are not very suitable in the case of retinal images. The
manual contrast adjustment has mostly the best results, but unfortunately, it

Fig. 3.32 Retinal image
before (left) and after (right)
thresholding operation

a b c

Fig. 3.33 Example of the described blood vessels segmentation: (a) manually segmented vessels;
(b) matched filter algorithm used; (c) mask of the retinal region in original images
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cannot be applied in the case where the pictures have to be processed automat-
ically. Inspired by [60], the method called fast gray-level grouping gives satisfy-
ing results for a given set of retinal images. The principle and implementation
details are described in [61]. The main advantage of this method is the fact that the
new histogram will have nearly a uniform distribution.

• Matched filter – the most important part of the blood vessels detection process is
the vessels segmentation from the image background. A 2D filter response, which
is defined by Eq. (3.6), is used.

K x; yð Þ ¼ �e
x2

2σ2

� �
for y � L

2

����
���� ð3:6Þ

L stands for the minimal length of the vessel, where it does not change its
orientation, andσ is the standard deviation in Gaussian (normal) distribution. The
exact procedure of the filter generation is based on [76]. The obtained filter is
12 times rotated (each time for 15�), and all the 12 filters are applied on an image.
Their responses are added together with their weight resulting in the final response.

6.3.3 Segmentation Using the Difference Between the Filtered Image
and the Original

This method of segmentation has been found as the most suitable for the following
fusion, thanks to its accuracy and computing speed.

• Image enhancement – the input image is enhanced by using the smoothing filters
in order to reduce the noise and make the vasculature more visible. In order to
obtain the most salient information from the image, the green channel is selected
for further processing where the contrast is adjusted by using the contrast-limited
adaptive histogram equalization algorithm [77]. This algorithm differs from the
simple histogram equalization by calculating histograms for partitions of the
image and is added in order to reduce the amplification of the noise inherent to
adaptive histogram equalization.

• Blood vessels detection – the difference between the filtered image and the
original, along with adaptive thresholding, is used to segment the blood vessels.
The preceding step for segmenting the veins is the application of the median and
blurring filters. This produces a relatively smooth image which is then compared
with the non-filtered one. The differential image that results from this comparison
is calculated according to the Eq. (3.7):

diff x; yð Þ ¼ 255
max

original x; yð Þ � filtered x; yð Þð Þ ð3:7Þ
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where max is the maximum value of intensity difference of the pixels. Although the
vascular structure is visible at this point, there is a significant level of noise, and the
veins need to be segmented perfectly. The result of this method can be seen in
Fig. 3.34.

6.3.4 Thinning

It is essential that thinned vessel must lie strictly in the middle of the original vessel.
The simple but fast and well-working algorithm comes from [50]. The thinning is
executed from four directions to ensure the position of thinned vessels in the middle
of the original one. The algorithm can be described in accordance with [78] as
follows:

7 While Points Are Deleted Do

(a) For all pixels p(i, j) do:

If 2 � B(P1) � 6.
A(P1) ¼ 1
P2 � P4 � P6 ¼ 0 in odd iterations, P2 � P4 � P8 ¼ 0 in even iterations
P4 � P6 � P8 ¼ 0 in odd iterations, P2 � P6 � P8 ¼ 0 in even iterations

(i) Then delete pixel p(i, j).

where A(P1) is the number of 0 to 1 transitions in a clockwise direction from P9 back
to itself and B(P1) is the number of non-zero neighbors of P1. The result of thinning
algorithm is depicted in Fig. 3.35.

Fig. 3.34 Obtained
differential image
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7.1 Bifurcation Localization

Bifurcations are obtained by evaluating every white pixel and its immediate neigh-
borhood. If a bifurcation is to be marked, there must be at least three separate paths
that diverge from a given pixel. To calculate this, the neighborhood is analyzed for
the number of white pixels and their continuity. If three or more separate white areas
are detected, the algorithm regards that pixel as a bifurcation and marks it and stores
it in a list of points. If thinning yields an imperfect image with clustered bifurcations,
the algorithm has to filter out such bifurcations. The only problem may be caused by
the short pieces at the ends of the vessels created as a side effect of thinning. This
problem is solved by the definition of a minimal length of the whole three vessels
coming out from the point (Fig. 3.36).

7.1.1 Feature Comparison

The comparison module takes two feature vectors. The position of the optic disc is
utilized to align bifurcations before image comparison. The adjusted vectors are
compared, and the respective score is calculated in accordance with the level of
similarity. The score is normalized so that it falls within the interval <0, 1> where a
higher value indicates a better match.

Fig. 3.35 Segmented blood
vessels (left) after the
thinning operation (right)

Fig. 3.36 Automatically
detected bifurcations in an
original image also with the
optic disc and fovea
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First, the two vectors have to be aligned before comparison. This is achieved by
taking the optic disc centers and translating the bifurcation points of one image.
Since the rotation or angular displacement of images is minimal, only the translation
is taken into account.

Next, the similarity score needs to be calculated. The algorithm is as follows:

1. For every bifurcation point b1 in the smaller array of bifurcations B1.

(a) For every bifurcation non-matched point b2 in the larger array of bifurcations
B2.

(i) If Euclidean distance between b1 and b2 is shorter than the threshold and
is currently the shortest, mark b2 as selected.

(b) If there is a match, mark selected b2 as matched, and increase the number of
matched bifurcations n.

2. Calculate the similarity score.

Then the score is obtained accordingly to Eq. (3.8):

score ¼ 2n
B1j jþ j B2 j ð3:8Þ

8 Iris Features Extraction and Matching

There is a considerable range of articles focused on the iris recognition. One of the
first automated iris recognition systems based on the utilization of Gabor wavelet
filters was proposed by Daugman [79]. Several leading and most cited articles can be
mentioned, just to outline the widely used approaches for the person’s recognition
based on the iris characteristic [9, 80, 81]. Usually wavelet-based [9, 79] or texture-
based [80] methods for iris recognition are utilized. Other well-known approaches
adopted discrete cosine transform (DCT) [81] to the iris pattern encoding. Somewhat
recently, new methods for iris characteristic have been published in [82–84]. These
approaches utilized the key point descriptors like SIFT (scale-invariant feature
transform) [82] and SURF (speeded up robust features) [83] for the description of
the local iris image areas. Also, inspired by earlier approaches, a new approach using
wavelets and Gabor filters in combination with support vector machine and Ham-
ming distance classifiers was proposed in [84].

The current iris recognition approaches usually achieve classification accuracy
more than 99%. In spite of the current methods, they are very precise and reliable
(for ideal images); still, some drawbacks concerning image quality and image
acquisition do exist.
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8.1 Pupil and Iris Localization

The pupil can be localized by applying an appropriate thresholding technique. First,
however, a median filter is applied to the image. This step smoothes out the image
and eliminates pixels with outlying values, which further helps in the segmentation
procedure.

In order to determine the threshold value, the histogram of the image is calcu-
lated. In the lower half (the darker part) of the histogram, a pronounced peak can be
found. This, together with the surrounding values, mainly denotes the pixels of the
pupil. Therefore, the desired threshold has to be found around this peak. The chosen
threshold is higher than the value of the peak in the histogram to ensure that the
majority of the pixels of the pupil are included.

After thresholding is applied, the largest black area in the acquired image is bound
to denote the pupil. Since it is elliptical in shape, detecting its center and radius can
be determined simply by seeking its widest areas. The pupil itself is not entirely
circular, but it can be substituted by a circle for the sake of simplicity and avoiding
computational complexity.

While the pupil and its surroundings were distinguished from each other by a
striking shift in the pixel intensity, the outline of the iris was not so distinct.
Therefore, a different approach must be adopted. Although the shift in pixel intensity
is not so pronounced, it is present nevertheless. To facilitate its detection, the contrast
of the image needs to be adjusted. Together with the use of the median filter, this
accentuates the current area of interest which is the outer edge of the iris.

While not being as sharply defined as in the case of the pupil, the outer edge of the
iris can be detected by searching for places where the pixel intensity changes clearly
over a certain distance. Within the input database, as mentioned above, this approx-
imation gives satisfying results; however this method is not always applicable
because of poorer quality of some images. To mitigate this issue, a fail-safe method
using 1D Haar wavelets is employed. Although the iris is not entirely circular as
well, it is still safe to substitute it by a circle. Additionally, the iris and the pupil are
not concentric in general, but to make the algorithm faster and simpler, it has been
assumed that they actually are.

Combined with the detected points where the edge of the iris is located, the radius
of the iris can be calculated, and thus the extraction of the iris from the image is
completed. The whole localization procedure is depicted in Fig. 3.37.

8.2 Features Extraction

The approach at this point varies, but in this algorithm, the unrolling of the iris
precedes the segmentation of eyelids. For this unrolling, the Daugman’s rubber sheet
is used. At this point, the rubber sheet is reduced to a rectangular image with the
width of 360 pixels.
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Eyelids and eyelashes are filtered out by the detector of pixel intensity change
along the border of such rectangular image (the stripe). Given the fact that the rough
location of the eyelids is predictable, the algorithm defines set boundaries within
which the detection is performed. Once the horizontal borders are determined, the
algorithm similarly detects the height of the eyelid. When this is done, two masks in
the form of tetragons are generated, which have to be taken into account during the
final phase of the feature extraction. Of course, this is true only if there are eyelids in
the image (Fig. 3.38).

8.2.1 Features Extraction Using Gabor Filter

Gabor filter is represented by the following alternating function:

gλ,θ,φ,σ, γ x;yð Þ ¼ e�
x cos θþy sin θð Þ2þγ2 �x sin θþy cos θð Þ

2σ2 cos 2π
x cos θ þ y sin θ

λ
þ φ

� �
ð3:9Þ

with the values of wavelength λ ¼ 2, orientation θ ¼ 0�, phase offset φ ¼ 0, and
aspect ratio γ ¼ 0.

Before vector quantization, the issue of data reduction has to be addressed. As the
height of the stripe can vary (depending on the radius of the iris), the answer to this
problem also involves the solution of the issue of potentially varying dimensions of
the stripe.

In order to resolve this, certain angular and radial slices of the rubber band are
selected for quantization, so that the expected feature vector is of the desired size.
During this part, it is necessary to take the eyelid mask into account and map it in
accordance with the feature vector. The quantization itself is achieved by using
cosine and sine filtering with the resulting vector size of 2048 bits. This represents a
128 � 8 pixel encoding of the resulting iris stripe, with one real and one imaginary

Fig. 3.37 Segmented pupil (left) and the iris. The blue points denote the detected shifts in pixel
intensity

Fig. 3.38 Eyelid detection and mask generation. The yellow points denote the borders of examined
regions
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bit for every pixel. At this point, the feature vector is complemented by a
corresponding mask.

8.2.2 Features Extraction Using LBP

The local binary pattern is a method used for classification in computer vision. It is a
powerful tool for texture classification first described in [85]. The method describes
pixel in the image by a feature vector which is defined with regard to the surround-
ings [86]. In this case, a basic LBP has been used considering 8-neighborhood.

The LBP is computed by the following method. Each center pixel marked value
gc is compared with 8-neighborhood g0 – g7, where 0–7 is the index determining the
feature position in the resulting vector of size 8 bits (1 byte). The vector value is
given by comparison with the pixel in the center. Depending on if the value is
smaller or higher, the value in resulting vector is 0 or 1. The base principle of the
LBP is depicted in Fig. 3.39.

And from mathematical point of view, it can be expressed by Eq. (3.10):

LBPP,R ¼
XP�1

p¼0
s gp � gc
� �

2P, s xð Þ ¼ 0, x > 0
1, x � 0

�
ð3:10Þ

where gp is a value of the surrounding pixel with index p, gc is a value of the center
pixel, P is the surroundings size (in our case 8), and 2P is a position in the resulting
vector. The computed value is then stored on the original position of gc pixel.
Example of the resulting image is shown in Fig. 3.40.

8.3 Features Comparison

Unlike the retinal part, the iris feature comparison is relatively simple. Given two
feature vectors, exclusive OR (XOR) operator is applied to the corresponding bits. In
this algorithm, if the values are equal, the similarity score is incremented. The masks
of respective vectors are used to filter out those pixels which do not include the iris.
This reduces the number of pixels to be compared. Thus, the resulting score is
normalized so that it fits within the interval between 0 and 1 as depicted in Eq. (3.11).

Fig. 3.39 LBP principle

Fig. 3.40 Example of LBP
applied on iris image
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score ¼ score
2048�maskedBits

ð3:11Þ

Because of potential differences in the angular position of the input image which
were neglected in the feature extraction phase, the score is calculated for several
slightly differing angles ranging approximately from �16� to 16�. The highest score
is then selected as the final score and passed on into the decision-making process.

Another but actually very similar approach is to use Hamming distance of two
feature vectors according to Eq. (3.12):

H ¼ 1
L

XL

j¼1
A j⨁B j ð3:12Þ

where L is the size of compared vectors.

9 Eye Livenesss Detection

9.1 Iris

During liveness testing of the iris, a few possibilities are feasible. The most common
is the reaction of the iris to lighting changes when the pupil is stretching at lower and
contracting at a more intensive light. This reflex is subconscious, and the reaction
time is usually between 250 and 400 milliseconds. The pupil contracts and stretches
a bit also, under permanent light conditions – this periodical effect is called
hippus [19].

Another form of liveness detection can be performed by eye movement or
winking according to scanner’s voice commands.

Measurement of spectrographic attributes of tissues, fats and blood, are used by
more modern devices. Blood reflects very well in the infrared illumination as well as
pigment melanin in the iris. This effect is called coaxial back retinal reflection, called
the “red eye effect” during photography, where the light is reflected back to a camera
if strong light is used.

Purkinje reflexes from the retina and the lens surface can be also used for eye
liveness detection. When the outer eye surface is illuminated by an appropriate light
source, under certain conditions, an image reflected from the front and back retina
surface can appear on the inner surfaces of the eye.

9.2 Retina

Retinal imaging is a relatively difficult process that cannot be easily imitated. To
counterfeit that kind of scanner, it would be necessary to use very accurate model of
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eye optics with the same attributes as real eye, which is very difficult and almost
impossible. Not many information about retina liveness detection exist; however, it
is possible to use again medical information, e.g., inanimate retina has a different
color. The light reflectivity of the retina or blood flow in blood vessels can be also
detected.

Since the eye is a very sensitive organ, we cannot use any invasive method.
Reciprocal liveness detection similarly to the iris can be used. However, such
detection system could be counterfeit, if after successful liveness detection a real
eye is changed for the fake one. For that reason, it is better to test the liveness using
various methods. The first method is detecting the color of the macula. By this test,
one can find out if the detected eye is living or dissected. Only after death that the
macula becomes yellow; until that, it has a reddish color.

Another possibility is liveness detection based on eye movement. A similar
principle is used in medicine during eye fundus examination. A medical doctor
needs to see the whole retina and not only a part which can be seen from a direct
view. Therefore, the device is equipped with a focus point which a patient looks at
and toward which he moves the eye so that nearly the whole retina can be seen. This
can also be utilized in liveness detection. The device is equipped with a similar focus
point and in a few times is randomly moved. During each move, the retina is
scanned, and the blind spot or macula position is compared. If the position is varying
on each picture, the eye is evaluated as living.

10 Eye Diseases

Every part of our body can be affected by a disease during our lives, whether it is
curable or incurable. By incurable disease, we will understand the kind of disability
that cannot be eliminated surgically or anyhow else without consequence in the form
of loss of biometrical information (e.g., amputation). Curable disease, on the other
hand, is removable with minimal consequences (e.g., inflammation, laceration). The
retina can be affected by both types of diseases, of course.

For a long time, the eye was an organ that was on the first look dark and
untouchable. This started to change in the mid-nineteenth century, thanks to the
discovery of ophthalmoscope. Using an ophthalmoscope, it was possible to see the
big part of the inner eye. By examination of the eye’s background, eye specialists can
check the rear part of a patient’s eye and determine its health condition. For this eye
fundus examination, ophthalmoscope is used. Equipped with rotary lenses, it allows
the zooming of individual parts of the retina up to 15 times.

Eye diseases and their potential detection in images play a very important role in
biometrics. Unless recognition algorithms are optimized and adjusted, the users
suffering from any disease impacting the biometric characteristic cannot fully use
an acquisition device or cannot use the technology at all.

Any graphical operation in the retinal images affected by disease may have
completely different impact on the result in comparison with a healthy retina. The
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number of features correctly detected in image depends on the size of area affected
by the disease and on the algorithm ability to recognize features in inhomogeneous
environments. Also medical visualization of retinal images is very important for
ophthalmologists and can discover diseases related to (hence not only) the eye.

This chapter also describes the most spread diseases of the retina which is much
more likely to get sick than the iris.

10.1 Equipment for Retinal Examination

10.1.1 Direct Ophthalmoscope

While using the ophthalmoscope, the patient’s eye is examined from a distance of
few centimeters through the pupil. Currently, several types of ophthalmoscope are
known; however the principle is essentially the same: the eyes of both the examinee
and the doctor are on one axis, and the retina is lighted by a light source that
incidents on a semitransparent mirror or a mirror with a hole located in the obser-
vation axis at an angle of 45� [87]. The disadvantage of a direct ophthalmoscope is
the relatively small examination area and the need of skill to operate and also the
cooperation of the patient. The field of view (FOV) for this device is approximately
10 degrees. To increase the angle when observing the eye with a direct ophthalmo-
scope, different approaches can be used. These include placing the device as close to
a patient’s eye as possible or dilating the pupil. The principle of direct ophthalmo-
scope is shown in Fig. 3.41. The light beam falls on a small part of the pupil and does
not overlap the observing ray, which minimizes the probability of disruptive reflec-
tions. The light beam is shown by yellow line; the observing ray is purple.

Complete techniques of ophthalmoscopy were published by a Czech scientist Jan
Evangelista Purkinje in 1823. For the following 25 years, many people with mis-
cellaneous specializations were working on creating an ophthalmoscope, but the first
usable ophthalmoscope was introduced by Hermann von Helmholtz in 1851. He
managed to do it based on the work of Brucke, who however had not been able to
explain what the picture of the final rays that enter the observed eye and then come
out of it was.

Fig. 3.41 The principle of
direct ophthalmoscope [88]
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10.1.2 Binocular Indirect Ophthalmoscope

Most of the important red and yellow details in the retina such as vessels, hemor-
rhages, or exudates are visible against light red background of blood-filled eye
choroid. Subtle and with the naked eye nearly invisible changes can be important
symptoms of an ongoing disease. Even better results with direct ophthalmoscope can
be achieved with binocular indirect ophthalmoscope [88] that provides a wide field
of view, stereoscopic feeling, and also high-contrast resulting image. Logically, this
results in other disadvantages – patient’s pupil must be dilated, and the device is
bigger, heavier, and more expensive. For patients, the most inconvenient is brighter
radiation, sometimes even painfully penetrating (Fig. 3.42).

10.1.3 Fundus Camera

For more in-depth examination of the back part of the eye, fundus camera, which has
currently and probably the greatest significance in retinal examination, is used. It
allows creating a colored photography of nearly whole retinal surface. The optical
principle of this tool is based on the so-called indirect ophthalmoscopy [90]. Fundus
cameras are usually equipped with a source of white light, which they use to
illuminate the retina and then scan it using CCD sensor. Some types can also find
the middle of the retina and focus on it automatically using frequency analysis of the
scanned image.

This device is usually described by maximal degree, under which it is possible to
detect the light reflected from scanned ocular apparatus angle of view. The angle of
30�, which is considered as a standard angle of view, captures the image of an object
2–5 times bigger than it really is. Wide-angle fundus camera captures an image

Fig. 3.42 Indirect
ophthalmoscopy
examination [89]
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under the angle of 45�–140�. Depending on the enlargement or reduction of the
angle of view, the size of the object that is captured in an image is proportionately
changed. Narrow-angle fundus camera uses an angle of view of 20� or less.

The light is generated either by a built-in lamp or using electronic lighting and
then projection through a set of filters to a rounded mirror. This mirror reflects light
to a group of lenses which focus the light. The mask on the uppermost lens shapes
the light into a circle with gross edges. The light is then again reflected from the next
round mirror with a central hole, stands out from the camera using lens objective,
and continues on to a patient’s eye through the cornea. Provided that both lighting
systems and image are correctly aligned and focused, the resulting image of the
retina stands out from the cornea again back to the device through an unilluminated
part of the lens. The light continues through the mirror’s central hole to a part of the
device for astigmatic correction and to the lenses for dioptric compensation, and a
final image is shown on the output lenses of the camera. The optical structure of
fundus camera’s optics is outlined in Fig. 3.43.

During scanning by the fundus camera, a patient sits in front of the camera’s
optics with his chin placed on a chin rest and his forehead in a device’s forehead rest.
The person that is taking the pictures will focus and align the optics to achieve the
best possible result. The created photography is then used to determine the patient’s
diagnosis.

In Fig. 3.44, there is shown an example of the current state of the art of fundus
cameras. Canon CR-1 is a non-mydriatic fundus camera with dramatically reduced
brightness, improved overall comfort, and significantly shorter exams. One of the
advantages of non-mydriatic fundus cameras is that the pupil of the eye does not
have to be dilated or enlarged by the use of mydriatic eye drops; thus the examina-
tion is more comfortable. For digital imaging, standard DSLR camera is used to
obtain a high-quality retinal image with resolution depending on the camera which is
used. Canon CR-1 allows wide angle view of 45� and 2� digital magnification.
Focusing is performed in two simple steps by aligning two halves of a split pupil
image followed in and by the adjustment of split lines and working distance dots in

Fig. 3.43 The optical
principle of the fundus
camera [91]
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the retinal display. This ensures that the correct focus and working distance are
achieved for the sharp image.

10.2 Macular Degeneration

Macular degeneration is a disease that is in 90% of cases formed with increasing age
– then we also talk about age-related macular degeneration (ARMD), and it is the
most common cause of blindness for patients over 65 years. It is estimated that more
than eight million people in the United States have ARMD in some stadium. With
increasing percentage of older people, its presence is still increasing, and it also
increases with rising ability to handle other eye diseases. In the rest of the cases, the
macular degeneration appears among children or young people in the form of Best
disease or Stargardt disease [92]. These diseases are formed based on inheritance.

With macular degeneration, the retinal area that creates the middle of a field of
view is damaged. As a consequence, a serious disorder of central field of view
emerges. In its middle, a patient sees just gray shadow or even a black spot. The
peripheral vision, however, stays unaffected. Macular degeneration can appear in
two forms – dry (atrophic) and wet (exudative). Among the most common symptoms
belongs blurry gray or black smudge in the center of the field of view (known as
central scotoma). An affected person sees deformed straight lines, blurry font, or
inappropriate shape of different objects. Color vision is also affected; the colors seem
faded. Side vision stays sharp on one or both eyes [92]. An example of a retina
affected by macular degeneration is depicted in Fig. 3.45.

Many epidemiologic studies use definition that describes ARMD as degenerative
disease of individuals aged over 50, characterized by the presence of one of the
following lesions [93]:

Fig. 3.44 Canon CR-1
non-mydriatic fundus
camera
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• Soft (big, � 63 μm) druses. The presence of individual, soft, indistinct druses is
considered as a bigger indicator of ARMD than the presence of soft clear druses.
The presence of druses with size over 125 μm is also much more important than
the presence of smaller druses.

• Areas of hyperpigmentation that are associated with druses, with the exception of
hard druses surrounded by pigment.

• Areas of depigmentation associated with druses. These areas often appear as a
shadow of druses and are most often sharply bounded.

• Visual acuity is not used for defining ARMD because advanced changes caused
by ARMD can be present without changing central fixation.

10.2.1 Druses

This is easily visible as yellowish bearings lying deep in the retina. Druses are
distinguished by size and shape, and sometimes they have crystalline look resulting
from calcification [93].

As an eye where ARMD is not developed, it is considered that the eye on which
no druses are observed or only a few small (smaller than 63 μm), druses with the
absence of other ARMD symptoms. An eye in the initial stage of ARMD is one
which contains a few (less than approx. 20) middle-sized druses (63–124 μm) or
pigment abnormalities (increased pigmentation or depigmentation), without any
other symptoms of ARMD. Advanced stage of ARMD is geographic atrophy that
interferes into the center of the macula or choroidal neovascularization (CNV).
Druses are described by the following characteristics [93]:

• Types – druses are generally separated into hard and soft with several subtypes.
Soft druses are generally bigger and have a soft look. They have distinct thickness
and predisposition to connecting; therefore, they show bigger variation in sizes
and types. A cluster of soft druses has a squiggly appearance.

Fig. 3.45 Example of
macular degeneration with
druses
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• Degree of eye fundus affection – this can be evaluated by a number of druses, area
of affection, or druses’ density which means whether they are separated, touching
themselves, or if they cluster together.

• Distribution – the greatest importance is attributed to druses that are present in the
inner macula, which is defined as an area of inner circle with a diameter of
3000 μm. In Fig. 3.46 can be seen an eye with many clearly visible, soft, yellow
druses that are present mainly in the inner macula area.

• Color of druses is referred to as yellow, light, or white.

10.3 Diabetic Retinopathy

Diabetic retinopathy (DR) is a noninflammatory disease of eye retina. It is formed as
a result of the overall damage of blood vessels during diabetes mellitus [94]. Clas-
sification of diabetic retinopathy is generally based on the seriousness of intraretinal
microvascular changes and the presence or absence of retinal neovascularization.
Retinopathy is classified as non-proliferative diabetic retinopathy (NPDR), if only
intraretinal microvascular changes are present. This initial stadium then moves into
the proliferative phase, in which new vessels are formed.

Wrongly compensated diabetes affects tiny vessels in the eyes, which are getting
blocked, and as a result, the blood supply of the retina is reduced. Another form of
retinal damage occurs when blood vessels are leaking and fluid is coming out
causing retinal edema. Both insufficient blood supply and retinal edema destroy

Fig. 3.46 Soft, yellow
druses in the inner macula
area
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the ability to see. The eye tries to correct the situation by growing new blood vessels
(neovascularization); however, that substandard and harmful breakup can cause eye
extravasation (hemophthalmia) and tractional retinal detachment. Diabetic retinop-
athy has two forms: non-proliferative and proliferative [95].

Abnormalities of fundus during non-proliferative stage are microaneurysms and
intraretinal abnormalities, which are the result of changes in retinal vessels trans-
mittance and eventual blockage of retinal vessels. Vessels’ blockage leads to bad
blood supplying which appears as an increasing number of hemorrhages, vessel
abnormalities, and intraretinal microvascular abnormalities. Retinal hyperperfusion
is put in connection with the development of proliferative diabetic retinopathy.

Diabetic retinopathy is characterized by the presence of the following lesions
[93]:

• Microaneurysms of retinal capillaries – Usually the first visible symptom of
diabetic retinopathy. Microaneurysms are ophthalmologically defined as dark red
dots with a diameter ranging between 15 and 60 μm. Most often, they are present
in posterior areas. Despite that microaneurysms can appear even during other
vessel diseases, they are considered to be a typical sign of NDPR. For individual
microaneurysms, it is typical that they appear and then disappear with time.
Microaneurysms alone without the presence of other symptoms of diabetic
retinopathy don’t have high clinical importance. In spite of that, the increase of
their presence in the retina is connected with the development of retinopathy and
increased probability that with their increase, other microvascular changes
connected to diabetic retinopathy will appear, exists. In Fig. 3.47, there is
shown a very severe diabetic retinopathy. It is characterized by excessive retinal
bleeding and also by intraretinal microvascular abnormalities.

• Hemorrhages are also red dots that develop as a result of the weakening of
microaneurysms’ walls or tiny vessels and following the rupture of these walls.
Hemorrhages exist in two forms. In the first one, hemorrhages have a character of

Fig. 3.47 Advanced stage
of diabetic retinopathy [96]
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dots. These pathologies look like little light red dots. The second type of hemor-
rhages looks blurry and is bigger.

• Exudates – With increased creation of microaneurysms, it is possible that exces-
sive transmittance of retinal capillaries occurs. This leads to the formation of
retinal edema, usually in the macular area. Macular edema is defined as the
thickening of the retina caused by the gathering of liquid in the macula. Macular
edema is often accompanied by hard exudates in the retina. These hard exudates
are lipid sediments that are probably piled up under an influence of lipoprotein
leak. Clinically, hard exudates are well-boarded, white-yellow intraretinal sedi-
ments, normally visible on the edges between edematous and non-edematous
retina. The liquid that is creating the edema can come and leave with no visible
consequences. Lipid sediments are on the contrary with the liquid connected with
the retinal damage and permanent loss of vision, especially if they are located
under the center of the macula.

10.4 Toxoplasmosis

Toxoplasmosis is a parasitic disease that ranks among zoonoses, which are diseases
transmissible from animals to humans. They appear all over the world. In European
countries, about 10–60% of inhabitants have created antibody toward toxoplasmo-
sis, depending on their eating habits. In the Czech Republic, the seropositivity (the
presence of antibodies in the blood) is about 20–40%. The disease usually appears
only by increased temperature, flu conditions, headaches, fatigue, or swollen lymph
nodes. Acute disease can sometimes transform into a chronical stage, often, the
infection, however, occurs without any notice and is recognized only by finding
specific anti-toxoplasma antibodies in the blood, which can in lower levels last for a
whole life (latent phase of infection). A lot of toxoplasmosis’ types exist – gangli-
onic, eye (Fig. 3.48), brain, gynecological, etc. Other forms of toxoplasmosis are not
that common [98].

Fig. 3.48 An eye affected
by toxoplasmosis [97]
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11 Conclusion

In conclusion, we can say that a biometric technology has a big chance of success
and is currently displacing conventional non-biometric solutions in many areas.
Thanks to combining with cryptographic methods, biometric also penetrates the
field of data protection. The field of biometric systems is very alive and still
expanding, and innovative solutions that are perfectly usable in industrial applica-
tions are coming to the market every year. It can be assumed that even if the eye
retina recognition is not currently very popular (there is no retina recognition device
currently available in the market), it has undeniable advantages and will evolve and
expand. Room for utilization improvement is primarily in high-secured areas such as
nuclear plants, military purposes, or secret research laboratories.

Unimodal biometric systems have to contend with issues like non-universality,
unacceptable error rates, intra-class variations, etc. Some of these limitations can be
solved by the deployment of multimodal biometric systems that integrate the
evidence presented by a multiple sources of information. In general, one of the
most important issues of a biometric system is the uniqueness of its biometric
information included in the specific biometric characteristic, which influences the
strength of such system. The variability in biometric characteristics in the population
can be described by biometric entropy. It is also related to a biometric fusion and is
interesting to see an evaluation of the biometric information for each biometric
characteristic separately and the possible gain from their fusion. Multimodal bio-
metric systems elegantly solve several of the problems present in current unimodal
systems. By the combination of multiple sources of information, multimodal sys-
tems increase population coverage, improve matching performance, and are more
resistant against sensor counterfeit. Various fusion levels are possible in multimodal
systems.
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Chapter 4
3D Hand Geometry Recognition

Michal Dvořák and Martin Drahanský

1 Introduction

How can a person be reliably identified or verified and how secure is this method?
The area of biometrics offers a solution to this issue by claiming that to determine
one’s identity, only some of his/her physical traits are needed. Many security
systems of today identify people using various biometrics, most often fingerprint,
facial markers, or retina scan. These systems, however, are not applicable in every
situation either due to environmental, price, or other reasons, and another method
may be required. Hand geometry represents an alternative approach to human
identification and verification that avoids issues that make more conventional
approaches inconvenient, such as placement in areas where the face needs to be
covered or where fingerprints can become obscured (non-clean environment).

The fundamental idea of hand-based geometry identification is built around the
assumption that everyone possesses a hand and its shape is unique. In other words, if
a reference shape of user’s hand is on record, this person’s identity can be
established by comparing his immediate hand shape with the one on record. It was
this assumption that gave birth to the first systems designed to do just so.

The first problem that needs to be solved is to identify the characteristics that can
be both efficiently collected without compromising the requirement for uniqueness.
2D hand geometry then represents a viable abstraction method where the parameters
are such as silhouette or length, width, and thickness of fingers [1].

In order to expand into a 3D system, a measurement of depth has to be introduced;
this then in turn allows parameters such as curvatures of individual fingers and wrist
as well as plastic deformations on the back or palm of the hand to be measured.
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2 2D Hand Geometry Acquisition

To better understand the issues presented by hand biometrics, let’s first take a brief
look on principle of 2D acquisition.

The method itself is tantalizingly simple, since all that is needed is a silhouette of
a hand. For this task, all that is required is a CCD or CMOS camera with sufficient
resolution, and whereas for fingerprint identification, this resolution may be high and
thus require a more expensive sensor, e.g., 500 DPI; the hand geometry systems will
operate with much lower-resolution cameras in commercial systems usually
100–200 DPI but viable with even less than 100 DPI [2].

During 2D acquisition a static image of a back of a hand is usually captured,
which is followed by the extraction of required features. Depending on system,
additional images may be acquired from different angles in order to gather additional
features. This usually takes form of capturing the image from the top and side in
order to gain all previously mentioned features [1]. As can be seen on Fig. 4.1, image
from this direction allows for efficient gathering of majority of required features.

The system may be further modified to improve the acquisition process and
simplify the feature extraction stage, such as including reflective background to
enhance edges or add cameras to have more sources of features and pins which
ensure that the hand is in a predictable position; the principle however remains the
same. Figure 4.2 shows the possible set of features to be extracted. All of currently
available solutions are based on this principle.

2.1 Existing Commercial Solutions

As far as authors are concerned, there are to this day only two commercial systems
being currently developed, both under the Schlage. These are devices of
HandPunch® and HandKey® series, respectively.

At the time of writing this chapter, the newest model of the series was HandKey II
[3], HandPunch GT-400 [4], and HandPunch 4000 [5]. HandKey II, as can be seen

Fig. 4.1 Gathered image of
a hand for 2D hand
geometry extraction of
features
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on Fig. 4.2, is foremost an access device, designed to primarily serve as a security
access mechanism which is the reason why it has features such as duress code. The
base user memory of the device is 512 user fields which is expandable. Per available
information, the hand geometry features are after extraction compressed to 9 byte
large template.

The HandPunch series is per description to primarily serve as a time and
attendance terminal. HandPunch 4000, like the HandKey II, employs 9 byte large
template size; the default user memory is 530, with offered expandability to 3498.
The HandPunch GT series differs in design but appears to be similar in function. The
template size is different, as it is represented by 20 bytes instead of 9 bytes. The
device also has a larger default user field size of 1000 and no offer of expansion. On
Fig. 4.3 the appearance of HandPunch device can be seen.

Fig. 4.2 Image of HandKey
II biometrics hand geometry
reader [3]

Fig. 4.3 Image of
HandPunch GT-400
biometrics hand geometry
reader [4]
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2.2 Identification Methods

To identify a user based on their hand geometry, methodology needs to be devised to
extract unique set of features, by which comparison of one set can be determined to
belong to the same person. Since the likelihood of the source images being
completely identical is minute, due to small placement and orientation differences,
as well as small changes in hand shape over time, the methods need to accommodate
a tolerance in the measurements. In general, methods based on direct measurements
and hand shape alignment are used today.

2.2.1 Methods Based on Direct Measurement

In this case, a vector of dimensions is constructed based on measurements gained
directly from the acquired image of a person’s hand. As can be seen, for example, on
Figs. 4.4 and 4.14 features can be directly inferred from downward-facing camera
and additional 2 from side-facing camera. All the commercially available systems
appear to utilize solely the upward-facing camera. The features themselves can either
be extracted from a binary image after the segmentation of the hand from the
background or they can be calculated from the defined pixel ranges. It is worth
mentioning that while the number of features that can be extracted from image is
nearly limitless, very little additional useful information is gained with increased
number of features (Fig. 4.5).

During the matching phase, the two feature vectors, one of the newly measured
hand and the other of saved template, are compared against each other based on a
chosen metrics, such as sum of absolute difference (1), weighted sum of absolute

Fig. 4.4 Viable hand 2D
hand geometry features [2]
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difference (2), Euclidean distance (3), or weighted Euclidean distance (4) [1]. The
measured features are defined as xi¼ [x1, x2, . . ., xz], template features as yi¼ [y1, y2,
. . ., yz], and σi as a weight of the given feature.

X z

i¼1
xi � yij j ð4:1Þ

X z

i¼1

xi � yij j
σi

ð4:2Þ
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Both advantage and disadvantage of this method are the requirement for pins. For
the feature extraction, same set of pixels is used every time, since the range of
movement of the hand is restricted by these pins. The pins are accomplished by
guiding the hand into a predefined position. The advantage is that this method is fast
and/or requires very low computational power as there is no need to algorithmically
determine the position of each feature. The disadvantages are the pins themselves;
the necessity of them prevents the method to become touchless and disqualifies the
usage of dynamic acquisition, as it requires proper position before the image is
acquired. And while the commercial devices have an antibacterial layer, it still can be
a potential health risk.

The shortcomings of this method can be addressed by methods based on silhou-
ette matching.

2.2.2 Methods Based on Silhouette Alignment

In this method, fixed position is not required, even though it can be applied even to a
pin-guided system. Instead of measuring fixed distances, , a measure of difference

Fig. 4.5 Other possible set
of extractable features
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between a new outline/silhouette of a hand and the outline stored as a template, is
calculated.

The general steps of this method are as follows:

• Preprocessing based on the chosen system.
• Outline extraction, since the object should be easily separable from background,

only a preferred method of thresholding is required to acquire a binary image and
usage of morphologic operations to gain an outline of the measured hand.

• Finger extraction, the outlines of individual fingers need to be extracted. To
identify them, tips and valleys of the fingers are detected. This step is especially
necessary in pinless systems.

• Align the corresponding finger pairs with template. To do this, any algorithms
that measure distance of two metric subspaces can be used, for example, modified
Hausdorff distance [6] where the orientation and position of one outline are
gradually changed to achieve closest alignment with the reference.

• Calculate the distance of the pair. MAE (mean alignment error) is then calcu-
lated, an average distance difference between corresponding points of the
outlines.

• If MAE is less than the decided threshold, it is declared that the measured hand is
of the same person as the one saved in template.

On Fig. 4.6 the fingers of measured hand aligned on top of the template saved in
database can be seen. MAE would now be calculated, and based on thresholding it
would be decided whether the analyzed hand matches the template. (In this case it
clearly does not.)

While both these methods serve the purpose they are designed for, they do exhibit
several limitations.

Fig. 4.6 – Hand image used as a source and second hand image (left), outline overlap after finger
positioning (right)
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2.3 Limitations of Currently Employed 2D Hand Geometry-
Based Biometrics

The simplicity of acquisition and low demands on the resolution of the sensor
present are, however, several shortcomings; while some are still being addressed,
others are insurmountable due to the limitations of 2D acquisition .

Despite the improvement of existing commercial hand recognition tools such as
HandKey II [3], due to the fact that only relatively small amount of information is
available to begin with, either the database size or success rate of identification has to
be sacrificed, as proved by the continued research into uniqueness of one’s hand and
its measurements as viable identification parameter of large population [7]. The
transition from 2D to 3D hand recognition adds features and feature vectors, thus
increasing an entropy and offering a solution to the issue.

Spoofing presents another challenge as was demonstrated in [8] where a simple
paper silhouette was used as a spoof that could be used to introduce a successful
impostor. To detect a spoof, the system has to be able to acquire data that is difficult
to replicate when developing a spoof, either by including detection of large amount
information or by detecting a property of human hand that is inherently unavailable
in an artificial spoof, such as detecting whether currently analyzed object is in fact
part of the living human body (Fig. 4.7).

The approaches to verifying liveliness of hand are multiple; among the most
common are the approaches based on detecting body heat for confirmation, which
however increases complexity and costs of the system, especially of system that is to
be touchless. The resistivity/conductivity of the human skin can be used as well; it
too however imposes the requirement for the system to be touch based. From the
optical approaches, which would meet the criteria for making the system touchless,
is the most common one, the utilization of vein detection. This can be achieved either
by a surface detection utilizing a near-infrared light (NIR) or subsequent detection,
i.e., Fig. 4.8.

Alternatively, system can capture a dispersed light passing through the hand as in
Fig. 4.9. With this approach, usually only fingers are used as the whole hand presents
too much tissue for the NIR and the absorption of NIR by hemoglobin is no longer

Fig. 4.7 Paper silhouette spoof used to bypass commercial device [8]
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easily detectable without special light source. Either of these approaches is easily
implementable into the hand biometric system, as the NIR can be used as a light
source in CCD- or CMOS-based systems. The vein detection can then be used either
as only a liveliness verification or preferably as an additional source of unique and
identifiable features.

Fig. 4.8 Surface vein
detection using NIR

Fig. 4.9 Vein detection
using NIR light source
behind object
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The multidimensional approach can assist by increasing the amount of informa-
tion needed for construction of spoof. Necessary dimensions gathering from
uncooperative target become a nontrivial task, as a majority of 3D scanning
approaches requires scanned object in a specific position or the accuracy will
decrease. As far as authors are concerned to date, no one has presented a method
of acquiring a 3D scan of a hand from an uncooperative user with accuracy necessary
to create a viable spoof. As will be explored further in subsequent parts of this
chapter, the experiments have been performed in this area and support the assump-
tion of increased entropy.

The last limitation that needs to be mentioned here is the difficulty in creating a
pinless and contactless solution. As far as the authors are concerned, there are no
existing pinless and by extension contactless commercial devices available now.
While the issue of pinless hand recognition has been approached even in pure 2D
hand recognition systems, it has been demonstrated that utilization of depth sensing
devices is a viable method of approaching this problem [9] as well as the need for the
physical contact with the sensing device.

3 3D Acquisition

The principle of 3D acquisition in biometrics has been successfully tested. The price
and high computational demands limited these tests to academic research in the past.
However, as the price of viable 3D acquisition devices keeps decreasing and the
computational capabilities of even mobile hardware increasing, the 3D acquisition
has become a viable alternative to 2D hand geometry systems.

On Fig. 4.10 a 3D image captured using low-cost Creative VF0800 camera [10]
can be seen. On the image, it can be seen that, along with required 3D features,
majority of 2D features can be inferred as well, which allow extraction of the 3D and

Fig. 4.10 3D image of hand
using low-cost 3D camera
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2D features with no additional hardware. As the depth map also includes information
necessary to determine absolute dimensions of scanned object, it can also be used as
a basis for a contactless system.

While any 3D mapping method may be used, in 3D hand geometry, it can be
observed that majority of academic publications use a system based on principle of
active triangulation, be it the industrial 3D laser digitizers [11, 12] or systems based
on light pattern projection [13].

3.1 Using 3D Scanner

Utilization of professional laser scanner in biometrics can be seen in [11] – in this
case a Minolta Vivid 910 has been used for creation of large database (3540 items) of
right hand scans, where the device can work with accuracy in three axes up to X,
0.22 mm; Y, 0.16 mm; and Z, 0.10 mm to the Z reference plane [14].

The method presented in [11] localizes the position of four fingers on intensity
map and based on this information extracts corresponding data from range map. The
cross sections of each finger are extracted at chosen distances along the finger’s
length. This paper then proceeds to calculate features based on curvature and vector
of normal of the finger segment. Figure 4.11 shows a depth data of cross section,
calculating curvature and normal features.

In the paper, the 2D and 3D data is experimentally matched, and EER (equal error
rate) and AUC (area under ROC curve) are calculated (Table 4.1).

As expected, the combined 2D and 3D geometry data provides the best
performance.

Fig. 4.11 (a) Cross-sectional finger segment and (b) its computed curvature features; (c) normal
features computed for a finger segment [12]

Table 4.1 EER and AUC of
2D, 3D, and a combined
matcher [12]

Matcher EER [%] AUC

3D hand geometry 3.5 0.9655

2D hand geometry 6.3 0.9722

(2D + 3D) hand geometry 2.3 0.9888
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3.2 Using Structured Light

The use of structured light is based on the projection of visible or infrared pattern of
defined properties onto a surface of an object, in our case a human hand. On the
surface of a plastic object, the pattern appears deformed; by recording the direction
and magnitude of this deformation, and comparing it to expected position, the depth
of the pixel can be calculated. This approach has been used in several publications,
where various sources of the pattern have been tested.

3.2.1 IR Pattern Projection

This approach became viable thanks to the spread of affordable 3D cameras such
Intel RealSense or Microsoft Kinect. The cameras in this case provide both an RGB
image and a depth map, with corresponding coordinates.

In [12] it was demonstrated that by using Intel RealSense camera, 2D and 3D
features may be collected. After the preprocessing, during which markers such as
fingertips, finger valleys, and wrist lines are identified, a vector including
41-dimensional vector of 2D features and 137-dimensional vector of 3D features
can be extracted. Features are:

• Finger length (2D)
• Finger valley distance (2D)
• Finger width (2D)
• Wrist to valley distance (2D)
• Finger axis surface distance (3D)
• Finger width (3D)

Figures 4.12 and 4.13 show the respective features on the depth images and
intensity images.

Fig. 4.12 Extracted 2D features [13]
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The feature vectors are in this case matched using theMahalanobis distance [15],
utilizing large margin nearest neighbors (LMNN) [16] the weights for individual
features.

As the 2D and 3D feature vectors are calculated separately, a comparison of
individual vector performance as well as the performance of their combination can
be examined (Table 4.2).

From these data, it can be inferred that while 3D features alone with low-cost
hardware, in combination with 2D features, the resultant method proves superior.
The improvement is especially apparent in case of images where one of the source
vectors suffers high level of noise. Where second stream serves to improve to overall
recognition rate, this method proved to be comparable even with the state-of-the-art
approaches (Table 4.3).

Fig. 4.13 Extracted 3D features [13]

Table 4.2 Overall
performance of Bronstein and
Drahansky system using
LMNN metric learning
approach [12]

FRR [%]

Features ERR [%] @FAR ¼ 0.5% @FAR ¼ 1%

2D 2.76 6.50 1.63

3D 2.92 10.70 6.42

2D + 3D 1.61 4.81 2.23

Table 4.3 Qualitative comparison of hand biometric-based matchers [12]

Method Features Templates Database
FAR
[%]

FRR
[%]

EER
[%]

Jain and Duta 2D 1–14 53 2.00 3.50 N/A

Jain et al. 2D 1 (avg) 50 2.00 15.00 N/A

Woodard and Flynn 2D + 3D 1 (avg) 177 5.50 5.50 5.50

Malassiotis et al. 2D + 3D 4 73 3.60 3.60 3.60

Kumar et al. 2D + 3D 5 100 5.30 8.20 N/A

Kanhangad et al. 2D + 3D 5 177 2.60 2.60 2.60

Bronstein and
Drahansky

2D + 3D 1 (avg) 88 1.61 1.61 1.61

114 M. Dvořák and M. Drahanský



3.2.2 Lasers and Diffraction Grating

A shortcoming of generic commercial light pattern-based approach is its lack of
detail and operation on short range, and even though the results were still satisfac-
tory, the system can be improved upon by designing the light projection for the
application. Both the wavelength and the actual pattern can then be chosen, based on
a priory information about the measured object.

In [17] the array of 532 nm lasers is being used with simple two MS LifeCam HD
3000 camcorders used for acquisition. Optics on laser turns the dot projection into
line projection, and diffraction grating then allows to turn the single line into an array
of parallel lines. On Fig. 4.14, it can be observed how the resultant line pattern
appears on hand and how it can be separated from the background.

As can be seen, on Fig. 4.15 the concept has been proven, and the model of 3D
hand may be reconstructed despite the low cost of entire setup.

So far, this method has only been presented as a viable scanning method and no
database has been produced. As is, the method performs a preprocessing necessary
for 2D hand geometry identification and thus can be seen as a viable approach to

Fig. 4.14 The process of extracting the deformationmarkers, created by diffracting line projection [17]

Fig. 4.15 Resultant surface
reconstruction from the line
projection [17]
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increasing the entropy of the hand biometrics. The accuracy of method has been
demonstrated by scanning an object of known dimensions.

The cube with side of length 25.5 mm has been scanned, and the root mean
squared and normalized root mean squared have been calculated (Table 4.4).

3.3 Time-of-Flight (TOF) Scanning

TOF cameras due to the principle of their operation are more suited for scanning
large objects. However with emergence of low-cost systems such as SoftKinetic
DS325 and Kinect v2 RGB-D camera, even this form of image capture has become
available.

While the research in hand biometry using the TOF has been limited solely to
gesture detection, there has been an investigation on potential biometric applications,
especially with regard to face recognition [18]. The use of TOF cameras has been
tested in order to capture a depth map of user’s facial features from various
technologies, as can be seen on Fig. 4.16.

Various approaches to filtering 3Dmeshes have been investigated, such as feature
preserving mesh denoising, and show that despite the high noise level, the informa-
tion can be extracted with accuracy high enough for rudimentary biometric identi-
fication (Fig. 4.17).

Table 4.4 Accuracy of the
proposed method based on
calibration [17]

Model NRMSE RMSE

Laser 0 0.2190 1.4558

Laser 1 0.1993 0.7977

Laser 2 0.1764 0.4317

Merged 0.1764 1.0474

Fig. 4.16 Example 3D
acquisition using TOF
cameras SoftKinetic (left),
Kinect (middle), and
professional Minolta Vivid
scanner (right) [18]

Fig. 4.17 High-noise
DS325 image (left), after
application of feature
preserving mesh denoising
(middle) and Gaussian
smoothing (right) [18]
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3.4 Stereovision Approach

Stereo vision utilizes multiple cameras fixed in known position. Due to a distance
between them, an observed object will appear displaced on the two images acquired
from two cameras. The magnitude of this displacement can be used to calculate a
position of the object in three axes, and if resolution is high enough, the shape of an
object can be determined, as the deformations too appear displaced on two images.

Currently there are multiple produces offering a 3D stereo image acquisition with
declared resolution high enough for biometric usage, for example, ENSENSO
N10-304-18 with resolution in Z axis up to 0.109 mm [19]. The most prevalent
issue of stereovision technology appears when scanning homogenous object; how-
ever, as the hand due to papillary lines is not homogenous, this issue in our case does
not apply. In theory any calibrated two camera setup can, given enough information,
generate a 3D model using specialized software (Fig. 4.18).

To bypass homogeneity, random noise projection is sometimes used. By
projecting the noise onto the object, the parallax calculation can be calculated for
every visible projected pixel.

4 Utilization of Line Scanners in Biometric Acquisition

Direction in image acquisition that is now being explored by the authors is utilization
of line scanners for 2D and 3D multimodal hand biometrics. The advantages present
themselves in the form of acquisition of a dynamic object (hand). This would lead to
increasing a throughput at a gate utilizing this system, while maintaining image
quality necessary for multimodal feature extraction, namely, fingerprints and palm
prints.

Fig. 4.18 Example of 3D
image created using
stereovision [20]
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4.1 Camera System

The proposed goal of this system is to be able to perform an image acquisition such
that 2D hand geometry can be extracted, with resolution and accuracy high enough
to allow for subsequent fingerprint and palm print recovery with a hand moving up to
0.5 ms�1. The system also must be expendable to allow for 3D hand geometry
features to be extracted.

To meet these demands, a line scanner would need to be capable of output
resolution of 500 DPI on the cross section of at least 200 mm, requiring the physical
resolution of at least 4000 px. To meet the vertical resolution requirement, with the
same output resolution requirement, the minimum required framerate is 10 kHz.

The Basler racer raL6144-16gm [21] has been chosen, as the 6144 ph resolution
is sufficient and as 17 kHz frame rate would allow for hand moment of up to
850 mms�1. Secondary reason for choosing this model is the sensor size of 43 m,
allowing for utilization of full-frame optics.

The optics have been chosen based on the requirements for maximum distance of
object from sensor and especially with depth of focus in mind, in order to accom-
modate the touchless requirement for the system. AF Nikkor 50 mm f/1.8D has been
determined to meet these requirements.

4.2 Proof of Concept

Figure 4.19a) shows an image acquired via line scanner fixed on a moving platform
moving at a speed of 0.5 m/s. Figure 4.19b) then focuses on a detail of a little finger,
demonstrating that output resolution is high enough for a fingerprint extraction and
therefore high enough for 2D hand geometry extraction. Due to high noise of the
background, ideal segmentation is not trivial, and for demonstration on Fig. 4.20, a
mask has been used to remove majority of generated noise.

To demonstrate the possibility of fingerprint extraction, we have used the com-
mercial tool VeriFinger [22]. As can be seen on Fig. 4.21, as expected, the setup
being realized as proof of concept only, the lighting proved to be non-ideal and
produced glare resulted in a void appearing in the segmented picture of the finger-
print. At the same time however it can be noticed that there is a large number of
positively identified fingerprint markers, serving as proof that the system as is is
sufficient for the defined task.

Palm print feature extraction can be performed in a similar manner, as the lighting
in the POC was not ideal for this sort of data processing and voids can be observed
due to glares; overall, however, it can be confirmed that this setup is viable for palm
print extraction as well, thus allowing a statement that the POC has met the
requirement placed on it. Figure 4.22 presents an image ready for palm print feature
extraction.
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Fig. 4.19 (a) Palm print
using line scanner mounted
on moving platform; (b)
detail of ring finger

Fig. 4.20 Mack filtering and edge detection used to extract outline (left) from an image of hand
acquired via line scanner (right)

Fig. 4.21 Fingerprint
image using line scanner
(right), extracted fingerprint
using VeriFinger SDK
(right)
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4.3 Reconstruction of Hand Image in Touchless System

Reconstruction of hand model using a data from a non-calibrated movement is
currently being explored. Based on the proof of concept, a camera system has
been constructed, which allows a free movement of the hand under the field of
view of the line scanner, unlike POC where the hand was moving at constant speed
while fixed to the moving platform. The setup is presented on Fig. 4.23.

Initial tests with this setup have been performed, and as can be seen on Fig. 4.24,
the uneven movement speed and direction lead to deformations that make hand
geometry extraction complicated; however, the overall details presented serve as
proof of viability of this method for biometric feature extraction.

4.4 Utilization of 3D Line Scanner of 3D Feature Extraction

As has been briefly mentioned in the earlier part of the chapter, stereovision is one of
the possible approaches in acquiring the 3D features of hand geometry. 3D PIXIA

Fig. 4.22 The POC palm
print extraction from the
image, source image (left)
and preprocessed palm print
(right)

Fig. 4.23 Setup of system
with free-hand movement

120 M. Dvořák and M. Drahanský



[23] has been identified as a camera, whose specification parameters meet the
requirements necessary for accurate 3D feature acquisition (Fig. 4.25).

As of now, only theoretical and preliminary preparations have been made.

5 Conclusion

In this chapter, an overview of current state of development in 2D and 3D hand-
based biometrics has been presented. Existing methods of 2D acquisition and
identification have been described as well as systems that are now available com-
mercially. The shortcomings of 2D-based biometrics especially in relation to their
susceptibility to spoofing have been explored, and possible approaches to solving
these shortcomings with existing methods that allow for more secure system were
established.

3D-based geometry has been introduced as a viable direction in development, and
advantages of this method presented over 2D geometry have been outlined. Current
development in this area has been presented, as well as other viable methods that
warrant a future research.

Fig. 4.24 (a) Handprint
using a fixed line scanner
scanning a moving hand; (b)
detail of middle knuckle; (c)
detail of little finger

Fig. 4.25 Preview of
3DPIXA setup for 3D line
scan acquisition
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Novel method of biometric image acquisition has been presented, utilizing line
scanner. The design and test of proof-of-concept device have been shown. The
capability of multimodal acquisition has been demonstrated by performing a test
extraction of palm print, fingerprint, and outline of a hand captured by this system.
Expansion of this system that would allow for extraction of 3D features has been
discussed.

3D hand geometry biometrics builds upon the 2D hand geometry a good method
for biometrics. 2D method has proven to be useful in applications where other
methods of identification are inconvenient. It has been unable to become truly
widespread, due to limited template size. With the advance of 3D approach, this
wish could become rectified and allow this technology to spread.
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Chapter 5
Fundamentals and Advances in 3D Face
Recognition

Soodamani Ramalingam, Aruna Shenoy, and Nguyen Trong Viet

1 Introduction

The demand for establishing identity has existed for thousands of years in human
history. Examples can be found across the fields from military to economics: when
population increases significantly, governments need effective methods to manage
identification systems. That challenge has become even larger with millions of
individuals passing through nations’ borders every day. As a result, identification
systems are required to perform its task not only in a local context but on a global
scale as well. The push for more research in this field is also contributed by the
growth of personal handheld devices containing personal and confidential informa-
tion, and therefore any unauthenticated access must be prevented.

Personal characteristics such as fingerprint and signature have been used for long
for identification. They form the basics of biometrics, in which the chemical,
physical and behavioural attributes are studied, transformed to measurable metrics
and applied to distinguish one individual from the crowd.

Biological traits must satisfy a certain number of factors [1] to be accepted as
suitable for evaluating:

• Universality: All individuals of the cohort must possess this trait.
• Uniqueness: Each individual must have distinguished characteristics.
• Permanence: Trait of each individual remains more or less the same over time.
• Collectability: Samples of trait can be collected in sufficient amount from target

group.
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• Performance: Potential time, cost and accuracy to perform the identification.
• Acceptability: How willingly people will cooperate to submit their trait for

testing.
• Forgery resistance: Defence against the fraudulent methods where examined trait

is imitated.

Generally, there are two main types of biometrics: physiological and behavioural.
Physiological characteristics refer to the data from individual body with typical traits
being fingerprint, face, iris and DNA, while behavioural biometrics means the
modality is the learned habit of target such as keystroke, signature or voice. The
physiological methods are known to provide higher accuracy rate and permanence
but fall behind in acceptability. For example, DNA gives extremely high accuracy
and anti-fraud attributes but is not an option when it comes to practical application
on mass due to its cost and high time-consuming [2]. Another more common
technique is fingerprints: it has high-accuracy, low-cost device but unfortunately
consumes colossal amount of calculating power to identify one person [3].

Face recognition emerges as a promising way to fulfil requirements since all
individuals possess recognisable facial characteristics. Furthermore, facial recogni-
tion has been known suitable for applying on large-scale population. Consider the
environment inside an airport; checking fingerprints of every traveller results in long
queues at custom gate and several officers’ efforts. Meanwhile, it would take less
than a dozen cameras for capturing, identifying and then pulling out any wanted
target. It makes it even suitable as faces are socially acceptable biometric and may
not require a considerable co-operative effort from any individual unlike for
obtaining a fingerprint. Faces are there everywhere.

From the time of the first manually sampled system in 1963 [4] to the age of
smartphones, face recognition systems have strived forward with huge leaps and still
gaining speed in terms of performance, cost and complexity. While the first systems
were very susceptible to even the small change in pose, their successors today
already reached the accuracy more than 90% [5] and implemented into commercial
systems [6].

The rest of the chapter is organised as follows: in Sect. 1, we consider funda-
mental aspects of a generic face recognition system including definitions and
terminologies related to 2D face recognition (2DFR) system. In Sect. 2, we introduce
the principles of 3D face recognition (3DFR) systems, their key differences from 2D
face recognition systems and their building blocks. We take a look at the applications
of 3DFR including border control as well as its applicability as a mobile biometric.
In Sect. 3, we consider two recent case studies from a design and development
perspective. This includes a stereo vision and a Microsoft KINECT-based 3DFR
systems from previous and current work by the authors. Section 4 explores
benchmarking mechanisms and standards applicable for face biometric technolo-
gies. Section 5 touches upon ethics and privacy issues related to commercial systems
and a conclusion in Sect. 6.
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1.1 Biometrics and Border Control

Biometric technology has been adopted by various countries in diverse scenario
applications to meet the requirements of an efficient identification system. Airports
and border control have benefitted the most from biometrics. They reduce the
operational cost and are convenient to the travellers without compromising security
or throughput. Of the various modalities of biometrics such as fingerprint, finger
vein, palm vein, iris and face recognition, just to mention a few, due to the ease of
presentation, face recognition has been a preference by the International Civil
Aviation Organisation (ICAO). In the past, the face recognition systems have used
2D images. In the recent past, there has been tremendous advances in technology
both hardware and software that has prompted the use of 3DFR in the various use
cases where previously 2DFR has been predominantly used. In this section we
discuss how 3DFR has developed in the last decade and its applicability, particularly
in border control.

1.1.1 Border Control Across the Globe

Countries with constant conflicts across their borders such as India-Pakistan and
Israel-Palestine and countries with a lot of population migration due to war and
suffering are currently engaged in implementing biometrics to enable efficient
border control and combat terrorist activities by the use of biometrics. For instance,
India has the biggest ever recorded biometric ID system in the world and employs
Nippon Electric Company (NEC) multimodal biometrics called Aadhaar which is
the new Unique Identification Authority of India (UIDAI). It includes automated
fingerprint identification and automatic face recognition and as of April 2017 has
registered more than a billion Indian under this programme.

Indonesia’s SITA iBorders will supervise the immigration at the country’s 27 air-
and seaports with the use of 300 workstations. The SITA’s kiosks with advanced
border management systems include Australia, Bahrain, Canada, Kuwait, Mongolia,
New Zealand, South Africa, Spain and the USA [7]. SITA’s security system includes
in its core a highly scalable software engine called the BioThenticate. It implements
the core functions such as enrolment, identification, credentialing and verification of
individual identities. The BioThenticate enrol unit captures biometric data from
multiple sources such as machine-readable documents and can be deployed as
stand-alone workstations. Customised biometric credentials are created by
BioThenticate. The verifying unit does a live comparison with the data stored on a
biometric credential or the engine database. This involves a secure template gener-
ation and identification matching of either one-to-many or one-to-one followed by
one-to-one matching. The BioThenticate server architecture is hardware-
independent [7].

The UK government started issuing electronic passports to most of its citizens
since 2006. The additional security on the passport includes a facial biometric of the
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holder on the chip. The e-passport readers at various airports across the country
enable swift and efficient facial recognition verification [8].

Although 2D systems are commonly deployed, 3D face recognition is clenching
the biometric markets today. 3DFR overcomes the disadvantage of changing facial
expressions by applying isometrics [9, 10]. There are a number of advantages in
using 3D in comparison to the 2D face recognition on its own as they can offer the
benefits of being expression [9, 11–13], pose [12–14], age and illumination invariant
[15]. However, recent research has suggested that the multimodal face recognition
techniques by using 2D and 3D methods increase the accuracy and performance
[13, 16–18]. For instance, in the USA, Animetrics, Inc., which is a face recognition
biometric service provider, has been working on 3D face recognition for border
control. The patented work by Animetrics Inc., includes generation of 3D models
from 2D face images of varying orientation and scale, generation of databases from
the 3D models for training and testing and also normalisation using 3D models in the
face recognition systems [19].

1.2 Market Survey of 3DFR Systems

The field of 3D face recognition (3DFR) is quite new but advancing quite rapidly. At
the algorithmic level, the techniques vary depending on the modes of model repre-
sentation (or registration) [20–22], feature extraction [23] and matching [24–26]. A
good set of survey papers [27, 28] provide varied systems on generic 3DFR. These
cover a range of techniques starting from imaging, representation, matching and both
greyscale and colour images. Feature extraction has recently gained a lot of prom-
inence as it dictates the performance of a recognition system. In this section, we
consider a review of current techniques that is related to 3D facial feature extraction.

3D face recognition (3DFR) systems and 3D fusion with 2D are in high demand
due to their ability to overcome the shortfalls of the 2D only systems. Currently,
commercial face recognition systems that use 3D technology overcome issues with
illumination and pose that impact the overall performance of the system. 3DFR
systems solve this problem by providing information on texture and additionally
facial depth. This however comes at a higher cost and slower speed. Multimodal
(2D + 3D) fusion are also in the development and use at the moment. The sensors
used in 2D/3D recognition systems have adopted IR imaging techniques to over-
come limitations by illumination and pose.

1.2.1 Research-Based 3DFR Systems

Recent inventions in camera and imaging systems provide the means to measure and
reconstruct 3D faces. Using three-dimensional coordinates eliminates the effects of
lighting condition and skin colours due to the fact that all the data is in form of
coordinates, containing much more information than a flat image. The additional
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depth dimension allows researchers to analyse and study about the curvatures [29]
and estimate samples’ pose [30]. Automatic face segmentation on depth maps is
carried out in [31] where K-means clustering technique that segments the foreground
from the background is adopted. Verification is carried out on FRGC v1 and v2
datasets with 99.9% accuracy of neutral faces and 96.5% overall. The popular idea of
using local shape descriptors extends from 2D to 3D [32] making sparse represen-
tations of face models feasible [33–35]. 3D capturing devices usually return data as
point clouds, based on which a face’s mesh is built and aligned to the desired angle
[36] for further analyses.

Face recognition systems benefit from multimodal feature (MMF) sets, and their
performance can outway that of individual modalities [37]. Multimodal systems
utilise multiple information sources enabling increased performance, reliability and
filling in missing information. MMFs play a key role in fusing information towards
decision-making in a face recognition system. In situations where several modalities
may be identified such as multiple sensor configurations or combinations of feature
sets, the problem becomes that of selecting the right modality for the application.
The cumulative match curve (CMC) which is a set of performance plots typically
used in biometric systems may exhibit similar responses of the modalities under the
same environmental conditions, or the number of parameters to deal with is large
making the feature selection a difficult task. In such cases, subjective judgements
that do not have a 100% certainty or due to lack of data or incomplete information
lead to decision-making under uncertainty [38]. We consider some of these multi-
modal systems in the rest of the section.

1.2.1.1 2D + 3D Face Recognition Systems

Even though research in 3DFR claim having solved problems of pose invariance as
compared to 2D, most research work in 3D continues to focus on pose invariance
[35, 39]. It is well acknowledged that face recognition systems underperform as a
single modality. The success of multimodal systems and in particular 2D + 3D face
recognition algorithms is becoming a popular but simpler approach to improving
recognition accuracies [39–41]. In [25], Wang et al. utilise 3D + 2D image features
and fuse final recognition using PCA which showed improved performance in
comparison to single modal systems. Such systems typically require manual selec-
tion of fiducial points for pose normalisation [42, 43]. In addition, matching requires
perfect image alignments and filling missing points through interpolation.

The work by Gordon [44] uses disparity maps to model faces and employs
curvature estimations on range data along with depth information for face recogni-
tion. The paper reports high accuracy (70–100%) and viewpoint invariance. Lee and
Milos [45] segment range images into convex regions based on the signs of mean
and Gaussian curvatures leading to an extended Gaussian image (EGI).
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1.2.1.2 Multidisciplinary Systems

The marriage of image processing and computer graphics provides robust perfor-
mance under noisy conditions by use of morphable models [43, 46]. An emerging
area is that of geodesic distance measurement [47, 48], which is the shortest distance
between two points and is a good candidate for feature extraction. Geodesic dis-
tances provide a basis for mapping 3D space into a 2D image. These approaches
assume that human face is isometric, which indicates the preservation of geodesic
distance in various expressions. Moments are used as features and treated as a face
signature in [49].

1.2.1.3 Multi-Spectrum Systems

Microsoft KINECT [50]-based 3D data capture for face recognition has recently
gained popularity. Typically, such systems use both colour and depth data for
locating different fiducial points in 3D. In [51] gender classification of 101 partici-
pants constituting 39 males and 45 females in the age group 18–60 is carried out.
Variations in poses, illumination, expression and disguise have been attempted in
[52] using 4784 samples of 52 subjects. The construction of avatars from average
morphable models from depth data is experimented in [19] by energy fitting algo-
rithms in 3D. The average shape from a set of samples lends itself well to building
avatar models and tested on a small database of 20 subjects. In [53], a complex 3D
transformation between the 3D model feature vertices and the corresponding points
on 3D texture map is carried out. A high success rate of 92.3% of samples was
synthesised successfully and achieved the peak signal-to-noise ratio (PSNR) of
38.7 dB compared with 35.4 dB of a previous study.

1.2.1.4 Multiple Image-Based Systems

A video database captured with BU-3DFE scanner has been used for face synthesis
built from texture requiring feature labelling and complex 3D transformation
[31]. An Eigen-based recognition technique from multiple images has been reported
with high recognition rates. The FRGC v2 hybrid dataset combining 2D + 3D from a
Minolta Vivid camera has been used in [54] for face recognition. Again, this
technique requires a complex procedure for pose correction, spherical face repre-
sentation and location of fiducial points before applying ICP. A very high recogni-
tion rate of over 99% for neutral poses and 95–98% for non-neutral poses at
FAR ¼ 0.001 has been reported on 4950 images. More recently, a multi-criteria
decision-making (MCDM) for multimodal fusion of features in a 3D face recogni-
tion system is proposed in [55].
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1.2.2 Commercial 3DFR Systems

The Artec ID [56] claims that its product named Broadway 3D is the first device in
the world to match human performance in less than a second. Walking, or even
running, simply passing by the device with the glance is enough to enrol the
individual and recognise the identity of the individual for verification. It is capable
of overcoming the issues humans face with the ability to differentiate nuanced
geometry with an accuracy of up to fractions of a millimetre (such as in the case
of identical twins).

Japanese Ayonix [57] is an interactive real-time face detection and recognition
application for identifying individuals supporting policing and security staff or
marketing and operations departments as an integrated application. This enables
services in retail business to identify individuals and provide “VIP” treatment to its
frequent shoppers and enable staff to meet their needs and requirements efficiently.
This enables them to better understand their services to customers and promote
customer behaviour/customer satisfaction.

Morpho systems have developed a 3D face reader [58] that has been successfully
used in a wide range of applications including airport and seaport sensitive areas,
government facilities, mines, power and petrochemical plants, banking and financial
institutions, hospitals and laboratories, stadiums and entertainment facilities, corpo-
rate buildings, data centres and prisons.

3D facial recognition systems have substantial potential, even if it isn’t fully
realised yet; its level of accuracy isn’t quite high enough to be used in very large
high-traffic areas. But it is good enough to already be implemented into a number of
other sectors where 2D systems have been trialled too such as commercial sectors,
marketing, healthcare and hospitality.

1.2.3 Face Recognition on Mobile Devices

The upcoming new area for biometrics is in the mobile industry. Online identity
verification using face and fingerprint are becoming a reality with more and more
applications geared towards mobile online authentications using biometric as a
second factor along with a PIN or password. However, factors such as lack of
accuracy, lack of security of the personal shared data, cyber threats and the high
implementation cost are likely to hinder growth in this area.

As more and more applications demand remote authentication of a face biometric,
thermal cameras are also being used. This enables liveness detection checks too
because of the heat map generated. This not only collects information such as such of
the head; it will not be massively impacted in its performance with variations in
facial hair, make-up or eyeglasses.

Identical twins have features which are identical which make it difficult for any
2D face recognition system to distinguish them. To improve the performance, they
have now resorted to multimodal recognition by fusion of other biometrics such as
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fingerprint and iris in addition to face. Previous studies have shown that features
which are well distinguishable between identical twins are not always the same
features that are distinguishable for any two non-twin faces [42]. These problems
have been now addressed by 3D face recognition systems. The current state-of-the-
art 3D systems seem to provide a superior performance in comparison to 2D face
recognition systems in the task of distinguishing features [39]. Despite all these
improvements, face expression variations still are a challenge for both 2D and 3D
face recognition systems.

More and more mobile devices use biometric authentication, and it is predicted
that all majority of mobile devices will by default have an embedded biometric
capability with affordable and attractive prices. This will provide opportunities for
users to be familiar with biometric technology and be able to ubiquitously use them
for several authentication applications such as banking, payments, online login,
enterprise mobility, government services, etc. The cost of such mobile devices is
drastically down making it attractive for the customers [59]. In addition, more and
more people are willing to make mobile transactions and are comfortable using
biometric as a second authentication factor [60]. However, an issue with mobile
biometrics is the security. Mobile devices need a reliable method of protecting the
device from unwanted users particularly while it has been activated to be used with a
biometric [61].

1.3 Factors Influencing Choice of Biometric Systems

Although all 2DFR systems make use of these three generic functions of image
capture, preprocessing and feature extraction followed by matching, the application
use cases (such as access control, surveillance, border control, etc.) focus on many
aspects such as:

1. Performance: The performance evaluation of any biometric system would pro-
vide qualitative ability of the system. This includes metrics such as total time
taken for enrolment, time taken for a successful verification, how successful is the
system in correctly authenticating an individual, how many impostors are authen-
ticated falsely, how many people were unable to be enrolled on the system in the
first place, etc. Depending on the type of scenario or the real-life application area,
that performance metric becomes more relevant [62]. For example, the border
security checks with face recognition systems for verifications look at how
efficiently a system can achieve verification with a shortest time. In an area
with large queues of people, systems should be capable of faster successful
turnaround without compromising security. However, when face recognition
system is used as an application to verify an individual at an office premises,
the speed at which this action is done is not that significant. The various
parameters used to describe the performance of a system will be discussed in
Sect. 1.3.1.
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2. Usability: This refers to the ease of using a system successfully [63]. It is defined
as “the extent to which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified
context of use” (ISO 13407:1999). Biometric systems seem to have different
functionalities and features depending on the modality, providing a different user
experience. Any system will be successful only if it is well-received by the public
– if it is easy to use, easy to remember and efficient. This is not only applicable to
the end-users but also to the administrators and system analysts irrespective of the
age and gender of the individual. Usability of biometric systems in itself is a
major topic as any system should be usable by all people irrespective of height,
weight, age, gender, experience, knowledge and disabilities. Usability studies
also focus on the environment in which the system is operated. The application
areas must consider temperature, noise, and lighting/illumination, position of the
device, traffic, low or high temperature and humidity with/without instructions.

3. Transaction time: A successful verification with shortest transaction is expected
in ideal conditions. Hence, research is driven towards developing faster and
efficient systems. The transaction time includes time from the presentation of
the biometric sample to the decision declaration [62]. Currently 3D FR systems
are struggling to beat the 2DFR system transaction time, although they have
much higher performance rates. Hence, deployment of these systems in a high-
traffic area is still a challenge.

4. Spoofing: A biometric system verifies the biometric sample submitted by the
individual with the template provided at enrolment. Biometric spoofing refers to
tricking the biometric system with an artefact or an act of impersonation [64]. It is
also referred to as presentation attack. The main risk of using biometrics in high-
secure areas is the ability of spoofing the system with artificial artefacts. It is
hence necessary to make sure that the system is not just capable of providing
sufficient performance, but it is also resistant to presentation attacks.

1.3.1 Performance Metrics of FR Systems

The performance factors [62] are significant depending on the deployed applications
[65, 66]. The performance of any system must be very high. It should meet the
thresholds that are set up to satisfy the purpose. However, the threshold of these
performance metrics [59] can vary depending on where they are used. The metrics
mainly used to describe the biometric performance of a 2DFR system would be [66]:

1. False accept rate (FAR): The probability that the system incorrectly accepts the
biometric sample as match to an identity when it belongs to another subject. This
is also called as false match rate (FMR).

2. False reject rate (FRR): The probability that the system incorrectly rejects the
biometric sample as an improper match when it belongs to the claimed identity.
This is also called as false non-match rate (FNMR).

3. Equal error rate (EER): The rate at which the FAR is equal to FRR.
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The total time taken for enrolment and for subsequent verifications are crucial for
applications involving people flow management. However, there must be a reliant
fall-back option in place to handle problems in application areas. Systems used in
high-secure areas must have high performance and anti-spoofing capabilities too.
Face recognition systems need to meet the varied requirements of different applica-
tions including scale in terms of end-users, the security level required and therefore
threshold levels for operating the systems [67]. These requirements will need to
answer the following questions [62]:

1. How many people will be using it and what sort of population will use it (age,
gender)?

2. What is the throughput? How many individuals should the system verify each
time?

3. Is a single modality enough? Is it for a high security access control or for entry
building of critical infrastructure where two-level authentication is required?

4. What should the threshold be? The rejection or the acceptance of a user is decided
by the score generated while matching. If the score is above, it is accepted. If it is
below the threshold, it is rejected. Hence, the threshold level decided the how
strict the rules for entry are. This purely depends on the security level of the area.

5. How expensive is the system deployment? How many systems are required and
what level of support is required?

After a thorough study of these factors, the system in general (or face recognition)
will be installed. Although all eventualities are taken care of with installation of any
sort of technology, however, with biometric systems such as face recognition
systems, a proper fall-back system should be in place. Face recognition system is
widely used and accepted by people and hence used in large high-traffic areas such
as airports. When these systems fail, it could cause a massive backlog and queues
within a very short duration of time. Use of other face images such as ID cards could
be an option in such an eventuality.

A balance between FAR and FRR decides on the applicability of a face recog-
nition system. As can be seen in Fig. 5.1, high security applications cannot risk a
high FAR and therefore would compromise on FMR. Likewise, Forensic applica-
tions would need to consider every possibility and therefore would compromise on
FRR than FAR. Civilian applications that allow easy access would have both low
FAR and FRR. The FAR and FRR intersect at a certain point. The value of the FAR
and the FRR at this point, which is of course the same for both, is called the equal
error rate (EER).

1.4 Challenges in 3D Face Recognition

The challenges of deploying 3D face recognition [69] systems in a variety of
use-case scenarios are primarily cost, but there are other aspects that are equally
important such as:
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Large depth of field is preferred – Depth of field (DOF) is also called the focus
range and is defined as the distance between the nearest point and the farthest point
on the face image. To get a sharp image, a large DOF is preferred. When the DOF
becomes smaller, the focus is on a tiny area of the image maybe suitable with
cameras used in scene imagery. However, it is not suitable for 3D face recognition
images where the entire face area is necessary to suitable degree for processing and
successful verifications.

The acquisition time should be like the 2D face systems. Current 3D face systems
are slower than the 2D face recognition systems. The throughput time is an important
aspect for decision of application area for a 3D face recognition system. To be able to
use them in high-traffic areas such as the application areas where 2D are currently
used, they should be fast enough to be able to process several individuals in a minute.

Accuracy – Either for sole use for 3D only systems or 3D in fusion with 2D, the
accuracy rate of recognition should be much higher for application of these expen-
sive systems.

Currently, there are very few databases that are developed for 3D to be used as
test databases to compare performances of 3D face recognition systems making it
even harder for objective comparisons of systems.

2 3D Face Recognition: Design and Development

In this section, we consider the building blocks of both 2DFR and 3DFR systems.
Both configurations are similar in most respects except that of the initial stage of
image capture where the imaging sensors differ and as a result the information
contained in the captured images. Other than that, any algorithm that is applicable
for preprocessing, feature extraction and matching is equally applicable to both
modalities.

Fig. 5.1 FAR vs FRR and
choice of application [68]
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2.1 2D Face Recognition (2DFR)

A 2DFR system consists of the following stages of processing as shown in Fig. 5.2:

1. Face detection
2. Preprocessing and normalisation
3. Facial feature extraction
4. Face recognition – identification or verification

Face detection: When an image is submitted to the FR system, it starts with
detecting the presence of a face in the image. If it detects face, there it will locate
the position of the face (s) in the image. Successful detection of a face depends on the
quality of the image, pose angle, illuminations and occlusion of the face by either
facial hair or cover ups.

Preprocessing: The input images are typically preprocessed to remove any noise
and normalise them to obtain a uniform set of image database. This includes
normalisation with respect to scale, resolution, illumination and rotation.

Feature extraction: Once a face is detected, the system extracts a set of features N
of the face. The feature vectors will form the templates in the reference database.
Feature sets may include the shape of the lips, eyes, nose, cheekbone eyebrows,
hairline etc. They are unique to the person and help humans identify an individual.
Features can be either internal or external. Internal features are clearly visible on the
frontal pose of the face, whereas external features include the hair and ears. The
facial features of the face are extracted in the form of a feature vector and are a
sufficient representation of the face. The distance between the eyes, the length of the
nose and the distance between the two corners of the lips are all facial features and
can be treated as facial vectors unique to that individual and enable discrimination
between two different individuals.

Matching and recognition: The final stage in any FR system is recognition.
Matching depends on how the system is to be used at the time of test. Recognition
of a face can be in the form of identification or verification.

1. Identification (1: many matching) compares the test face with several other faces
in the database, and the result is the identity that best matches the test face.

2. Verification (1:1 matching) compares the test face image with another face image
from the database to validate the identity.

The process of matching is itself carried out using the set of features extracted (in
N-dimensional feature space) by calculating the distance between known feature

Fig. 5.2 Phases of facial recognition
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points from training images and unknown feature points representing the testing
images.

2.1.1 Local and Global Feature-Based Recognition

Traditional systems obtain (flat) 2D facial images from conventional cameras and
then apply customized algorithms for deriving desired features from the samples.
Such algorithms mostly belong to one of two approaches depending on whether the
extracted information from the image is a set of features from fiducial points on the
face (local) or the whole face (global) [70].

Local feature-based matching: A facial image is divided into blocks and features
extracted for these individual blocks. The resulting features are concatenated to form
a feature vector. Examples of such local feature descriptors include local binary
patterns, Gabor jets and others. For recognition classifiers such as KNN (K nearest
neighbour), Euclidean distance, artificial neural network (ANN) and others are used.

Global feature-based matching: With global techniques, features such as dis-
tances between fiducial points such as the eyes, nose, mouth, ears, etc. are measured
and recorded for comparing during the recognition process. This technique was
commonly implemented in the first generations of automatic facial identify machines
[71]; its main drawback is the significant drop in accuracy in case the targets’ head
pose changes, and therefore an improvement method needs to be derived. In 1991,
Matthew A. Turk and Alex P. Pentland et al. [72] introduced mapping images onto
the planes where features are represented by vectors, called “Eigen faces”, which
used the face as a whole. Using principal component analysis (PCA), faces are
transformed into sets of Eigen vectors and covariance matrix which describe the
attribute of the whole face surface, not the absolute metrics between separated
features; therefore to some extent, it is less prone to errors relating to the head’s
pose. For two decades since the paper of Turk and Pentland, a substantial number of
algorithms incorporating PCA have appeared, usually combined with other novel
methods to improve the performance [73–76]. Other features include SIFT (scale
invariant feature transform) and SURF (speeded-up robust features).

Currently the existing 2D face recognition systems are not robust due to their
sensitivity to illumination, facial expressions and inability to cope with wide varia-
tions in pose. Consider the case of a busy airport; it is impossible to get homogenous
lighting conditions, casted shadow and pose variations among all passengers not to
mention the exposure of their faces to the cameras, all of these drastically affected
the systems’ performance [77]. Researchers have constantly attempted to overcome
these issues [78–80] and gained some improvements but still the issues exist. Over
the last decade, improvements in the speed and cost of 3D face recognition systems
along with their improved performance have increased the use of 3D systems in
varied use-case scenarios. The 3D depth information is independent of the pose and
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illumination, making it suitable as a viable biometric identification system in prac-
tical and vigorous application areas.

2.2 3D Face Recognition (3DFR) Fundamentals

Research in 3D face recognition systems is becoming increasingly popular due to the
development of more affordable 3D image acquisition systems and the availability
of 3D face databases. Such systems have made quite a progress in solving problems
of localization, pose and illumination variances. However, these problems continue
to exist. With security applications such as border crossing, it is difficult to acquire
idealistic images without being constrained and intrusive at capture points.

Pioneering studies for 3D trend began in the 1990s; images were obtained from
special system designed for getting information about the depth of the subject, and it
proved to be a promising candidate for next step in recognition development [81]
due to the notable immunity for illumination as well as facial angle. However,
getting more data for each sample means that 3D face recognition requires intensive
computational power and spacious storage which held back the growth of this trend
until recent years – the era of smartphones and affordable memory. Microprocessors
have become much more capable than two decades ago and continue to grow
stronger each year, and handheld phones are no longer mere devices for making
calls only but fully operational personal computers in all means [82]. The quality of
cameras, captured images and their resolution has improved vastly over the recent
times. These factors contributed to 3D face recognition as an alternative to biometric
identification. The methods used to get the 3D facial models can be summarised into
three main categories: synthesising from 2D images, range image and 3D scanning.

2.2.1 3D Facial Models

Synthesizing 3D images from 2D usually means getting one or several 2D images of
the target, then morph and project them onto prepared 3D head models. It is like
covering a head sculpture by a canvas with a portrait of the subject. This approach
helps to shrink down the size of storage since only 2D images are captured, and it
solves the problem of facial posing to some extent and provides good recognition
rate [83]. Unfortunately, those systems consume high computational power for
morphing images and can still be affected by illumination [83].

Range image or commonly known as depth map represents the distance of object
to a certain point of view (e.g. cameras). It can be illustrated as a greyscale image, but
a pixel’s intensity gives the distance and not colour information. Special devices are
needed for capturing the depth map. Depth maps can be derived from either passive
sensor such as stereo camera or measuring distance active sensor. Stereo cameras are
made up of two cameras with a small distance between them just like human eyes;
therefore images obtained from them are slightly different. This difference is then
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used to create a perception of depth imitation similar to what happens in the human
brain for binocular views (Fig. 5.3).

Active cameras have a different approach: they commonly have one projector for
emitting infrared and another lens to get back the reflected rays from objects.
Calculating the angles of the returning ray, it is possible to measure the distance
from camera to target. This type of depth camera is now used in gaming industry for
interactive game. They have high frame rate and medium precision therefore able to
keep track and get useful 3D facial images in real time [85, 86] with recognition rate
achieved more than 80% [87]. Representatives of these types of affordable devices
can be purchased in game stores such as Microsoft Kinect and Intel RealSense 3D
Camera (Figs. 5.4 and 5.5).

3D scan is commonly known as the most precise mean to generate 3D model of
the objects Fig. 5.6. For example, Minolta laser camera captures 3D models with the
precision up to 50 μm [90]. The most remarkable advantage of 3D scans is their
independence from view point and lighting condition. In other words, if objects are
located one behind the one, it is still observable in 3D scan while shadowed in depth
image. This situation would be treated as occlusion in 2D imaging. Thus, 3D
imaging systems can display facial features correctly and contain surface curvatures
that are useful features. The disadvantage of these systems is that they are bulky and
bear excessive cost making it unsuitable for casual use.

Fig. 5.3 Commercial stereo
vision system from Videre
design [84]. (a) Commercial
stereo camera. (b) User
interface and disparity
estimation
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2.2.2 3D Face Recognition: Building Blocks

Facial recognition systems usually comprise of four phases as shown in Fig. 5.2:
capture input image from camera, preprocess the images to normalise and reduce
erroneous data, extract desired features and finally apply the facial recognition
algorithm. This process is common for both 2D and 3D face recognition systems.

A source image from cameras contains error in most of the cases; they probably
come from the devices’ limited precision, material of the object or occlusions.
Captured (raw) images usually have spikes (sudden change of data value in com-
pared to surrounding environment) or missing data in certain areas of the faces such
as the eyebrows or hair. Among those factors, occlusions appear to be a considerable

IR Emitter Color Sensor
IR Depth Sensor

Tilt Motor

Microphone Array 

Fig. 5.4 Microsoft
KINECT camera [88]

Fig. 5.5 Facial image
captured with Kinect [89]

Fig. 5.6 Example of 3D
scans [32]
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obstacle for recognition algorithms. In [91], authors infer from experiments that
large occlusions like sunglasses or hats reduce recognition performance by 10–35%.

2.2.3 3D Face Recognition: Preprocessing

Depending on the quality of images obtained from 3D vision systems, the level of
preprocessing will vary. Here, we consider some typical preprocessing for images
from the stereo vision system in [21].

De-noising: A variety of image processing methods has been developed for surface
smoothing. Replacing pixel data with average values of its neighbours is the main
idea of median filter. With some modification in the algorithms, it demonstrates itself
a sufficient method for 3D images [92]. Seemingly more complex filters also
implemented like Laplacian ones, in which the 3D vertexes are relocated, result in
getting rid of noises efficiently [93], or Gaussian smoothing [94] to keep the data of
curves. Another useful technique is interpolation that is used for filling in the holes,
and cubic variant works well despite the high demand for computing power [95]. See
Fig. 5.7.

Morphological operations: Morphological operations are typically used in digital
images to study the shape of the images. They are implemented using a structuring
element (SE) at all possible locations in the image and comparing with the
neighbourhood pixels. The centre pixel of SE is the pixel to be iterated on. The
operations of erosion and dilation are principal morphological operations applied on
the centre pixel of SE. Erosion determines the minimum in the neighbourhood of the
SE and is assigned to its centre pixel. Dilation determines the maximum in this
neighbourhood and assigns it to the centre pixel. Erosion and dilation have opposite
effects. Erosion removes pixels in the image, and dilation grows layers on the image.

Dilation helps to reduce the noise in an input 3D image by iteratively growing the
pixels in the neighbourhood according to the structuring element Fig. 5.8. However,
this results in losing its shape. To retain the shape, erosion follows dilation. The
results of iterative erosion are shown in Fig. 5.9.

Fig. 5.7 Noise in
disparity maps
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2.2.4 3D Face Recognition: Feature Extraction

Several feature extraction techniques exist for 3DFR systems which are covered in
Sect. 1.2.1. In this section, we consider 3D profile generation as an example. The
intensity profile of an image is the set of intensity values taken from regularly spaced
points along a line segment or multiline path in an image as shown in Fig. 5.10. The
graph appears as a signature and hence is termed by the authors as profile signatures.
Here, they represent the RGB values. Since the image is monochrome (G component

Fig. 5.8 Dilation results on disparity map

Fig. 5.9 Erosion results on disparity map
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Fig. 5.10 Intensity profile generation for the shown line segment
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only), the signature has a more prominent green colour value compared to blue and
red colour signatures.

A 3D face image is sampled at equidistant points along the X or Y axis, and
corresponding profile signatures may be generated to form a set of feature vectors. In
addition, a second level of features may be generated on these signatures to provide a
sophisticated feature set. Such amechanism is detailed out in the case study in Sect. 3.1.

3 3D Face Recognition: Case Studies

In this section, two case studies of 3D face recognition systems are considered that
differ fundamentally in the type of systems used to capture the input images. The first
of the case studies deals with disparity maps from a stereo vision system as well as
range data from the FRVT dataset. The second system considers a MS KINECT-
based data capture. A generic feature extraction algorithm that suits these image sets
is considered.

3.1 Case Study 1: Stereo Vision and Range Image Maps-
Based 3D Face Recognition

We consider two case studies of 3DFR systems. Case study 1 considers two
databases, namely, an in-house student DB and the FRGC database. While the
image capture and preprocessing stages vary, the same feature extraction and
matching techniques are applied to both databases.

A. Image Capture

1. Student database-DB1: A student database captured from a stereo vision
systems [96, 97] consisting of 100 students as subjects with 10 canonical
views per subject (fixed sample sizes) under a controlled illumination envi-
ronment. Small variations in pose were allowed. The canonical views span
180� and therefore an approximate 18� separation between two consecutive
samples. See Fig. 5.11.

2. FRGC database-DB2: FRGC V1.0 data consists of 275 subjects with varying
sample sizes leading to a total of 943 images captured with a Minolta Vivid
camera [98]. Database sets provide range image (2.5D) with x, y and z
coordinates of each vertex, and they are transformed into depth image so
that the distances are displayed proportionately by greyscale intensities. A
median filter is applied to smoothen any noise, and a K-means clustering
algorithm divides the image into foreground and background regions.
Through Sobel edge detection, homogeneous regions are formed, and assum-
ing the face area is elliptical in shape, facial regions are successfully located.
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B. Image Normalisation
The student DB was acquired in an illumination-controlled environment and
hence did not require further normalisation. The FRGC database required
illumination normalisation using the standard histogram equalisation technique
available in MATLAB. Both the student and FRVT databases were manually
cropped and resized to an image size of 128 � 128 pixels. Thus, the DBs were
normalised with respect to scaling and illumination. The rest of the steps are
common for both databases. See Fig. 5.12.

C. 3D Profile Signatures
With the DB images, signatures were derived at the intersections of facial
surface with evenly spaced vertical planes. The signatures act as profile curves
at sample points along the Y-axis (90�) of the image. For convenience, a fixed set
of signatures is derived for each image. Similarly, other directional signatures are
also derived. These are unary features. Concatenated feature sets are derived by
combining signatures at two (binary features) or more (n-ary features)
intersecting angles. The 3D signatures appear as a compressed image due the
effect of sampling in 3D. Sampling takes place at points of intersection of a stack
of planar surfaces oriented in a particular angle with the images.

D. Model Representation
Models are built to form a feature database suitable for matching. Two
approaches are followed:

(a) An average model constructed by averaging the normalised canonical views
as in the student database.

(b) Individual model where sample images are retained as multiple models of
face images. The individual models are useful when there are insufficient
samples for the subjects as in the case of the FRVT dataset where the number
of samples/subject is one for some part of the database. The within-class
distance is larger in the former case compared to the latter as it is a fuzzy
representation encompassing the average information from all the samples of
a subject. Therefore, with the average model representation, it is not
expected to produce a 100% degree of match score between the query and

Fig. 5.11 Canonical views of a subject
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the target images. However, this does not imply that it is a poor representa-
tion as it allows an implicit modelling of imprecision within the dataset.

E. Classification and Query Processing
Face recognition is treated as a classification problem where a query image is
mapped to one of many classes. The Fisher’s linear discriminant analysis
(FLDA) is a technique that is quite popular among the vision community
[99]. Such classifiers perform LDA training via scatter matrix analysis. For
this case study, the FLDA is applied on the set of central moments extracted
on the original feature vectors.

The Euclidean distance measure is used in the feature space to perform the
recognition task [97]. A query image from the probe feature sets is matched
against the database. The result is a ranked set of images based on the above
distance measures between the query and the models.

F. Classification and Query Processing
The performance metrics are explained in Appendix A. Performance evaluation
of the 3DFR system is carried out using (i) CMC (cumulative match curve) of

Student DB

Disparity Map
Estimation

Image 
Normalisation-

IlIumination, Size

3D Signatures

Feature Extraction–
Central Moments 

Matching–Distance
Measures

FRGC V1 DB

2.5 D Range Data

Fig. 5.12 3DFR system
architecture
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rank vs identification rate and (ii) equal error rate (EER) plots of false acceptance
rate (FAR) vs false rejection rate (FRR). The charts provide a relative perfor-
mance of each feature when tested against an average model of the database. The
profile signature extracted at 45

�
is the worst performer, whereas the vertical

signatures are the best performer. The same inference is reflected based on EER
(Figs. 5.13 and 5.14).

3.2 Case Study 2: KINECT-Based 3D Face Recognition

In [100], the authors describe a Microsoft KINECT-based 3D face synthesis mech-
anism for generating a face image database. It is an affordable device with the ability
to capture RGB and depth image at the same time. Kinect operates like a scanner by
emitting infrared beams and then analyse reflected signals for measuring distance
[88]. KINECT is well supported by Microsoft with drivers compatible with Win-
dows. Several examples are available for C and C# developers on Microsoft’s
official website.

Fig. 5.13 Rank vs score
performance on average
database [97]

Fig. 5.14 Rank vs score
performance on average
database [97]
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3.2.1 KINECT-Based Disparity DB3

Microsoft KINECT-based 3D data capture for face recognition has recently gained
popularity. Main challenge for any imaging system is processing the raw data from
the capturing devices, which can contain loss of information due to the nonideal
conditions of lighting, distance and face angles, a constant problem for researchers to
deal with. Other issues like the hair and the participant’s clothes’ shadow also
interfere with face understanding leading to reduced performance of the system.
This work attempts to address these issues through low-level image processing. This
section deals with such a preprocessing mechanism for generating a set of 3D image
database. The key stages of the system development focus on the following.

3.2.2 Image Capture and Preprocessing

The commercial Microsoft KINECT camera used in [100] is as shown in Fig. 5.4.
The depth data for a sample image derived in KINECT is as shown in Fig. 5.5. Here
the closest point to the camera has an intensity value of 0 and the furthest point
255 and therefore requires inverting the image. Secondly, the horopter range is too
far leading to background scene interference. The foreground object is therefore
segmented from the background scene using thresholding, results of which are
shown in Fig. 5.15.

The preprocessing techniques considered are (i) segmentation of the foreground
object from the background, (ii) localization of the face region, (iii) face cropping
and (iv) noise removal. The input image is negated to interpret depth in a manner that
brighter pixels represent shorter depth and closer to the camera. Note this difference
between Figs. 5.5 and 5.16. In order that we have a normalised image and to enable
an easy capture of the face image, the user interface props a window on the PC
guiding the user to adjust the face position to lie within the window. This allows easy
cropping of the region of interest (ROI), i.e. the face as shown in Fig. 5.17.
Figure 5.17 shows the resulting cropped face image. This image needs further
preprocessing to extract just the face region numbered “3” and segment out other
regions labelled 1 and 2 corresponding to the background and neck. These regions
are segmented by calculating their mean intensity values and thresholding on that

Fig. 5.15 Image captured
with KINECT sensor [89]
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basis. Typically, the face region is larger than the rest, and this knowledge is used to
crop just the region of interest. The resulting image is shown in Fig. 5.19.

3.2.3 Noise Removal in Depth Images

Typically, there are two types of noise in the depth data, namely, holes and spikes.
Holes occur as black spots within the ROI and indicate lack of information due to
sensor noise. This requires a filling strategy that does not affect the rest of the image
[100]. Spikes occur due to specular regions within the face, namely, the eye, nose tip
and teeth [101]. Eye lens contribute to a positive spike, specular reflection from the
eyes causes a negative spike, and teeth and nose form small spikes. Glossy facial
make-up or oily skin can also contribute to spikes. Both types of noise are removed
by iterative noise removal procedures. The spikes leave holes in the image that will
need to be filled in using morphological operations. Further, textures such as hair
leave holes in the image; again similar filling operations are followed. Figures 5.18,
5.19, 5.20, 5.21, 5.22, and 5.23 show these steps [89].

3.2.4 Face Modelling

Once the noisy images are cleaned up, the next step is that of generating a model.
This requires locating certain fiducial points on the face. In [100], the eyes, jaw and

Fig. 5.16 Foreground
image segmented and
inversed

Fig. 5.17 Facilitating
localisation of the ROI
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nose are located. If we consider a frontal image, by traversing from top to bottom at
the centre of the image, the temple can be determined. The first change in gradient
from a negative to positive value determines the nose ridge. See results in Fig. 5.20.

By using both upward and downward gradients as shown in Figs. 5.21 and 5.22,
the eye regions are located as shown in Fig. 5.23. With the upward gradient, only

Fig. 5.18 Cropped image

Fig. 5.20 Nose ridge
determination through
gradient descent
(top graph) [91]

Fig. 5.21 Downward
gradients

Fig. 5.19 Segment
labelling
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sections between the jaw and nose is retained which is summed with downward
gradient as shown in:

The nose tip region may now be determined by examining the principal curva-
tures around the temple point and nose ridge. The intersection of this line with that of
the eyes is used to determine this point as shown in Fig. 5.12. Principal curvatures
are useful in locating the nose region as a protrusion. Thus, a mask of the nose region
may be computed (Fig. 5.24).

Now that the fiducial regions are located, an image database is formalised. The
resulting images are as shown in Fig.5.13 from canonical images of 15 subjects. It is
to be noted that for the synthesis to work well, the fiducial points must be noticeable
in the image. Where the poses in the canonical views are only partially visible, errors
occur as can be visually identified from the database images. Thus, local regions in
the face are identified as shown in Fig. 5.25. The canonical views of three subjects
are as shown in Fig. 5.26. Each row represents sample poses for each individual.

A second model is constructed as a single morphed model from the samples. A
simplistic approach is to average the sample images. It is important that the 1–1
correspondence between samples is maintained for the models to work well. An
example of this process is shown in Fig. 5.27. It is noted that the average models
occupy an approximate area but retain the shape of the face. Such an approximation
allows imprecise matching to occur.

Fig. 5.23 Sum of
downward and upward
gradients to locate the eyes

Fig. 5.24 Nose mask derivation [87, 100]

Fig. 5.22 Upward
gradients
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3.3 KINECT-Based 3D Face Query Matching

Given that we now have a procedure for generating morphed faces from a KINECT
sensor and preprocessing that generates a smoothed database of images, we can use
the feature extraction and matching techniques in Sect. 3. For brevity, the process is
not repeated for this database here.

Fig. 5.25 KINECT-based face image synthesis: Fiducial points on face located

Fig. 5.26 Database with individual models: Canonical views of KINECT-based depth images for
three subjects with five samples/subject
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4 Benchmarking and Standardisation and Evaluation
of Systems

The International Organization for Standardization (ISO) and the International
Electrotechnical Commission (IEC) standard supports the development of interna-
tional standards through technical committees in the various subject areas within the
field of biometrics. The ISO/IEC joint technical committee for information technol-
ogy (JTC1) and subcommittee on biometrics (SC37) has six working groups. Each
group focuses on a standard. The six working groups are [64, 102–104]:

JTC 1/SC 37/WG 1 harmonized biometric vocabulary: The aim of this standard
is to provide a systematic description of the concepts in the field of biometrics
relevant to the recognition of individuals. All technical terms and meanings can be
obtained from this standard [66].

JTC 1/SC 37/WG 2 biometric technical interfaces: This document focuses on the
standardisation of the interfaces between various biometric component and sub-
systems. It also includes data transfer and security aspects in the process within
[63, 105, 106].

JTC 1/SC 37/WG 3 biometric data interchange formats: It involves
standardising the content, meaning and representation of biometric data formats of
particular biometric technology or technologies [107, 108].

JTC 1/SC 37/WG 4 biometric functional architecture and related profiles: It
addresses the standardisation of biometric functional architecture and related pro-
files. These profiles refer to the biometric-related standards relevant to how the
configurable parameters in the system should be set, to achieve interoperability
[108, 109].

Fig. 5.27 Database with average models with one sample/subject
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JTC 1/SC 37/WG 5 biometric testing and reporting: It involves testing and
reporting methodologies, requirements, functional and technical performance met-
rics that cover biometric technologies, systems and components [108, 110–112]. It
addresses the cross-jurisdictional and societal aspects in the application of interna-
tional biometrics standards. It focuses on the aspects of design and implementation
of biometric technologies and its usability, health and safety, legal requirements and
other cross-jurisdictional and societal considerations relevant to personal
information.

JTC 1/SC 37/WG 6 cross-jurisdictional and societal aspects of biometrics: It
addresses the cross-jurisdictional and societal aspects in the application of interna-
tional biometrics standards. It focuses on the aspects of design and implementation
of biometric technologies and its usability, health and safety, legal requirements and
other cross-jurisdictional and societal considerations relevant to personal
information [113].

Use of standards while developing and implementing biometrics enables inter-
operability, repeatability and interchangeability when needed. At a time when the
technology is moving more and more into a cloud-based system, the data exchange
and interoperability of data become easier and consistent with the adoption of
standards. This enables biometric system manufacturers to follow the guidelines in
development and to reduce technical risks when working in a larger geographic
scope.

Standards in progress within biometrics do not just cover the vocabulary, data
formats, sensors, image quality testing requirements and methodology but also
liveness detection to safeguard system against spoofing attacks. Although ISO
mainly develop standards, there are some technical reports in other areas such as
the cross-jurisdictional and societal aspects of biometrics.

With emerging technologies and newer methodologies, standards must be adapt-
able to certain extent. Hence, there are periodic reviews and updates. If there are
extensive changes, the working group projects are reinitiated. Standards are well
used once developed. For example, programmes such as personal identity verifica-
tion (PIV) in the USA [114] since 2004 and the recent world’s largest programme
UIDAI (unique identity authority of India] have popularly used them.

The National Institute of Technology in the USA performs routine biometric
evaluations for manufacturers and conduct challenges in various biometric modal-
ities to identify the best performing biometric algorithm. Similarly, the National
Physical Laboratory in the UK provides testing and evaluation of biometric products
for both the government and manufacturers. The Home Office Centre for Applied
Science and Technology also uses NPL services for peer review of its own
evaluations [115].

HECTOS, a project funded under the EC FP7 security research programme,
brings together various leading organisations from across Europe to study how a
harmonised approach to evaluation and certification schemes of physical security
products could be developed. One of the case studies in this project is biometrics. It
looks at various aspects of testing and evaluation of biometrics [64, 116, 117].
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5 Ethics and Privacy

Though the idea of using biometrics for security and border control seems very
interesting with promising results, there are many ethical issues surrounding these.
As discussed earlier biometrics could include different parameters such as finger-
print, iris, DNA, voice and face images. Not everyone is happy to have these
parameters scrutinised especially the travellers. The usability for the point of view
of the monitoring officer and from the point of view of the travellers/subjects must be
taken into consideration. The government in the UK scrapped the idea of the use of
biometrics in the design of national ID card scheme which was intended to generate
the national identity register. The reasons for scrapping this scheme go beyond
saving the economy, as more and more people in the UK feel that this is an
infringement of personal freedoms and civil liberties [10]. The environment and
climate can also cause changes in the humidity and texture of the palm/fingers and
may result in false negative causing an embarrassment to the subject at the check
points. These emotional issues cannot be undermined, and it is necessary to strike a
balance between the use of these advanced techniques and ethical issues
surrounding them.

Also, the extensive use of video surveillance in general along with advances in
face recognition has raised ethical and privacy issues of the people identifiable in the
recorded data. Although CCTV recording have been in use for decades, the image
quality was just good enough for the system to identify an individual only if they
were on a database and the images had to be of a very good quality even for a
somewhat likely match. Due to high-definition cameras and surveillance systems
that produce more sharp, clear and detailed images, the highly computational
algorithms are now capable of finding matches easier of not just the person of
interest but also of people in that frame. With these developments and advances in
technology, more and more issues of privacy of the public in such recordings are
becoming a major issue especially in the law and enforcement area. Using CCTV
images and the mobile tracking could enable track people without their permission.
These raise several issues. Hence, there is a lot of interest in face de-identification to
protect the identity of the individual. This is fully supported by law as protecting an
individual’s privacy both ethically and socially is a legal requirement under EU data
protection directive [118]. Standards covering the ethical and privacy aspects at
manufacturing and implementing level of the biometric product are under develop-
ment [111, 119].

Methods such as pixilation, masking, blurring the face in the frame and blacking
out the face area in images have been tried in the past to protect the privacy of the
individuals of no interest. However, with advances in face recognition algorithms,
these processes can be reversed to obtain the missing contents/data in the image.
Robust de-identification techniques such as the k-anonymity-based methods have
been used successfully [68]. The main goal of de-identification algorithms enables
organisations recording data and further sharing it with law and enforcement author-
ities by complying with the EU directive. All k-anonymity-based methods
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de-identify a face image by replacing it with the average of k faces from a gallery and
hence achieve privacy protection by guaranteeing a recognition rate lower than
1/k. Issues such as ghost artefacts/misalignment of faces tend to appear particularly
in the eye and mouth areas due to the vast variety in eye position and mouth shape/
location exhibited by different expressions [120]. Discussing various other methods
is beyond the scope of this chapter but provides an insight how technology advances
are happening to protect privacy. This is currently a hot topic of research as
de-identification can regenerate the images only when appropriate and thus retain
the privacy of the individual.

6 Conclusions

In the first part of the chapter, we introduce the concept of face biometrics leading on
to 2D face recognition (2DFR) principles. The concepts of 2DFR are extended to 3D
face recognition (3DFR). We look at the research and market surveys of face
recognition as a biometric and specifically for border control applications. Specific
challenges in 3DFR systems are explored. Some of the key biometric performance
metrics are covered.

In the second part, two case studies that use some of the techniques discussed in
the first part are dealt with in detail. Both case studies are 3DFR systems using a
stereo vision and MS KINECT sensors. Their preprocessing techniques differ as the
sensors are different. But the rest of the processes starting from feature extraction are
unified for these sensors’ databases.

In the last section, we consider standards and performance metrics from a
standards perspective. Further, ethical and privacy matters are key factors defining
acceptance by end-users and the public and hence considered in this chapter.

Appendix A: Performance Metrics

In this appendix, we consider the notations and terminologies commonly used to
evaluate biometric systems [121].

• Gallery and probe sets: For purpose of performance evaluation, the feature set F
is divided into partitions of gallery G that forms the database of templates of
enrolled subjects and probe P that forms the set of query samples. Depending on
the specific performance metric to be determined, the elements of the gallery and
probe sets, g2G and 2P, respectively, will vary. For example, the probe set could
be a subset of the gallery during the training phase of a face recognition system
and mutually exclusive during the testing phase.

• Identification: Identification in a biometric system is the process of determining
the identification of an individual from the database. The identification process
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matches a probe as a query against the gallery and returns similarity scores,
8g2G. The scores are usually normalised in the range [0,1].

• Verification is the process of confirming that a claimed identity is correct by
comparing the probe with one or more enrolled templates.

• Open-set and close-set identification: Identification is close-set if a person is
assumed to be previously enrolled and open-set otherwise (as in the case of a
watch list whose identity is not known previously).

• False acceptance rate (FAR): an empirical estimate of the probability that an
impostor has been falsely verified to bear a correct identification.

• False rejection rate (FRR): an empirical estimate of the probability that a person
with true identification has been falsely rejected by the system.

• Equal error rate (EER): The rate at which FAR ¼ FMR.
• Identity function: A function id(g) that returns the identity as an integer indexing

the database templates and given by id : X⟶U where U is a set of unique
identities. Let Ug denote these set of identities in G and Up the identities in P.
As mentioned before, for some testing conditions of training and testing phases,
Ug\Up ¼ ∅.

• Identification rate: Closed-set performance evaluation requires the sorting of
similarity scores during a matching process of the probe against the gallery
which are now in a natural increasing order of ranking. The identification rate I
(k) is defined as the fraction of probes at rank k or below:

IðkÞ ¼ jfbjrankðbÞ � k, 8b2Bgj
jUpj ,

where |Up| is the size of the probe set.
• Cumulative match curve (CMC): The CMC chart is a plot of k vs I(k). It is a

non-decreasing function. The example in [121] is quoted here. If there are
100 probes and a system has 50 outputs with 50 rank 1 outcomes, 40 rank
2 outcomes, 5 rank 3 outcomes, 3 rank 4 outcomes and 2 rank 5 outcomes,
then the number of elements with rank k or less is {50, 90, 95, 98, 100} for ranks
k ¼ {1, 2, 3, 4, 5}, respectively. Hence, the identification rate is 50% for rank
1 performance, 90% for rank 2 performance and so on. As k increases, the
identification rate increases and eventually attains 100%.
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Chapter 6
Advances in Key Stroke Dynamics-Based
Security Schemes

Mohammad S. Obaidat, P. Venkata Krishna, V. Saritha,
and Shubham Agarwal

1 Introduction

The security system of any organization needs to be strong and robust; otherwise
there is a high chance that adversaries exploit the system by exposing very important
information, which is unlicensed, altering confidential information, rejecting autho-
rized admittance to the system, etc. Today, most of the purchase, ticket booking, and
information sharing are taking place online where security is highly required; this is
referred to as e-security [1–6]. Regardless of whether the framework is on the web or
not, security is essential, and subsequently, it is constantly prescribed to utilize some
of the strategies like standards for utilizing passwords, encryption of passwords,
utilizing intense antivirus software, not interfacing the framework with imperative
information to the network, and better mailer-daemon frameworks to channel
obscure sources or obscure expansions, among others. There have been significant
advances in the field using various technologies for authentication. This includes the
use of alphanumeric strings, biometrics, numeric pins, and others. Over the years
these various implementations failed to serve the purpose for which they were
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implemented as history witnessed the breach of every technology proving that
nothing is failsafe.

It is observed from the surveys made by the “Federal Bureau of Investigation
(FBI, Los Angeles)” and the “American Computer Security Institute (CSI)” that the
cost of recovery from attacks varies from thousands to millions of dollars. So, more
investments are made to provide high security in the network system, which fortifies
the safety of the information and also to train the employees to be aware of the
security systems. The rate at which the investments are increasing day-by-day proves
that it is highly required to develop a cost-effective strategy to provide security to the
systems [1–3]. Recently on 11th of May 2017, there is a high-level hacking that took
place which shattered many countries.

This chapter focuses the discussion on the use of an efficient technology that
proved to be effective in providing securing admittance to systems.

Some of possible cases of security cracks are:

(a) Access to unprotected confidential information by unauthorized users as shown
in Fig. 6.1.

(b) Modification of confidential data by the adversary node as shown in Fig. 6.2.
(c) When the customer gives instruction to the stock broker, the intruder sends the

similar instruction multiple times which causes loss to the customer; see Fig. 6.3.

Security attacks, security mechanisms, and security services are the three main
features of any information security system. Security mechanisms are utilized to
battle against security assaults and threats to enhance the security of the framework.

Fig. 6.1 Unauthorized
access

start 
message 

Network
Manager

intermediate
message

intermediate
message

alters the
content

End 
message

Adversary

Fig. 6.2 Adversary
modified the information
during the transmission
from source to destination
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Security attacks may be passive or active attacks [4, 5]. Information is not modified
in the case of passive attacks, but instead it gains the access to the information
illegally as shown in Fig. 6.1. It is difficult to detect such types of attacks. The most
sensational data breach attack was executed over Yahoo, in the year 2016, where the
account information of around 500 million users was leaked.

The active attack is illustrated in Fig. 6.2. It can be observed that the intruder is
modifying the information before it reaches the destination. Active attacks are
further classified as mimic, echo, alteration, and denial of service. In mimic, an
unauthorized node behaves as an authorized one to acquire additional rights. Echo is
demonstrated in Fig. 6.3. Messages are transmitted incessantly which leads to
congestion and halts the system to be operated in ordinary mode.

The three key features that any security structure needs to possess are
(a) truthfulness, which enables only the legal users to alter the resources of the
association; (b) accessibility, which avoids denial of service attacks; and (c) secrecy,
which enables the admittance of the resources only to the legal users of the
organization [1–6].

1.1 Various Styles for User Authentication (Table 6.1)

Keystroke dynamics on the other hand provide a method so that only the person who
initially registered for the account can open it even if his password is made public.
Hence, it is observed that adding keystroke dynamics in authentication services
would exponentially increase the security of the system.

At present, besides human intelligence, nothing can be used to beat the social
engineering attack. In this chapter, a biometric-based approach toward strengthening
the security of computer systems and networks is presented. In particular, this is
known as keystroke dynamics, which is used to extend security of authentication of
the legitimate user based on typing skills.

The typing style of a person on a computer keyboard is determined based on the
time at which the key is pressed and the time at which it is released. This information
is the basis for keystroke dynamics. This information is initially recorded and
processed using efficient neural networks or pattern recognition procedure to obtain

Intruder

Customer Stock broker

Fig. 6.3 Intruder sending
the instructions repeatedly
causing loss to the customer
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Table 6.1 Various styles of user authentication

Knowledge-based authentication – grounded on the facts of the private data of the individual

Type Example Source of the example

Static – It is
grounded on
predecided set
of shared
confidences

https://
identityandaccessmgmt.
wordpress.com/2014/
01/26/oaam-11g-r2-
enable-knowledge-
based-authentication/

Dynamic – It is
based on the
queries pro-
duced from an
extensive base
of personal data

http://echojason.
typepad.com/echosign_
tips_and_tricks/2012/
03/signer-authentica
tion-20-knowledge-
based-authentication-
and-enhanced-web-iden
tity-authentication-1.
html

Object-based authentication – using any objects

For example,
introducing a
person by
another in case
of opening an
account in the
bank

https://www.google.co.
in/imgres?imgurl¼http
%3A%2F%
2Funiversalsolutions.
biz%2Fwp-content%
2Fuploads%2F2015%
2F03%2Fhrd-mea-
embassy--

(continued)
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Table 6.1 (continued)

Biometrics-based authentication – It depends on the exclusive natural features of an individual

Physiological–Physical

Finger prints https://www.pinterest.
com/pin/
478929741604267074/

Face
recognition

http://credenzeinfra.
com/face-recognition-
system.php

Retina http://itblogs.in/biomet
rics/retina-recognition-
technique/

Iris https://www.dasec.h-
da.de/teaching/dasec-
scientific-talk/2015-12-
03-on-biometrics/

Hand geometry http://blog.synerion.
com/biometric-time-
clocks-what-are-they-
what-can-they-do

(continued)
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a prime outline, and later when the person needs to be authenticated, the new
information is compared with the key outline.

Table 6.1 (continued)

DNA https://www.pinterest.
com/explore/dna/

Behavioral–behavior

Keystroke
dynamics

http://biomedia4n6.
uniroma3.it/research/
biometrics.html

Voice
recognition

http://www.informa
tion-age.com/think-
you-speak-voice-recog
nition-replacing-pass
word-123461752/

Gait https://clinicalgate.com/
gait-analysis-technol
ogy-and-clinical-
applications/

Hand-written
signature

http://biomedia4n6.
uniroma3.it/research/
biometrics.
html#signature

Mouse
dynamics

http://mac.appstorm.
net/tag/trackpad/
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2 State of Art

In [7], the authors studied the consequences of added touchscreen features to the
authentication and identification act using dataset of 42 users.

The verification and identification of the flaw hosts is made using keystroke
dynamics [8]. The assessment is taken place to check the robustness in contrast to
fraud attacks. In particular, a verification system called TUBA is introduced, which
can be operated remotely for checking user’s typing style. The power of TUBA is
assessed using a thorough exploratory assessment including two simulated bots,
which are connected serially [8].

Keystroke dynamics scheme is used in cloud validation framework [9]. This
framework is appropriate to static and dynamic text keyed on customary or advanced
keyboards like touchscreen. The proposed framework uses diverse component
extraction strategies in preprocessing phase to limit the amount of element space.
In addition, distinctive combination guidelines are assessed to integrate the various
component extraction techniques so that a group of the utmost important elements
are selected. Due to enormous number of user tests, a clustering technique is
connected to the user profile formats to decrease the authentication time. The
framework is connected to three various standard datasets utilizing three unique
classifiers [9]. To explore the achieved client illustrations and validate the same at
terminals, various classifiers are produced by the investigators. It is assumed that a
single Gaussian distribution is utilized to deliver the digraph plots in keystroke data
by the Gaussian density approximator, which is used in the basic machine learning
procedures. The authors in [10] tried to minimize the hypothesis by permitting
multiple distributions to produce digraphs with the help of Gaussian mixture
model (GMM). The testing is done using the information gathered in precise
conditions [10]. The perceptive difficulties of a specified job and the statistic
components of the user who is typing are considered to analyze whether the typing
style depends on both components or only on one of them. The authors in [11] use
new fusion structures in the view of dialect creation and keystroke dynamics, which
records accurately the changing aspects of the phonetic decisions of the user.

Generally, the keystroke dynamics is used with the typing styles of the user on the
traditional keyboard. The authors in [12] implemented keystroke dynamics for the
touchscreen devices. The user is authenticated depending on the verification algo-
rithm. Both the desirable and undesirable test cases of the user are used for the
instigation by means of two-class classifier. As gathering of undesirable test cases of
the user is not practically feasible at all times, then the authentication is carried out
using single-class classifier and desirable test cases to identify and extricate the
unauthorized persons. The authors in [12] developed and tested the framework
which can authenticate based on only desirable test cases or both desirable and
undesirable test cases.

Commonly, typing is done using both the hands, and keystroke dynamics is also
mostly tested based on these patterns only. But, One-handed Keystroke Biometric
Identification Competition (OhKBIC) [13] is conducted in the 8th International
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Association for Pattern Recognition (IAPR) International Conference on Biometrics
(ICB). The exertion of this competition is presented in [13]. The sentence typed by
64 members is gathered as an inimitable dataset. Test cases are taken to pretend
regular keying style and the challenging person keying with a single hand. Contes-
tants are intended to outline the models, which can categorize a dataset that has both
regular keyed patterns and challenging person keyed test cases. The competition is to
obtain maximum correctness of classification, and the obtained outcome of each
contestant is submitted. The procedures which gave maximum correctness are
projected in [13].

The former research proved that the score regulation and techniques exclusively
applicable to the particular application helps in enhancing the performance of the
biometric recognition schemes, which are based on the vocal sound and the sign.
Hence, the authors in [14] tried to implement these techniques on keystroke dynamic
verification systems. There are two objectives that are projected by the authors in
[14]. Using various thresholding methodologies to test their impact on keystroke
dynamics verification schemes for live functioning circumstances is the first objec-
tive. Utilization of score normalization methodology to enhance the performance of
keystroke dynamics is the second objective. Totally 114 samples are used for testing
purpose. The authors proved that the performance is enhanced by 20% [14]. The
authors in [15] tested among three various hand positions during keying. Specifi-
cally, touch features are considered for assessment purpose. Mostly, features based
on time are used, but it is proved that the features based on postures will perform
better [15]. When both features are integrated and considered, then the authentica-
tion accuracy is increased, and it is shown using equal error rates, which are reduced
by 36.8%. Various frequently used assessments are enumerated by training and
testing the information related to a single session or across sessions, possessor
information or the other, and static or dynamic positions of the hand during keying
in order to prove that the applicability is improved. No restrictions in the hand
positions increase the usability also. The authors also designed a probable outline to
evaluate the system during indefinite hand positions during keying [15].

The text, which is lengthy and keyed using various devices, is considered to meet
the objective of extending the keystroke dynamics-based user authentication (KDA).
It is analyzed whether the performance of the authentication accuracy depends on the
device being used, the size of the text, and the procedure for the authentication being
followed. The evaluation is carried out using three types of keyboards – PC
keyboard, soft keyboard, and touch keyboard, and it is concluded that the PC
keyboard gives more accuracy when compared to the other two. Furthermore, the
size of the text can enhance the performance in terms of accuracy [16].
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3 Workflow of Keystroke Dynamics

The main measures of keystroke dynamics to authenticate a person are the speed at
which the typing is done and the pressure with which the keys are pressed. The raw
metrics for these measures are the dwell time and flight time. The time period for
which the key is kept pressed is referred to as dwell time and the time duration amid
the key-down and key-up of two consecutive keys is referred to as flight time.

The basic workflow of keystroke dynamics is shown in Fig. 6.4. Initially raw data
is collected from the user and is analyzed. Data collection method for every
technique described in the chapter remains similar. When a phrase is typed, the
dwell time and flight time are calculated and recorded. Different types of algorithms
are used for feature extractions. After feature extraction, the classification techniques
are applied. The user is authenticated after various comparisons. Keystroke dynam-
ics does not need any additional hardware for evaluation. In fact, same models are
extrapolated to more sophisticated technologies such as touch dynamics.

The average typing speed may vary when compared to the typing speed of a word
or two. The pace at which particular words are typed may differ for some other

Fig. 6.4 Workflow of
keystroke dynamics
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words even though it is same person. For example, the pace at which English
language words are typed will be different when typing any other language words
like Spanish, French, Arabic, Chinese, etc. The movement style of the mouse and the
rate at which the mouse is being used or moved can also be considered in keystroke
dynamics.

Besides the flight time and dwell time, many other metrics are there for user
verification. Some of them are the speed with which the user is typing, seek time,
investigating typical errors, the rate at which errors occur, the process of correcting
the errors, and the pressure during the keystroke. The keystrokes can be analyzed
using average rate at which the keys are pressed, the comparison of the time between
the press of two keys, digraph (delay in time between two consecutive keystrokes),
and trigraph (delay in time among three consecutive keystrokes).

The effectiveness of the system is evaluated using false rejection rate (FRR), false
acceptance rate (FAR), and equal error rate (EER). EER is used to acquire overall
correctness. EER is also known as crossover error rate (CER):

FRR ¼ Number of legal users disallowed
Total number of legal users admitting the system

FAR ¼ Number of illegal users allowed
Total number of illegal users tried to admit into system

A detailed analysis of performance of different techniques can be found in the
research conducted in [1–6, 17–20].

4 Advantages of Keystroke Dynamics

As a behavioral biometric scheme, keystroke dynamics scheme has the following
main advantages:

• Keystroke dynamics scheme is a very cost-effective procedure, as it does not
require any additional hardware. It requires only the keyboard for it process. This
is in addition to only software for keyboard control and for testing and authen-
ticating process.

• It is easy to set up; process and training is not required to use.
• It enhances the security of the systems.
• It can be used with and without Internet.
• Transparency and noninvasiveness.
• Inimitability.
• Unremitting observation and validation.
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5 Disadvantages

Although keystroke dynamics has many advantages, it has some drawbacks. The
main ones are:

• Lower accuracy than physiological biometric schemes.
• User’s vulnerability to exhaustion.
• Change in typing style from time to time.
• The typing speed may vary when the user is injured.
• There are different types of keyboards; hence there is a chance that the typing

patterns vary from device to device for the same user.

6 Applications

It is used for providing security to log-ins, determining hackers, user identification,
and anticipation of scams. Moreover, the continuous monitoring mechanisms are
used to observe the user using the system.

Today, security is mainly required at any place like home, industrial plants, and
institutions’ campuses, among others. Hence, various kinds of software and hard-
ware like BioTracker, AdmitOne Security, and BioCheck are coming into the market
for providing security. Some of these products do continuous monitoring to confirm
the authentication of the user, and some are one time checking.

Keystroke dynamics are sometimes used in combination with the other type of
authentication method. For example, keystroke dynamics can be combined with the
traditional password method, or it can be combined with voice recognition. This way
of multi-level/multimodal authentication increases the level of security being pro-
vided for the system. The data related to keystroke dynamics of the users like the
time at which user has logged in and logged out and the websites being used are
stored, and analysis will be performed in order to identify or determine whether the
user is properly utilizing the resources of the organization or sharing it illegally.
Examples include sharing of software licenses and software as a service (SAAS)
applications.

7 Keystroke Dynamics Appropriateness

Various conditions are identified to verify the appropriateness of keystroke
dynamics.

• Anybody who knows how to operate a keyboard can use this software anywhere.
• False acceptance rate (FAR) and false rejection rate (FRR) are not sufficient to

validate a user.
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• The typing speed or other metrics, which are used in keystroke dynamics, vary
from time to time.

• When a system is logged in and the user is changed, then it can be identified using
keystroke dynamics.

• The utilization of this software might be an abuse against native laws. Hence,
legal advice is required.

• Maintenance of data secrecy is needed.

8 Keystroke Dynamics Features

There are two types of features in keystroke dynamics. They are conventional and
non-conventional features. The features which are based on the time are referred to
as conventional features. The features which can be obtained when the input text is
long and are not based on time are referred to as non-conventional features.

8.1 Conventional Features

Dwell time – the time for which the key is pressed is referred to as dwell time. It is
also known as hold time.

If P1 represents the press time of the key1 and R1 represents the release time of the
key1, then dwell time, Tdwell ¼ P1 – R1.

Flight time – There are four types.
Press-Press (FTPP) – the elapsed time between the press of the first and the second

key, also referred to as digraph:

FTPP ¼ P2 � P1

Press-release (FTPR) – the elapsed time between the press and release of two
successive keys:

FTPR ¼ R2 � P1

Release-press (FTRP) – the elapsed time between the release and press of two
successive keys, also referred to as seek time:

FTRP ¼ P2 � R1

Release-release (FTRR) – the elapsed time between the release of two successive
keys:
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FTRR ¼ R2 � R1

Trigraph –the time duration amid the press of the first and the third key:

T tri ¼ P3 � P1

n-graph – the time duration amid the press of the first and the nth key:

Tn ¼ Pn � P1

All the conventional features are illustrated in Fig. 6.5.

8.2 Non-conventional Features [21]

The time taken to extract these features is usually longer than the time taken to
extract conventional features. These features are used to analyze the typing pattern of
the users. There are two types of non-conventional features. They are semi-typing
and editing features.

Word-per-minute – this measure gives the number of words that are typed in a
minute. If it is measured for a minute, then WPM is directly obtained. If the
measured time is more than a minute, then the total number of words typed is
divided with the measured time to obtain WPM.

Negative up-down (Neg-UD) – when the key is pressed before releasing the
previous key, overlapping occurs. This scenario occurs mostly when the user types
very fast. Neg-UD is illustrated in Fig. 6.6.

Neg-UD is computed as the fraction of the number of Neg-UD overlapping to the
number of pairs typed.

Negative up-up (Neg-UU) occurs when the later key is released before the former
key is released. Neg-UU occurs if there exists Neg-UD, but it is to be noted that
Neg-UU need not occur if Neg-UD occurs. Neg-UU is computed as the proportion

K1 K2

P1 P2 P3 PnR1

Ttri

Tdwell
FTRP FTPP FTRR

FTPR

Tn

R2 R3 Rn

K3 Kn

Fig. 6.5 Illustration of
conventional features
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of the number of Neg-UU overlapping to the number of pairs typed. Neg-UU is
illustrated in Fig. 6.7.

8.2.1 Editing Features

These features are completely independent of time. They analyze the way the user is
editing the text, for example, regularity of making errors, style of correcting the
errors, etc.

Error rate – It is the proportion of flaws the user has made and corrected. It is the
fraction of the times the delete and backspace button are keyed when compared to
the total keys pressed.

Caps lock usage – It is the ratio between the number of times the capslock button
is used to make the letter(s) into capital form and the total number of capital letters.

Shift key usage – One of the usages of the shift key is to type capital letters. Here,
variations of the way the shift key is used need to be considered, e.g., using right/left
shift key and releasing the letter key before/after the shift key.

9 Feature Subset Selection

When the data is very huge, it is very difficult to perform the operations. Hence, a
subset of the data is extracted before classification is performed. In this process, it is
required to reduce the repetitive or inappropriate information. The feature selection
helps in minimizing the intricacy and in making it easy to infer. The appropriate
selection of the data subset enhances the accurateness. Feature subset selection is an

Time

K1 K2

P1 P2 R1 R2

Fig. 6.6 Illustration of
Neg-UD

Fig. 6.7 Illustration of
Neg-UU
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optimization problem as the subset extracted needs to perform well by reducing or
increasing specific parameters. Hence, any optimization algorithms like ant colony
optimization, genetic algorithms, and particle swarm optimization, or simulated
annealing, can be used to perform feature subset selection. Machine learning tech-
niques like neural networks or learning automata can be used in order to perform
feature subset selection and inevitably choose a suitable subset of features.

There are three types of feature subset selection. They are filter methods, wrapper
methods, and embedded methods [22].

9.1 Filter Method

This is commonly used as a phase before processing and the process is completely
independent of the machine learning procedures. Rather, elements are chosen on the
premise of their scores in different measurable tests for their connection with the
result variable. Fig. 6.8 shows the filter process.

9.2 Wrapper Method

This process is expensive when compared to filter process. The steps involved in
wrapper method to obtain best feature subset are summarized below:

• Initially, haphazardness is added to the given dataset by making rearranged
duplicates of all components.

• Next, a component significant measure is utilized.
• At each cycle, it verifies whether a genuine element has a higher significance or

not and always expels highlights, which are considered exceptionally
insignificant.

• Lastly, the process is stopped either when all components get affirmed or rejected,
or it achieves a predefined breaking point of runs.

Fig. 6.8 Filter process
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Few examples of wrapper methods are forward feature selection, backward
feature elimination, recursive feature elimination, etc. The wrapper method is
shown in Fig. 6.9.

9.3 Embedded Method [23]

Here, selection of feature subset is a fragment of the model creation procedure.
Learning algorithm accomplishes both feature selection and classification, whereas
only classification is done in the wrapper method. Examples on embedded methods
include regularized trees, memetic algorithm, and random multinomial logit. The
process of embedded method is shown in Fig. 6.10.

10 Classification Methods

• Statistical methods

– Distance-based classification [24, 25]

Fig. 6.9 Wrapper method

Fig. 6.10 Embedded
method
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• Euclidean – The distance between two points p and q is the line segment
with end points as p and q. When Euclidean distance is used as a measure in
keystroke dynamics, p and q are the test vector and the mean vector,
respectively [26].

• Mahalanobis distance – This is the distance amid the point p and the
distribution D. It gives the measure, which indicates how many standard
deviations far is the point p from the distribution D [27, 28].

• Manhattan distance – When two points, p and q, are considered, the
distance between them is the measure of the points calculated along the
axes at 90� [28].

• Minkowski distance – This is a generalization of Euclidean distance and the
Manhattan distance, which is measured in normed vector space [24].

– Mean – The average of the keystroke measures is considered for
authentication [29].

– Median – The middle point of the test vector is utilized in the authentication
process [30].

– Standard deviation – The standard deviation of the test vector is calculated and
is used for verification purpose [31].

• Pattern Recognition and Machine Learning Methods

– Bayes classifier – It is a system in light of Bayes’ Theorem with a doubt of
opportunity among pointers. In clear terms, a Naive Bayes classifier assumes
that the proximity of a particular component in a class is unimportant to the
closeness of some different components [32].

– Fisher’s linear discriminant (FLD) – It is a technique utilized as a part of
measurements to locate a straight amalgamation of components that portray or
isolate at least two classes of items. The subsequent blend might be utilized as
a direct classifier, or generally for reducing the dimensions formerly advanced
classification [33].

– Support vector machine (SVM) – It is a classifier, which is capable of making
fine dissimilarities properly by introducing unraveling hyperplane [21].

– K-means algorithm – It assumes section n recognitions into k sets in which
each observation has a place in the cluster with the nearest mean, satisfying as
a model of the set. This results in partitioning of the data space into Voronoi
cells [34].

– Auto-regressive model – It is a depiction of a kind of arbitrary procedure.
Intrinsically, it is utilized to depict certain time-fluctuating procedures in
nature, financial matters, and so on. According to the AR model, the result
variable is dependent only on its past numeri and stochastic variable. Hence,
the model is represented in differential equation form [35, 36].

– Decision tree – It is represented in the form of a tree, and this tree helps in
making decision in terms of efficiency and cost, among others, as the branches
of the tree depict the probable significances, results, economics, and
efficacy [21].
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– Breiman and Cutlers random forests algorithm – It is a collaborative learning
technique by producing expansive classification trees and accumulating them
while training is carried out. It can choose variable on its own, and conse-
quently it is vigorous against disturbances [37, 38].

• Neural networks
• Neural networks can be classified into the following main paradigms [1–6]:

– Supervised

• Back propagation – This is a classical example on supervised neural
networks. It is a technique to compute the incline of the forfeiture
concerning the weights in the artificial neural system. It is generally utilized
as a fragment of procedures, which enhance the execution of the
system [39].

– Unsupervised

• Hopfield neural network – This is a classical example on unsupervised
neural networks. It is an artificial neural system, which is repetitive.
Meeting the local minimum is ensured. However, there is rare chance of
converging to a wrong outline instead of the stockpiled outline [40].

– Perceptron algorithm – This is an automated machine engineered to speak to or
reform the capacity of the mind to perceive and segregate [41].

– Sum of products (SOP) – The output of two units and the corresponding
weight value are multiplied to produce the input of another unit. All the inputs
of semi-linear units are added to obtain the input of SOP architecture [4].

– Auto associative neural networks – They get pre-feedback in order to deliver
an estimation of the identity mapping among the inputs and the outputs of the
network. Backpropagation or any other learning method can be utilized to
enhance the system. The important component of an auto-associative network
is a tailback of the sizes among information and yield [42].

– Deterministic RAM network (DARN) – It is another variation of artificial
neural networks. Lookup tables are maintained in order to store neuronal
functional information, which helps in the authentication process. It is a
weightless neural network as there will be no weights among the nodes [43].

• Hybrid techniques – More than one of the above techniques can be combined to
design a hybrid technique.

• Other approaches

– Fuzzy c-means clustering – Here, one value may belong to one or more sets.
This is more recurrently used in pattern recognition applications [44].

– Global alignment algorithm – Earlier information is not needed. It is excep-
tionally effective, and it can be utilized in the similar way as the online
systems [45].

– Time interval histogram – Single memoryless nonlinear mapping of time
interims can essentially enhance the behavior of the system [46].
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– Reinforced password using fuzzy logic – The features of the keystrokes are
estimated using fuzzy logic, and five different rules of fuzzy logic are used for
the estimation, and the center of gravity method is utilized [47].

– Hardened password – Hardened password is produced by integrating the
password with the difference of time between the strokes of consecutive
keys and the period for which the keys are pressed [48].

Various other techniques of classification have been used in the literature and are
presented in [18].

11 Benchmarking Datasets

The basis of the keystroke dynamics somewhere lies around processing data; hence
necessity of high-performance datasets also arises.

Availability of good datasets often reduces the search time as the time that might
be consumed in the process of data collection can be brought down tremendously.
There are five significant datasets available for the special purpose of keystroke
analysis. These are:

• GREYC KEYSTROKE [49]: Here, there are 133 different users who participated
in formation of this dataset. The collection of data is done on two different
keyboards with all the users typing the same text “greyc laboratory.”

• Web-GREYC [50]: There is no restriction of text on this version; author claims
data comprises of 118 users whose log-in credentials and passwords were col-
lected for the period of a year.

• BH Keystroke Dynamics Database [51]: This is an innovated new database,
which has over 2057 samples of over 117 subjects. This database is divided
into two different subsets A and B, which are taken in a cybercafe environment
and online systems, respectively.

• BioChaves [52]: Here, there exist 4 datasets A, B, C, and D which have 10, 8, 14,
and 15 users, respectively: 47 in total. In set A and B, four fixed phrases were
typed by the user which are “chocolate,” “zebra,” “banana,” and “taxi,” while the
classes C and D have fixed Spanish phrase “computador calcula.”

• CMU [53]: Here, in total we have 8 different sessions with 51 users typed in the
phrase “.tie5Ronal.”

• CMU-2 [54]: This is a free text-based dataset for collecting keystroke data. This
involves data collection from around 20 users.

• Pressure sensitive [55]: This is a dataset, which provides pressure-sensitive data.
It is gathered by 104 diverse users with the static texts as inputs “pr7qlz,” “jeffrey
allen,” and “drizzle.”
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12 Conclusion

To conclude, biometric-based keystroke dynamics scheme provides adequate fea-
tures to be used to identify the users in different scenarios. We provided in this
chapter a review of the basics and major works in keystroke dynamics as a behav-
ioral biometric-based authentication scheme to secure access to computer and
network systems.

As discussed in the previous sections, applications of keystroke dynamics are
huge and are only limited by imagination. Further research is required for increasing
the stand-alone reliability of the keystroke systems so as to deal with typographical
errors. Neither the work presented in this chapter nor that of any other researcher has
dealt with the reliability of typographical errors. An argument can be
non-conventional keystroke features, but they fail to show the increase in reliability
as expected. Also, it is concluded that artificial network paradigms remain more
successful than classical pattern matching technique for classification in this context
because of their ability to learn.
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Chapter 7
Behavioral Biometrics Based
on Human-Computer Interaction Devices

Chi Lin and Mohammad S. Obaidat

1 Introduction and Background

Wi-Fi devices have been utilized to offer network connections to various kinds of
mobile and wireless devices with high speed, low latency, and good secure charac-
teristics. It has already resulted in the prevalence of Wi-Fi devices and ubiquitous
coverage of Wi-Fi networks, providing the chances to extend Wi-Fi’s capabilities
beyond communication, especially in sensing physical environment, physical con-
ditions, and so on. When such ubiquitous signal is propagating through the air, any
environmental challenges, such as small-scale or large-scale variations, affect the
received wireless signal, which is commonly known as shadowing and small-scale
fading. With such measurable changes in the received signals, activities in the
physical environment, which potentially make slight changes, could be detected or
even inferred.

In wireless communication field, the channel state information (CSI for short) is,
in fact, the channel used to represent the characteristic of the communication link. It
describes the attenuation factor of the signal on each communication path, which is
the value of the elements of channel gain matrix H, such as signal scattering,
environmental fading, and power decay of distance. In addition, CSI enables the
communication system to adapt to the current channel condition, guaranteeing the
high reliability and high speed in multi-antenna system, which is the basis for
providing high-quality communication. CSI value is usually used to describe how
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a signal propagates from the transmitter to the receiver through the open environ-
ment and to represent the combined effect of transmitting characteristics, for exam-
ple, scattering, fading, and power decay with distance. CSI makes it possible to adapt
transmissions to current channel conditions, which is crucial for achieving reliable
communication with high data rates in multi-antenna systems.

In general, the receiver evaluates CSI and gives feedback to the sender, which
will need the reverse evaluation in TDD system. Thus, CSI can be divided into CSIR
and CSIT. The CSI value actually characterizes the channel frequency response
(CFR) for each subcarrier between each transmit-receive (TX-RX) antenna pair. Let
MT denote the number of transmit antennas, MR denote the number of receive
antennas, and Sc denote the number of OFDM subcarriers. Moreover, let X( f, t) and
Y( f, t) be the frequency domain representation of the MT-dimensional transmitted
signal and the MR-dimensional received signal, respectively. The two signals are
correlated by the expression

Y f ; tð Þ ¼ H f ; tð Þ � X f ; tð Þ þ N,

where H( f, t) is the complex channel frequency response of the carrier frequency f
measured at time t, and N is the MR-dimensional noise.

Human identification recognition has become increasingly important in pervasive
computing and human-computer interactions (HCI) which have broad application
prospects. In recent decades, researchers have attempted to develop methods for
identifying human with behavioral biometric.

Comparing to traditional techniques, which utilize expensive devices and have
fundamental limitations of requiring line of sight and compromising human privacy,
Wi-Fi signal-based human identification recognition systems have the low-
deployment-cost property due to the popularity of Wi-Fi signals.

Identity recognition is one of the most popular Wi-Fi recognition techniques in
recent years. With the continuous development of science and technology, virtual
reality, augmented reality, wearable computing equipment, and other technologies,
the traditional human-computer interaction technology gradually cannot meet peo-
ple’s requirements. In order to better achieve the human computer interaction, and
accurately identify people’s identity, Wi-Fi-based identification has become popular
by researchers in the field. Compared with the traditional image and pattern recog-
nition techniques, and other static information processing technology, dynamic
information recognition is no doubt more accurate and more comprehensive.

In the study of human action behavior recognition, most of the schemes adopted
are based on the identification of human body behavior [2], sensor identification [3],
3D modeling recognition [4], and so on. These principles can be divided further into
the following three categories: computer vision-based identification, sensor-based
identification, and wireless signal-based identification.

Vision-based identification of the environment has many restrictive conditions. It
needs to be sufficient in the case of light. In addition, the vision-based identification
usually requires specific devices such as camera for recording videos. Moreover,
processing such data or information usually requires large computational and storage
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overhead. The processing time is long, which cannot identify a certain person in a
timely manner. Besides that, sensors and RFID tags have been used for identity
recognition. It requires that the humans carry the sensor device or RFID tags with
them. The wireless signal-based identification uses specific equipment, such as the
oscillator, to receive the signal. At present, radio frequency-based identification can
achieve higher recognition accuracy with the support of professional equipment, but
it is not popular.

Although the abovementioned schemes perform well in human body identifica-
tion, and some of them can even meet the requirements of the commercial applica-
tions, they have requirements on the measurement conditions. Wi-Fi-based human
identification with its low price and good performance is becoming popular world-
wide. A large number of applications based on Wi-Fi signals have been devised.
Compared to other methods, Wi-Fi signal-based recognition’s biggest advantage is
the small dependence on the device. Only a wireless router is needed, with Linux
system equipment.

The core of the various types of Wi-Fi signal-based recognition systems such as
human identification, gesture recognition, motion recognition, and other applications
is processing and analysis. Commonly used methods are RSS and CSI. Wi-Fi signal
processing principle based on RSS is basically processing the Wi-Fi fingerprint. The
RSS signal is firstly converted into RSSI signal, a kind of processed RSS signal,
which has removed the influence of the RSS signal interference component.

The system collects the RSSI values from different AP in different physical
locations. The physical coordinates and the value of each RSSI signal form a
fingerprint, which will be stored into the database, and then the system will start
performing the recognition. The recognition system collects the RSSI value from the
available AP, which will form a set of associated signal observations. Then it uses
the nearest neighbor algorithm to match the data in the database to select the most
matching estimated position. That is the distance information for each AP. In
general, the RSSI-based schemes are based on triangulation or per-stored Wi-Fi
fingerprints, to estimate the position.

CSI-based Wi-Fi signal processing principle is based on monitoring the channel
state changes to obtain the required information [7]. In the real world, the Wi-Fi
signal is affected by the obstacle and the electromagnetic wave, and the propagation
of the Wi-Fi signal usually follows a multipath [11] with distortions such as delay,
attenuation, and frequency diffusion in different paths. Due to the time-varying
characteristics of the channel, the multipath effects of the channel will change with
the probability of statistical knowledge, which conforms to the Gaussian distribu-
tion. When some of the paths on the channel changes are detected, the information of
the certain region can be obtained within a certain range.

There is a big difference between RSS and CSI. Firstly, RSS refers to the data link
layer, and CSI stands for the signals collected from the physical layer. CSI has more
details than Wi-Fi information. RSS is mainly applied to indoor positioning and
other occasions with its low accuracy, and CSI is applied to action recognition,
gesture recognition, and other relative cases and settings with fine-grained high
accuracy.
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2 Related Works

Recently human activity recognition method on the basis of Wi-Fi signal, such as
WiSee [8], E-eyes [9], Keystroke [10], etc., has been proposed based on the
observation that different human activities introduce different interferences for
multipath distortions in the received Wi-Fi signals [13, 14]. The main advantage
compared to the cameras, sensors, or RFID-based methods is that they take advan-
tage of the ubiquity of Wi-Fi signals. They do not require the user to carry or wear
additional equipment because they rely on the received Wi-Fi signal reflected by the
person.

Generally speaking, human activity recognition can be clustered into two cate-
gories: device-based and device-free. Device-based methods require the subjects to
equip with special devices (e.g., smart watch/phone, RFID tags, audio recorder, etc.)
to assist the recognition system to collect data, while device-free methods can greatly
reduce the effect brought to the subjects when implementing the recognition process.
Vision-based and radar-based methods can be regarded as device-free methods.
However, vision-based methods suffer from the high computation complexity and
privacy concerns, while radar-based methods may cause concerns with respect to
adverse health results. Recently, newly emerged methods utilizing the variation of
wireless signals have been proposed, which can avoid those issues. These methods
leverage wireless signals to implement human activity recognition. They can be
classified into the following categories: (1) received signal strength indicator (RSSI)-
based approaches, (2) channel state information (CSI)-based approaches, and (3) spe-
cialized hardware-based approaches.

2.1 RSSI-Based Approaches

In a traditional IEEE 802.11 system [14, 15], RSSI is the relative received signal
strength in a wireless environment. It is an indication of the power level being
received by the receive radio after the antenna and possible cable loss. Therefore,
higher RSSI value indicates a stronger signal [16, 17].

RSS-based human recognition systems receive the signal strength changes caused
by human and transform them to received signal strength (RSS). Due to the low
resolution, the RSS values provided by the commercial device can only make
recognition coarsely with low accuracy. Existing RSS-based human recognition
systems can be utilized for activity recognition with the recognition rates of over
80% for crawling, lying down, standing up and walking [1, 2], and indoor
localization [3].

However, due to its intrinsic property of extracting energy information from
wireless signals, its measurement is coarse-grained, which cannot be utilized for
fine-grained human activity recognition.
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2.2 CSI-Based Approaches

Device-free motion recognition techniques are widely used to recognize human
activities with the variations of wireless signals. For these techniques, the common
challenge is how to accurately understand and precisely model the changes of
wireless signals. Some researchers proposed to use received signal strength (RSS)
as an indicator to infer the changes of wireless signals. However, the disadvantage of
RSS values is that they can only provide coarse-grained information about channel
variations, which cannot gather information about small-scale fading and multipath
effects caused by micro-movements.

CSI values are available in COTS Wi-Fi network interface cards (NICs) such as
Intel 5300 [4] and Atheros 9390 [5]. Recently CSI values have been used for activity
recognition and localization. WiKey [6] can recognize keystrokes in a continuously
typed sentence with an accuracy of 93.5%. WiFall is proposed to detect falling of
single human in an indoor environment [7]. Zhou et al. proposed using CSI value to
detect the human presence in an environment [8]. Frog Eye proposed by Zou et al.
can count the number of people in a crowd [9]. E-eyes recognizes a set of nine daily
activities such as washing dishes and taking a shower [10]. Our scheme is
CSI-based. We use CSI values to identify human identities in an indoor environment
[18–20].

2.3 Hardware-Based Approaches

Fine-grained radio signal measurements can be collected by special hardware or
software-defined radio (SDR). Device-free human activity recognition has also been
studied using special hardware and software-defined radio. Using the micro-Doppler
information, radars can measure the movement speeds of different parts of human
body [7]. A special hardware with USRPs is used byWiSee, to extract small Doppler
shifts from OFDM Wi-Fi transmissions to recognize human gestures [8]. WiTrack
uses specially designed frequency-modulated carrier wave signal to track human
movements behind a wall with a resolution of approximately 20 cm [9]. In general,
all those schemes require specialized devices in realizing the recognizing process. As
an ubiquitous signal, Wi-Fi signal can be found or received everywhere; however,
little attention has been paid on how to make full use of such signals. Here, we intend
to utilize Wi-Fi signal for identity recognition, in what follows, related theories and
methods are demonstrated in detail [21–24].
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3 Theories for Recognition Methods

Here, machine-learning theories are used to recognize human identification. The
principal component analysis (PCA) is used to reduce the dimension of the CSI
values to reduce the storage overload. Moreover, the support vector machine (SVM)
is employed to help in the identification. Next, we list and discuss the usage of these
techniques in detail.

3.1 Support Vector Machine (SVM)

Support vector machine, also called support vector network, is a kind of supervised
study algorithm related to data analysis in classification and regression analysis.
Given a group of training cases, each case divided into one specific class of the two
classes, SVM training algorithm creates the model that distributes a new case to one
class out of the two specific classes, making it a non-probabilistic binary linear
classifier. In SVM model, the cases are represented as discrete points, which enable
these of different classes to be separated by a distinct gap. Then, all the new cases are
mapped to the same space and decided which class they belong to by observing
which side of the gap they fall on [25, 26].

In the proposed scheme, SVM is used for classifying CSI signals for determining
the identity of a person. When a set of examples are input, SVM will be utilized to
calculate the probability of each CSI signals, and the one with the highest probability
will be set as the recognition result.

3.2 Principal Component Analysis (PCA)

Principal component analysis (PCA) is a kind of dataset simplification and analysis
technology. PCA is often used to reduce the dimensionality of the matrix and
maintain the characteristic that has the biggest contribution to the derivation,
which is accomplished by ignoring the high-rank principal component but
maintaining the low-rank principal component. In this way, the low-rank component
can always maintain the most important part of the data, which at the same time
strongly relies on the accuracy of the data.

PCA is the simplest of multivariate analysis based on eigenvectors. In general, its
operation can be considered to reveal the internal structure of the data in a way that
best explains the variance of the data. If the multivariate dataset is visualized as a set
of coordinates (one axis per variable) in the high-dimensional data space, the PCA
can provide the user with a lower-dimension picture that is projected from the
object’s view or “shadow” the richest view. This is done by using only the first
few principal components, so that the dimension of the transformed data is reduced.
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PCA is used for collecting the characteristic of the CSI values. Moreover, since
the dimensionality of the data processed is so high, we use PCA to reduce the
dimension, which simultaneously reduces the computational and storage overhead
for data processing and storing.

4 Test-Bed Experiment Installations and Configurations

In our lab experiment, two commercial off-the-shelf (COTS) Wi-Fi devices are used
(see Fig. 7.1).

A TP-Link TL WR886N router is used for consciously sending Wi-Fi signals,
and a laptop implemented with Intel5300 network card with three antennas is used
for receiving signals. The system works with Linux 802.11n CSI tool running on
Ubuntu 12.04. After gathering data from the Wi-Fi signals, related machine-learning
algorithms developed by Python 3.5 and scikit-learn are utilized.

In order to intuitively obtain the change of CSI signal, a real-time visualization
platform to capture the CSI signals is implemented. This platform was running in the
windows operating system with the visual studio 2016 and Matlab 2016b. It displays
new figures and a vector about CSI signal each time it receives the CSI signals for
intuitively showing the variances of the CSI values.

Fig. 7.1 Experiment setup
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When a person walks through our experimental environment, variances and
disturbances will occur, and the received CSI signals will change dramatically due
to the characteristic wireless communications. All the CSI data information collected
through the experiment will be stored and saved in the CSI profile pool. These data
are useful for later data processing and identity recognition.

5 Experiments

To build an easily deployable and low-cost solution for fine-grained human identi-
fication recognition, we devise a system that senses and recognizes the identities of
people through Wi-Fi with machine learning, namely, Wide. Here, we discuss the
preliminaries, goals, system overview, and the core components of our devised
system.

5.1 Design Goals

In order to identify human identities through analyzing detailed CSI from a single
commodity Wi-Fi device (i.e., a router), our system’s design, implementation, and
requirement of our system involve a number of challenges [27–29]:

• Ubiquitous recognition. The system should be easy to deploy on existing com-
mercial Wi-Fi without the need to introduce any dedicated hardware devices, and
there is no need for users to wear any additional sensors. In addition, the
identification process should be unobtrusive without the need for additional
gestures or movement to identify. To highlight its prevalence, it should only
use existing Wi-Fi traffic or beacons at the deployed AP without using dedicated
user-generated traffic [30].

• Robust to open environment dynamics. The interferences from open environ-
ments, such as movement, waving, and other behavioral movements, can dynam-
ically change the collected CSI time series values. Therefore, the system should
be able to provide accurate identification by mitigating such disturbances and
errors [31].

• Adaptable to personal diversity. Our system should be able to be used by multiple
users without user-specific calibration. Thus, due to lack of consistency, it should
be resilient to cope with individual diversity. It should be able to precisely
recognize the identity of a certain person no matter what he wears or how fast
he moves [20].

• Fast identification with small storage overhead. Our system should be able to
identify people with high precision in a very short time. On one hand, related
background is needed to be stored in the system so as to provide fundamentals for
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identity recognition. On the other hand, a large storage overhead may cast heavy
burdens on calculations.

5.1.1 System Overview and Design

To realize the ubiquity and simplicity of the system design, in our scheme, only a
router for initiating Wi-Fi signals and a laptop for receiving such signals and
calculating CSIs are required.

As is shown in Fig. 7.2, Wide is composed of two parts: (a) constructing CSI pool
and (b) human identity recognition. In addition, in order to continuously optimize the
accuracy of Wide, we apply a feedback technology. Whenever it succeeds in
identifying people, the corresponding CSI features will be stored in the CSI pool,
and as a result of this feedback technology, performance will be gradually enhanced.

When the Wi-Fi signal is sent from the router, the laptop will obtain the
corresponding CSI value, which includes the combined effect of scattering, fading,
and power decay with distance. In Wide, the CSI value is used to represent the
feature subcarriers in OFDM. It plays an important role in the identification process.

As shown in Fig. 7.2, a detailed flowchart of Wide is described next.
In the first stage, we need to collect enough information so as to construct a CSI

profile pool. The details are as follows.

Human Identity
Recognition

Constructing the 
CSI pool

Optimization

Identify
Recognition

Feature Value
Storage

CSI Feature
Extraction (PCA)

Data Processing Pick Frames

Sample CSI Values

Start

Sample CSI Values

Waveform 
Matching (SVM)

Fig. 7.2 Flowchart of Wide

7 Behavioral Biometrics Based on Human-Computer Interaction Devices 197



Step 1: Sampling CSI values. In this stage, all the volunteers are required to move
from a starting point to an ending point through a deterministic route. At the same
time, CSI values can be collected by using Intel 5300 network adapter. All the
CSI-related data will be recorded into a CSI profile, which will be used for future
data processing and calculations.

Step 2: After CSI is collected, it will be processed and saved. As the CSI signals
are always influenced by environmental dynamics; therefore, noise and disturbances
will exist in the received signals. It is thereby necessary to use the filter, such as
Butterworth filter, to get rid of such influences. Moreover, in the data processing
stage, some unusual CSI values, which may result from communication failure, are
removed.

Step 3: CSI feature extraction. As the data size of recording one CSI signal is
large, it is necessary to reduce and extract features of such signals. Moreover, only
recording the raw CSI data may lead to trivial contributions; for further classifying
and recognition, it is required to explore the instincts of CSI signals and mine some
useful features of such data. PCA is used to extract the features of the CSI signals one
by one in the experiment.

Step 4: After using PCA to explore the feature of the collected CSI, the results of
PCA will be acquired. Then this information will be stored as a profile of a certain
person. Such information labeled by the identity of its owner will be saved in the
database. After collecting all the information of all the users (i.e., the volunteers), the
CSI pool is constructed. All the features of the CSI information throughout the
experiments will be stored as the background information for future recognizing.

In the second stage, the recognition experiment begins; see the right part of
Fig. 7.2. Volunteers moves from A to B sequentially. The CSI values are sensed
from the network adapter, and the results can be displayed by user’s laptop.

In the recognition process, we have four steps.
Step 1: Sampling CSI values. This step is identical to the first step in constructing

the CSI pool. We sample the CSI values of the volunteers through our test-bed
devices.

Step 2: Pick frames. Due to the high frequency of sending packets, it is not
necessary to use all the collected CSI values for recognition process. We hereby
pick, some CSI values, for processing. Once a CSI frame is quite different from
two-sequential frames forward and backward to some extent, it will be removed as it
may have resulted from the environmental dynamics or noise. Finally, we pick
enough CSI frames and conduct data processing and PCA to obtain the features.

Step 3: After the features are extracted from the sampled CSI values, we begin our
classification process. Here, we use the SVM to determine the identity of each
volunteer by analyzing the CSI values generated in the abovementioned process.

Step 4: Identification and recognition. In this process, the result will be displayed
in the screen by using the SVM + PCA technique. Each time, Wide outputs a result,
which has the maximum probability in recognizing. Once a person is successfully
recognized, we will label such results and extract the CSI values. Then we record and
update the CSI feature values recorded in the sampling process. Such a feedback
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process will continuously enhance the recognition accuracy of the proposed scheme,
and eventually, we obtained around 99% accuracy.

5.1.2 Recognizing Static People

Dynamic person identification is not an easy task. In the process of movement,
people will produce a large number of variables and interference, which will pose a
great impact to data processing. To simplify the complex program and directly verify
that the Wi-Fi signal can be used to identify human identities, we designed a static
experiment with the same principle as the dynamic person identification experiment.

First of all, we made a clear experiment environment with no one doing any
activity. We collect the CSI signals in the empty environment via our visualized
platform. Parts of Fig. 7.3 depict this. The figures are almost the same with a little
interference caused by unknown movements. It proves that the CSI signals are stable
signals in a certain environment, which means that we can use the nearest neighbor
algorithm or other algorithms like it to match the data stored in the datasets to select
the most matching estimated answers.

Then in order to verify that we can identify the human identity with the Wi-Fi
signals, we collected CSI information of the experimenters as is shown in Fig. 7.4.
We made the experimenters stand in a certain place by themselves (in this experi-
ment, we stand at the middle of the line connected the antenna and router). There is a
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huge difference between each of them. In our view, the CSI signals can be used
effectively to identify the human identities.

5.1.3 Dynamic Identification Recognition

To identify human identities when people are moving, we design and develop our
system Wide. Wide consist of two main parts: (a) constructing CSI pool and
(b) human identity recognition. In order to build Wide, we should construct a CSI
pool first for recording CSI information as the background, which is extremely
useful for later identification and recognition.

5.1.4 Prepare the CSI Pool

The CSI signals will change when someone interferes with it, and it will stay stable if
there are no new interferences. In our scinario, volunteers are required to move from
the starting point A to the ending point B in a normal way as they walk, then they
stop at some specific point which helps us collect more detailed and accurate CSI
information.
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We use the database to store the received signals and then use preprocessing
method such as filtering and node reduction to acquire more accurate CSI data. All
data collected by our database are regarded as a CSI pool. This information is used as
the background knowledge for future identity recognition.

When constructing the CSI pool, we intend to collect various kinds of data of a
certain person. For example, we collect the CSI signals in our pool when a volunteer
is moving at different speed and wearing different clothes.

5.1.5 Human Identity Recognition

After we build the CSI pool, we begin our identification process. To prove the
resilience of Wide, we require the volunteers to pass through the start point A to the
end point B at any speed without knowing Wide. Then we put the CSI information
into Wide to analyze the data. Wide will display the results of this identity through
calculations. We then analyze the accuracy of our scheme to show its superiority.

5.2 A Case Study: Recognizing Identities for Volunteers

In order to demonstrate the performance of our program, a test-bed experiment is
conducted. In our experiments, Wide consists of two commercial off-the-shelf
(COTS) Wi-Fi devices, as is shown in Fig. 7.1. We use the TP-Link TL WR886N
router to send Wi-Fi signals consciously and use a laptop with an Intel 5300 card
with three antennas to receive signals. Wide is based on the Linux 802.11n CSI tool
running on Ubuntu 12.04. After collecting data from the Wi-Fi signal, the related
machine-learning algorithm developed by Python 3.5 and scikit-learn is
implemented. In Wide, each transmitter-receiver (TX-RX) antenna pair of the
transmitter and receiver has 30 subcarriers. Let MTx and MRx denote the number
of transmitting and receiving antennas. Thus, there are 30 *MTx *MRx CSI streams
in the time series of the CSI values.

Wide has a CSI pool for characterizing human identity profile as a background,
which should be previously built/collected through our off-the-shelf devices. There-
fore, we use the platform for timely visualizing the variances of CSI. Whenever our
laptop receives a signal from the router, it will display a new CSI figure on the
screen. Firstly, as shown in Fig. 7.7b, when no one moves, we find that the CSI is
always stable, with only slight interference being detected, which is affected by other
people (see Fig. 7.7). Then, when the volunteers moved forward (see Fig. 7.5), we
started building the CSI pool. In order to identify people in a timely manner, we need
to record in advance related background CSI information for each person. So first,
we need to collect and record useful CSIs. In our experiments, in order to completely
capture all the detailed CSI, the volunteers need to move in a deterministic route with
different stride frequencies. In this process, when the volunteers move from the
starting point A to the end point B, we collect the detailed CSI throughout the
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process (see Fig. 7.7a). We set the frequency of sending Wi-Fi signals to 0.02 s to
capture any changes during the moving process. Then we choose each person’s
feature point as the basis for recognition.

Then we start our identification process. In order to prove that Wide is resilient to
individual diversity, ten volunteers can pass through the start to the end at any speed,
without knowing Wide (see Fig. 7.6). Each time the volunteer arrives at the end,
Wide outputs its recognition results on the screen. Then we learn the experimental
results of the test-bed experiment.

Router Antenna

B

A

Walking
Route

Fig. 7.6 Route of walking

Fig. 7.5 Recognizing
volunteers
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Obviously, such a recognition process is taken in an open environment, in which
disturbances and noise exist everywhere and all the time. Therefore, to get an accurate
result, we need to process our data through filtering or migrating the impact of noise.

5.3 Recognizing Accuracy Evaluation

Firstly, we build the CSI pool in advance. Ten volunteers move at different speeds
from the starting point to the end. The router sends Wi-Fi signals every 0.02 s, and
the laptop displays the accumulated sensed CSI on our screen. We aggregate and
select 7000 datasets as training datasets as the CSI pools and input them into SVM
for training and classification (i.e., identify people). And then we begin the exper-
iment of identification, the volunteers walking from the starting point to the end. We
use Wide to sample, select, and record useful CSIs. The whole experiment is carried
out in an open environment where other people may often move, bypass, speak, and
do other actions as usual. We mainly analyze the recognition results in the face of
interference in an open environment.

We found that, on average, when there was interference, i.e., other people
moving, talking, and so on, the identification accuracy in the open environment is
98.7%. Then we tested Wide’s performance when there was no interference (see
Fig. 7.7b) with an accuracy of 100%. After that, we tried to further improve the
accuracy of Wide, through statistical methods to eliminate environmental distur-
bances. This has led to increased accuracy of 99.7%.

5.4 Dimensionality Reduction

In Wide, although there is a high accuracy, it usually takes a long time to identify
people; this is not suitable for practical applications. Because the direct use of 30 *
MTx *MRx CSI streams will result in high computational cost and storage overhead
for recording information. Therefore, we need to compress such data. As shown in
Fig. 7.7, all subcarriers show the relevant changes in their time series. Thus, a
promising approach is to use principal component analysis (PCA) to reduce the
dimension of the CSI values. We are likely to accelerate Wide performance in terms
of dimensionality reduction. Previously, Wide recorded each frame as a 1 * 90 vec-
tor, which resulted in a large computational overhead in the calculation. To reduce
this overhead, we use PCA to reduce data dimension to reduce computing and
storage overhead. Then, we verify the performance of our recognition accuracy
when selecting different dimensions of data and input into Wide. The results for
different dimensionalities are shown in Table 7.1.

In data processing process, we choose different dimensions through the PCA for
the data. Then we examine the performance of the PCA by analyzing the percentage
of the principal components. In Table 7.1, we note that most of the principal
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components are involved after the implementation of PCA. Then, we test the
recognition accuracy under different dimensions. We note that when we only use
ten dimensions, the recognition accuracy can still reach 98.9%, indicating excellent
recognition ability. As the CSI pool acts as the core of Wide, we analyze the
performance of the training time and storage cost. After that, when we deal with
the extracted features of CSI values recorded in the CSI pool, we measure the
training time. We found that time configuring parameters required in Wide would
take up to 137 s. With regard to storage overhead, we observed that storage costs

Table 7.1 Recognition results for different dimensionalities

Dimensionality
after PCA

Percentage of
principal component

Accuracy
(%)

Training
time (s)

Storage
overhead
(kB)

Recognizing
time (ms)

90 1.0 99.7 81 25257 1.028

80 0.99977 99.6 117 22450 0.993

50 0.99718 99.4 137 14032 0.889

30 0.99671 99.2 119 8419 0.774

20 0.98151 99.2 101 5613 0.785

10 0.96534 98.9 83 2807 0.858
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were significantly reduced due to the reduced dimensionality of PCA. When the
dimension is 10, it only needs 2807 KB to store data in the CSI pool, which is
10 times smaller than the 90 dimension. Finally, we measure the identification time
of Wide to prove its timely identification behavior. As the last column lists, on
average, Wide is able to complete the identification process within 1 ms, which is
quite small compared to the volunteer’s movement time.

Therefore, we can conclude that Wide can identify human identities with high
precision while using a very short time.

5.5 Limitations and Challenges

Our test-bed experimental results show that Wi-Fi signals can be used to identify
human identities with high accuracy in an open environment. However, restrictions
for Wide still exist, which cannot be ignored. After we extended the distance
between the router and the antenna, we found that the accuracy was significantly
reduced, because when they were close to each other, the collected signal was much
stronger than the other disturbance. In addition, when more volunteers participate in
our experiments, the recognition speed is slow, and the accuracy is gradually
reduced. Therefore, in the future particular efforts will be made to improve the
performance of Wide. Wide triggers a new paradigm for identifying moving people
by analyzingWi-Fi signals in an open environment. Besides that, there are still many
challenges to take full advantage of the Wi-Fi signal, which we focus on and discuss
in the next.

5.5.1 Counting Human Numbers

Due to the characteristics of multipath transmission, any slight change in the
environment may result in a change in the CSI value. This feature is particularly
useful for counting without the use of special equipment. Wi-Fi signals can be
potentially used to evaluate variations such as counting the number of users in
open places, halls, classrooms, movie theaters, etc. Changes in CSI values at the
entrance or exit can directly reflect changes in the number of people. For example,
the total number will be minus one each time a change signal is detected in the exit.
Thus, how to correlate a changing CSI time series with entry and existing actions is
challenging and has a huge potential prospect in applications.

5.5.2 Privacy Leakage

In our test-bed experiment, the Wi-Fi signal can be used to identify human identities,
which may potentially be exploited by an attacker to recognize the identity or
appearance of the target victim. We can imagine that through Wide, when the
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Wi-Fi signal is available without the victim’s consciousness, the opponent can track
the user. Whenever the victim arrives, the corresponding CSI value will be changed,
and his unique CSI feature will be sampled. Thus, by using Wide, he will be
localized and tracked. This trajectory tracking attack/identity will greatly compro-
mise privacy, especially the user’s indoor location. In addition, this privacy leakage
attack is not easy to detect, because the victim may even be unaware of the
prevalence of Wi-Fi signal characteristics and potential adversarial router.

5.5.3 Accurate and Fine-Grained Localization

The spatial characteristics of wireless signals are the basis for distinguishing and
determining the location of wireless indoor positioning, so the use of Wi-Fi signals
to develop accurate and fine-grained positioning technology will become more
attractive. Due to the prevalence of Wi-Fi signals, it should be noted how to map
different CSI changes by analyzing different Wi-Fi signals with different locations
and how to distinguish and locate the exact location.

5.5.4 Multiple Identity/Gesture Recognition

Currently, the Wi-Fi signals are only used to accurately identify individual identities
or gestures in closed or relatively silent areas. The features of the CSI value for
multipath distortion are not fully explored, and any movement will cause a signal
change. Obviously, it is not enough to identify only one identity or one posture, and
it is more attractive and challenging to detect multiple identities or positions in
practice. Thus, in future work, we will construct a model to take into consideration
time changes associated with CSI values.

6 Conclusions and Future Research

In this introductory chapter, we describe a new approach to recognize the identity of
a person through analyzing Wi-Fi signals and its potential application prospects. The
chapter starts with the definition of Wi-Fi signals and CSI (channel state informa-
tion) and their potential applications. Particular emphasis is placed on the character-
istics of the CSI, which indicate that CSI can be used for recognizing the identity of
people. Then a CSI-based human identity recognition scheme, Wide, and its test-bed
experiment are demonstrated. By collecting, analyzing, and processingWi-Fi signals
to recognize identities of people, it is revealed that the proposed scheme can
recognize people with promising accuracy in a short time.

Our system based on the CSI has a high accuracy, but the use of the network card
and other equipment has certain restrictions. In the future work, we must focus on
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three aspects: low cost, ease of use, and high precision. For the time being, the
CSI-based identification system has great prospects for development.

As part of our future research, we will concentrate on these following aspects:

1. Touching Screen Applications

Touch screen is a very good way of human-computer interaction, but there are
still some shortcomings on today’s touch screen, such as high cost, fragility, etc.
Moreover, the touch screen must go with the physical contact, which leads to
inconvenience and causes damage to the screen easily. In addition, most of the
screens now are still non-touch screen; it will cost a lot if we convert all of them into
touch screens.

As mentioned above in this chapter, WiKey [6] can recognize keystrokes in a
continuously typed sentence with a high accuracy. Wi-Fi signals could be used on
indoor localization. WiSee [8] can recognize human gestures. It can be predicted that
we can design a system which can recognize the gestures by the human who touches
the screen and react to the human, just like the touch screen. Moreover, the system
can react with no physical contact to avoid the screen damage by the rude behaviors.

2. Device-Free Indoor Sensing Systems

People have to stop in front of the door to show their identity by key, ID card, or
something else, which will spend extra time and make the movement discontinuous.
There is also a risk that the things they use to identify their identities may be stolen
by others.

Our test-bed experiment and other experiments have proved that the Wi-Fi
signals have a great ability to identify human identity, which could be used at the
door sensor to help identify human identity in front of the door.

3. Motion Sensing

Common motion sensing game players such as the Wii, the Kinect, and so on all
have some weakness which needs to be solved. They may require something you
should hold or have a low accuracy, which impede the progress. With the develop-
ment of science and technology, virtual reality games gradually become the hot topic
that require new approaches to recognize human activities and human identities.

The Wi-Fi signal-based human recognition and localization with a high accuracy
could just fit the problem. As mentioned earlier, WiSee [8] can recognize the
gestures by the human. It is achievable to capture motion via Wi-Fi signal. Thus,
the combination of the virtual reality and the Wi-Fi signal-based human recognition
will bring great changes to the game industry.

4. Mobile Wi-Fi Sensing

Latest research focused on the application including recognizing and localizing
when the access point or router is statically deployed. Little attention has been paid
for recognizing application for a mobile access point. For example, a person carrying
a phone configuring as a mobile access point, how can we make full use of such CSIs
for localization or even recognition. In our future work, we will concentrate on how

7 Behavioral Biometrics Based on Human-Computer Interaction Devices 207



to use the mobile Wi-Fi access point as the signal source and utilize the varying CSI
signals for developing more interesting applications. Moreover, in the future works,
we intend to intensely explore the characteristics and develop more interesting
applications.
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Chapter 8
Continuous Authentication Using
Writing Style

Marcelo Luiz Brocardo, Issa Traore, and Isaac Woungang

1 Introduction

A great deal of literature has been published regarding weaknesses that are inherent in
traditional alphanumeric passwords. By design, passwords can be broken using dictio-
nary or brute-force attacks. They can be forgotten, stolen, or shared. As an alternative, it
has been recommended to use strong password schemes based on biometrics or
generated using tokens or a combination of several of these schemes in the form of a
multifactor authentication scheme. It has been shown, however, that no matter how
strong the initial authentication controls are, there is still some residual risk of hackers
being able to bypass such controls. For instance, the botnets have been used in many
hacking instances to circumvent strong user authentication using a second factor such
as a dedicated one-time password token and succeeded in stealing hundreds of thou-
sands of dollars from online bank accounts belonging to small businesses.

The main reason why authentication circumvention is a serious issue is because of
the static nature of the current approach to user authentication; the verification of the
user credentials happens only once and typically at the beginning of the session. This
indicates that if somemalicious individuals can bypass this initial step, then theywill be
able to use the system resources freely without having to worry about being detected.
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One possible solution is to reinforce the initial (static) authentication with a CA
process, which involves checking the user’s biometric profile periodically through-
out a computing session [1–3]. This ensures that the user always remains the same
from the initial login time (where he/she claims specific identity) to the logout.

CA may be carried out actively or passively. Active CA requires the user to
provide her authentication credentials when requested, while passive CA is carried
out by collecting, and checking transparently, authentication data without the user
being aware of such activity. Active CA can be implemented using traditional
authenticators; however, it could irritate the users by asking them to provide explicit
authentication credentials several times during a session. On the other hand, while
passive CA does not suffer this limitation, it faces some restrictions regarding the
kind of modality that can be used for authentication purpose.

Three emerging passive modalities include keystroke dynamics, mouse dynamics,
and stylometric analysis. Keystroke dynamics is a behavioral biometrics that aims to
identify humans based on the analysis of their typing rhythms on a keyboard
[4]. Mouse dynamics is a behavioral biometrics that allows for identifying individual
users based on their mouse usage while interacting with a computer [5]. Stylometric
analysis consists of recognizing individuals based on their writing styles [6, 26,
27]. All these modalities can be collected passively using standard computing devices
(such as mouse, keyboard) throughout a session without any knowledge of the user.

While a significant amount of research has been accomplished on the above
modalities, their accuracies are still below those of well-established traditional bio-
metrics such as fingerprint or iris scanning.

In this chapter, we discuss about open research challenges for which adequate
solutions must be found in order to provide a firm basis for these technologies and
even position them as a viable alternative to password-based authentication. While
there are several publications on CA using mouse dynamics and keystroke dynam-
ics, the use of stylometry for such purpose is still at an early stage. Many of the
challenges inherent in this field are amplified when dealing with writing style data.
We introduce an approach which tackles effectively many of these issues.

The rest of this chapter is organized as follows: Section 2 discusses the research
challenges faced by CA using stylometry. Section 3 gives an overview of the state of
the art of stylometric analysis. Section 4 outlines our general approach. Section 5
describes the feature space used in our work. Section 6 describes the experimental
evaluation of the proposed approach. Section 3 concludes this chapter and discusses
some future work.

2 Challenges in Using Stylometry for Continuous
Authentication

While there is a rich body of research on stylometry, significant research challenges
must be addressed when using such modality for CA. We discuss some of these
challenges in this section.

212 M. L. Brocardo et al.



2.1 Data Quality Issues

One of the challenges in analyzing behavioral data such as stylometry extracted from
computer-mediated communications is the unstructured nature of the data. For
example, in some cases, the sparse information conveyed makes it difficult to extract
meaningful discriminating signals. Additionally, such information is characterized
by a strong variability due to the inherent instability of the human behavioral and
cognitive characteristics as well as changes in environmental conditions (e.g.,
hardware) when collecting such data. Thus, adequate data analysis techniques
must be developed to ensure effective and efficient user recognition.

2.2 Free Actions Analysis

A specific challenge related to CA is the need to ensure that the authentication
process will be conducted passively without any active involvement of the user. This
requires collecting and analyzing what we refer to as free actions. Free actions are
sample human-computer interaction (HCI) data such as free text, which are freely
generated by a user without following a predefined template. In contrast, fixed
actions refer to sample HCI data generated using predefined templates. While
fixed actions are adequate for static authentication at login time, free actions must
be used for CA to ensure transparency. However, free actions analysis is more
challenging than fixed actions analysis because in the former case, authentication
must be carried out using unseen examples at training time. For instance, in free
actions analysis, while training may involve sample actions related to word
processing and e-mail applications, authentication may be carried on samples that
are collected while the user is playing a game or doing some programming task.

2.3 Performance Trade-Off

Accurate decision-making is the primary performance factor for any biometric
system. For biometric systems, accuracy is typically measured in terms of false
rejection rate (FRR) and false acceptance rate (FAR). A false rejection (FR) occurs
when the system rejects a legitimate user, while a false acceptance (FA) occurs when
the system accepts an impostor as a legitimate user. The equal error rate (EER) is
another common metric used to assess the performance of a biometric system. EER
corresponds to the operating point where FAR ¼ FRR.

An important challenge faced by biometric authentication is the fact that a
minimum amount of data sample must be captured for accurate decision-making.
This means that in addition to accuracy, another key performance indicator to take
into account is the authentication delay or time to authenticate (TTA). In general, the

8 Continuous Authentication Using Writing Style 213



greater the TTA, the more accurate the system is. Lower TTA is preferable; however,
this means there are smaller windows of vulnerability for the system. Thus, when
using stylometry for CA, there is a need for developing analysis techniques that
allow for an adequate trade-off between accuracy and TTA.

2.4 Concept Drift

Another key challenge faced by biometric authentication is the user behavior, or
cognition may evolve over time, which means a change in the user profile. This is
referred to as the problem of concept drift. Investigating the concept drift is essential
for accurate user authentication.

2.5 Security and Privacy Risks

Stylometric data carry private user information which could be misused if accessed
by intruders. Adequate techniques must be developed to mitigate privacy leaks.

CA based on stylometry can also be the target of different security threats
including forgery, account takeover, signature tampering, insider attack, and defec-
tive implementation. An insider attack can be carried by a legitimate user being
monitored by attempting to shut down the authenticator. Although this could be
mitigated by limiting the privileges of regular users, the system will still be vulner-
able in case of account takeover by an intruder who succeeds in escalating their
privileges. Software defects may also crash the authenticator, creating a window of
vulnerability where the protections provided will be unavailable. A thorough testing
of the authenticator can help mitigating such threat.

The authenticator is not immune to forgery. It can be the target of automated
attacks (referred to as generative attacks), where high-quality forgeries can be
generated automatically using a small set of genuine samples [7]. An adversary
having access to writing samples of a user may be able to effectively reproduce many
of the existing stylometric features. It is essential to integrate specific mechanisms in
the recognition system that would mitigate forgery attacks.

3 Related Work

Authorship analysis using stylometry has so far been studied in the literature
primarily for the purpose of forensic analysis. Writing style is an unconscious
habit, and the patterns of vocabulary and grammar could be a reliable indicator of
the authorship. Stylometric studies typically target three different problems
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including authorship attribution or identification, authorship verification, and author-
ship profiling or characterization.

Authorship attribution consists of determining the most likely author of a target
document among a list of known individuals. Earliest successes in attempting to
quantify the writing style were the resolution of disputed authorship of
Shakespeare’s plays by Mendenhall [8] in 1887 and the Federalist Papers by
Mosteller and Wallace in 1964 [9]. Recent studies on authorship identification
investigated ways to identify patterns of terrorist communications [10], the author
of a particular e-mail for computer forensic purposes [11–13], as well as how to
collect digital evidence for investigations [14] or solve a disputed literary, historical
[9] or musical authorship [15–17].

Work on authorship characterization has targeted primarily gender attribution
[18–20] and the classification of the author education level [21].

Authorship verification consists of checking whether a target document was
written or not by a specific author. There are few papers on authorship verification
outside the framework of plagiarism detection [6], most of which focus on general
text documents.

Koppel and others introduced a technique named “unmasking” where they
quantify the dissimilarity between the sample document produced by the suspect
and that of the other users (i.e., impostors) [6]. They used support vector machine
(SVM) with linear kernel and addressed the authorship verification as a one-class
classification problem. They used a dataset composed of ten authors, where
21 English books were split in blocks of 500 words. The overall accuracy was
95.7% when analyzing the feature set composed by the 250 most frequent words.

Iqbal et al. experimented not only with variants of SVM, including SVM with
sequential minimum optimization (SMO) and SVM with RBF kernel, but also linear
regression, Adaboost.M1, Bayesian network, and discriminative multinomial Naïve
Bayes (DMNB) classifiers [12]. The proposed feature set included lexical, syntactic,
idiosyncratic (spelling and grammatical mistakes), and content-specific features.
Experimental evaluation of the proposed approach on the Enron e-mail corpus
yielded EER ranging from 17.1% to 22.4%.

Canales et al. combined stylometry and keystroke dynamic analysis for the
purpose of authenticating online test takers and used k-NN algorithm for classifica-
tion [22]. The experimental evaluation of their proposed scheme involved 40 students
with sample document size ranging between 1710 and 70,300 characters, yielding
FRR ¼ 20.25%, FAR ¼ 4.18% and FRR ¼ 93.46%, and FRR ¼ 4.84% as
performance when using keystroke and stylometry, respectively. The combination
of both types of features yielded EER of 30%. The feature set included character-
based, word-based, and syntactic features. They concluded that the feature set must
be extended and certain type of punctuations may not necessarily represent the style
of students when taking online exams.

Chen and Hao proposed to measure the similarity from e-mail messages by
mining frequent patterns [23]. A frequent pattern is defined as the combination of
the most frequent features that occur in e-mails from a target user. The basic feature
set included lexical, syntactic, content-specific, and structural features. They used
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PCA, k-NN, and SVM as classifiers and evaluated the proposed approach using a
subset of the Enron dataset involving 40 authors. The experimental evaluation of
their proposed scheme yielded 84% and 89% classification accuracy rates for 10 and
15 short e-mails, respectively.

More recently, an authorship verification competition was organized during the
PAN – uncovering plagiarism, authorship, and social software misuse – evaluation
lab at CLEF 2013 [24]. In total, 18 teams competed in two categories: intrinsic
verification (as one-class problem) and extrinsic verification (as two-class problem).
The evaluation dataset was composed of a set of d documents per author for training
and a single document per author for testing. The dataset contains textbooks and
newspapers in English, Greek, and Spanish, where d could be 30 for English, 30 for
Greek, and 25 for Spanish language. Most of the teams used the simple character n-
gram and word-based features, as well as a shallow architecture for classification.
Although the competition was a good initiative to spread the concept of authorship
verification, there was no significant improvement in accuracy since the best team
achieved a rate of correctly classified documents of only 75% [25], and the corpus
was composed of long text samples. Furthermore, no performance figure was
provided about the classification error rate.

4 General Approach

The principle of CA is to monitor the user behavior during the session while
discriminating between normal and suspicious user behavior. In case of suspicious
behavior, the user session is closed (or locked), or an alert is generated. As shown in
Fig. 8.1 (Adapted from [28]), the flag to prompt another authentication is based on
the time or amount of data (i.e., the delay between consecutive reauthentication).

Our goal in this work is to apply authorship analysis technique for continuous
user authentication. The proposed framework relies on authorship verification,
which is the centerpiece of any authentication system. Our authorship verification
methodology is structured around the steps and tasks of a typical pattern recognition
process as shown in Fig. 8.2. While traditional documents are very well structured
and large in size, providing several stylometric features, short online documents
(such as e-mails and tweets) typically consist of a few paragraphs written quickly
and often with syntactic and grammatical errors. In the proposed approach, all the
sample texts used to build a given author profile are grouped into a single document.
This single document is decomposed into consecutive blocks of short texts over
which (continuous) authentication decisions happen.

Existing datasets consist of a set of candidate users and a set of text samples from
these users. The basic assumption for the dataset is that it must contain sufficient
information to discriminate different users. In order to have the same canonical form,
we apply preprocessing canonicizer filters to standardize the text.

In addition, it is important to combine all texts from the same author creating a
long text and then divide the combined text into smaller blocks of text. Each block of
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text is treated as a sample over which authentication decision occurs. This approach
allows simulating repeated authentication windows, which is the foundation of CA.

Predictive features (n-best) are extracted from each block of text creating training
and testing instances. The classification model consists of a collection of profiles
generated separately for individual users. The proposed system operates in two
modes: enrolment and verification. Based on the sample training data, the enrolment
process computes the behavioral profile of the user.

The verification process compares unseen block of texts (testing data) against the
model or profile associated with an individual (i.e., one-to-one identity matching)
and then categorizes the block of text as genuine or impostor. In addition, the
proposed system addresses the authorship verification as a two-class classification
problem. The first class is composed of (positive) samples from the author, whereas
the second class (negative) is composed of samples from other authors.

Different machine learning models can be used for the classification. As outlined
later, we investigated in this work different classifiers, including both shallow and
deep learners.

Fig. 8.1 Generic
architecture of continuous
authentication system
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5 Feature Space

In this section, we present the features used in our framework and discuss our feature
selection approach.

5.1 Stylometric Features

A specific user can be identified by his relatively consistent writing styles. According
to Iqbal et al., the writing style of a user “contains characteristics of words usage,
words sequence, composition and layouts, common spelling and grammatical mis-
takes, vocabulary richness, hyphenation and punctuation” [11]. In this study, we
divide the features into three subsets including lexical, syntactic, and application-
specific features. The list of all the features used in our work is shown in Table 8.1.
A brief description of each feature subset is given below.

Lexical features indicate the preference of a user for certain group of words or
symbols [29]. Lexical features can be extracted by dividing the text into tokens,
where a token can be a word or a character. Word-level features may include the
average sentence length in terms of words, the frequency of short and long words,
the average word length, and the most frequently used words per author [22, 30–
33]. These include also the vocabulary richness by quantifying the number of hapax
legomenon and hapax dis legomenon, which refer to a word occurring only once or
twice in a text, respectively [34–36]. Relevant character-level features include the

Fig. 8.2 Overview of the proposed authorship verification methodology
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Table 8.1 List of common stylometric features

Features Characteristics

1. Lexical
(character)

F1 Number of characters (C)

F2 Number of lower character/C

F3 Number of upper characters/C

F4 Number of white-space characters/C

F5 Total number of vowels (V)/C

F6. . .F10 Vowels (a, e, i, o, u)/V

F11. . .F36 Alphabets (A–Z)/C

F37 Number of special characters (S)/C

F38. . .F50 Special characters (e.g., “@,” “#,” “$,” “%,” “(’,’),” “{’,’},” etc.)/S

F51. . .F67 Character 5- and 6-grams (rU (b) and dU (b)) with two different values for the
frequency f (i.e., f ¼ 1 and f ¼ 2) and for the mode of calculation of the
n-grams (i.e., m ¼ 0 and m ¼ 1) and the discretized ru

F67. . .F192 Text-based icon (eight groups)

F193. . .F272 Unicode – Emoticons (code ranges from 1F600 to 1F64F)

F273...F528 Unicode – Miscellaneous symbols (code ranges from 2600 to 26FF)

Lexical (word)

F529 Total number of words (N)

F530. . .F539 Average sentence length in terms of words/N

F540 Words longer than six characters/N

F541 Total number of short words (one to three characters)/N

F542 Average word length

F543 Average syllable per word

F544 Ratio of characters in words to N

F545. . .F550 Replaced words/N

F551. . .F600 The 50 most frequent words per author

F601. . .F650 The 50 most frequent 2-gram words per author

F651. . .
F700

The 50 most frequent 3-gram words per author

F701 Hapax legomena

F702 Hapax dis legomena

F703 Vocabulary richness (total different words/N)

Syntactic

F704 Total number of punctuation (P)

F705. . .F712 Single quotes, commas, periods, colons, semicolons, question marks, excla-
mation marks divided by P

F713. . .F824 Unicode – general punctuation (code ranges from 2000 to 206F)

F825. . .F829 Total number of conjunction, interrogative, preposition, interjection, and
pronouns each one divide by N

F830. . .F1065 Ratio of functional word divided by the respective total word group

(continued)
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frequency of characters comprehending upper case, lower case, vowels, white
spaces, alphabets (A–Z), digits, special characters, and the writer’s mood expressed
in the form of icons and symbols [36–37].

Another lexical features that has proven to be efficient in capturing writing style is
the measure of n-grams [28, 30, 38–41]. N-gram is a token formed by a contiguous
sequence of characters or words. It is tolerant to typos including grammatical errors
and misuse of punctuations. Some works showed good results by creating a vector
with the most frequent words 2-grams and 3-grams [26]. A list of stop words was
used to exclude very frequent words that convey no meaning, and only the content-
specific features were retained to calculate word n-grams [42]. At the character level,
good results are obtained when using 5-grams and 6-grams [43].

Syntactic features are context independent and capture author’s style across
different subjects. Syntactic features can be categorized in terms of punctuation
and part of speech (POS) [44–46]. Punctuation is an important rule to define
boundaries and identify meaning by splitting a paragraph into sentences and each
sentence into tokens [12]. Punctuation includes single quotes, commas, periods,
colons, semicolons, question marks, exclamation marks, and uncommon marks
based on the unicode format (e.g., {, ⋮, ... ∴). The POS tagging consists of
categorizing a word according to its function in the context and can be classified
as verbs, nouns, pronouns, adjectives, adverbs, prepositions, conjunctions, and
interjections [17, 20, 21, 47]. The weakness of this type of features is that POS is
language-dependent since it relies on a language parser and also could produce some
noise due to the unavoidable errors made by the parser [30].

Application-specific features capture the overall characteristics of the organiza-
tion and format of a text [23, 35, 36, 47, 48]. While application-specific features can
be categorized at the message level or paragraph level or according to the technical
structure of the document [48], we extracted only features related to the paragraph
structure because our focus is on short messages (such as e-mails and Twitter posts).
Paragraph-level features include the number of sentences per block of text; the
average number of characters, words, and sentences in a block of text; and the
average number of sentences beginning with upper and lower case.

N-gram model is noise tolerant and effective to typos including grammatical
errors and misuse of punctuations. Since online documents (e.g., e-mails, tweets) are

Table 8.1 (continued)

Features Characteristics

Application-
specific

F1066 Total number of sentences

F1067 Total number of paragraphs

F1068. . .F1070 Average number of characters, words, and sentences, in a block of text

F1071 Average number of sentences beginning with upper case

F1072 Average number of sentences beginning with lower case
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unstructured documents, then n-gram can capture important features. While the
approach used so far in the literature for n-gram modeling has consisted of comput-
ing n-gram frequency in a given sample document, some innovative approaches
focus on analyzing n-grams and their relationship with the training dataset [49].

5.2 Feature Selection

Over a thousand stylistic features have already been identified and used in the
literature along with a wide variety of analysis methods. However, there is no
agreement among researchers on which features yield the best results. As a matter
of fact, analyzing a large number of features does not necessarily provide the best
results since some features provide very little or no predictive information.

Being able to keep only the most discriminating features individually per user
allows reducing the size of the data by removing irrelevant attributes and improves
the processing time for training and classification. This can be achieved by applying
feature selection measures, which allow finding a minimum set of features that
represent the original distribution obtained using all the features.

Although feature selection by an expert is a common practice, it is complex and
sometime inefficient because it is relatively easy to select irrelevant attributes while
omitting important attributes. Other feature selection methods include exhaustive
search and probabilistic approach. Exhaustive search is a brute-force feature selec-
tion method that could evaluate all possible feature combinations, but it is time-
consuming and impractical. On the other hand, the probabilistic approach is an
alternative for speeding up the processing time and selecting optimal subset of
features.

An effective feature selection approach is shown in Fig. 8.3 [27]. It is built on our
previous works by identifying and keeping only the most discriminating features and

Fig. 8.3 Feature selection
approach
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by identifying new sets of relevant features. We derive, from the raw stylometric
data, numeric feature vectors that represent term frequencies of each of the selected
features. All frequencies are normalized between 0 and 1, and each user has a
specific feature set that best represents his writing style.

An ideal feature is expected to have high correlation with a class and low
correlation with any other features. Based on this concept, we measure the correla-
tion between a feature and a class by computing the information gain (IG) and the
correlation between a pair of features by computing the mutual information (MI).

Let X ¼ [x1,x2,...,xn] denote an n-dimensional feature vector that describes our
feature space. Let S ¼ {X1,X2,...,Xm} denote the set of training samples for a given
user. Each training sample corresponds to a vector of feature values Xj¼ [xij]1 � i � n,
where xij is the value of feature xi for sample Xj.

The information entropy of feature xi denoted H(xi) is defined as:

H xið Þ ¼ �
Xm

j¼1

p xijð Þlog2p xijð Þ ð8:1Þ

where p(xij) denotes the probability mass function of xij.
Given a variable y, with samples (y1,...,yM), the conditional entropy H(xi, y) of xi

given y is defined as:

H xijyð Þ ¼ �
Xm

j¼1

XM

k¼1

p xij; ykð Þ, log2p xijjykð Þ ð8:2Þ

where p(xij, yk) denotes the joint probability mass function of xij and yk.
Suppose that the dataset is composed of two classes (positive and negative). The

IG for a feature xi with respect to a class is computed as:

IG Class; xið Þ ¼ H Classð Þ � H Classjxið Þ ð8:3Þ

Given two features xi and xk, their mutual information (MI) is calculated as:

MI xi; xkð Þ ¼ H xið Þ � H xijxkð Þ ð8:4Þ

For the purpose of feature selection, it is recommended to retain only features
with non-zero information gain and remove a feature when the mutual information is
higher than 95%. By computing the IG for features and MI for pairs of features,
features with very little or no predictive information and high correlation are
identified and removed for each user. At the end, each user ends up with a subset
of features that is specific to his/her individual profile.
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6 Experiments

In this section, we describe in depth the experiments conducted to evaluate our
approach.

6.1 Datasets

In this subsection, we describe three different datasets that were used in our
experimental evaluations, namely, an e-mail corpus, a micro messages dataset
based on Twitter feeds, and a forgery dataset.

1. E-mail dataset: The Enron corpus1 is a large set of e-mail messages from Enron’s
employees. Enron was an energy company (located in Houston, Texas) that was
bankrupt in 2001 due to white-collar fraud. The company e-mail database was
made public by the Federal Energy Regulatory Commission during the fraud
investigation. The raw version of the database contains 619,446 messages
belonging to 158 users. However, Klimt and Yang cleaned the corpus by remov-
ing some folders that appeared not to be related directly to the users [50]. As a
result, a cleaned version of the e-mail dataset contains more than 200,000
messages belonging to 150 users with an average of 757 messages per user.
The e-mails are plaintexts and cover various topics ranging from business
communications to technical reports and personal chats.

2. Micro messages dataset: Twitter is a microblogging service that allows authors to
post messages called “tweets.” Each tweet is limited to 140 characters and
sometimes expresses opinions about different topics. Tweets have also other
particularities such as the following:

• The use of emoticons to express sentiments and the use of URL shorteners to
refer to some external sources

• The use of a tag “RT” in front of a tweet to indicate that the user is repeating or
reposting the same tweet

• The use of a hashtag “#” to mark and organize tweets according to topics or
categories

• The use of “@ < user>” to link a tweet to a twitter profile whose user name is
“user”

In addition, registered users can read and post tweets, reply to a tweet, send
private messages, and re-tweet a message, while unregistered users can only read
them. Also, a registered user can follow or can be followed by other users.

1Available at http://www.cs.cmu.edu/�enron/
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The dataset2 used in this study contains 100 English users and on average 3194
twitter messages with 301,100 characters per author [49]. All tweets in the dataset
were posted before October 22, 2013 (inclusive).

3. Impostor dataset: In order to assess the robustness of an approach against forgery
attempts, a novel forgery dataset was developed as part of this research. Some
volunteers were invited to generate forgeries against sample tweets selected
randomly from the above Twitter datasets.

Participants in the experiment consisted of ten volunteers – with seven males and
three females – with ages varying from 23 to 50 years, with different background.

Tweet samples were randomly selected from ten authors, considered as legal
users from the Twitter dataset. Impostor samples were collected through a simple
form consisting of two sections. In the first section, tweets from a specific legal user
were made available. This allows simulating a scenario where an adversary has
access to writing samples. The second section involved two fields, one for partici-
pants to enter their name and the other for them to write three or four tweets trying to
reproduce the writing style of the legal user. A “submit” button was used to send the
sample to the database when completed as shown in Fig. 8.4. The form was sent by
e-mail and made available online through a customized web page. The survey was
implemented using the Google Forms platform. The only restriction was a minimum
size of 350 characters per sample spread over 3–4 tweets.

During the data collection, each volunteer received a new form with different
legal user information, once per every workday. All volunteers were instructed to
provide one sample per day. The data was collected over a period of 30 days. The
experimenters had no control over the way volunteers wrote their tweets. Collected
data consisted of an average of 4253 characters per volunteer spread over 10 attacks.

6.2 Data Preprocessing

The data was preprocessed in order to normalize e-mail and tweet particularities
[51, 52]. In order to obtain the same structural data and improve classification
accuracy, several preprocessing steps on the data were performed.

In the Enron corpus, we used only the body of the messages from the e-mails
found in the folders “sent” and “sent items” for each user. All duplicate e-mails were
removed. Similarly, we removed all e-mails that contain tables with numbers when
the average number of digits per total number of characters was higher than 25%.
Also, we removed reply texts when present and replaced e-mail and web addresses
by meta tags “e-mail” and “http,” respectively.

In the Twitter and forgery corpuses, we removed all re-tweet (RT) posts and all
duplicated tweets. Hashtag symbols such as “#word” and the following word were

2Available at http://www.uvic.ca/engineering/ece/isot/datasets/
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replaced by a meta tag “#hash”; @<user> reference was replaced by meta tag
“@cite”; web addresses were replaced by meta tag “http.” We also removed all
messages that contain one or more of the following unicode blocks: Arabic, Cyrillic,
Devanagari, Hangul syllables, Bengali, Hebrew, Malayalam, Greek, Hiragana,
Cherokee, and CJK Unified Ideographs.

In both datasets, we replaced currency by a meta tag “$XX,” percentage by a meta
tag “XX%,” date by a meta tag “date,” hours by a meta tag “time,” numbers by a
meta tag “numb,” and information between tags (“<information>”) by a meta tag
“TAG.” Finally, the document was normalized to printable ASCII, all characters
were converted to lower case, and the white space was normalized. In order to

Fig. 8.4 Screenshot of a form generated by a user
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simulate CA, all messages per author were grouped, creating a long text or stream of
characters that was divided into blocks.

In a cleaned Enron corpus, the number of authors was reduced from 150 to 76 to
ensure that only users with 50 instances and 500 characters per instance were
involved in the analysis. The number of users in the micro messages and forgery
corpuses remained 100 and 10, respectively.

6.3 Evaluation Method

We evaluated the proposed approach by calculating the FRR, FAR, and EER. The
evaluation was done using a tenfold cross-validation. The dataset was randomly
sorted, and we allocated in each (validation) round 90% of the dataset for training
and the remaining 10% for testing. The validation results were then averaged over
the different rounds.

During the enrolment mode, a reference profile was generated for each user. The
reference profile of the user Uwas based on a training set consisting of samples from
the user (i.e., positive samples) and samples from other users (i.e., negative samples)
considered as impostors.

The considered verification mode was a one-to-one matching process that con-
sists of comparing a sample against the enrolled user profile. The FRR was computed
by comparing the test samples of each user U against his own profile. The FRR was
obtained as the ratio between the number of false rejections and the total number of
trials. The FAR was computed by comparing for each user U all the negative test
samples against his profile. It was obtained as the ratio between the number of false
acceptances and the total number of trials. The overall FRR and FAR were obtained
by averaging the individual measures over the entire user population. Finally, the
EER was determined, which corresponds to the operating point where the FRR and
the FAR have the same value.

6.4 Evaluation Results

In this section, we described the considered classification models, namely, the
shallow and deep learners.

Shallow Classifiers
It has been shown that shallow classification architectures can be effective in solving
many stylometric analysis problems [30, 53]. A shallow architecture refers to a
classifier with only one or two layers responsible for classifying the features into a
problem-specific class.

We studied three different classifiers: logistic regression (LR), SVM, and a hybrid
classifier that combines logistic regression and SVM (SVM-LR).
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We analyzed our feature space using the aforementioned shallow classifiers. This
shows increased effectiveness of our approach compared to the existing approaches
published in the literature when applied for authorship verification based on short
texts. Furthermore, we investigated shorter messages, which are required for CA
systems to operate with reduced window size for reauthentication.

We started our experiments involving shallow classifiers using the Enron and
Twitter datasets and used different configurations for block size and number of
blocks per user. Tables 8.3 and 8.4 show the performance results obtained for the
Enron and Twitter datasets, respectively. Table 8.2 shows the improvement in
accuracy for SVM-LR and LR over the SVM baseline classifier based on the results
from Tables 8.3 and 8.4. SVM-LR and LR achieve on average 9.89% and 18.62%
improvement in accuracy (i.e., EER) over SVM, respectively.

Deep Learning Classifier
We have used a deep learning classifier and assessed the robustness of our proposed
approach against forgery attempts. We have investigated the use of deep models for
authorship verification. More specifically, we have studied deep belief network
(DBN). DBN is a type of deep neural network composed of multiple layers of
restricted Boltzmann machines (RBMs) with a softmax layer added to the top for
recognition tasks. Compared to the existing literature, it can be claimed that the use

Table 8.2 Accuracy
improvement for SVM-LR
and LR over the SVM
baseline classifier

Dataset Block size Blocks per user

Improvement (%)

SVM-LR LR

Enron 50 500 17.18 23.82

Twitter 140 100 8.68 18.90

200 9.37 17.41

280 50 3.47 12.51

100 10.76 20.44

Table 8.3 Authorship verification using the Enron dataset. Authorship verification with 76 authors,
block size of 500 characters, and 50 blocks per author. Feature selection was performed using the
information gain and mutual information approaches

SVM (%) SVM-LR (%) LR (%)

EER 12.05 9.98 9.18

Table 8.4 Authorship verification using the Twitter dataset. EER for SVM, SVM-LR, and LR
using Twitter dataset involving 100 authors and varying the size of the block and the number of
blocks per author. Feature selection was performed by information gain and mutual information
approaches

Block size Blocks per user SVM (%) SVM-LR (%) LR (%)

140 100 23.49 21.45 19.05

200 20.27 18.37 16.74

280 50 18.47 17.83 16.16

100 14.87 13.27 11.83
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of a machine-learning method based on deep structure, in particular DBN, can help
enhancing the accuracy of the authorship verification using stylometry. In the early
stages of our research, we have investigated the standard DBN, which has binary
neurons only. Our first approach was to normalize each input variable to binary
values and run the DBN classifier. However, the results obtained did not improve
those obtained from our previous work using a shallow structure. In order to
strengthen the accuracy, we replaced the first Bernoulli-Bernoulli RBM layer by a
Gaussian-Bernoulli RBM layer, which uses Gaussian units in the visible layer to
model real-valued data. Table 8.5 shows the performance obtained by running the
DBN classifier on the Twitter dataset. By running the same classifier on the Enron
dataset, we obtained an EER of 8.21% with a block size of 500 characters and
50 blocks or instances per user. In both cases, DBN achieves significant improve-
ment in accuracy over SVM-LR and LR. Although the results for DBN are very
promising, there still a need to improve them in order to be comparable with other
biometric systems currently used for CA (e.g., keystroke and mouse dynamics). An
option could be to increase the size of the block of characters, but this goes against
the need for “short authentication delay” in CA. Our future work is to investigate this
challenge.

Ability to Withstand Forgery
Stylometric analysis can be the target of forgery attacks. An adversary having access
to writing samples of a user may be able to effectively reproduce many of the
existing stylometric features. In order to assess the ability to withstand forgery, we
run the DBN classifier on the forgery dataset. Table 8.6 shows the obtained EER
performance for two different block sizes, 280 and 140 characters, which are 5.48%
and 12.30%, respectively. These performance results are quite encouraging. How-
ever, it is important to highlight the fact that our forgery study involved only ten
attack instances on ten different user profiles. More data should be collected and
analyzed to confirm these results. This will be part of our future work.

Table 8.5 Authorship verification using DBN classifier on the Twitter dataset. EER for the
Gaussian-Bernoulli DBN classifier using the Twitter dataset involving 100 authors. In the
pretraining phase, the epoch was set to 100 and the learning rate was set to 0.001. In the fine-
tuning phase, the learning rate was set to 0.01

Block size Blocks per user EER (%)

140 100 16.73

200 16.58

280 50 12.61

100 10.08

Table 8.6 Authorship verification by using running DBN on the forgery dataset involving ten
forgery attempts against ten author profiles

Block size Blocks per user EER (%)

140 100 12.30

280 100 5.48
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Using the aforementioned shallow and deep classifiers, we investigated different
feature models. Figure 8.5 summarizes the performance results obtained using the
Enron and Twitter datasets. The x-axis shows the different feature models and
classification techniques experimented with, the y-axis shows the obtained EER,
and the lines represent the datasets used.

The first two experiments were performed on the Enron dataset, and they used
only the n-gram features. Our proposed n-gram model yielded an EER of 14.35%,
while the baseline n-gram model yielded a EER of 21.26%. The next experiments
were performed using SVM as a classifier. When the feature selection was omitted,
we obtained an EER of 12.08%. Next, we extended the (information gain) feature
selection technique by adding the mutual information selection approach and setting
the information gain to be greater than 0. This yielded an EER of 12.05%, which
indicates that our feature selection technique has a negligible impact on the accuracy
of the classifier. Similar results in the literature have indicated that SVM did not
benefited from the feature selection. However, the feature selection is still beneficial
in terms of reduction in processing time due to the reduction in the number of
features.

We investigated the impact of different SVM kernels on the accuracy. The
outcome of such study revealed that SVM with linear kernel achieves better EER
performances than polynomial or Gaussian. These results show that SVM-LR and
LR perform much better than SVM, while DBN outperforms all the aforementioned
classifiers.

Fig. 8.5 Summary of the experiment results obtained with the Enron and Twitter datasets using
shallow and deep learning classifiers. The lines represent the datasets
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7 Conclusion

Stylometry has been widely used for authorship verification and characterization, but
only a few works have targeted authorship verification. Our work is distinguishable
from the previous ones in this area by focusing on the challenges involved in
stylometric authorship verification in the context of continuous or repeated user
authentication.

We have investigated different combination of features as well as the shallow and
deep learning techniques. Our experimental evaluation involving two public datasets
and a forgery dataset collected in our lab yielded promising results toward the key
challenges faced when using stylometry for CA.

Although the obtained results are encouraging, more work are to be done in the
future to improve the accuracy of our proposed scheme by decreasing the EER and
by investigating shorter authentication delays (e.g., 50 characters and below).
Furthermore, there is a need to confirm the results obtained in our forgery study
and further investigate the resilience of our approach to forgery by expanding the
datasets used.
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Chapter 9
Facets and Promises of Gait Biometric
Recognition

James Eric Mason, Issa Traore, and Isaac Woungang

The emerging field of behavior biometrics has prompted a re-examination of many
previously overlooked human characteristics. One such characteristic that has tradi-
tionally undergone analysis in the medical realm is the gait biometric. Gait bio-
metrics refer to the unique aspects of human locomotion that can be captured and
used for recognition purposes. These biometrics offer a number of potential advan-
tages over other traditional biometrics in their abilities to be detected at a distance
and with little-to-no obtrusion to the subject of the analysis. The gait biometric also
offers another potential advantage over many traditional biometrics because it is
inherently difficult to spoof the complicated set of actions that compose the human
gait. This chapter discusses the various approaches that have been used to perform
recognition via the gait biometric and examines the performance and implications
that might be expected when applying the gait biometric to a real-world scenario.

1 Approaches to Gait Biometrics

The human gait is composed of a number of repetitive characteristics coming
together to form a cycle. Research by Derawi et al. [14] has suggested there are
24 distinct components that, when put together, can uniquely identify an individual’s
gait. This, however, presents a challenge to researchers because no single device is
able to capture the entirety of motions and attributes that form the human gait. In
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research, the components examined and data extracted are largely restricted by the
instrumentation used for measurement. Therefore the approaches used to accomplish
gait biometric recognition relate directly to the instrumentation needed to extract gait
data and fall into three categories: the machine vision approach, the wearable sensor
approach, and the floor sensor approach. These three approaches together with the
research that has been done in each respective area are examined in the following
subsections.

1.1 The Machine Vision Approach

The machine vision approach to gait biometrics refers to the various techniques used
to capture the visually observable aspects of gait. This approach has generated
substantial interest from the intelligence and national security communities as it,
along with facial recognition, is well suited for providing a degree of at-a-distance
recognition beyond what can be accomplished with other biometric techniques.
Consequently the machine vision approach to gait biometrics is the most frequently
encountered gait biometric research topic, further benefiting from the availability of
large public datasets such as the NIST gait database [41].

There are two primary research techniques that have been used to perform
recognition via machine vision: model-free and model-based. The model-free tech-
nique, commonly called the silhouette-based technique, involves deriving a human
silhouette by separating out a moving person from a static background in each frame
of a video recording (Fig. 9.1). Using this silhouette-based technique, recognition
can be accomplished by analyzing how the shape of the human silhouette changes
over time in the sequence [62]. The silhouette-based approach exposes structural and
transitional aspects of the gait such as limb length and the path taken by the feet
during gait cycles. However, it presents challenges in that it may be deceived by
clothing or carried objects; moreover, it may have trouble accounting for factors
such as the distance or moving direction of the subject. Numerous studies have
examined the potential for performing gait recognition or identification using the
silhouette-based technique, and various approaches have been used to perform this

Fig. 9.1 Gait silhouette sequence. This figure presents an example of a gait silhouette sequence
taken from the publically available OU-ISIR gait samples [27]
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analysis including principal component analysis (PCA) for feature extraction [32],
linear time normalization (LTN) to normalize gait cycles [8], and variations of the
support vector machine (SVM) to perform subject recognition [34].

The other, less commonly used, technique to perform machine vision-based gait
recognition is model-based [63]. This technique involves fitting a mathematical
model to human movement using the features extracted from gait sequences. The
model is typically composed of two distinct sub-models: one representing structural
aspects of the gait subject such as the length between joints or shape of the torso and
the other represents the motion kinematics or dynamics across these different parts of
the body during a gait cycle (Fig. 9.2). Developing such models put constraints on
each subject’s range of walking motions and can be scaled to account for gait
observed at varying distances or adjusted to account for alternate directions of
motion. The model-based approach to gait biometric recognition also offers advan-
tages in that it is considered to be more reliable than the silhouette approach for cases
where a subject’s gait may be occluded by clothing or other objects [11, 10]. In spite
of these advantages, the model-based approach can be challenging to implement as it
often requires a significant amount of computational power [63] to perform and is
still subject to many of the physical or behavioral changes that would also affect the
silhouette-based approach, such as carrying load, aging, or injury. In the research
literature, several techniques have been suggested to generate gait models including
the use of combined-primitive shapes to represent body structural [63] and elliptic
Fourier descriptors [6] to model motion, while classification has typically been
accomplished using a k-nearest neighbors (KNN) classifier [5].

One final machine vision-related approach that clearly does not fit into either the
silhouette- or model-based categories of recognition involves gait recognition based
on sound generated during the walking motion [26]. This audio-based approach
offers many of the advantages of camera-based gait capture, as it can be

Fig. 9.2 Gait modeling. The diagram above demonstrates a simple example of the model-based
gait biometric. In this case the structural model establishes two angles of rotation α and β. The
dynamic model can then be established by fitting a mathematical formula to the angular motion with
respect to the gait cycle (shown on the right side of the above diagram)
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accomplished unobtrusively, at a distance, but has distinctly different disadvantages
as it cannot be accomplished at too great a distance or in an environment with too
much audible noise. This field of study has received little attention to date; never-
theless, promising results in [26] suggest it could be an exciting new realm for future
gait recognition research.

1.2 The Wearable Sensor Approach

The wearable sensor approach to gait biometric recognition refers to a category of
techniques that involve using sensors attached to the human body to perform
recognition. These techniques derive from earlier research where gait-aware wear-
able sensors were primarily deployed in medical studies focusing on their usefulness
for detecting pathological conditions [2]. Research into biometric applications using
wearable sensors has been challenging due to the lack of publically available
datasets [15] and significant implementation disparities across studies, a result of
the wide variety of available sensors. In spite of the challenges, the wearable sensor
approach offers distinct advantages over other gait recognition approaches, in
particular the ability to perform continuous authentication, which would not always
be possible with sensors fixed to a physical location.

Over the years a number of techniques have been proposed to accomplish gait
recognition using wearable sensors. In one of the earliest studies, recognition was
accomplished using an accelerometer sensor attached to a subject’s lower leg, and
data was uploaded to a computer after recording a set of gait cycles [17].
Another study used a shoe with an embedded pressure sensor, tilt angle sensor,
gyroscope, bend sensor, and accelerometer [25]; in this study data was transmitted
from the shoe to a nearby computer in real time. In yet another study, gait cycles
were captured using a Nintendo Wii controller, with the goal of eventually obtaining
the same data via mobile phone [16]. These early studies showed that gait biometric
recognition could be performed with a relatively high degree of accuracy using
wearable sensors, yet did not offer a full solution for more practical applications. In
fact, one major weakness that had plagued the wearable sensor approach was the
potential inconvenience or discomfort that may be caused by attaching sensors to the
human body; another was the inability to transmit data at a distance. More recently,
with the boom in smartphones and various other wearable devices, research has
focused on unobtrusive gait analysis methods including shoe-based sensors [2],
phone-based sensors [54], and increasingly smart watches [29] (Fig. 9.3). Moreover,
many of these recent studies have made an effort to relay gait information via phone,
potentially allowing for continuous authentication over large distances.

A variety of methods have been studied with respect to the implementation of
biometric systems for wearable sensor-based gait analysis. These include PCA for
feature extraction [25, 54] and SVM [54], KNN [14], neural network [24], and
hidden Markov model (HMM) [40] techniques for classification, among others.
Using these techniques, the wearable sensor approach generally produced better
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recognition results than the machine vision approach, albeit under conditions that
may have been more favorable than those present within the larger machine vision
datasets.

1.3 The Floor Sensor Approach

The floor sensor approach to gait biometrics refers to a gait analysis method by
which people are recognized using signals they generate as they walk across sensor-
monitored flooring. The floor sensor and wearable sensor approaches to gait bio-
metric analysis share similar origins in that both arose from the study of biomechan-
ical processes; much of the existing research around floor sensor technology for gait
analysis focuses on its use for improving performance in athletics and discovering
the effects of pathological conditions such as diabetes [52]. It was not until the late
1990s that researchers began examining this gait analysis method in the context of
biometrics [1]. There are two primary types of data that can be captured using this
approach: two-dimensional binary/gradient footstep frames, which represent the
spatial position/force distribution of a footstep at recorded instants (Fig. 9.4), and
single-dimensional force distribution plots, which represent the force exerted by the
foot over a discrete time series (Fig. 9.6). When force gradient frames are captured,
as was done in [59], it is also possible to acquire both frames and force distribution
plots using the same capture technique.

Techniques used to capture gait via floor sensors have varied due to a wide array
of available technologies as well as the fact that until recently there were no large

Fig. 9.3 Nonintrusive wearable sensors for gait monitoring. This figure demonstrates some of the
nonintrusive devices that can be used to monitor gait via embedded wearable sensors
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publicly available datasets. One of the earliest floor sensor biometric studies used
floor tiles supported in each corner by load cells to detect force signals as subjects
walked over the flooring [1]. In another study, force signals were acquired using a
sensor material called ElectroMechanical Film (EMFi) [56], while yet another
approach was also taken in [35], this time with subjects walking over a Kistler
force plate to generate step signals. An alternative capture technique implemented in
[28, 55] used floor-mounted switch sensors to capture a binary frame representation
of footsteps over time. To capture more feature-rich footstep gradient frames,
additional approaches have been implemented including the use of floor-embedded
piezoelectric sensors in [59]. The work in [59] stands out among other floor sensor-
based gait recognition research in it appears to be the first to release its dataset to the
public with full footstep frame sequences [4].

One of the most useful gait biometric characteristics that can be acquired with
floor sensor approaches and a select group of shoe-based wearable sensor
approaches is the ground reaction force (GRF) (Fig. 9.5). The GRF is a measure
of the force exerted upward from the ground opposite to the foot through the course
of a footstep. The GRF is composed of three perpendicular components: a vertical
component representing the vertical acceleration of the body, an anterior-posterior
component representing the horizontal friction between the feet and the ground, and
a medial-lateral component representing friction forces perpendicular to the direction
of motion. Distinctive gait behaviors can appear in these components, but it also

Fig. 9.4 Footstep frames. This figure demonstrates two types of data that can be acquired using a
frame-based floor sensor capture method. The binary footstep frame shows it in its simplest form
with sensors being activated above some given stepping force threshold, while the gradient frame
demonstrates more detailed information about the spatial force distribution, in this case showing
different parts of a data sample provided in [4]
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reflects physical qualities like height and weight. Many gait recognition studies have
preferred to use aggregated force of these three components; however, several have
studied the three GRF components and discovered value in the individual compo-
nent analysis [9, 35, 38].

Analysis of the floor sensor-based approach to gait biometrics has been accom-
plished using a number of different techniques. Feature extraction techniques used
have included heuristic analysis (also referred to as the geometric approach) [38, 43,
49, 50, 56], PCA in both time [1, 37, 49, 50] and frequency spectra [9, 56], and a
supervised feature ranking approach using fuzzy membership with the wavelet
packet decomposition (WPD) of a footstep [38]. Other preprocessing techniques
have included the application of normalization or scaling to footsteps, with the LTN
and localized least-squares regression with dynamic time warping (LLSRDTW)
obtaining slightly better recognition results in [35]. Classification techniques have
also varied, with recognition or identification performed using SVM [38, 49, 50, 56],
KNN [9, 37, 38, 43, 49, 56], multilayer perceptron (MLP) neural networks [56],
linear discriminant analysis (LDA) [38], HMM [1], and least-squares probabilistic
classifier (LSPC) [20, 35], among others.

Fig. 9.5 Floor sensor signal capture. This figure, modeling the Kistler force plate [30], demon-
strates how eight unique force signals can be generated using floor-mounted sensors. In this case the
force “F” represents the stepping force vector, while the forces Fz (vertical), Fy (anterior-posterior),
and Fx (medial-lateral) represent the three ground reaction force components that can be derived
using combinations of the eight generated signals
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1.4 Combined Approaches

A popular technique to improve biometric recognition performance involves fusing
different biometric approaches together to create a more complete profile of a
subject. The gait biometric, which is typically implemented in an unobtrusive
manner, limits the set of additional biometrics that can be integrated without
introducing obtrusiveness [7]. Moreover, as a relatively weak biometric with error
rates often exceeding 1%, fusion of the gait biometric with stronger biometric
technologies may actually lead to reduced performance over singular performance
of the stronger biometrics [13]. Nevertheless, several studies have shown there are
ways in which gait biometric approaches can be fused to improve recognition
performance. In [9], a system was developed that fused data from a machine vision
approach with data collected via a floor-plate sensor approach to recognize an
individual walking through a monitored room and the analyzed system robustness
metric increased by a factor of 5. In [59], a slightly different method was used to fuse
features captured via video and those captured by floor sensors, this time achieving a
42.7% increase in performance as a result of the fusion.

In addition to fusing of gait biometric approaches, researchers have also found
ways to combine gait with non-gait biometrics. One of the most convenient
approaches involves the fusion of the gait and facial recognition [22], which often
requires no additional sensors than would otherwise be needed to capture the gait
video sequences. Other combinations of gait biometrics with other biometrics have

Fig. 9.6 Footstep ground reaction force. This figure demonstrates the aggregate GRF force
signature generated by a footstep in [4]. The curve follows a common pattern with a local maximum
occurring during the heal plant of a footstep and a second occurring as the foot pushes off the floor
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also favored on the machine vision approach and include the fusion of gait and ear
biometric, which may be better for low-quality samples where the face can be
distorted [42]; a fusion of gait and speech, which in one study was proposed for
human emotion recognition [31]; and the fusion of gait and body geometry [47].

2 Gait Biometric Datasets

The creation of gait biometric datasets involves a level of subject cooperation which
tends to limit the number of uniquely identifiable subjects that can be enrolled;
sample collection may take a considerable amount of time and require a large
collection platform. Consequently, there are few publicly available gait biometric
datasets (Table 9.1), and those that are available tend to favor the more easily
captured machine vision data. One of the earliest publicly available datasets was
the NIST-USF dataset [45] (2002), which introduced the HumanId challenge prob-
lem as a means to measure the results of machine vision-based gait recognition under
increasingly challenging circumstances including changes to footwear and walking
surface; this study achieved a maximum database enrolment of 122 subjects. A
follow-up study provided a slightly larger dataset, the CASIA dataset, with 153 [12]
(2006). The CASIA research group produced four different datasets with variations
including records of subjects walking at different camera angles, with differing
clothing and carrying condition, collection in the infrared spectrum, and with
varying walking speeds. A later machine vision-based study with the goal of
reducing the effects of clothing occlusion produced the TUM-IITKGP dataset [21]
(2011) with several new variations of occlusion including subjects with their hands
in their pockets and frames that included multiple moving subjects, to name a few.
Yet, perhaps the most exciting work was done by the OU-ISIR group [27] (2012),
who produced by far the largest publicly available gait biometric dataset with image

Table 9.1 Gait Biometric Datasets. This table provides a cross comparison of some of the largest
publicly available datasets. Several of these research groups provide multiple datasets so the size
metric in this table is simply a reflection of their largest stand-alone datasets

Research group Name Variant Size

Phillips et al. [45] NIST-USF MV 122 subjects

Iwama et al. [27] OU-ISIR MV 4016 subjects

Tan et al. [12] CASIA MV 153 subjects

Fernández et al. [33] AVA MV 20 subjects

Hofmann et a. [21] TUM-IITKGP MV 35 subjects

Ngo et al. [39] OU-ISIR (inertial sensor) WS 744 subjects

Zhang et al. [64] ZJU-GaitAcc WS 153 subjects

Vera-Rodriguez et al. [58, 59] ATVS FS 127 subjects

Zheng et al. [65] CASIA (footprint) FS 88 subjects

The datasets here are organized as variants reflecting the collection approach: MV machine vision,
WS wearable sensors, FS floor sensors
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recordings of 4012 at the time of writing. This project produced multiple smaller
datasets including sets where subjects varied in clothing and walking speed.

In more recent years, a small number of research groups have started to release
wearable and floor sensor-based datasets. The first large publicly available wearable
sensor database was produced by the OU-ISIR group [39] (2014); in this case data
was collected using an accelerometer, gyroscope, and a smartphone device placed
around each subject’s waist with samples collected for 744 unique subjects. Around
the same time, another group produced the ZJU-GaitAcc database with 153 unique
subjects whose movements were measured with accelerometers placed on the right
wrist, left upper arm, right side of the pelvis, left thigh, and right ankle [64] (2015).
Datasets based on the floor sensor approach have been made available by two
different research groups. The CASIA group captured cumulative foot pressure
images for 88 subjects [65] (2011), while a more extensive dataset was produced
by the ATVS group, which included sequential footprint force measurements
representing the instantaneous measurements at various points in a footstep for a
total of 127 subjects [59] (2013).

3 Applications of Gait Biometrics

The implementation of gait biometrics beyond research has only recently become
technically feasible, and consequently there have been few applications in industry
to date. Moreover factors including privacy concerns and variability in gait as the
result of aging and even emotional condition [53] present challenges for the appli-
cation of gait biometrics in any real-world setting. Nevertheless, the gait biometric
has some obvious advantages over other biometrics in that it can be collected
unobtrusively, remotely, and potentially in a way that is less vulnerable to spoofing.
This biometric can be used for security and forensic applications [36] but also has
envisioned medical applications, such as gait rehabilitation for patients suffering
from paralysis or sport injury, and consumer applications, such as gait-aware home
automation systems [50]. With respect to security, access control and continuous
monitoring are two active areas of interest.

Gait biometric recognition systems, like other biometric recognition systems, are
configured according to modes of operation. The choice of operating mode, either
authentication or identification, relates directly to the intended application of the
biometric. Furthermore, if the system is configured in the authentication mode, it will
fall under one of the three subcategories: static authentication, reauthentication, or
continuous authentication. In the authentication mode, a subject will present the
system with an identity and have it verified against a provided biometric sample. In
identification mode only a sample will be provided, and the system will attempt to
compare this against biometric profiles. With respect to gait biometric recognition,
some capture approaches are more suitable than others to particular operating modes.
A wearable sensor gait recognition approach could be a good choice for both
reauthentication and continuous authentication as it would provide an easy means
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to tie an identity to data samples. And, while machine vision-based gait recognition
may be suitable for continuous authentication, it may not be adequate for access
control to a restricted area. In this case, static authentication would be required, and
this form of authentication could better be satisfied using the floor sensor gait
recognition approach to detect footsteps at an entrance. Likewise, the wearable
sensor approach might make little sense in a system configured for identification
mode as the sensor itself could convey the supposed identity of the subject; in this
case the subject is less likely to be cooperative, and a machine vision or floor sensor
approach may be best.

A number of real-world applications for gait biometrics have been
envisioned (Fig. 9.7). In secure facilities or heavily monitored environments like
airports, the gait biometric could be used for early identification and categorization
of non-employees or travelers (for instance, using databases such as the no-fly list). It
could also be used in combination with an additional factor; one example might
involve combining it with a PIN to reinforce ATM security. Other gait biometric
applications might include the use of GRF-based gait recognition for access control
to and within buildings and homes. In this case sensors could be integrated in rugs or
areas at the entrances and other locations; then based on the identity of the subject,
access to specific rooms could be granted or denied. This mechanism could also be
used to control access to specific devices or features in a home based on the identity
of an individual. Alternatively, sensors could be embedded within shoes or clothing
and report to a secured mobile device. In this case the mobile device might lock or
send out an alert when it is found to be moving without the presence of its owner.
Another use for such a device might be to transmit information to a receiver in a
secure room allowing high-security facilities to continuously monitor access.

Fig. 9.7 Gait recognition application. This figure demonstrates how gait recognition might be used
in a real-world setting. In this example the subject has an embedded shoe sensor which transmits
gait information to a phone. It is then securely transmitted to a recognition system. The recognition
system compares the provided gait profile against known matches and informs either the access
control system or a security authority as to whether the subject should be authorized for access to
particular location
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In spite of there being many potential applications, the gait biometric has received
only limited exposure in the commercial setting. In 2002, the Atlanta Business
Chronicle [3] examined several potential commercial security applications for gait
recognition using video and radar. Since then a number of advances have been made
in the field, and a more recent publication in 2012 produced a case study [44]
demonstrating a cost-time evaluation of video-based gait algorithms using Amazon
Web Services for cloud computations, putting some financial figures behind the
potential commercial applications of gait biometrics. The first research initiative to
attract considerable commercial interest in gait-based recognition was part of a
program sponsored by DARPA that established the HumanID Gait Challenge
Problem [45]. This program set out to define a baseline by which future machine
vision-based gait recognition systems could be tested. The challenge was composed
of a baseline algorithm to provide a performance benchmark, a large dataset, and a
set of 12 testable experiments with increasing degrees of difficulty, with special care
taken to ensure the experiment reflected conditions that could be encountered in a
real-world setting.

Much of the early attention surrounding commercial applications for the gait
biometric focused on the machine vision approach, and substantial research has been
dedicated to this area; however, the first actual commercial applications for the gait
biometric have come as wearable and floor sensor approaches. These sensor-based
industries have benefited from lower barriers to commercial entry including the fact
that such devices are already widely being incorporated into daily living and
captured data is more likely to be considered acceptable when compared with a
video feed. As of the time of writing, several organizations have entered the
commercial space for sensor-based gait biometrics, and their products appear to be
gaining some traction. These organizations include Plantiga [46], which is develop-
ing a shoe-based gait tracking system; UnifyID [57], which is incorporating gait into
a multifactor sensor-based system for personal device security; Boeing and HRL
Laboratories [23], which are developing a system that continuously monitors the gait
of users in contact with a specialized phone; and Zikto [66], which is developing a
fitness band with built-in gait biometric tracking, to name a few. Lesser attention has
been dedicated to floor sensor approaches, but ViTRAK Systems Inc. [61] has
shown promise by incorporating the gait biometric as an application of its Stepscan
floor sensor system. Looking forward, there is reason to believe these sensor-based
gait recognition approaches will continue to outpace the machine vision approach
commercially because of the rapid adoption of capable sensors into daily living and
the possibilities for integration with other forms of biometrics.

4 Privacy and Security Concerns

The gait biometric shares a number of security and privacy concerns common to all
biometrics as well as a few more specific to the gait itself. With respect to security,
one of the greatest challenges posed specifically by gait is the fact that it has yet to
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achieve the reliability that would be required of a stand-alone biometric. Moreover,
while the gait biometric has been considered inherently difficult to spoof, it has been
shown that when an attacker knows they have a similar gait signature to an enrolled
subject, spoofing becomes substantially easier [18]. Furthermore, the gait biometric
like any other biometric is only as strong as the biometric system used to manage
it. For instance, if an attacker were to compromise a database storing gait data, he or
she could view, create, delete, or modify records and completely bypass the system.
Because biometrics like gait tend to be relatively static over their intended period of
use, the loss of recorded biometric data would represent a permanent compromise,
unlike the loss of a password, which could simply be reset. In the same vein, the
attacker could compromise a link in the system, which could potentially be more
difficult to protect against with a biometric that is recorded at a distance like the gait.
In this case the attacker may implement a replay attack by recording the gait
signature of the subject and resending it to the system at a later point. To address
such concerns, various technologies could be implemented including anti-tampering
alarms, maintaining only nonreversible signatures rather than storing raw data, and
encryption within the database as well as between data links. Additionally, reliability
concerns might be alleviated by using the gait only as a secondary recognition
method as part of a multimodal system [19].

With respect to privacy, the gait biometric carries several concerns. Biometrics in
general must remain relatively static over their intended period of use to be effective,
and the gait biometric is no exception, so any leak of biometric information could
compromise a person’s identity. The gait biometric is particularly vulnerable in this
regard due to the unobtrusive nature in which it can be captured, which could allow
an observer to generate biometric profiles without a person’s consent or even
awareness. Moreover, once a gait biometric profile has been established for an
individual, that individual could be tracked using an extensive network of video
cameras or floor sensors, violating the individual’s right to anonymity. However,
while this application of gait biometrics has attracted a great amount of attention
from privacy advocates, it is still considered technically infeasible in the near future
[7], and a greater potential privacy concern comes not as the result of using the gait
for recognition purposes but rather than using it as a surveillance technique for
tracking abnormal behaviors. For instance, if configured for surveillance, a gait
monitoring system might be designed to identify persons concealing a carrying
load, yet such a system could be prone to high false match rates, bringing undeserved
scrutiny upon individuals suffering from injury, fatigue, or psychological conditions.
Alternatively, a gait biometric analysis system could be given the dual-purpose of
identifying medical conditions such as Parkinson’s disease [51], violating an indi-
vidual’s medical privacy rights. A strong public response should be expected in the
event that a gait biometric track was ever modified to take on any of the aforemen-
tioned uses and care should be taken to allay public privacy fears before deploying
such a system in a real-world setting.
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5 Evaluation of a Gait Biometric System

The use of the gait biometric for recognition or identification purposes requires the
development of a biometric system (Fig. 9.8). This system establishes the processes
that need to be performed to transform raw gait data into more distinguishable
templates and later in using these templates for the generation of identity models.
These two system components are often referred to as preprocessors and classifiers,
respectively. The nature of a gait biometric system’s preprocessors and classifier
depends on the aspect of gait being analyzed. In [35], extensive research was done
regarding finding suitable biometric system configurations for the footstep gait
biometric. These approaches demonstrated promising results; however, the limited
size and variation in the dataset (ten subjects wearing similar footwear) most likely
produced better results than could be expected in a more realistic scenario. A more
realistic example of the biometric recognition results that can be achieved is possible
by taking the same experimental configurations and evaluating them over a far larger
dataset such as the most recently released ATVS dataset [59, 60]. The ATVS dataset
contains 127 unique subjects with a wide variety of footwear and carrying weights
(purses, backpacks, etc.), which would be expected in a more realistic setting.

The ATVS dataset samples are composed of a left and right footstep captured as
part of a single stride. Each step was recorded over a grid of 88 piezoelectric sensors,
as was demonstrated in Fig. 9.4. The data was collected at a sampling frequency of
1.6 kHz with 2200 records collected per sample starting at the point the stride began.
For our purposes we consider only the right-side footstep, to correspond the single-
step analysis performed in [35]. In [35] the first biometric system step undertaken
was the preprocessing known as sample extraction; in that case the force plate sensor
data contained significant noise, and the start/end of a sample was not clearly
defined, so extraction was largely based on the degree and duration of the vertical
GRF force. A piezoelectric sensor-based acquisition method like that used to
generate the ATVS is, under normal conditions, less susceptible to noise as it
requires direct contact to produce a non-zero output. Consequently, the process of

Fig. 9.8 This figure presents a proposed structure for a gait biometric system. The first step
involves the use of a sample extractor to establish the gait cycle attributes to be analyzed. The
second (optional) step involves normalizing the sample data, followed by a feature extraction step
that reduces the sample dimensionality to a size that is easier to classify. The final step involves the
use of a classifier to perform sample recognition
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sample acquisition for the ATVS is simpler; with the start of the sample being the
first point, any sensor records a non-zero value and the end being the last point at
which any sensor recorded a non-zero value. This provides a complete bounded
footstep sample, yet the group of sensors triggered change with footsteps landing on
different parts of the grid and individual sensor signals may not be particularly
useful. Instead, as demonstrated in [59], several additional sample extraction tech-
niques can be introduced to gain more useful sample information. Rather than
looking at individual sensors, the ATVS researchers aggregated the data to produce
the time series GRF, sensor average, minimum contour, maximum contour, and a
time-invariant spatial representation (Fig. 9.9).

Taking the demonstrated ATVS time series data, further sample extraction
techniques from [35] can be applied. Gait can vary in speed, and, as a result, footstep
samples become misaligned from one another, presenting challenges to further
preprocessing. In [35], all samples were resampled to a single length while retaining
information about the total cumulative force applied in the sample’s generation.
Using the aforementioned approach, we are able to derive samples suitable for the
further preprocessing discussed in [35]. Further preprocessing falls into two catego-
ries: normalization and feature extraction. The normalization step comes first and
involves removing potentially poorly distinguishing variance between samples such
as stepping speed variance or carrying condition. Feature extraction or dimension-
ality reduction involves reducing the effects of sample noise by reducing the sample
down to only a small subset of its best discriminating attributes. To evaluate these
biometric system configurations, we have taken some of the best performing con-
figurations together with the experimental code library from [35] and applied them to
the larger ATVS dataset. The results achieved by running these preprocessors with
several different classifiers on the ATVS validation dataset are demonstrated in
Table 9.2.

The results in Table 9.2 were acquired using the preprocessors and classifiers
optimized for the [35] dataset; however, a few of the original configurations could
not be translated directly between datasets. In [35], classifiers were trained with only
five samples per subject, while in this evaluation of the ATVS dataset, classifiers

Fig. 9.9 In this figure we compare the raw data available in the ATVS dataset (left) with some of
the unique temporal aspects that can be extracted from it (right). In this case the GRF, average signal
value, minimum contour, and minimum contour have been extracted
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were trained with 40 samples. This proved problematic for the k-nearest neighbor
(KNN) classifier, where the composition of the k-nearest samples reflects the number
of training samples. To better reflect the original KNN configuration, the value for
K was chosen in proportion to the number of trained samples so the [35] best value
for K of 4 became 32 in the ATVS dataset evaluation. The multilayer perceptron
(MLP) classifier proved more challenging, with the large number of training samples
leading to a high degree of overfitting and poor modeling when using the [35]
configuration. Several changes were made to achieve results that better reflected
the MLP’s classification performance. Rather than using parameterized back-
propagation in training, the MLP was found to perform much better when the
non-parameterized resilient backpropagation [48] (Rprop) was used. To further
protect against overfitting, the classifier was only trained to the point of a 1.8%
training data error rate. Moreover, the [35] evaluation used a one-to-many classifi-
cation strategy, but this strategy scaled poorly with more subjects and the additional
imposter samples of the ATVS validation set. Instead the ATVS MLP results were
acquired using a many-to-many classification strategy, whereby a different classifier
model was generated for each subject; this provided far better performance.

Looking at the results in Table 9.2, it can clearly be seen that performance is
worse than that found in [35]. This is expected given the larger ATVS dataset
contained imposter samples and more variable sample acquisition conditions. Of
interest are the areas where findings matched and diverged from the findings in
[35]. With respect to feature extraction, the spectral feature extraction performance
was similarly poor in comparison with the wavelet and holistic feature extractors. In
contrast to the original findings, the wavelet feature extractor did not demonstrate a
clear improvement in performance over the holistic feature extractor. In terms of
classification, the SVM classifier clearly outperformed the KNN and MLP classi-
fiers, again contrasting the findings in [35] where the MLP classifier was found to be

Table 9.2 This table demonstrates the ERR (%) results acquired by evaluating some of the best
biometric system configurations from [35] over the ATVS validation dataset. To avoid bias the
ATVS training dataset was used for classifier and preprocessor model generation. Note that the
spectral feature extraction technique was found to produce poor results and was left out of the
classifier and normalization evaluation

Evaluation of biometric system configurations

Feature extractor Normalizer SVM ERR MLP ERR KNN ERR

Holistic 17.60 23.93 18.58

Spectral 31.87 – –

Wavelet 18.85 23.59 20.66

Holistic L-inf 20.95 27.93 21.36

Holistic LTN 16.97 21.09 17.43

Holistic LLSR 18.39 22.63 19.95

Holistic LLSRDTW 16.97 22.06 17.99

Wavelet L-inf 17.98 23.56 21.83

Wavelet LTN 15.98 20.28 18.49

Wavelet LLSR 18.64 24.40 20.68

Wavelet LLSRDTW 17.05 20.63 18.58
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the strongest of the three. Perhaps the most interesting results came from the
application of normalization, where the two best stepping speed-based normalizers,
linear time normalization (LTN) and localized least-squares regression with dynamic
time warping (LLSRDTW), clearly outperformed non-normalized solutions. This
correlates with the findings in [35], providing further evidence that a relationship
useful for recognition exists between stepping speed and the shape of the GRF.
However, because the best normalization conditions were subject to different opti-
mization processes, a possible explanation for this could be another biasing factor,
such as the optimal number of principal components (PCs) selected. Moreover, the
results were far worse than the 14.1% achieved for the single footstep in [59], where
the best 120 PCs were suggested for feature extraction and an optimized SVM was
used. To analyze the time normalizer performance in the absence of potential feature
extractor bias, the ATVS validation data was run for a second time using the holistic
feature extractor, selecting the 120 best PCs per sample. The results shown in
Table 9.3 demonstrated a considerable improvement in overall performance when
using a greater number of PCs, albeit slightly worse than [59], perhaps due to
differences in classifier optimization or the fact we only analyzed the right footstep.
In this case LTN showed no performance improvement, but the use of LLSRDTW
led to a 3.6% improvement in recognition results.

In [59] it was found that, in addition to temporal footstep signals such as the GRF,
there is also value in the spatial distribution of forces through the course of a footstep
and that fusing spatial features with temporal features can produce stronger recog-
nition results. It was further shown in [59] that combining two sequential footsteps to
produce a stride can produce features that substantially improve performance. In the
findings of this section, we have shown it may be further improved with the
application of a time-based normalizer such as the LLSRDTW. In the broader
study of gait biometrics, these findings may also prove useful as other aspects of
gait are also cyclic and subject to the speed at which the gait cycle was performed.

6 Conclusion

This chapter presented the challenges and benefits in using gait for biometric
recognition. It was shown that gait biometrics broadly falls into three categories
reflecting the approach used to capture the gait and that combining these approaches
with each other or with additional biometrics such as facial recognition may improve

Table 9.3 This table demonstrates the ERR (%) results acquired by evaluating non-normalized,
LTN, and LLSDTW-normalized ATVS training/validation data using an SVM classifier. Each
biometric system configuration was evaluated using the holistic feature extraction method with a
feature set containing the 120 best principal components

Holistic: 120 principal component evaluation

Non-normalized ERR LTN ERR LLSRDTW ERR

15.48 15.51 14.93

9 Facets and Promises of Gait Biometric Recognition 249



recognition results. Additionally, this capture provided an overview of existing
publicly available gait biometric datasets, demonstrating that data is now publicly
available for each of the three gait recognition approaches. Furthermore, a recent
assessment of current applications for gait biometrics was presented along with a
discussion of potential privacy and security concerns that would accompany any
real-world applications. Finally, a brief analysis was done on a floor sensor-based
gait biometric, demonstrating results that may be expected for such an approach and
providing further evidence to the proposition that a relationship useful to recognition
exists between the speed of the gait and the shape of its temporal representation.
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Chapter 10
Online Signature-Based Biometric
Recognition

Sudeep Tanwar, Mohammad S. Obaidat, Sudhanshu Tyagi,
and Neeraj Kumar

1 Introduction and Background

The signature is a unique and lifelong identification parameter to verify the identity
of a person. Traditional banking sectors have used a grunter, person who has an
account in their branch, while opening the new account by an unknown customer.
A similar policy was also used, while sanctioning the loan to a person. In order to
focus repayment of the loan amount, few banking systems used more than one
grunter [3]. Signatures of the grunter were used as an official record to approve the
opening of new banking account or sanction a loan. Banking sectors are also using
the signatures very promptly for clearing the paper-based checks. Manual- or
computer-based signature matching mechanisms have been used by the banks. In a
manual system, the authorized person cross-examines the signatures of the account
holder from database, while in the computer-based system, authentic software tools
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are used to compare the two signatures. In both the cases, checks will only be cleared
after a match is found with the signature of the account holder. Such processes have
been used to identify fraud checks, blocking the payments. Till now we are
discussing the issues on handwriting-based signatures.

Sometimes a situation may arise by which non-repetitive nature of variation of the
signatures will be observed. A couple of factors under this type of situation are an
aging effect, illness, non-appropriate geographic location, and emotional state of the
person, which create the problem. All these coupled together cause large intraper-
sonal variation. Hence, a robust system is required, which should consider the
abovementioned factors and must be able to detect different types of falsifications.
The system should neither be too sensitive nor too crude. It should have an
acceptable trade-off between a low false acceptance rate (FAR) and a low false
rejection rate (FRR). These two components are used as the quality performance
measures. FRR is defined as the ratio of the number of rejected authentic test
signatures to the total number of submitted authentic test signatures. On the other
hand, FAR is defined as the ratio of the number of falsifications accepted to the total
number of falsifications submitted. A change in decision threshold to decrease the
FRR will increase FAR and vice versa.

The system which is used to verify the signatures shown in Fig. 10.1 has mainly
two mechanisms: one is feature selection and another is decision-making techniques.
Depending on the complete signature or partial signature, features are divided into
two categories: global or local. Global features have included the testing of complete
signature like what is the speed of signing, what is the size of the outer box in which
signature has signed, and how much time is consumed in the signing. Global features
have fixed number of measurements on a complete signature that supports signature
matching on initial phase while performing the comparison. On the other side, local
features are based on the individual part of the element of signature, for example,
when moving from one letter to another, what is the trajectory of the signature, what
is the effective change in the curvature between two successive letters, and the
effective distance between two letters. Ultimately local feature works on the different
vectors of dissimilar sizes. This feature performed the second level of verification; if
any doubt has been identified in the global feature, then in-depth investigation can be
performed by local feature. The decision-making method cares for both features:

Signature verification system
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global and local simultaneously. There is a chance where signatures of the same
person may have dissimilar signing intervals. Possible factors are different signing
speed, different locations, and the different material used for the signature, among
others.

1.1 Types of Signature Verification Systems

Signature recognition and verification system (SRVS) is a growing field as it is very
easy and helpful to identify a person. The signature owner can be easily identified by
SRVS. Usually, signature verification systems are designed to work for both static
and dynamic features. In general, there are two types of signature verification
systems: online signature verification system and offline signature verification sys-
tem. The next subsections will cover the two systems in detail.

1.1.1 Online Signature Verification System

Dynamic properties like the spatial and temporal characteristics of a signature can be
easily obtained using online signature verification system. In addition to the dynamic
properties, the following features can also be extracted: static characteristics, the
speed of writing a signature, pressure points during the signature, and rushing. This
information has been captured during the acquisition process. This method provides
high accuracy due to an availability of dynamic characteristics, but at the same time,
there is a cost increment due to complex hardware. Electronic gadgets that have the
properties of pressure sensing are required to scan a signature. In online signature
verification process, the user has to use the stylus (writing utensil) for signing. Its
major concern is that it must be suitable for use on personal computer or handheld
devices. Expected key features of the system include high accuracy, low computa-
tion, and moderate complexity; also it requires significant enrollments. The training
set of an authentic signature is used to develop a model for validating the test
signatures. Selection of an appropriate model is also a challenging task in designing
an online signature verification system. Hidden Markov model (HMM) is one of the
popular models, which is used in online signature verification system. For modeling
purpose signature is formed as an array of vectors that covers every point of
signature’s trajectory. Hence, the selection of a perfect set of vectors in HMM can
design an efficient online signature verification system. In signature verification
systems, the dynamic time warping (DTW) or a distance between the model and
the signature at hand is to be measured. Another interesting concept is found in [4];
the authors have used a frequency domain system for online signature verification.
They have considered a fixed-length vector of 1024 complex numbers. These
vectors have encoded (x, y) coordinates of every point on the signature trajectory.
Then they have applied FFT with 15 Fourier descriptors, in order to select the
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highest amplitude feature. Fourier transform was used to replace the complicated
preprocessing, normalization, and matching stages. Two experiments were
performed to investigate the system.

Experiment 1: Data set (small) used in this experiment was 8 authentic signatures of
a single user and 152 falsifications provided by 19 false users. Authors in [4] have
achieved 2.5% error rate.
Experiment 2: In this experiment, the system was tested on a large database; 1500
signatures have been gathered from 94 users. Verification system was achieved with
10% error rate.

1.1.2 Offline Signature Verification System

This category is also known as static signature verification system [14]. In this
category, simple paper- and pen-based signature is drawn and electronically cap-
tured by scanner or digital camera. Signature is stored to the biometric database
under safe custody and can be used to identify the signature by biometric
technology-based recognition system. The captured image indicates the unique
handwriting composition of an individual. Hence, the objective of the system is to
identify the forgeries, if there is any. These forgeries are related to intra- and
interpersonal changeability. The simplest form of the system is to ignore the
interpersonal changeability and spot as original, but, on the other hand, the system
should be able to detect intrapersonal changeability and spot as forgeries. Different
application areas of this technology are to validate the financial-related documents
like checks, debit cards, credit cards, contracts, historical documents, etc. Several
features of offline signature verification are given in [13, 15], where approximately
37 features have covered; some of them are like edge and curve. Signatures are very
popular socially accepted identification technique and are being used in banking
sectors, debit card and credit card transactions, smart parking system, and smart
transportation system, among others. This method is very effective, especially in
situations where huge database is maintained and authenticity is required. In such
situations, biometric recognition-based authenticity can treat the intelligence inves-
tigations and is legally valid too. Such type of indexing is effective and can be used
in the searching of the data [16]. But at the same time, offline signature verification
system is very difficult to design because dynamic characteristics of the signature are
not available during the verification process. Even though digital technology is
growing very rapidly, a lot of departments, organizations, and banking sectors are
still using paper-based working culture. The validity of appropriate person is essen-
tial in these situations and can only be verified by the offline signature verification
system. Another difficulty with the offline signature recognition system is informa-
tion unavailability related to the path or trajectory of the pen [17]. Further, training
data are very limited as less number of signatures per subject is available. Shape
matching [18] is the technique of matching, which determines the key points to avoid
the difficulty with the detection and parameterization of curves. Offline signature
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recognition has always been the problem of shape matching. Lastly, the meaning of
signature recognition technique is to recognize the novelist of a given sample,
whereas the signature verification technique is to either confirm or reject the sample.
Hence, in order to achieve the accurate result from offline verification system,
specific design with careful handling is required due to the availability of limited
features. The beauty of this system is that individual is not required personally
during the verification process. In general, the key components of signature
verification systems are data acquisition, preprocessing, feature extraction, compar-
ison process, performance evaluation, and decision-making.

1.1.2.1 Features Used in Offline Verification System

The offline verification system is concerned of a signature, which has been signed by
a pen. The system as shown in Fig. 10.2 contains three stages. The first stage is
known as a preprocessing stage that includes some filters and preamplifiers to
improve and enhance the operating quality of signature’s image. The aim of this
stage is to select the best quality of an image of the signature and forward to the next
stage. The intermediate stage is feature extraction stage whose principle concept is
based on the art of the signature of an image. Feature extraction stage consists of
three different features: global feature, texture feature, and grid information feature
[5]. These three features need to be calculated for the image of every signature and
applied to the neural network (NN) stage, which is supposed to be the last stage. The
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neural network has two-stage classifiers: primary stage that has three back propaga-
tion (BP) NN layers and a secondary stage that has two radial basis function (RBF)
NN layers. Each BP paradigm has two outcomes that are applied to the second-stage
classifier as an input. RBF is responsible for collecting the result from BPs and
taking a final decision [6].

1.2 Comparison Between Offline and Online Signature
Verification System

A systematic comparison between two signature verification systems is given in
Table 10.1. Generally, for offline signature verification system, a figure of user’s
signature [5] is required without the knowledge of any attributes. On the other side,
for online signature verification system, an array of (x, y) coordinates of user’s
signature is required.

The additional requirement in this system is some attributes like time, pressure,
etc. Another difference between the two systems is how to get the data. In the online
SRVS, data is obtained using special peripheral devices, whereas scanner or cameras
are used to capture the SRVS images of the signature for offline verification systems
[7]. Therefore, one can analyze that online signature verification system is better and
more accurate as compared to the offline system [8]. Complex devices for comput-
ing, with high sensitivity and complicated authentication password requirement,
forced to develop some simplified terminology on these devices [9, 10].

Table 10.1 Systematic comparison between online and offline signature verification system

Sr. no. Parameter Online system Offline system

1 Attribute
requirements

Required Not required

2 Data
collection

Special peripheral devices
are used for data collection

Camera and scanners are used for data
collection

3 Accuracy More accurate Poor as compared to the online system

4 System
complexity

Design is simple Design is very much complicated

5 Characteristics Dynamic characteristics of
the signature are available for
verification

Static characteristics of the signature
are available for verification

6 Human
presence

Human presence is required Human presence is not required, as
verification is performed on the cap-
tured image of the signature
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2 Basics of Biometric Recognition in the Context of Security

Biometrics is the automated identification of persons based on the respective behav-
ioral and natural personality. Biometrics is a powerful tool that established an
assurance that a person is dealing with a group of persons who may be already
known or not known. The probability of similar fingerprints of two persons is very
low. Figure 10.3 Illustrates the fundamental operations of a matching process.
Biometric systems are gradually used to identify the persons and have control access
to the fixed physical spaces, information, and services and to the security of
international borders. The biometric technology was aimed to plummeting fraud,
enhancing the safety of persons, and very importantly protecting the national
security [11]. However, there are several challenges too about the effective surveil-
lance mechanisms of biometric systems. In addition to the above, there are issues
that need to be addressed: how to use, how to manage, what are the social implica-
tions, how to maintain the privacy, and how to form the legal policies are some of the
quarries that need to be answered before implementation of such systems. The basic
operation of a biometric system is shown in Fig. 10.3. Biometric system first
captures and stores the reference samples and maintains their security too. Now,
verification process involves the capturing of new biometric samples and their
comparison with stored samples for the matching. The first segment of Fig. 10.3 is
“capture,” where electronic sensor or scanner collects biometric information of

Fig. 10.3 Operation in general biometric system
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individuals that need to be recognized. The second segment is “reference database,”
where previously enrolled information has been stored. The third segment is
“matcher.” This unit is very important as final identification decision can only be
taken by this segment. It compares the current data with previously stored data to
finalize the decision. Now the last segment of the block diagram is “action.” Here,
system recognition decision is revealed, and finally, actions are made based on that
decision.

2.1 Modalities

Biometric technology provides higher amount of security and expediency than
preexisting technologies of personal recognition. Nowadays, in most of applications,
biometric technologies have been used, attracting customers. At the same time,
public is worried about the security of biometric systems. In the next subsection,
different components of biometrics have been highlighted [12].

2.1.1 Fingerprints

The fingerprint is a blueprint of ridges and valleys on the surface of fingertips of an
individual. These blueprints of ridges are of three types, i.e. arch, loop, and cycle.

• Arch: The ridges enter from one side of the finger, the rise in the center forming
an arc, and exit on the other side of the finger.

• Loop: The ridges enter from one side of the finger and exit on the same side.
• Cycle: The ridges form circularly around the central point of the finger.

The fingerprint is a very reliable, stable, strong, precise, and highly distinctive
technique of verification. Scanning of the fingerprint is very easy and user-friendly.
But at the same time, there are a couple of challenges in the capturing process of
fingerprint. Exact image of the fingerprint cannot be taken when the fingertips are
dirty, damaged, injured, or dilapidated. In fact, the color tone of the fingertip also
plays an important role during fingerprint capturing.

2.1.2 Iris and Retina Scan

Iris is a unique ring-shaped colored area inside the eyes. As per medical science, its
texture is stabilized up to the age of 2 years and remains the same up to the death of
the person or until an eye has experienced some physical trauma. It is unbelievable
but always true that two iris structures are different; even identical twins never have
two identical iris structures. The following are the advantages of the iris-based
verification system:
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• Absolutely nonintrusive data collection.
• Data capturing can be done in presence of contact lenses too.
• Photo camera can be used to capture the information.
• High speed of recognition and accuracy.
• Fake irises can be easily detected.

2.1.3 Facial Recognition

Face recognition is a nonintrusive identification method, and facial images are very
popular biometric characteristic to identify a person. Key approaches to face recog-
nition are either the coordinates or shape and size of some of the facial attributes, like
eyes, eyebrows, nose, lips, and chin. A facial recognition system compares the
current facial image with the stored images and identifies the face if it is available
in the database. Depending upon the type of accuracy, either single or series of
images can be taken with a high-resolution camera. The facial image from a digital
camera or from a video source is matched with the existing database.

2.1.4 Auditory Verification

The voice is also a unique feature of every individual. However, some of the persons
are very expert to imitate the voice of other persons; due to this auditory verification
system is less popular. Pitch of voice, time, magnitude of voice, and intensity of
voice are the parameters to be used to identify the person from a data set. The
acoustic pattern reflects the behavioral patterns of the individuals where a vocal
signal of the person is compared with previously stored vocal signals. In some of the
advanced systems, lip movement is also captured with a video camera while the
person is speaking. This type of systems is a costly affair but more accurate
compared to the traditional auditory verification system [1].

2.2 Comparison of Several Biometric Technologies

Several biometric components have covered in an earlier section. Table 10.2 sum-
marizes the systematic comparison of different biometric techniques. Depending
upon the application, accuracy, level of security, and requirement, either one or more
components can be used for investigation purpose [1].
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3 Survey of Online: Signature-Based Authentication
Methods

In the revolutionary arena of information technology, the biometric technique is used
to measure and analyze different characteristics of a human body for security
[13]. There are a number of ways by which persons can recognize each other by
different characteristics for ages. Biometric technology-based automated signature
verification system is an emerging research field with several applications. The next
section includes a detailed discussion on dynamic signature verification system.

3.1 Dynamic Signature Recognition

In this category, signature has been written directly to the electronic scanner,
handheld device, tablet, or laptop in real time [19], which means digitations are
not required here. Dynamic recognition technique is also known as online recogni-
tion technique. A transducer is required in the device to capture the signature in its
true form. The beauty of this technique is involvement of time information like
writing speed, pressure created by pen, and movement of pen on the device
[16]. Some of the popular marketing sectors [20], where online recognition tech-
niques have been used, are explained below:

3.1.1 Onward and Upward

According to Wayne Chodosh, Director, secure signature systems, behavioral bio-
metrics are very helpful for the sector to move forward. Behavioral theory as per
Wayne Chodosh is “Behavior is something that cannot be carried forward from one
person to the other, in another way behavior can’t be replicated by anybody even in
presence of its demonstration.” “In order to maintain the green environment paperless
transactions are highly demanding in banking, insurance sectors and other applica-
tions too,” highlighted by Jörg-M Lenz, manager, marketing and public relations,
SOFTPRO [20]. In applications where signatures are required for confirming the
intention of an individual, the dynamic signature recognition system is better for
paperless demanding. In general, it is not possible to replace all paper-related
documentation directly to the biometric system. However, it is a step-by-step process
to replace the habit of using paper with electronic means. “In recent years, number of
software vendors in the biometric sector have come up, they are increasing the
number of contract announcements, publishing online case studies and in press
releases – some of them are having a large number of users,” says Lenz. The outcome
in the nutshell is “be ready for the growth as the market is available for you.”
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3.1.2 Slow and Steady

Even though the technology is very popular, some challenges are still there. Signa-
tures are playing a major role in the banking sector, and acceptance speed is very
slow because several leaders are still not satisfied with the performance of software
and hardware. Even they are having some legal issues too in the utilization of this
technology. The financial crisis is also one of the major issues for the slow accep-
tance of online signature reorganization system. However, some of the developing
countries like India are using this application. Aadhaar is an identity-based authentic
card provided by the government of India to their residents for several applications
like an identity card and a unique ID to avail the subsidy and other government
policies.

3.1.3 SWOT Analysis

Dynamic signature technology helps an organization by securing electronic docu-
ments with minimum paper utilization and related cost reduction. Doing this speed
of workflow increases and consequently achieves high degree automation. User
acceptance can be increased by knowing the value of authenticity of their signature.
The authenticated signature can be e-mailed to the remote location and works as
remote electronic verified signatures. On the other side, several weaknesses are also
there like the confusion in the difference between digital signatures and electronic
signatures. Most of the time, users are confused and could not decide which
technology to choose like biometric- or PKI-based electronic signatures. The sim-
plest answer to this situation is just check the level of security because few persons
want to achieve the security without thinking of investment.

There are several opportunities in both directions, horizontal and vertical markets.
Signature capturing and verification process are handled by the banking sector,
usually known as a vertical segment of the market. On the other hand, applications
on the horizontal scale are adopted by several business owners and government
institutions. Opportunities are good enough, but at the same time, organizations
involved in this market and planning to work for a long time are worried about the
threats. Several companies are capturing a signature image and storing the same to
some server. The problem will be very severe, if the security is on the stake because
stored image will not allow additional verification, if its authenticity is suspected.

3.2 Function-Based Method

Function-based methods can be classified into two categories, local and regional
methods. In local methods, matching of time functions of different signatures is
performed based on elastic distance measures such as dynamic time warping. In

266 S. Tanwar et al.



regional methods, the time functions are changed to a system of vectors describing
regional properties. In most of these cases, the HMMs modeled stroke-based
sequences. In the next section, we describe the application of HMMs to time
sequences directly based on the dynamic functions.

3.3 HMM-Based Signature Verification

For a long time, handwritten signature has been accepted for recognition in the
financial transaction and contract document, as well as being used to authenticate the
materials and documents. When we use computer to collect signature by a digitizing
device (electronic pen), we obtain information about the shape of the signature, and
we also obtain dynamic information of the signature [21, 22]. This dynamic infor-
mation generates “online” signature. This concept shows a string of sample points
shipping information during the process of signing up. In other words, each dynamic
information is a function according to time of signing process. Thus, the signing
process generates a set of the data function over time. The online signature helps
facilitate for the authentic signature because the dynamic information is more
difficult to forge than the image of the signature. Hence, if anyone wants to forge
signatures, he needs more efforts. However, this problem is still a challenging issue
in biometrics because of the large intra-class variation and, when considering
forgeries, small interclass variation. Process of online signature-based data classifi-
cation is shown in Fig. 10.4.

There are many different approaches in data classification of signature. The
current methods can be divided into two classes:

1. Feature-based approaches: In this approach, a signature is represented by a vector
consisting of a set of global features, which are extracted from the trajectory of the
signature.

2. Function-based approaches: In this approach, a signature is represented by the
functions of the time, including the local properties of the signature (e.g., position
trajectories (x, y), velocities, accelerations, pressures, and more).

The fusion of local and global signature verification by online mode is also
possible. Global information is gathered with feature-oriented representation and
documented by using Parzen Windows Classifiers (PWCs). Local information is
collected on real-time basis considering different dynamic properties and
documented by using hidden Markov models (HMMs) [38]. Several experiments
were performed considering 16,500 different signatures from 330 users. Verification
performance on random and skilled falsification was given for specific user and
global decision thresholds. For small training set and user-independent thresholds,
performance of global expert was found better in comparison to local analytics. A
couple of theory-based approaches for combining classifiers with biometric verifi-
cation are described in [39, 40]. A systematic review of recent works is given in
[41, 42]. The weighted mean may also be an interesting way to combine similarity
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scores given by several experts. There are several ways of doing fusion like min,
max, mean, median, etc. Authors in [40] worked on fusion strategies, and they have
compared max and sum functions. Similarity scores of experts of global and local
environments have been collected and formulated to zero mean and unit standard
deviation before fusion. This practice eases the working of the system as the model is
formulated using Gaussian distribution.

3.4 Classification of Cancelable Biometrics

Function with some parameter is used to generate protected biometric templates.
These parameters can be used as the key to the function [23]. The basic concept of
cancelable biometric template-based on non-invertible transformations is shown in
Fig. 10.5.

3.4.1 Non-invertible Geometric Transforms

The oldest method to generate cancelable biometric templates was based on the
non-invertible geometric transformations. Here, the original biometric template was
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morphed by using either signal domain or feature domain transformations
[24–26]. The Cartesian transformation, the polar transformation, and the functional
transformation techniques were proposed for fingerprint biometric in [25, 26]. Reg-
istration is an essential phase of this method.

3.4.2 Cancelable Biometric Filters

A random convolution method for generating cancelable biometric templates was
proposed in [27]. In this method biometric scheme, templates were encrypted using
random user-specific convolution kernels. The training images are convolved with a
random convolution kernel through random number generation. PIN is used as seed
to generate the random convolution kernel. The encrypted test images are then used
to generate a minimum average correlation energy (MACE) biometric filter. The
output of this encrypted filter is stored and used for authentication. Figure 10.6a
shows the enrollment phase for encrypted filter.

In the authentication phase, the user authentication is through the PIN and the
encrypted filter, which are used to generate the convolution kernel in the enrollment
phase. Now the random convolution kernel is convolved with user presenting the test
face images. Then these convolved test images are cross-correlated with the
encrypted MACE filter, and the resulting correlation outputs are used to authenticate

Fig. 10.6 Cancelable biometric correlation filter-based approaches: (a) enrollment phase for
encrypted filters and (b) authentication phase using encrypted MACE filters
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the user. Figure 10.6b shows authentication phase using encrypted MACE filters.
The resulting correlation output does not change while convolving the training
images with any random convolution kernel prior to building the MACE filters
used for biometric recognition [27]. In this way, the recognition accuracy is
maintained throughout the process. Furthermore, by changing the convolutional
kernel, different cancelable biometric templates can be generated from the same.
There are more correlation-based cancelable biometric methods [28, 29] that exist in
the literature, which include correlation-invariant random filtering (CIRF) and have
almost the same accuracy as the conventional fingerprint verification based on the
chip matching algorithm.

3.4.3 Knowledge Signatures

Authors in [30] used the knowledge signature for voice-based cancelable biometric
templates. The key concept is based on the group signature, where any member from
the group signs messages on behalf of the group. It does not reveal the identity of the
member. Here, voiceprint considered as knowledge of the user and the user’s
voiceprint is further transmitted to a signature of knowledge template. Real signa-
tures can only be generated by factorizing a large integer and the original feature. In
this way, an individual’s privacy can be protected. For more details on knowledge
signatures and their uses in generating cancelable biometric templates for voice-
prints, refer to [30, 31].

3.4.4 Salting Methods

The easiest way of generating cancelable biometric templates is by simply mixing in
a totally artificial pattern called salting method. The mixing patterns can be one of
the following: random noise, random pattern, or synthetic pattern. The authors in
[32] proposed two salting methods for iris recognition, namely, GRAY-SALT and
BIN-SALT. These methods used random patterns for feature gain and iris code,
respectively. In these methods, it is difficult to decide how much comparative
strength of the noise patterns need to be added. With the addition of strong patterns,
it will further reduce the discriminative capacity of the original iris patterns and
finally lead to lower recognition results. With the addition of weaker patterns, it can
be easy to extract valuable information of the iris pattern from the transformed
pattern.

3.4.5 Hybrid Methods

There are also several biometric template protection approaches that exist in the
literature [33, 34], which were used both in cryptosystems and cancelable biomet-
rics. The authors of [33] proposed such methods for face biometrics. In this
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approach, bio-tokens were used, which are the revocable identity tokens produced
by applying a revocable transform to biometric data, such that identity matching is
done in the encoded/revocable form. This approach combines the concepts of data
transformation, strong learning measures, and biometric data encryption. The
scheme splits the data into two parts: the fractional part, which is used for local
distance computation, and the integer part which is encrypted.

3.4.6 Summary of Cancelable Biometric Template Protection Schemes

The cancelable biometric template protection schemes, as shown in Fig. 10.7, can be
divided into two main categories: one needs a special matcher and one works with
conventional matcher. These schemes can be further subdivided into two categories,
such as methods that do not require registration and methods that require registration
of biometric samples. These methods can be further subdivided into two types of
schemes: schemes where the original biometric samples are used (denoted as a
signal) and schemes where the features extracted from the biometric signals (denoted
as a feature) are used.

3.5 Biometric Template Protection

The number of biometric technologies has already been increased and successfully
working to extract biological or non-biological features like face, iris, fingerprints,
palm print, hand geometry, and signature. Fingerprints are the most interesting due
to the easiness of their capturing and cost-effectiveness of respective scanner or
sensor. A biometric authentication scheme, using template protection, is irreversible.
One of the most critical situations of identity robbery of any person may occur if a
biometric template within the database of the device of someone is negotiated. The
biometric systems that rely on using single biometric are known as unimodal
biometric structures [1, 35]. Alphonse Bertillon, the leader of the crook identification

Fig. 10.7 Categorization of protection schemes of cancelable biometric
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division of the police department in Paris, has developed an idea to pick the criminals
by measuring body parts like palms, toes, and hands. After some time this idea was
modified and used largely for the uniqueness of human fingerprints. The card-based
documents have been prepared to store the fingerprints of the criminals. These were
circulated by the police department and stored in the database, which decides the
criminal’s identity. After, the biometrics came into the picture and are used for law
enforcement and legal function identification of criminals to provide safety for
persons in sensitive jobs. Civilian and personal zone-based applications were
planned that used biometrics to form the popularity in private sector [36].

Person authentication used to rely on password or tokens, like smart cards. These
strategies were very problematic in the situations when passwords can be forgotten
or hacked and the tokens may be misplaced or stolen. Biometrics means, however,
provide a helpful way of authentication as they cannot be lost or forgotten. With the
potential growth to biometric system trends in real time, biometrics is also used for
authentication in programs like a laptop and smartphone log-in or accessing a
building, lift, automobile, and office, among others. Currently, governmental, foren-
sic, safety, and industrial sectors are also showing their interest to use biometric-
based recognition systems. In India, for example, the government is imposing a
device to capture several biometric traits from its residence, and greater than 1 billion
people have been issued a complete unique identification number (UIN), also known
as Aadhaar Card [36].

The biometric authentication techniques have huge potentials in creating secure
systems [37] as a biometric data set of users are unique based on their identities. In
general, a biometric authentication scheme has two phases. The first phase is
enrollment phase, in which a user has to register his/her biometric information to a
trustworthy server. A biometric template is formed for the person and is stored on
some central secure server or cloud, and a smart device is provided to that person too.
Now, in the second phase known as authentication phase, the same person would
provide another biometric sample; the comparison has to be done with the
preexisting template available in the server, cloud, or smart device. Finally, the
same person is authenticated with the matching of the fresh sample to the template,
and a ranking will be given by matching function.

The biometric template of the person as discussed above contains crucial infor-
mation for successful authentication. Once the template of the person has been
exposed, it may be captured by an attacker, misusing the personal information of
that person. Therefore, it is most important to stop attackers from capturing the
biometric templates of the persons. This is the major challenge to the biometric
service providers to build a server or cloud that can never be compromised, and in
critical situations, if compromised, then it must ensure the security of biometric
templates.

In [37], Original template X is used to compute a sketch P, and to obtain another
sample Y of the same biometrics, P and Y are used to recover X. Then author used
similarity measures to check X and Y similarity. If both X and Y are similar, then
sketch P is secure. In an authentication scheme as shown in Fig. 10.8, when the
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original biometric template of an individual X is reconstructed from P and Y, a
cryptographic key K from X can be tracked, assuming that K is uniformly distrib-
uted. For example, one can treat the key K as the “password” of that individual. If the
minimum entropy of real X is bonded to the lower level, then entropy loss provides
lower bound on the length of K, which can be easily tracked from a biometric data
set. Hence, lower entropy loss provides longer key extraction, and it is more difficult
for an attacker to copy the personal information of that individual by guessing the
key K.

3.6 BioHashing for Human Authentication

The evaluation process of the biometric system is required in order to make sure that
it is accurate in terms of low false rejection of legal users or low false acceptance rate
of illegal users. When a legal user is denied access by biometric systems, it creates a
huge impact on the usability of the system [43]. Due to this reason, the public
acceptance rate of the biometric system will decrease. One of the possible solutions
is to use multimodal biometrics that can reduce the probability of denial of access
without compromising the false acceptance rate. Authors of [44] have proposed the
solution for high false rejection rate. They proposed two-factor authentication-based
model, which is based on iterated inner products between the tokenized pseudoran-
dom number and fingerprint features of the user. Authors in [44] named BioHash
code to the set of user-specific compact codes. Direct mixing of pseudorandom
number with biometric data is possible and very easy and can incorporate physical
tokens. The major problem with this technique [43–48] is performance degradation
when a fraud “B” steals the Hash key “A” and tries to validate as “A.” In such a
situation, BioHashing based performance is lower as compared to the data obtained
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Fig. 10.8 Feature extraction, sketch generation, and reconstruction of template
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using biometric scheme alone [49]. This is an emerging area of research as no
appropriate solution is given till now. BioHashing produces a vector set of biometric
features set, which corresponds to the “Hash key.”

4 Case Studies on Signature-Based Biometric Recognition
and Challenges

Since the last few decades, signature-based biometric technologies have gained
popularity due to its reliability and secure access control. There are many media to
large-scale applications that exist in the literature, where they are used in applica-
tions such as airports, railway stations, educational institutions, country borders, etc.
[50]. However, these applications are facing a lot of challenges in terms of security to
satisfy the end users. A couple of case studies have been carried out and discussed in
details, which highlight the challenges of using signature-based biometric recogni-
tion systems and their possible solutions.

4.1 Case Study on Use of Online Signature-Based Biometrics
in E-Commerce

E-commerce or electronic commerce deals with financial and commercial activities
over the Internet. Nowadays, E-commerce has got its place in common user pur-
chasing, which generates an enormous amount of data due to online purchasing by
online money transfer to the company account. By using any E-commerce sites, one
can easily do financial transactions from home for the purchase of items. Some
attractive characteristics of using it are the reduction of cost, availability, and better
quality of goods. Using E-commerce system of purchasing, merchants have the
option to eliminate the cost to maintain a showroom, which results in cheaper
products along with reasonable online delivery costs. Since, many financial trans-
actions that take place in online purchasing, which creates an urgent need for
authentication mechanism, one of the authentication mechanism is online
signature-based biometrics that are primarily used for verification of a genuine
customer [1–2].

4.1.1 Objectives

The following are the objectives of this case study:

• Get a glimpse of the importance of authentication in E-Commerce.
• Understand what online signature-based biometrics is and how it works.
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• Understand how online signature-based biometrics is used or can be used in
E-commerce systems.

• Compare various types of authentication methods briefly.
• Understand the threats to online signature-based biometrics and examples of

different types of forgeries.

4.1.2 Background

E-commerce has to deal with many insecurities regarding the theft of personal data,
loss of money, and hacking of online accounts, among others. To protect customers,
the various authentication techniques are used by merchants like authenticating
customer’s identity by using e-mail IDs, passwords, security questions, OTP, etc.
But these techniques are still not adequate to handle security aspect carefully. For
example, it has been observed that the passwords used by the majority of the
E-commerce users are based on their names, birth dates, and cell phone numbers,
and also same passwords are used to handle different accounts for the sake of
simplicity and ease of remembering the passwords. This shifts the transactions
done by the users in the high-risk zone because these protected passwords are easily
broken by a person close to the owner of the accounts. Hence, the number of online
transactions made by the users is in high-risk zone. To overcome this risk, various
authentication methods based on biometrics were suggested by authors, which were
proved to be more secure. They further reduced the risk of hacking accounts and
stealth of valuable information of users.

One of such methods is signature-based biometrics, which uses individual’s
signature for authentication or access to the account. Some biometric methods,
such as fingerprints, iris, and facial pattern, are unique and remain constant through-
out the entire life of a person. If these are stolen or leaked, then there could be a
serious threat to the identity of the concerned person. But, if online signature-based
biometric is stolen or leaked, the original can be modified by the concerned person
anytime, which further reduced the person identity threat.

4.1.3 Authentication System for E-Commerce

In authentication systems for E-commerce, first, the digital signature of a person is
recorded. Digital signatures are recorded using specifically designed digital pad and
a pen. Apps are also designed for recording of signature, in which the user uses a
stylus or finger for signing. This recorded signature is converted into a digital image.
The enrolled signature image is linked to the user account and is stored in the
database of the online company. When the user provides a signature for authenti-
cating an access, features of the same are compared with the features of the enrolled
signature. This comparison verified the identity of the person. Moreover, this method
used the concept of tokens called keys. The party, which sends the request, has a
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private key (for encryption), and the opposite party has the public key (for decryp-
tion). Both keys are related mathematically but in such a manner that it will not be
easy to compute the relationship between them. Complete working of signature-
based authentication mechanism is shown in Fig. 10.9. After obtaining the signature
during the enrollment phase, special features are extracted using various feature
extraction techniques or accurate mathematical algorithms. Extracted features are
stored in the knowledge base, which can be further used during the time of
authentication.

There are tools, like BIO SIG-ID and app BioTect-ID [51], which provide tough
biometric authentication techniques that require no hardware, PIN texts, or security
questions which can be easily cracked by forgers or hackers. Unlike physical bio-
metrics, which pose a liability risk since they can never be replaced, signature-based
biometric is a nonintrusive biometric that can be replaced anytime. The users are
supposed to just need a password or signature to log in. It can be mainly used during
the login page of online payment portals or in any service, which can authenticate
and verify a digital signature based on parameters like direction, speed, length,
angle, height, etc. Moreover, it even does not require any special types of equipment
for the authentication process.

4.1.4 Flow of Authentication Method

Signature-based biometric method is used by merchants in various steps of trans-
actions like logging into the account, confirmation of orders for purchase, payment
of the goods, and also in confirmation of online delivery of purchased goods. At each
step, the user is asked to sign digitally and the digital image is sent to the company.
After proper verification of the identity, the user is given access to the next step. By
this way, optimum security can be maintained, and the need of remembering and
typing passwords can be reduced. Pseudo-code for online signature-based biometric
authentication is given below. Figure 10.10 shows the basic block diagram of online
signature-based biometric system.

Fig. 10.9 Working of
signature-based
authentication
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Pseudo-code for Online Signature-Based Biometric Authentication

Input: Online Signature-based Biometric Authentication
Output: Successful authentication
1. Go to login page of the E-Commerce website
2. Enter the signature on the digital pad with the help of

electronic pen.
3. The processed image of signature will be sent to the

website.
4. If (successful authentication)
{
Go ahead for shopping.
If (payment of goods through credit card)
{
Enter the signature again for authentication through credit
card system.
If (authentication successful)
{
Produce bill.
}
Else
Try again.
}
}
5. When delivery is done, enter the signature again to confirm

the delivery.

4.1.5 Comparison of Various Authentication Methods

Authentication in E-commerce has several advantages like the level of security and
ease to the customers. E-commerce-based company growth depends upon the
comfort and trust of its customer. Table 10.3 shows the difference between various
authentication methods.

Fig. 10.10 Block diagram of flow process of authentication method
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4.1.6 Threats to E-Commerce-Based Company

If the private or public key of the users is leaked, then it can cause unexpected
verification. When the user gives access of private key to an authorized person, then
the person can misuse it. Moreover, there may be cases of forgery of signatures too.
Forgeries are the non-genuine signatures done by a person other than the real owner
of the same signature. According to Coetzer et al. [52], basically there are three main
types of forgery:

4.1.6.1 Random Forgery

The forgery in which the forger is unaware of signature even name of the genuine
person and signs the documents with any random name or signature is termed as
random forgery. This forgery detection is quite easy as the signature might be
completely different from the enrolled signature. This type of forgery is generally
performed by an unknown person, who may or may not be related to the owner of the
signature.

4.1.6.2 Simple Forgery

When a forger knows the name of the person, but has not seen the genuine signature
even once, and signs a document with a pattern of signature based on the name of a
person, then the forgery is termed as simple forgery. There are slight chances of the
signature pattern produced to be similar to that of genuine person’s signature. Hence,
the chances of successful forgery are increased.

Table 10.3 Comparison between different methods of authentication

Method Details

Traditional methods (including the use of
passwords, cell phone number, etc.)

If passwords are used, there may be a possible case
of someone sneaking at the time of password entry,
or it can be cracked by use of advanced computa-
tional algorithm which checks every possible char-
acter combinations

Signature-based biometrics This method is more secure and it is also a cancel-
able biometrics. Moreover more than one charac-
teristic of signature like curves, relative pressure,
speed, etc. are compared, hence becoming more
secure than other biometric-based authentication

Other biometrics like a fingerprint, iris,
facial pattern, etc.

These are relatively secure, but there is a need of
special instruments like the fingerprint scanner, iris
scanner, etc., converting the recorded prints into a
digital image by special software, etc. Also, there
may be a case of stealth of the biometrics.
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4.1.6.3 Skilled Forgery

In this type of forgery, the name as well as the original signature of a person is
available with the forger. The forger also is able to replicate the signature as it is,
termed as a skilled forgery. The chances of differentiating between a genuine
signature and forged signature become very less, which increases the chances of
successful forgery tremendously. Some advanced technologies exist in the literature,
which not only compare signature pattern but also compare the speed, direction,
relative force applied, and even angles in the signature, resulting in reduced rates of
forgery up to certain extent. Table 10.4 shows the comparisons between different
types of forgery.

There are two types of error in the system: False rejection error and false
acceptance error [53]. The rate at which these errors occur are called false rejection
rate (FRR) and false acceptance rate (FAR). If the rate of false acceptance is more
than the false acceptance rate, it is more serious as it allows a person who is not
legitimate as though he is. For FRR, the user can easily try again immediately [53],
whereas a FAR of 1% is quite intolerable for the system to be even implemented.
FAR of 0.1–0.001% are considered as normal.

4.1.7 Outcome from the Case Study

This case study presented a profound importance of online signature-based bio-
metrics in any E-commerce-based company. With the rapid advancement of security
systems, it has been shown that this method of authentication can be very accurate
and reliable and also provide comfort to online purchasing customer through these
E-commerce sites. Advance security system can verify and distinguish a forgery
signature from a genuine more precisely and accurately.

Table 10.4 Comparisons between different types of forgery

Random forgery Simple forgery Skilled forgery

Forger is unaware of
name or the signature
of genuine person

Forger is aware of basic informa-
tion of the genuine person like
name, and others, but is completely
unacquainted with his/her
signature

Forger is well acquainted with
basic information of genuine per-
son like name and signature.
Moreover, forger is even able to
replicate the signature as it is

Chances of detection
are quite low

There are good chances of detec-
tion of forgery as there remains a
greater possibility of wrong pattern
produced by forger even if it is
dependent on forger’s name

The detection of forged signature
is very hard, and hence there
remains a good chance of forgery
to be successful

May not even need
systems for detection
for forgery

It may or may not require the need
of advanced detection techniques

Most advanced methods are
required for detection of such type
of forgery
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4.2 Case Study on Use of Online Signature-Based Biometrics
in Retail Industry

The online transactions in retail industries are increasing rapidly day-by-day due to
increase in count of educated people, which creates high possibility of fraud. A
statistical review has shown that in the United States [54], the retail industry suffers a
huge loss every year as far as credit card identity theft is concerned, which nearly
sums up to 50 billion of dollars. In these situations biometric signature verification
can serve as the wall of protection for the identity theft and fraud as they are solely
based on unique and peculiar characteristics of the humans, which may not be
behaviorally copied by some other individual.

4.2.1 Objectives

The main objectives of this case study are as follows:

• As privacy of the user information is an important aspect in the retail industry, it is
necessary that only the authorized owner has an access to it. At the same time,
signature biometrics is a technology, which is coming up with improvements on
the aspects of verification and identification day by day; it looks quite promising
for use in the future.

• The combination of biometric signature and retail industry is something that
cannot be neglected, to solve a number of problems that already exist or are
expected to rise in the future.

• This study ultimately brings out the shortcomings, which need to be taken care of
to help the large section of society associated with the retail industry.

4.2.2 Background

Proper verification has become necessary for the retail industries like shops, stores,
banks, real estate, and finance. Credit cards have been used as one of the primary
keys for online purchasing. But at the same time, existing security systems used for
credit card are inadequate to handle high-level frauds [54]. There are possibilities of
human errors in comparing the signature on the card with signature done by the
customer. To handle this situation, biometric signature seems to be an efficient
alternative because they are based on physical and behavioral traits of a person
(which is unique for every person). It turns out to be the best source for recognition
of a person identity. Figure 10.11a shows the division of signature biometrics in
retail sector, and Fig. 10.11b shows the preferences of the customers.
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4.2.3 Cases of Identity Theft in Retail Industry

Identity theft in retail industry may occur when a thief used personal information of
an individual, such as date of birth, address, and credit card number. According to
some statistics of the United States, it has been noted that nearly ten million people
faced the vicious web of identity theft. They lost nearly 48 billions of dollars
[55]. The Federal Trade Commission (FTC), which maintains records of identity
theft activity in the United States, estimated approximately ten million victims of
identity theft in 2002, resulting in $48 billions of lost to businesses and financial
institutions and $5 billion in out-of-pocket expenses for consumer victims [55]. Fur-
ther, victims in most of the cases got to know about the fraud either by monitoring
their accounts or by banks which suspected some activities to concerned account.
Signature provided by the owner on the back of the card cannot solve this issue. To
handle this issue, biometric signature comes into picture to prevent frauds or at least
minimize the rate at which they are happening.

4.2.4 Signature Verification Process in Retail Industry

In signature verification, first the image acquisition is done. Offline signature
requires paper to perform the execution, so there is a need to specify resolution,
image type, and format for the scanning image. After that, it goes through
preprocessing. It travels through various levels so that it can go for feature extraction
later on. This is an important stage. It compares the similarity of the image with the
reference that has been already taken. It increases the efficiency of the evaluation,
enhances the image, and makes it noise free. These signatures are usually processed
in gray. This retains the quality of signature and makes it ready for feature extraction.
In this stage, decision-making is done. If the compared source and test image are
similar, then signature is declared as original, and this indicates the end of matching

39%
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11%
9%

Finance

(a) (b)

Human Resource

Legal

Utilities

Real Estate
45%

32%

23%

Typing Name

Clicking Box

No Preference

Fig. 10.11 (a) shows division of signature biometrics in retail and (b) shows the preferences of the
customers
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process. On the other hand, if the source and the test image do not match, then
signature is declared as a piece of forgery and the process stopped immediately
[55, 56].

4.2.5 Benefits of Online Signature-Based Biometrics to Retail Industry

With the increase in efficiency and precision, it has been seen that the signature
biometrics will provide a high level of security to the user and the one that manages
the operations through it. It also gives the customer a new experience and can also be
considered an element that increases awareness among people about the better
technology. Further, promotes the very basic and the most important motto of
engineering, i.e., automation, as we are all witnessing the revolution in digitization
around the world, where main motto is that our reference stored data will not get lost,
since in the case of manual operations, chances of data loss will be more.

4.2.6 Challenges for Retail Industries

Certain challenges need to be considered like signature variation with time (at least
to some extent). There are high chances of false rejection rates. The signature
biometric when compared to other methods is still in a developing stage, so
improved technologies still need to come up for efficient working of retail sector.
The users of retail industries may not be necessarily comfortable with the use of pad
and digitizer pen for doing a signature. If the customer experience does not turn out
to be satisfactory, then it can directly affect the retailers. This technology also
requires high-quality hardware. All these factors need to be taken into consideration
and should be worked upon so that this technology doesn’t turn out to be a nightmare
for those who start accepting/implementing it.

4.2.7 Outcome from the Case Study

Online signature-based biometric has started influencing the day-to-day life of
people. It has its own merits and challenges during its usage in retail industry. The
efficiency and accuracy of this technology still need to be made more effective so
that it can be easily adopted by the larger community. Some innovation can still be
thought of that can minimize the unavoidable circumstances for humans, which
leads to false rejections. Though, it would not be fair to say that it does not have a
promising future in the retail industry considering its advantages, advancements can
make it reach new heights in this era of automation.
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5 Summary and Concluding Remarks

Nowadays, reliable authentication and authorization of persons are essential tasks
not only in daily activities but also in different applications like access control,
financial transactions, travel and immigration, and healthcare, among others. Tradi-
tional authentication techniques, like the token-based password, are found to be less
reliable because of loss and theft. These issues have been acknowledged by
researchers and developers. Biometric-based techniques are considered alternative
and safer methods for person authentication and identification. Biometric identifiers
are unique for the individuals and found to be more reliable in comparison to token-
based and knowledge-based techniques. In this chapter, we have covered the online
signature-based biometric recognition system, which includes fingerprint scanning,
facial geometry, footprint scanning, retina and iris patterns, DNA, and heartbeat
scanning, among others. Biometrics is the science intended to perform the recogni-
tion of persons based on their biological characteristics: physiological and behav-
ioral. Among behavior biometrics, signature verification occupies an important and a
very special place in the field of biometric technology. A couple of case studies have
been covered in this chapter: online signature-based biometrics in E-commerce to
deal with financial and commercial activities taking place through the medium of
Internet. Nowadays, E-commerce has moved to the mainstream, and an enormous
amount of data and money transfer takes place due to it. Anyone can easily do his/her
financial transactions or purchase required clothes or appliances while sitting at
home using E-commerce systems and websites. Considering the facts discussed in
the second case study that deals with the use of online signature-based biometrics in
retail industry, we can conclude that by proper planning, inclusion of relevant
blueprint with an appropriate, flexible, and stable biometric scheme, we can rescue
numerous victims from hackers and thieves. Biometric-based schemes can serve as
the wall of protection for the identity theft and fraud as they are solely based on
unique and peculiar characteristics of the humans, which cannot be copied by some
other individual.
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Chapter 11
EEG-Based Biometrics
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ANN Artificial neural network
BCI Brain-computer interface
BSS Blind source separation
EEG Electroencephalography
EMG Electromyogram
EOG Electrooculogram
ERP Event-related potential
fMRI Functional magnetic resonance imaging
ICA Independent component analysis
k-NN k-nearest neighbors
LDA Linear discriminant analysis
MEG Magnetoencephalography
PCA Principal component analysis
RSVP Rapid serial visual presentation
SSEP Steady-state evoked potential
SSVEP Steady-state visually evoked potential
SVM Support vector machines
VEP Visually evoked potential
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1 Introduction

Biometrics require a feature that is unique, permanent over a long period, observ-
able, and sufficiently difficult to imitate. A source for such a feature could be the
human brain. It is a very complex organ, containing approximately 86 billion
neurons. Their interconnections are affected by a person’s experience and determine
his or her behavior. From this alone, the brain should provide a source of individ-
uality sufficient for biometrics. However, as the brain constantly adjusts while
processing experiences, permanence is expected to be limited.

Due to its complexity and the fact that it is an internal organ, capturing the brain’s
structure is difficult. However, there are side channels leaking information of the
brain’s processing. From the blood oxygen levels that can be measured by functional
magnetic resonance imaging (fMRI) or near-infrared spectroscopy, spatial activity
patterns can be inferred. As the neurons work electrochemically, it is possible to
measure brain activity electrically or magnetically. The noninvasive methods are
called electroencephalography (EEG) and magnetoencephalography (MEG), respec-
tively. Due to the weak magnetic fields, MEG requires properly shielded rooms and
uses superconductors for the sensors. This makes it very expensive compared to
EEG, where electrical potentials are measured on the scalp. Recently, consumer-
grade EEG headsets have appeared, making EEG the method of choice for practical
biometric applications based on brain activity measurement. An EEG-based biomet-
ric system would require the subject to wear an EEG headset while executing a
certain task. From the recorded EEG data, features have to be extracted that fulfill the
requirements for distinctiveness and permanence under that task.

2 Fundamentals

In this section, we will briefly explain EEG. We will introduce EEG recording
devices and techniques that can be used for brain-computer interfaces. Then, we
will cover data collection, signal processing, and signal analysis. Finally, we will
present software that lets you build and analyze experiments.

2.1 Electroencephalography

EEG is a method of recording neural activity of the brain. The first EEG was
recorded by Hans Berger in 1924 [1]. When neurons are activated, synaptic currents
are produced. Those currents generate an electrical field. Because of the attenuation
from multiple layers of tissue and bones, a large number of neurons have to be
activated synchronously so that the signal can be measured by electrodes which are
placed along the scalp [2, p. 7]. Voltages are in the range of a few microvolts. The
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spatial resolution depends on the number of electrodes used and is in the range of a
few centimeters. EEG devices typically have sampling rates between 128 Hz and
2048 Hz. Higher rates are usually not necessary, as the human EEG has a spectrum
similar to pink noise. Figure 11.1 shows the EEG of a subject in resting state with
eyes open. The corresponding power spectral density is depicted in Fig. 11.2. The
frequency range below 21 Hz contains 90% of the total power. Figure 11.3 shows the
time-frequency representation.

To describe rhythmic activity, the EEG is often divided into certain frequency
bands. Activity in those bands is associated with different mental states [3, 2]. The
different bands are shown in Table 11.1.

EEG is clinically used in diagnostics, for example, of epilepsy or brain death. It
can also be used to identify different sleep states, as those are associated with activity
in certain frequency bands. There are many approaches using EEG for biofeedback
systems that aim to improve cognitive performance, like memory or attention, or to
treat mental, cognitive, and behavioral disorders [4]. EEG can be used as a data
acquisition method for brain-computer interfaces (BCIs), which are especially
important for people suffering the locked-in syndrome.

C
ha

nn
el

 Id
en

tif
ie

rs
 (

10
–2

0 
S

ys
te

m
)

AF3

F7

F3

FC5

T7

P7

O1

O2

P8

T8

FC6

F4

F8

AF4

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Time (s)

Fig. 11.1 EEG recorded with an EMOTIV Epoc EEG headset with 14 electrodes positioned in the
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Fig. 11.2 Spectrum, averaged over all channels of the EEG shown in Fig. 11.1
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Fig. 11.3 Time-frequency representation, averaged over all channels of the EEG shown in
Fig. 11.1. Most black areas reach power beyond scale

290 F. Gondesen et al.



2.1.1 Electrodes and Electrode Placement

EEG recording systems use different types of electrodes. An electrolytic gel or saline
solution can serve as conductor between electrode and skin. Dry or semidry polymer
electrode pads have shorter preparation times but may provide recordings with
higher noise.

The 10–20 system (see Fig. 11.4) is a method of describing the locations of the
electrodes. Capital letters F, P,O, T, or C identify lobes of the brain (frontal, parietal,
occipital, temporal, or central); see Fig. 11.5. Odd numbers refer to electrodes on the
left, even numbers to electrodes on the right hemisphere. Electrodes placed on the
midline are referred to by the letter z. Earlobe positions are identified by a capital A,
frontal polar positions by Fp [2, pp. 15–17].

2.1.2 Artifacts

Artifacts are signals that arise from sources other than the brain. They can be
physiological or extraphysiological in origin. Physiological artifacts arise from

Table 11.1 EEG frequency bands

Band Bandwidth (Hz) Region Associated with

Delta (δ) 0.5–4 Varies Deep (dreamless) sleep

Theta (θ) 4–7.5 Varies Creative inspiration, deep meditation,
drowsiness

Alpha (α) 8–13 Occipital and
parietal

Physical and mental relaxation

Beta (β) 14–26 Frontocentral Active thinking, active attention

Gamma (γ) >30 Frontocentral Active information processing, processing of
sensory stimuli

Fig. 11.4 21 electrodes of
10–20 system for EEG [5].
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body activities. Eye blinks, eye movements, and head movements lead to strong
physiological artifacts in the recorded data. Artifacts that arise from eye blinks or eye
movements are referred to as ocular artifacts and are visible as spikes in frontal
electrode locations. Figure 11.6 shows the EEG of a subject instructed to blink after
visual cues. The EEG contains three spikes prominent in the set’s most frontal
electrodes AF3 and AF4. They occur approximately half a second after the subject
was cued to blink. The corresponding time-frequency representation is depicted in
Fig. 11.7.

Fig. 11.5 Lobes of the
brain [6, Fig. 728]

0 1 2 3 4 5 6 7 8 9 10 11 12 13

Time (s)

AF3

F7

F3

FC5

T7

P7

O1

O2

P8

T8

FC6

F4

F8

AF4

Fig. 11.6 EEG recorded with an EMOTIV Epoc EEG headset with 14 electrodes positioned in the
10–20 system. The subject was instructed to rest and blink after visual cues which appeared at
seconds 3, 7, and 11

292 F. Gondesen et al.



Swallowing or neck contraction can lead to smaller artifacts [7]. Artifacts orig-
inating from the pharyngeal muscles have a broad frequency distribution and affect
many electrode sites. Their strength depends on the level of contraction [8]. The
channel T8 in the EEG depicted in Fig. 11.1 appears to be noisier.

The position T8 is close to facial muscles; thus muscle tension is a possible
explanation for the noise. Extraphysiological artifacts arise from electrical interfer-
ence from power sources or from the EEG recording system. They are visible as
spikes in several electrode locations [7].

Contamination with artifacts makes the analysis of EEG signals more difficult [9];
hence it is beneficial to eliminate sources of artifacts in advance. Here, the instruc-
tions to the subjects play an important role (see Sect. 2.4.1). Artifacts can also be
filtered out or detected, to exclude the contaminated data from further analysis. We
further discuss handling artifacts in Sect. 2.4.2.

2.1.3 Event-Related Potentials

Event-related potentials (ERPs) are the electrical response of the brain to sensory,
affective, or cognitive events. They are generated in response to external stimuli. The
amplitude of ERP waves ranges from 1 μV to 30 μV and is relatively small compared
to the background EEG activity [2, p. 125].
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Fig. 11.7 Time-frequency representation, averaged over all channels of the EEG shown in
Fig. 11.6. Most black areas reach power beyond scale
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Latencies, amplitudes, and topographies vary with stimulus or response features
but are not limited to that. The ERP is also influenced by the subject’s reactions or
attitudes toward a stimulus as well as the design of the experiment. The subject’s
physiology can play a role as well.

The components of an ERP are named starting with the letter P or N depending on
the component being positive (P) or negative (N). Digits typically indicate the peak
latency in milliseconds after event onset. Alternatively, digits are used to enumerate
the positive and negative deflections separately.

If the event is an external stimulus, the ERPs are often named by its modality. For
example, a visually evoked potential (VEP) is the ERP corresponding to a visual
stimulus.

Depending on the latency, components can be attributed to different areas of the
brain. ERP components occurring within 100 ms after stimulus onset are influenced
by physical attributes of the stimulus. Later occurring components are nonobligatory
responses to stimuli [2, pp. 127–128].

2.1.3.1 P300

The P300 is a positive deflection in the ERP. Its peak latency is about 300 ms after
stimulus onset. The window for the P300 ranges between 220 ms and 500 ms after
stimulus onset. The amplitude of the P300 wave is about 10 μV, measured relative to
a pre-stimulus baseline [10]. An ERP with a P300 component is depicted in
Fig. 11.8. P300s can be elicited through a so-called oddball paradigm, where a
rare and relevant target stimulus is shown in a sequence of nontarget stimuli. When
stimuli are presented, the P300 is most prominent with stimuli that the subject is
paying attention to. Therefore, the experimenter controls the direction of attention
and requires the subject to perform a task that involves the target stimuli and not the
nontarget stimuli. Generally, P300s occur only in response to task-relevant
stimuli [10].

The P300 is best recorded over the midline centro-parietal regions of the brain.
Multiple occurrences can be averaged, and information from multiple electrode
locations may be combined. Amplitude and latency may vary, so that averaging
may not deliver the desired results [10]. When the target stimulus is more improb-
able, the P300 wave becomes larger. The amplitude becomes smaller and the latency
longer when discriminating the target stimuli from the nontarget stimuli becomes
difficult. But also when the task is too easy, the amplitude may become smaller.
Many other factors influence the P300 wave. Its latency is related to the age of
subjects. In general, the amplitude is smaller when the subject is older. Also its scalp
distribution changes significantly with age. The P300 becomes more frontal in older
subjects. Extroverts have smaller P300 waves than introverts. Alcohol and other
drugs increase the latency and reduce the amplitude. Dementia, schizophrenia, and
autism influence amplitude or latency [10, 2].
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2.1.3.2 N400

The N400 component of the ERP is a negative deflection peaking around 400 ms
after stimulus onset. The time window of negativity ranges from 200 ms to 600 ms.
The voltage is not necessarily negative; it is only negative relative to the ERP of a
similar stimulus not eliciting an N400. The variance of the latency is very low,
though age, diseases, and language proficiency can influence the timing. The
modulation of the amplitude is related to semantic processing of the stimulus. It is,
for example, correlated to the cloze probability when sentences with odd endings are
used as stimuli: “take coffee with cream and dog.” Though the topographies vary
with the stimulus type, the N400 can be recorded over centro-parietal regions.

2.1.4 Steady-State Evoked Potentials

Observing a flickering light can evoke activity at the same frequency in the visual
cortex. This phenomenon is called steady-state visually evoked potential (SSVEP) or
sometimes visual steady-state response. SSVEP is typically measured at a frequency
range of 3.5–75 Hz [11, 12]. In different frequency ranges, state evoked potentials
exist also for somatosensory and auditory stimulation. The effect of steady-state
evoked potential (SSEP) at different frequencies varies among individuals.
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Fig. 11.8 ERP with P300 component
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2.2 EEG Recording Devices

The following section provides a short overview of two very diverse EEG recording
devices: the BioSemi ActiveTwo and the EMOTIV Epoc. They differ in price,
performance, and usability. The ActiveTwo was introduced in 2002 and has been
further developed since then [13]. The Epoc was released in 2009. A slightly
improved version, the Epoc+, followed in 2013. Google Scholar lists several thou-
sands of results for both devices [14, 15].

2.2.1 BioSemi ActiveTwo

The BioSemi ActiveTwo is an EEG recording device for research applications by
BioSemi B.V. It costs approximately 13.500 € with 8 electrodes and approximately
75.000 € for 256 + 8 electrodes [16]. The electrodes are mounted in an electrode cap
(see Fig. 11.9). Its sampling rate ranges from 2 kHz to 16 kHz. It differs from
low-cost EEG devices in that it supports more electrodes and each channel comes
with its own 24 bit ADC. For a 128-channel headcap, a preparation time of 30 min is
realistic [17].

2.2.2 EMOTIV Epoc

The low-cost EEG headset by EMOTIV Inc. is designed for research and brain-
computer interface applications. It has 14 channels and costs approximately 799$.
The reusable electrodes consist of gold-plated discs and felt pads (see Fig. 11.10)
that have to be soaked in a saline solution before use. Its sampling rate is 128 Hz or,
for the newer Epoc+, 256 Hz. The specified bandwidth for both versions is 0.2 Hz–
43 Hz. The EEG headset comes with a single 14-bit ADC [18]. Due to its headset

Fig. 11.9 Electrode cap
with 32 electrodes
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design, it can be mounted in a few seconds. But the preparation can take several
minutes as some electrodes might not have good contact until slight position
adjustments or have not been sufficiently soaked. A person wearing an Epoc EEG
headset is shown in Fig. 11.11.

Grummett et al. [19] evaluated the Epoc comparing it to more expensive EEG
systems. While showing a higher noise floor, it was found suitable to measure the
two of the selected EEG phenomena. ERPs could not be tested due to timing
problems with the supplied recording software Testbench. Time-locked experiments
require to store the time of the events synchronously to the EEG data. Different from
research-grade EEG systems, the Epoc does not have a hardware trigger channel.
The trigger signals, called markers by EMOTIV, are added in software. Testbench
can receive them via a serial port. When no serial port is available, virtual serial ports
or USB to serial adapters can be used. They might further influence the timing.
Nonetheless, the Epoc has been used in ERP biometrics studies [20–22].

Fig. 11.10 EMOTIV
Epoc’s reusable electrode
pads

Fig. 11.11 Person wearing
an EMOTIV Epoc EEG
headset
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2.3 Brain-Computer Interfaces

A BCI is a system that allows a user to input data to a computer without the
activation of efferent nerves [23]. This requires the user to do a mental task that
deterministically changes features of the brain activity that can be captured by an
acquisition device. This feature has to be extracted, classified, and translated to a
suitable output, which can, for example, be a letter typed on a virtual keyboard. The
appearance of the typed letter on a screen is a commonly used feedback to the user,
but BCIs without feedback are possible. The components of a BCI are shown in
Fig. 11.12. For every component there exist several different approaches or methods.
Though they can be selected, by and large, independently of each other, adjacent
components need compatible parameters. The feature extraction method is required
to extract a feature that is actually measurable by the acquisition system and
influenced by the task. Otherwise the classifier will not be able to distinguish
between the different conditions of the task.

2.3.1 P300 Speller

An example of a BCI is the P300 speller. A screen (depicted in Fig. 11.13) shows a
matrix of letters that are lit up column- and row-wise. The user focuses on the letter
to be typed, thus making the rare event of that letter lighting up relevant, which

Fig. 11.12 Components of a BCI [24]. The methods for the individual components can be selected,
by and large, independently of each other. Feedback is optional

Fig. 11.13 Screen of a
P300 speller. The letters are
lit up column- and row-wise
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elicits an ERP with a P300 component. The system recognizes the time of the P300
event and thus identifies the letter.

2.4 Data Collection, Signal Processing, and Analysis

Building an EEG-based biometric system is very similar to a BCI. It consists of the
same components (shown in Fig. 11.12) with one major difference: instead of using
a feature that allows to deduce the user’s will, it has to facilitate the conclusion who
the user is. In this section we will discuss how to design the components in relation to
the application of biometric identification.

2.4.1 Conducting EEG Experiments

The center of an EEG experiment is the subject, who has to perform a certain task.
The task has to be known prior to the experiment. The experimenter can usually
explain the task, while the EEG system is being set up. It helps to demonstrate at
least a part of the experiment before commencing it. When the EEG is set up, the
subject can be asked to clench teeth or blink while watching the live EEG signals to
explain the severity of artifacts. This helps reducing activity generating them
[25]. However, urging the subject not to blink or move their eyes changes the nature
of the task. The subject might pay attention to the eyes and might lose focus on the
stimuli. This can, for example, significantly affect the P300 [10].

When visual stimuli are presented, a cross can serve as a fixation point to look at
(see Fig. 11.14). It can help in reducing eye movements.

Many experiments require the subject to pay full attention. EEG experiments can
be very lengthy and boring so that subjects might lose motivation and pay less
attention. Including a score on how well the subject performs can help to compensate
this. If this is not compatible with the task, it might be possible to introduce slightly
deviant trials, often referred to as “target” that has to be detected. But this creates an

Fig. 11.14 Fixation cross
on gray background
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oddball paradigm, which might not be wanted. The target trials have to be excluded
from the analysis then.

If the sequence of the experiment follows patterns that can be learned, the sub-
ject’s brain might adapt to this which might influence the EEG. It is best practice to
randomize the order of the stimuli. Constant timing can also create a bias.

When dealing with visual stimulation, care has to be taken because of the risk of
epileptic seizures. These can even occur to subjects who have no history of epilepsy.

2.4.1.1 Rapid Serial Visual Presentation

Rapid serial visual presentation (RSVP) is a method for presenting visual stimuli. In
RSVP, visual stimuli appear serially in the same location of a screen. The rate at
which the stimuli appear can vary between less than 50 ms and several hundred
milliseconds. RSVP has been used to address questions about reading and language
processing [26]. In 1975, Potter explored that an observer can detect an expected
scene even when it is presented so briefly that it would not otherwise be remembered
[27]. RSVP can be applied to speed up experiments in which the oddball paradigm is
used to elicit P300s.

When a subject has to identify multiple targets within a continuous stream of
stimuli, the subject might miss one or more of the target stimuli. Interference is
produced when the presentation of another stimuli starts before target-identification
processes of previous target stimuli are complete. Further target stimuli are poorly
detected when they are presented during a 270 ms interval beginning 180 ms after
the first target stimulus has been shown [28]. This phenomenon is known as
attentional blink. Another phenomenon observed in RSVP is repetition blindness.
Subjects have been shown to have difficulty detecting repeated occurrences of target
stimuli when multiple target stimuli appear within a time frame of 500 ms [29].

2.4.2 Improving Signal-to-Noise Ratio

The EEG signal components of interest are not only often contaminated with
artifacts but also superimposed with uncorrelated background activity of the brain.
A general approach dealing with those two kinds of noise is averaging. EEG
experiments are usually structured into smaller units, referred to as trials that are
repeated several times. Assuming signal components unrelated to the experiment to
be zero-mean, averaging over the trials will cancel out the noise. As artifacts are
often significantly stronger than EEG signals, the occurrence of a spike in one of ten
trials can still be prominent in the average and can be confused with an expected
spike. Thus artifacts are often removed in advance.
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2.4.2.1 Handling Artifacts

Some artifacts can be easily handled by filtering. One example is the ubiquitous
50 Hz or 60 Hz signal from the power grid. EEG devices typically have built-in
notch filters for these frequencies.

Artifacts originating from the eyes, the electrooculogram (EOG), show distinctive
spikes in EEG channels next to the eyes. It is also possible to attach additional
electrodes below the eyes to measure EOG activity. Muscle artifacts, the electro-
myogram (EMG), are detectable on many electrode sites and have a broad frequency
range. Due to the pink noise-like property of the EEG, it can be detected at high
frequencies with low EEG activity, for example, 110–140 Hz. The detection can be
automated according to certain thresholds or done by visual inspection by the
experimenter. The latter poses the risk of introducing a bias into the data, as trials
containing artifacts are usually excluded from further analysis.

2.4.2.2 Handling Background Activity

ERPs are time-locked signals. Their signal-to-noise ratio profits greatly from time-
locked averaging. Non-time-locked components are canceled out. Some ERP com-
ponents, like the N400, are very weak. To detect them it is necessary or at least
beneficial to compare the average of trials containing the components to the aver-
aged trials not containing it. Comparing two different conditions is not limited to the
analysis of ERP, and it can be done in time or frequency domain. One of the
conditions is often referred to as baseline. The comparison can be absolute, by
subtraction, or relative by division. Figure 11.15 shows a baseline-corrected version
of the time-frequency representation shown in Fig. 11.3. The power of each fre-
quency was divided by the corresponding average power of a 5-second timespan
where the subject was resting and not cued to blink.

2.4.3 Selecting and Extracting Features

An EEG-based biometric system has to discriminate EEG data of different subjects.
The data is typically organized in trials or averages of multiple trials that have a
length of few seconds. Depending on the sampling rate, the data consist of hundreds
to thousands of samples per channel. Directly using these data as a feature vector for
any machine learning approach will probably have poor results, as training sets are
typically small. Recording more trials consumes time and may be exhausting for the
subject. Thus, it is reasonable to apply a feature extraction method prior to classifi-
cation that minimizes the size of the feature vector while minimizing loss of
discriminant information. Where to find discriminant information in the EEG may
largely depend on the subject’s task. If, for example, the experiment aims to elicit a
known ERP component like the P300 or N400, it might be sufficient to only regard
the EEG data of the corresponding timespan. As these ERP components are rather
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slow, downsampling might be applicable too. If the topography of the component is
known, channels can be averaged or excluded. The resulting feature vector would
cover the characteristics of the ERP component, but other discriminant information
would be reduced.

The effects of different tasks on the EEG, especially with regard to their discrim-
inant information is not completely understood and thus subject to biometrics
research. To search for suitable features in the EEG, it helps to transform the data.
As tasks can influence the oscillatory patterns, it is helpful to transform the time
signal to the frequency domain [30]. The spectrum of a 14-second resting state EEG
is shown in Fig. 11.2. Using the spectrum of a whole trial compresses the signal into
a single time bin, thus reducing the size of the feature vector. But it lacks information
about time-dependent variations. To keep temporal information, several spectra of
different timespans of the trial can be computed by the short-time Fourier transform
(STFT) or similar techniques. A time-frequency representation for the 14-second
resting state EEG is shown in Fig. 11.3. This helps in identifying changes in EEG
due to tasks but also adds another dimension to the data. A popular method to
structure multivariate data is to apply principal component analysis (PCA). PCA
transforms the data to an orthogonal basis, whose vectors are sorted by the largest
variance. It is possible to reduce the data, by dropping the vectors of least variance.
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Fig. 11.15 Baseline-corrected version of the time-frequency representation (shown in Fig. 11.3) of
the EEG shown in Fig. 11.1. The timespan of 2.5 seconds before the plotted EEG was used as
relative baseline
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Under the assumption that the EEG signal is a mix of statistically independent
signals of different origin, independent component analysis (ICA) can be used for
blind source separation (BSS). This decomposes the EEG into signals of different
origin. Hence the signal correlated to the task and different noise signals are
separated.

2.4.4 Classification

In biometric identification, data have to be classified corresponding to the users.
Thus multiclass classifiers are required. Generally, multiple binary classifiers can be
coupled to solve multiclass problems [31]. This is often done with support vector
machines (SVM) that are popular in EEG-based biometrics research. Other popular
classifiers are different forms of artificial neural network (ANN), linear discriminant
analysis (LDA), and k-nearest neighbors (k-NN) [32]. Some classifiers require a
Gaussian distribution. This cannot generally be assumed for any feature vector
derived from EEG data.

2.5 Software

Manufacturers of research-grade EEG systems offer software to visualize the live
signal and record it. Interfaces to access the live data are typically provided, too.
Consumer-grade devices typically have interfaces that allow access to predefined
features of the EEG for using it in end-user application, while access to raw EEG
data is restricted. Additional to data acquisition, EEG experiments require different
steps of data analysis and often the presentation of precisely timed stimuli. We
briefly describe a few software packages that facilitate these tasks.

2.5.1 FieldTrip

FieldTrip is an open-source MATLAB toolbox developed by the Donders Institute
for Brain, Cognition and Behavior, in Nijmegen, the Netherlands. Among others, it
offers functions for EEG analysis, covering preprocessing, time-locked analysis,
time-frequency analysis, and plotting. It is compatible with different EEG data
formats and offers real-time acquisition methods [33].

2.5.2 EEGLAB/BCILAB

EEGLAB is a MATLAB toolbox for processing electrophysiological data licensed
under the GPL. It features an interactive graphical user interface, functions for
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artifact removal, ICA and time-frequency analysis, and plotting [34]. BCILAB is a
toolbox based on EEGLAB, adding BCI-specific features [35].

2.5.3 Psychtoolbox

Psychophysics Toolbox is a free MATLAB toolbox allowing to deliver precisely
timed visual and auditory stimuli. It also contains functions to facilitate processing of
inputs [36].

2.5.4 BCI2000

BCI2000 is a software system for BCI research. Its C++ sources are free for
nonprofit research and education. It features integration of MATLAB scripts and a
network interface for live interactions with arbitrary software [37].

3 Methods for EEG-Based Biometric Systems

An EEG-based biometric system requires the subject to perform a task while his or
her EEG is recorded. The signal then has to be preprocessed, and features have to be
selected that allow a classifier to distinguish if the recorded data matches to a stored
feature set. For all stages shown in Fig. 11.12, different methods can be used. The
selection of methods and their fine tuning largely depends on the methods used in the
other stages. A set of methods can be referred to as paradigm.

We distinguish between event-related paradigms where the task is connected to a
certain stimulus that creates an ERP and non-event-related paradigms where the aim
of the tasks is not to elicit an ERP. Some paradigms combine biometrics (what you
are) with some sort of shared secret (what you know). Furthermore, BCIs can be used
to enter passwords, which is generally not a biometric approach. In contrast to
traditionally typed passwords, BCI password spellers resist shoulder surfing attacks.

3.1 Event-Related Paradigms

Due to the time-locked nature of ERPs, it is important to know the exact moment of
the event. Thus examining the ERP of an internal event, for example, a certain
thought, is difficult. Typical approaches of ERP biometrics therefore use external
stimuli. They can in principle be applied to any of the five classical senses, but
creating gustatory, olfactory, or somatic stimuli is difficult in practice. Audition and
vision are technically easier to use; stimuli can easily be delivered by a PC or
smartphone. To date, most publications on ERP-based biometrics use VEPs. Visual
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stimulation allows a high variety of different stimuli that can be delivered quickly via
RSVP (see Sect. 2.4.1.1), which helps to create a sufficient number of trials without
consuming too much time. To create a biometric system based on the ERP paradigm,
components of the ERP that are highly depending on personal traits should be
chosen. The task, the type of stimuli, as well as the selection of the actual stimuli
can have a big impact on certain ERP components. For ERP analysis, trials of the
same condition are typically averaged. This reduces components related to back-
ground activity and noise (see Sect. 2.4.2). Although ERPs are typically analyzed in
the time domain, analysis in the frequency domain is also possible. The features to
extract from this signal are the positions and amplitudes of the wave components,
sometimes referred to as landmarks. Which landmarks are suitable depends largely
on the complexity of the stimulus and of the task. For earlier ERP components that
are associated with sensory processing, simpler stimuli are sufficient. Later ERP
components are associated with higher levels of processing (see Sect. 2.1.3) and thus
require a more complex experimental protocol. The experimental protocol also
influences the frequency bands (See Table 11.1). While even simple ERP experi-
ments that require the subject to pay attention to a stimulus should affect the beta
band, only protocols that involve active information processing should affect the
gamma band activity.

3.1.1 Visually Evoked Potentials

Visual stimulation offers a broad range of stimulus complexity. The components of
ERP directly depend on the type of stimulus. A picture probably entails more
cognitive processing than a simple flash. In this section we try to structure the
VEP paradigms by the presumed effect of the stimuli selected.

3.1.1.1 Early Visually Evoked Potential Components

In 2006, Power et al. [38] studied the VEPs produced by inverting a black and white
checkerboard every second on 13 subjects. Besides different sets of electrodes in the
occipital region, a variety of features was evaluated:

• The amplitudes of the early ERP components P100, N75, and N135 (latencies
were disregarded because they are assumed not to vary much between
individuals).

• Spectral power in the alpha and beta bands, because VEP stimulation was
found to increase activity in these bands.

• Autoregressive models of order 3, 4, 5, and 6.

Autoregressive models reached classification accuracies between 25% and
63.5%. The spectral power in the beta band yielded accuracies around 50% to
60%, superior to the alpha band with accuracies below 20%. The amplitudes of
the P100, N75, and N135 yielded accuracies between 36.5% and 67.3%. The highest
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accuracy of 86.5% was reached by combining P100, N75, and the beta band on the
channel set O1, Oz, and O2.

Singhal et al. also used a checkerboard as stimulus for their study with 10 subjects
in 2007 [39]. Arguing that an onset/offset VEP is more variable than a VEP elicited
by pattern reversal, the checkerboard was shown for a flash of 100 ms at a rate of one
per second. Only 300 ms of post-stimulus data were analyzed with a mother wavelet
due to similarity to the VEP waveform. Out of 343 wavelet coefficients, the
35 highest energy coefficients were used as feature vector. A k-NN classifier yielded
a peak accuracy of 42%. An alternative method using phases, latencies, and ampli-
tudes of the onset/offset VEP components P75, N125, and P150 yielded 78%
accuracy when using a two-dimensional Gaussian kernel.

In 2015, Barbosa et al. [40] conducted a study with 16 infant subjects using
looming stimuli. A VEP is expected approximately 800 ms before a seemingly
approaching object hits. A detector for VEPs was used to segment the data into
VEP candidates of 200 ms. The classification with an ANN had an accuracy of
62.5%. This was argued to be comparable to other research, as more subjects were
tested, but fewer trials recorded.

3.1.1.2 Recognition and Memory

Palaniappan et al. [41] started to use VEP for biometrics in 2002 using pictures of the
Snodgrass and Vanderwart set that consists of 260 standardized line drawings of
single easily recognizable objects [42]. The stimuli were presented for 300 ms,
followed by a 5.1 s interstimulus interval. The feature extracted from data segments
of 1 s per trial was the total power in the gamma band. This band was argued to be
“related to higher brain functions like perception and memory” and “the level of
perception and memory access between individuals are generally different.” Half of
the 40 artifact-free trials per each of the 10 subjects were used to train an ANN. With
the other half used as test set, depending on the parameters, the average classification
rate was 90.95%, peaking at 95%. In subsequent research, the experimental protocol
was kept, but the analysis parameters were changed.

A more complex task was used by Das et al. in 2009 [43] in a study with
20 subjects. Pictures of cars and faces with added white noise were shown for
40 ms, preceded by a fixation screen and followed by a blank screen each for a
random period of 0.5–1.5 s. The subjects had to decide after each presentation to
which class the picture belonged. 200 ms pre-stimulus and 500 ms post-stimulus
were analyzed. SVM and LDA classifiers were applied. By applying a method they
called “Fisherbrains,” the most discriminative spatial and temporal features were
identified. As expected, electrodes over the visual cortex were optimal. The period
from 120 ms to 200 ms contained most discriminant information. Classification on
pre-stimulus data was only slightly above chance level. With the post-stimulus data,
SVM performance peaked at 94%.

In 2015, Armstrong et al. [44] used acronyms as stimuli on 45 subjects. The idea
behind this is that people know different sets of acronyms and their processing in
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semantic networks results in an N400 (see Sect. 2.1.3). Four different classifiers were
tested, with accuracies between 82% and 92%. A combination to a meta-classifier
reached 97%. To assess the permanence, the experiment was repeated with a smaller
number of subjects after about 2 weeks and about half a year, showing similar
performance.

Based on this, Ruiz-Blondet [45] evaluated polarizing foods and celebrities and
compared it to other visual stimuli as well as different tasks: oddball, pass-thought,
and resting state. As it was the best performing classifier in the previous study, only
cross correlation was used. When using just the optimal sensor, color food achieved
an accuracy of 86% on 50 subjects. Voting classification on three sensors reached
100%. It was found that the topography of discriminant information depends on the
type of stimulus. While it is strongest over the occipital cortex for foods, it is more
central for celebrities.

3.1.1.3 P300

Das et al. [46, 47] used an oddball paradigm (see Sect. 2.1.3.1) in two slightly
different protocols, one using geometric shapes and one using letters and digits. The
parameters of the data analysis were tuned to find optimal classification results.
Inspecting the frequency band from 0.5 Hz to 8 Hz of 600 ms from stimulus onset in
50 trials, EERs around 14% could be achieved. Nontarget stimuli outperformed the
target stimuli. The 50 subjects were tested up to three times over a couple of weeks to
verify the permanence of the features.

3.1.2 Secret Components

ERP components can significantly differ depending on the meaning a stimulus has to
the subject. This can be, for example, related to familiarity or relevance to the task.
Picking a set of stimuli with a high variety of meaning to the population helps to
create an efficient paradigm. If stimuli are selected that are known to have a certain
meaning for a subject and uses the effect on the ERP as a feature, a shared secret is
introduced. If this secret is, for example, the familiarity of faces, an imposter able to
obtain the information, could familiarize with the pictures of faces and increase his
chance of a match.

Touyama and Hirose conducted a VEP study with five subjects in 2008 [48]. Nine
different images were presented, of which the subject could select an arbitrary
number as targets in order to elicit a P300 component in the ERP. PCA was used
for dimension reduction of the temporal data. By using target and nontarget images,
an LDA classifier had a peak rate of 97.6%.

In 2016 Koike et al. used a similar protocol with one out of five Zener cards
[20]. PCA was combined with several machine learning algorithms, achieving a
peak accuracy of 96.7% on the 25 subjects. Data acquisition was done with the
EMOTIV Epoc EEG headset (see Sect. 2.2.2).
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Also in 2016, Harshit et al. [22] conducted an ERP study with the EMOTIV Epoc
on five subjects. The protocol consisted of stimuli in different modalities: familiar
voice, unfamiliar voice, self-voice, and self-face. They showed that the response to a
familiar voice has a much higher amplitude. The mean classification accuracy was
79.73%.

3.2 Non-Event-Related Paradigms

Non-event-related paradigms take the brain’s response to certain longer-lasting tasks
into account. In contrast to event-related paradigms, there is no short-duration event,
which can be used for time locking. To our knowledge, this paradigm was presented
first by Poulos et al. in 1998 [49]. The authors demonstrated that person identifica-
tion based on EEG-extracted features is possible.

In general, the procedure for identification or authentication is always the same.
Subjects perform one or multiple tasks that are described below while their EEG is
being recorded. After preprocessing and feature extraction, classification follows. A
classifier has to be trained beforehand using training data.

3.2.1 Tasks

A wide variety of tasks have been used in non-event-related paradigms. We describe
them briefly in the following. Two selected tasks will be described in more detail. It
is not always clear why authors chose certain tasks, even though the task may
influence many things, for instance, the regions of the brain that are being activated
or the EEG activity in certain frequency bands. It is also possible that certain tasks
have better repeatability [50].

Poulos et al.’s subjects were instructed to rest with closed eyes [49, 51]. The
majority of papers on non-event-related paradigms considers this task [52–61].

Keirn and Aunon let subjects perform various mental tasks (resting with eyes
open, resting with eyes closed, math, object rotating, letter composing and visual
counting) while their EEG was recorded. The authors demonstrated that it is possible
to distinguish these tasks in the recorded data [62]. They suggested that people with
locked-in syndrome could use their thoughts to communicate with their surround-
ings. These tasks were taken up by Palaniappan [53, 55] to build a biometric
identifier. Paranjape et al. also instructed their subjects to rest with closed eyes and
with open eyes [52].

A new task has been discussed by Thorpe et al. They introduced pass-thoughts. If
different pass-thoughts by the same subject and if same pass-thoughts by different
subjects could be distinguished, pass-thoughts may be utilizable for an authentica-
tion scheme.
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Motor imagery tasks have been used by Marcel and Millán [63] and Ashby et al.
[56]. Marcel and Millán also asked their subjects to generate words beginning with
the same random letter.

Brigham and Kumar presented an identification scheme which is based on
imagined speech [64].

Chuang et al. let their subjects perform few tasks that have been used before
(resting with eyes closed, pass-thoughts, motor imagery) and introduced new tasks
(object counting, recitation, eye and audio tone) [65].

Eye and Audio Tone
Subjects close their eyes and listen for an audio tone. Upon hearing the tone, the
subjects open their eyes and stare at a dot.

Generate Words
Subjects generate words beginning with the same random letter.

Imagined Speech
Subjects imagine speaking without performing any overt actions.

Letter Composing
Subjects compose a letter without vocalizing. If the task is repeated several times the
subjects are told to try to pick up where they left off in the previous task.

Math
Subjects solve nontrivial and nonrepeating multiplication problems and are
instructed not to vocalize or make overt movements.

Motor Imagery
Subjects imagine that they are moving a finger, limbs, or a specific motion from
sport. These simulated movements activate similar regions of the brain which are
involved in motor preparation [66].

Object Counting
Subjects count objects of a previously chosen color.

Object Rotating
Subjects imagine the rotation of an object that was shown before.

Pass-Thought
Subjects focus on a previously chosen thought.

Recitation
Subjects imagine that they are singing a song or reciting a passage.

Resting
Subjects close their eyes, focus on their breathing and remain still. A variant is
resting with open eyes.

Visual Counting
Subjects close their eyes and imagine numbers being written on a blackboard
sequentially.

11 EEG-Based Biometrics 309



The acceptance of several mental tasks has been surveyed by Chuang et al. Their
subjects (n ¼ 15) found some tasks difficult (motor imagery, pass-thoughts). All
tasks were found boring or would not be repeated by parts of the surveyed
group [65].

3.2.1.1 Resting with Eyes Closed

The resting with eyes closed task is often used in non-event-related paradigms. In the
resting state, the alpha activity is dominant (see Table 11.1). The maximum voltage
of the alpha wave can be measured over the occipital region, but it also appears in
parietal and posterior temporal regions of the brain (see Fig. 11.5). The amplitudes
vary from subject to subject and in a given subject also from moment to moment
[67]. The influx of light, for instance, due to eye opening, temporarily blocks
posterior alpha waves and was already mentioned by Berger in 1929 [1]. Mental
tasks or other stimuli do also temporarily block alpha waves, but their influence is
not as high as the influence of light [67].

3.2.1.2 Pass-Thoughts

The interesting approach of pass-thoughts was introduced by Thorpe et al. They
described a system where a user’s thought (the pass-thought) acts as a password.
That thought has to be recorded with enough accuracy to distinguish between
different thoughts of the same user and between same thoughts of different users.
The physiological uniqueness of a user’s brain would act as biometric
component [68].

If it were possible to extract single thoughts from the brain, one could not only
build a shoulder surfing resistant authentication system. It would also revolutionize
all areas of human-machine interaction. However, as of today, there is no BCI
available that is capable of extracting thoughts. That is why Thorpe et al. presented
a feasible alternative: a password speller that utilizes event-related potentials.

Chuang et al. use pass-thoughts as one task among many [65]. However, they do
not investigate whether different thoughts of the same user can be distinguished. In a
follow-up paper, Johnson et al. investigate the extent to which both factors, the secret
pass-thought and the biometric component, are necessary for successful authentica-
tion. Their result is that Chuang’s system is more dependent on biometric compo-
nents than on the chosen secrets [69].

3.3 Steady-State Evoked Potentials

As the SSEP responses of different frequencies are individual, they could be used as
biometric feature if permanence criterion is fulfilled. In 2015 Phothisonothai [70]
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used SSVEP as biometric feature. The true acceptance rate varied between 60% and
100% on a population of five.

4 Discussion

Various aspects need to be taken into account when designing EGG-based biometric
systems. In this section, we will first discuss performance of EEG devices and their
usability in general, followed by an overview on attacks and countermeasures. After
that, we will address ethics, acceptance, and privacy. Finally, we will discuss future
perspectives.

4.1 Performance

At a first glance, EEG-based biometrics is a promising approach. There are several
papers claiming classification accuracies close to 100%. But many studies have been
conducted on very small populations between 4 and 20 subjects or used a publicly
available dataset that is believed to be biased [40]. Depending on the application, it is
desirable to be able to sufficiently discriminate much larger populations. Without
doubt, the brain itself has got enough uniqueness. But how much of it can be
obtained by EEG readings?

Ruiz et al. achieved an accuracy of 100% on a higher population of 50 subjects by
combining different types of stimuli in an ERP protocol. But this comes at the cost of
longer recording sessions. Per subject, EEG data of 35 minutes were recorded, in
contrast to about 5 minutes in other studies. Thus it can be reasoned that by
combining multiple features and increasing the recording time, the decrease of the
accuracy in higher populations can be compensated. This would, of course, increase
the conflict with collectability. Even with an EEG headset with dry electrodes,
setting it up takes longer than the total process of conventional biometric systems
like fingerprint or iris scans. Using simpler EEG devices with shorter setup times
decreases signal quality, thus decreasing accuracy. A small number of electrodes can
also decrease accuracy, as the spatial information is reduced.

Many studies rely on a single EEG recording session that is then separated into
trials for training and test sets. This poses the risk that the result is not reproducible
because it relies on the discriminant information of a transient feature. Such a
transient feature could depend on the affective state of the subject. Permanence in
EEG-based biometrics has only been assessed in few works [44, 47]. The features
used here were sufficiently stable for at least half a year.

EEG-based biometric authentication systems can be deployed under laboratory
conditions. There is no evidence that event-related paradigms outperform non-event-
related paradigms, or vice versa. In both paradigms, there are tasks that are practi-
cally applicable, e.g., recognition of pictures (event-related) or resting with eyes
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closed (non-event-related). However, due to the long setup phase and long recording
times, EEG-based biometric authentication systems may only be attractive in appli-
cations where users already wear EEG devices for a longer period of time. In that
regard, tasks that do not rely on a user’s attention are preferable and would allow
continuous authentication.

4.2 Attacks

Attacks on EEG-based biometric systems can be grouped in different families: direct
attacks which target the sensor and indirect attacks that focus on other parts of the
biometric system. In addition, biometric systems can be used as a side channel.

Johnson et al. describe a direct attack on Chuang et al.’s [65] non-event-related
authentication system. In that system, users can choose their own secret in some of
the tasks, for example, which song to recite. The authors address the question of
whether an attacker gains advantage from information about a given user’s
secrets [69].

Maiorana et al. discuss an indirect attack against biometric systems. They assume
that an attacker can access the scores produced by a classifier. The attacker uses them
to generate EEG templates by means of a hill-climbing procedure until achieving
successful authentication [71].

Martinovic et al. showed that it is possible to detect which of the presented stimuli
in image-based experiments are related to the user’s secret information, including
information related to the user’s credit cards or the persons known to the user
[72]. The problem with their attack is that the stimuli were noticeable by the users.
Frank et al. were able to improve this attack by decreasing the stimuli’s display time
below 13.3 ms. This short period of time is usually not sufficient for conscious
perception [73].

4.3 Ethics, Acceptance, and Privacy

EEG data allow to draw conclusions about a user’s illnesses, addictions, or moods.
For that reason, we will discuss ethics and user acceptance. In addition, storage and
evaluation of personal health data are subject to regulations of data protection and
security laws. This will be covered at the end of this subsection.

Farah presents a broad overview of practical and philosophical issues in the
application of neurotechnology and reviews key examples for each type of issue
[74]. Kubler et al. and Haselager et al. discuss ethical aspects of BCI as a medical
tool (e.g., with respect to locked-in patients) [75, 76]. Vlek et al. go a step further and
imagine a scenario in which a BCI system reveals to an employer the fact that the
BCI user might have been drinking the night before [77]. In general, BCIs can be
used to obtain personal information. They may be able to reveal psychological states
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and traits, sexual attraction, or personality characteristics like extraversion, neurot-
icism, risk aversion, pessimism, persistence, and empathy [74]. That is why research
proposals should be reviewed by an ethics committee. As a consequence, the
protection of this personal information raises research questions, such as, how to
control which features are extracted from the EEG. These and other questions are
discussed by Bonaci et al. [78] and Takabi [79].

Acceptance of BCIs has been studied with respect to users with severe motor
disabilities [80]. Guger et al. investigated how many users would be able to operate
an EEG-based BCI [81]. We can imagine that users might be rather skeptical
because a device is reading their minds and, as mentioned above, illnesses, addic-
tions, or moods may be revealed. On the other, the technical innovation could make
users curious. Shoulder-surfing resistance or continuous authentication may be
features that could outweigh the aforementioned concerns.

EEG data contain information about the user’s health and the collection of
medical data raises special legal concerns. A comprehensive overview of legal
implications of brain imaging is provided by the Committee on Science and Law
of The Association of the Bar of the City of New York [82]. Bonaci et al. [78] and
Takabi [79] make suggestions for privacy-friendly EEG-based biometrics. However,
in a large number of papers, the legal implications of brain imaging with regard to
EEG-based biometrics receive too little attention. It is important to ensure, if
EEG-based biometrics are used widely, that these do not disclose more information
than other biometrics or a traditional password.

4.4 Perspectives

EEG-based biometrics are still far from being significant for real-world applications.
Though recording devices and data analysis methods keep improving, it is unclear if
it will ever become as common as fingerprint based biometrics. If it becomes
common to wear EEG headsets, for example, to use it as a game controller, the
game provider might apply biometric methods to identify and track the users. This
could be interesting for marketing purposes.

Other than fingerprints, we are not leaving our brainprints anywhere behind; thus
it is unlikely that EEG-based biometric identification will become important in crime
investigations. Even if a brainprint was available, recording an artifact-free sample
from a reluctant subject might be difficult and it might be even possible to practice
countermeasures. Countermeasures have been examined in regard to a P300 based
lie detector [83]. On the other hand, not leaving brainprints behind and being able
prevent sampling are welcome features for authentication.

The extensive time used for setting up the recording device and collecting the data
is a main obstacle for a wide deployment of EEG-based authentication. Only in high-
security environments such delays can be tolerated. In high-security environments,
continuous authentication is a welcome feature. To avoid distraction from the actual
task, the authentication should run in the background. This would require
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authentication schemes that are either task independent or directly tied to the real
work of the person to authenticate. The feasibility of distraction-free continuous
EEG-based authentication is an open research field.

5 Conclusion

The availability of consumer-grade EEG devices has increased the interest in
EEG-based biometrics. As the brain itself holds very much discriminant information,
high accuracies are expected. The EEG is a behavioral characteristic that cannot be
captured remotely, preventing it from being copied easily. Taking EEG samples is a
main disadvantage as it consumes at least minutes compared to conventional bio-
metrics requiring a few seconds or less. Speeding that process up without losing too
much accuracy is a main challenge in research. It is not clear howmuch can be gained
by better algorithms or improved EEG devices. EEG might generally be the limiting
factor and might have to be replaced by other, possibly invasive, measuring tech-
niques. The long setup andmeasuring times can be disregarded in applications, where
an EEG is worn anyway. This would allow continuous authentication schemes.

As the EEG is not fully understood, it is possible that future research enables
extraction of information from recorded EEG samples that should be kept private.
The resulting ethical and legal questions have hardly been addressed by biometrics
research yet. This risk, accompanied by the usability aspects, is an obstacle for mass
deployment for biometrics based on the EEG.

Glossary

Affective state psycho-physiological construct combining subjective evaluation,
arousal, and motivation. 23.

Brain-computer interface input device usable without activation of efferent
nerves. 2, 33.

Efferent nerves nerves carrying information from the brain to peripheral effector
organs. 11.

Electroencephalography measurement of the brain’s electrical activity on the
scalp. 1, 33.

Event-related potential EEG response to a certain event. 7, 33.
Steady-state evoked potential EEG response to a periodical stimulus. 9, 33.
Steady-state visually evoked potential EEG response to a visual flicker stim-ulus.

9, 33.
Visually evoked potential EEG response to a visual stimulus. 7, 33.
Zener card deck of five cards with simple symbols, used in extrasensory percep-

tion experiments. 19.
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Hybrid Technologies



Chapter 12
Multimodal Biometric Invariant Fusion
Techniques

P. Viswanatham, P. Venkata Krishna, V. Saritha,
and Mohammad S. Obaidat

1 Introduction

Recent advancements in technology have given scope for more threats to personal
data and national security due to large amount of stored data. The information
transmitted through online can be easily hacked and override the authorized user
by the hackers. There are many traditional methods such as password-,
watermarking-, and cryptography-based systems to protect the data from the
hackers. But these methods are not sufficient to handle new generation applications
[1–4].

The biometric based authentication was introduced to avoid the brute force attack.
Here, the authentication process is performed by the unique physical features of
humans like fingerprint [5], iris, retina, hand geometry, etc. They provide high-
secured systems than the traditional methods. Initially, the mono-biometric [6]
authentication systems were used to authenticate users and secure systems. Finger-
print verification system is the one of the biometric authentication systems that is
highly reliable and is being extensively used by forensic experts. Fingerprint appli-
cations include entrance control, door-lock applications, fingerprint identification
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mouse, and fingerprint mobile phones, among others. The biometric fingerprint
means allow authorized users access to multiple clinical, financial, and other sys-
tems. It also avoids forgery of certificates, conveying of false information, threats,
and crimes.

There are three stages in the fingerprint verification system. These are the
enhancement, feature extraction, and comparison. Image enhancement is the
preprocessing stage where the quality of the edges is improved and contrast level
is increased. The poor-quality images will have low-contrast edges and also the
boundaries are not well defined which reduce the ratio of FAR and FRR to about
10% [7].

In case of biometrics, the huge number of images needs to be maintained
irrespective of the features, as the population is typically high. Hence, an effective
compression technique is required in order to utilize the storage space efficiently.
But the disadvantage of using the compression technique is loss of data, which leads
to inaccurate matching. In this chapter, the Morlet wavelet algorithm is discussed for
fingerprint enhancement and compression during the preprocessing stage of finger-
print verification system [8].

Minutiae-based methods [9, 10] and image-based methods [11–13] are the two
variations in fingerprint verification systems. Minutiae is defined as the points of
interest in the fingerprint. Minutiae are used as features in minutiae-based methods,
and the position of the minutiae, their orientation, and type are stored as sets. The
disadvantage is that they may not utilize rich discriminatory information and may
have high computation complexity, whereas the image-based methods utilize ridge
pattern as feature. Tico et al. [14] proposed transform-based method using digital
wavelet transform (DWT) features, while Amornraksa et al. [15] proposed using
digital cosine transform (DCT) features. These transform methods show a high
matching accuracy for inputs which are identical to the one in its own database.
However, these methods have not considered the invariance to an affine transform to
deal with different input conditions.

To satisfy the variability condition, integrated wavelet and Fourier-Mellin trans-
form (WFMT) [16] using multiple WFMT features is used. However, this scheme is
not suitable for all types of fingerprint images since it chooses core point as a
reference point.

To overcome these methods, the simple binaries method is introduced to extract
the core reference point. The Zernike and invariant moments are calculated from the
reference point invariant to translate, rotate, and scale. The feature is evaluated by
the range of correlation between the moments, which reduces the number of features
required for comparison during authentication. In this, the authentication is
performed by single biometric system [11], which results in high error rates when
many similar features exist in the database.

In order to overcome the high error rates, the multimodal biometric system has
been developed. It means that more than one biometric [17] is used simultaneously
in order to authenticate and validate the user as well as to maintain more information
for security purpose. The multimodal biometric system leads to having more infor-
mation for authentication so it takes more time for authentication and consumes
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more storage. It results in high complexity, storage, and execution time. The new
fused biometric systems have been introduced to solve the above constraints where
the features of the multiple biometrics are combined into a single feature and the
authentication is performed using predefined threshold value.

The multimodal biometric fusion system leads in an increase in the error rate for
authentication due to the more similar features. There are many fusion methods
based on decision, score, and feature level that are used in biometric authentication
system. These techniques differ upon what biometric information is going to be
fused and how the fusing is done. In decision-level fusion techniques [18], the
biometric image was divided into equal small squares from which the local binary
patterns are fused to single global features pattern. The performance of these
techniques leads to 95% of accuracy. The score level fusion technique [19] is fusing
the PCA analysis of the face and fingerprint into single identification system, and in
this case the error rate reaches more than 11%. The feature level fusion techniques
[20] fuse the feature points of the fingerprint and the face and provide 97%
efficiency, but none of the previous fusion techniques provide zero error rates.

In this chapter, a new simple and robust fusion technique called the multimodal
biometric invariant moment fusion authentication system has been introduced, and it
provides better adaptation of genuine and imposter among various test data sets. The
fused algorithm gives a single identification decision (data sets) using coefficients
which solve the problem of timely constraints and storage space [21]. This approach
provides better results than score, feature, and decision-level fusion technique.

2 Multimodal Biometric Invariant Moment Fusion
Authentication System

In multimodal biometric system, more than single biometric is used for authentica-
tion purpose. Usually, both mono- and multimodal systems perform the two major
operations, namely, enrolment and authentication. During enrolment, the distinct
information of the biometric is stored in the database which is used for verification.
After enrolment, the authentication is performed by comparing the information with
the stored information. Depending upon the ratio of similar or non-similar data, the
genuine or imposter must be identified.

2.1 Invariant Moment Fusion System

The binaries method extracts the core reference point in which the Zernike and
invariant moments are calculated. Translation, rotation, and scaling are performed on
invariants. The final features for authentication are evaluated by the range of
correlation between the moments to reduce the amount of storage.
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2.2 Fingerprint

2.2.1 Morlet Enhancement and Compression

The Morlet fingerprint image enhancement and compression [8] consists of
two-stages in processing. They are wavelet analysis and smoothening. In wavelet
analysis, the Fourier transforms are applied on the 2D Morlet wavelet and the
original image separately. The transformed images are then obtained from these
transformed functions. The corrected two-dimensional continuous wavelet trans-
form (2D CWT) is obtained by applying the inverse Fourier transform in the
transformed image. During the smoothing process, the orientation and the frequency
image [22] of the 2D CWT image are estimated and applied in the Gabor filter in
order to remove noise.

The steps involved in the algorithm are as follows:

1. The image is decomposed using Morlet wavelet.
2. Ridge segmentation is done to identify the broken ridges.
3. The ridge orientation is estimated.
4. The frequency is estimated using orientation image.
5. The final image is reconstructed based on adjoining chosen filtered blocks.

2.2.2 Morlet Wavelet

2.2.2.1 2D Continuous Wavelet Transforms

2D CWT is performed by convolving a wavelet function and image. For f(x, y) 2 L2R,
2D CWT in time domain is given as:

cwt s; a; bð Þ ¼ 1ffiffi
s

p
ð ð

f x; yð Þψ x� a

s
;
y� b

s

� �
dxdy ð12:1Þ

where s is the “dilation” parameter used to change the scale and a, b are the
translation parameters used to slide in time. The factor of s1/2 is a normalization
factor to keep the total energy of the scaled wavelet constant.

The 2D CWT in frequency domain is given as:

cwt s;w1;w2ð Þ ¼ ffiffi
s

p
F w1;w2ð ÞΦ sw1; sw2ð Þ ð12:2Þ

where w1 and w2 refer to the frequency of the image, F(w1,w2) is the low-frequency
spectrum, and ϕ(w1,w2) is the phase modulation, which defines the spectrum of
deformed image. The Fourier transform in Morlet wavelet is applied to the image,
which calculates the discrete points depending on the scale and displays the real part
of the inverse Fourier transform.
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ψ kx; kyð Þ ¼
ffiffiffiffiffi
2π

p
e�

1
2 2πkx�kð Þþ 2πkyð Þ2 � e�

1
2k

2ψ
� �

e�
1
2 2πkx2þ2πky2ð Þ ð12:3Þ

The decomposition of the fingerprint image by 2D Morlet wavelet is shown in
Fig. 12.1a. The resultant transformed image has good contrast and enhanced ridges
with compression.

2.2.3 Ridge Orientation

The orientation image represents an intrinsic property of the fingerprint image and
defines invariant coordinates for ridges and furrows in a local neighborhood as
shown in Fig. 12.1b. A ridge center maps itself as a peak in the projection. The
projection waveform facilitates the detection of ridge pixels. The ridges in the
fingerprint image are identified with the help of eight different masks. The ridges
are separated from the fingerprint image by the following equations:

I x; yð Þ ¼ I x; yð Þ �mean ð12:4Þ
S x; yð Þ ¼ I x; yð Þ=σ ð12:5Þ

where σ is the standard deviation and I(x, y) is an integrated image.

Fig. 12.1 The resultant
phases of the enhancement:
(a) Morlet image, (b)
orientation image, (c)
frequency image, and (d)
enhanced image
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By viewing ridges as an oriented texture, a number of methods have been
proposed to estimate the orientation field of fingerprint images [22]. Given a
transformed image, N, the main steps for calculating dominant directions are as
follows:

1. Divide N into blocks of size w � w.
2. Compute the gradients and apply Gaussian filter Gxy. The gradient operators are

simple Sobel operators and Gaussian filter is applied as follows:

Gxy ¼ 1
2πσ2

e�
x2þy2

2σ2 ð12:6Þ

3. Estimate the local orientation of each block centered at pixel (i, j)

O x; yð Þ ¼ π

2
� tan

Gxy � Gyy

Gxy

� �
=2

� �
ð12:7Þ

where the degree of smoothening is governed by the variance σ2.

2.2.4 Frequency Image

The frequency of the fingerprint image is estimated using the orientation imageO(x, y)
by Eq. 12.7, and it is shown in Fig. 12.1c. The block is rotated and cropped based on
the orientation. The median filtering is then applied for smoothening.

F x; yð Þ ¼ F u; vð ÞW u; vð ÞI u; vð Þ
W u; vð ÞI u; vð Þ ð12:8Þ

where W u; vð Þ ¼ uffiffi
2

p ,
v� uffiffi

2
p

2

F(u, v) is the wavelet transformed image and I(u, v) ensures that the valid ridge
frequency is non-zero. The ridge of 3–25 pixels is the valid range.

2.2.5 Enhanced Image

The Gabor filter optimally captures both local orientation and frequency information
to smoothen the fingerprint image. By tuning a Gabor filter to specific frequency and
direction, the local frequency and orientation information can be obtained, which
will be used for extracting texture information from images, which gives smoothing
as a part of enhancement by removing the noise shown in Fig. 12.1d.
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E x; yð Þ ¼ 1
2πσxσy

e
�1

2
x2þy2

σ2x,y

� �
=2

� �
cos 2πfx

h i
ð12:9Þ

where σx and σy determine the shape of the filter envelop and f represents the
frequency of the image.

2.2.6 Determination of Reference Point and Regions of Interest (ROI)

The reference point is determined in order to evaluate the ROI of the fingerprint
image, which are used to extract the Zϕmoments. This process simplifies the process
of the extraction by reducing its complexity.

The Otsu method is used to define the threshold to the binaries of the image. Intra-
class variance is defined as a weighted sum of variances of the two classes:

σ2ω tð Þ ¼ ω1 tð Þσ21 tð Þ þ ω2 tð Þσ22 tð Þ ð12:10Þ

Weights ω1 and ω2 are the probabilities of the two classes separated by the
threshold of variance and σ1

2and σ2
2 variances of these classes, respectively.

Minimizing the intra-class variance is the same as maximizing interclass variance:

σ2b tð Þ ¼ σ2 � σ2ω tð Þ ¼ ω1 tð Þω2 tð Þ μ1 tð Þ � μ2 tð Þ½ �2 ð12:11Þ

which is expressed in terms of class probabilities ωI and class means μi. The class
probability ωi(t) is computed from the histogram t:

ωi tð Þ ¼
Xt

i¼0

p ið Þ ð12:12Þ

while the class mean μi(t) is:

μi tð Þ ¼
Xt

i¼0

p ið Þx ið Þ
" #

=ωi ð12:13Þ

where x(i) is the value at the center of the ith histogram. Similarly, we can compute
ω2(t) and μ2(t) on the right-hand side of the histogram.

The algorithm to binaries detects and crops the ROI of fingerprint:

1. Compute histogram(t) and probabilities of each intensity level
2. Set up initialωi(0) and μi(0).
3. For t ¼ 1 to maximum intensity, do:
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3.1 Update ωi and μi
3.2 Compute σb

2(t) using Eq. 12.11
3.3 Thresholds σb1

2(t) greater and σb2
2(t) equal or minimum is defined

Threshold T ¼ σ2b1 tð Þ þ σ2b2 tð Þ
2

ð12:14Þ

Binaries image Eb x; yð Þ ¼1 if E x;yð Þ>T
0 if E x;yð Þ>T ð12:15Þ

4. The region labeled with four connected components is chosen which determines
the high curvature region used to determine ROI.

5. The median of the region is taken as reference point, and image is cropped into
size of 120 � 120. It is shown in Fig. 12.2.

2.2.7 Invariant and Zernike Moment Analysis

The algebraic invariants and Zernike moment are calculated from the reference point
of the fingerprint and are invariant to scale, position, and rotation. Algebraic
invariants are applied to the moment generating function under a rotation transfor-
mation. Nonlinear centralized moment and absolute orthogonal moment invariants
are calculated with reference. Fingerprint ZΦ invariants [18] are shown in
Table 12.1.

Fig. 12.2 The resultant
phases of the fingerprint
enhancement with singular
point detection

Table 12.1 Fingerprint Zϕ invariants

Data sets Train image database

Fing1 6.6739 24.1707 30.6781 30.3368 66.175 42.5687 60.8585

Fing2 6.6439 21.8419 26.9747 30.2023 60.5443 41.5152 58.8209

Fing3 6.6444 14.9212 28.2185 28.0322 57.1951 35.5803 58.8439

Fing4 6.5548 14.7008 29.5278 28.9722 59.2708 37.7285 58.6214

Fing5 6.6496 23.3503 30.7699 31.9627 64.0907 48.2492 63.8234

Fing6 6.6524 23.6642 30.9556 30.0366 62.4862 43.1547 60.855
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Invariant Moments
Central moments of order 3 or less are for translational invariance. For a 2D
continuous function f (x, y), the moment of order ( p + q) is defined as:

m0,0 ¼
Xn
i, j¼1

f �x ¼ m1,0

m0,0
�y ¼ m0,1

m0,0
m1,0 ¼

Xn
i¼1

x � f

m0,1 ¼
Xn
j¼1

y � f m1,1 ¼
Xn
i, j¼1

x � y � f

m2,0 ¼
Xn
i¼1

x2 � f m0,2 ¼
Xn
j¼1

y2 � f m1,2 ¼
Xn
i, j¼1

x � y2 � f m3,0 ¼
Xn
i¼1

x3 � f m0,3

¼
Xn
j¼1

y3 � f m2,1 ¼
Xn
i, j¼1

x2 � y � f

Second-order central moment for image orientation for scaling invariant:

ξ1,1 ¼
�
m1,1 � �y � m1,0

�
m2

0,0
ξ2,0 ¼

�
m2,0 � �x � m1,0

�
m2

0,0
ξ0,2 ¼

�
m0,2 � �y � m0,1

�
m2

0,0

ξ3,0 ¼
�
m3,0 � 3�x � m2,0 þ 2 � �x2 � m1,0

�
m2:5

0,0
ξ0,3 ¼

�
m3,0 � 3�y � m0,2 þ 2 � �y2 � m0,1

�
m2:5

0,0

ξ2,1 ¼
�
m2,1 � 2�x � m1,1 þ �y � m2,0 þ 2�x2 � m0,1

�
m2:5

0,0

ξ2,1 ¼
�
m1,2 � 2�y � m1,1 � �x � m0,2 þ 2�y2 � m1,0

�
m2:5

0,0

A set of seven invariant moments derived from the second and third moments is a
set of absolute orthogonal moment invariants proposed by Hu [23].

Rotational invariant moments: φ(1) ¼ ξ2, 0 + ξ0, 2.
Moment of inertia (pixel intensity to physical density for rotation invariant).

φ 2ð Þ ¼ ξ2,0 þ ξ0,2
� �2 þ 4ξ21,1

� �
φ 3ð Þ ¼ ξ3,0 � 3ξ1,2

� �2 þ 3ξ2,1 � ξ0,3
� �2

φ 4ð Þ
¼ ξ3,0 � ξ1,2

� �2 þ ξ2,1 þ ξ0,3
� �2

12 Multimodal Biometric Invariant Fusion Techniques 329



φ 5ð Þ ¼ ξ3,0 � 3ξ1,2
� �

ξ3,0 þ ξ1,2
� �

ξ3,0 þ ξ1,2
� �2 � 3 ξ2,1 þ ξ0,3

� �2 þ 3ξ2,1 � ξ0,3
� ��

ξ2,1 þ ξ0,3
� �

3 ξ3,0 þ ξ1,2
� �2 � ξ2,1 þ ξ0,3

� �2� ��
φ 6ð Þ ¼ ξ2,0 � ξ0,2

� �
ξ3,0 þ ξ1,2
� �2 � ξ2,1 þ ξ0,3

� �2�
þ4ξ1,1 ξ3,0 þ ξ1,2

� �
ξ2,1 þ ξ0,3
� ��

φ 7ð Þ ¼ 3ξ2,1 � 3ξ0,3
� �

ξ3,0 þ ξ1,2
� �� ξ3,0 þ ξ1,2

� �2 � 3 ξ2,1 þ ξ0,3
� �2� �
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Skew invariants distinguish between mirror and identical images.

Zernike Moments
The Zernike moment is a set of complex polynomials {Vnm(x,y)}, which form a
complete orthogonal set over the unit disk of x2 + y2�1 from the polynomial in polar
coordinates, where n is the +ve integer or 0, n-|m| is even, |m| �n and θ ¼ tan y=xð Þ.

The radial polynomial:

Rnm rð Þ ¼
Xn�jmjð Þ=2

s¼0

�1ð Þs n� sð Þ!
s! nþjmj

2 � s
h i

! n�jmj
2 � s

h i
!
rn�2s ð12:16Þ

The Zernike moment is:

Znm x; yð Þ ¼ nþ 1
π

XN
x¼0

XM
y¼0

f x; yð ÞVn,�m x; yð Þ ð12:17Þ

2.3 Face Fusion System

The architecture of the face fusion system is shown in Fig. 12.3. The eigen faces are
extracted from the face and used for authentication [17]. Initially, the mean and
difference of each image in the training set is computed by using Eqs. 12.18 and
12.19. Then the entire centralized image T is merged using mean to obtain the result
A. The merged value is used for computing the surrogate covariance matrix L using

Fig. 12.3 Block diagram of face fusion
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Eq. 12.20. The diagonal elements of covariance matrix are taken as eigen faces using
Eq. 12.21. Eigen elements are sorted and are eliminated if their values are greater
than 1. Finally, the six invariant features are extracted from the faces using
Eq. 12.22.

The high dimensionality makes a good face recognition algorithm. The sample
tested face features fusion is shown in Table 12.2.

mean ¼ 1
n

Xn
i¼1

Xi ð12:18Þ

Ai ¼ Ti �mean ð12:19Þ
L ¼ A0 � A Xi �meanð Þ ð12:20Þ

V � D½ � ¼ Eig Lð Þ ð12:21Þ
Variant ¼ L� A ð12:22Þ

2.3.1 Fusion

The data sets are independently computed by the described variants of face and
fingerprint [18]. The variation distance of the moments is calculated using
Eqs. 12.23 and 12.24. It is used for enrolment and comparison during authentication.

d1 ¼ μ φið Þ, μ σ φið Þð Þ, μ σ2 φið Þ� �
,

μ φið Þ
μ σ φið Þð Þ ð12:23Þ

d2 ¼ μ Ziφið Þ, μ σ Ziφið Þð Þ, μ σ2 Ziφið Þ� �
,

μ Ziφið Þ
μ σ Ziφið Þð Þ ð12:24Þ

Table 12.2 Face Zϕ invariants

Data sets Train image database

Face 1 �0.0861 0.0292 0.2199 0.0595 �0.1391 �0.0263

Face 2 0.1025 �0.0871 0.0046 0.0363 �0.1580 0.0161

Face 3 �0.0021 �0.2707 0.0512 �0.0392 0.0847 0.2199

Face 4 0.3195 �0.0552 0.1880 �0.3034 �0.1184 �0.1025

Face 5 �0.3618 �0.0130 0.3020 �0.2350 0.4339 �0.2700

Face 6 �0.4902 0.8825 �0.2266 �1.0756 �0.1895 1.0297
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2.3.2 Authentication

The multimodal biometric authentication is one of the new breeds of authentica-
tion system performed by means of more than one biometric in order to validate/
authenticate the user. The overall architecture of our authentication system is
shown in Fig. 12.4. The trained set of inputs in which invariant moment is
extracted is fused and enrolled in the database. Now during authentication, the
test data input image of fingerprint and face scanned by the user is fused and
compared with the fused value in the database. Then matching is performed by
calculating the correlation r between the distance di of enrolled moments α and
verification moments β by Eq. 12.25. The correlation between the fused values
computed using Eq. 12.25 and variation using Eq. 12.26 determine whether the
user is legitimate or not.

The resultant difference value is compared with the threshold value to validate the
user using Eq. 12.22. The threshold value is based upon the sensitivity of the system.
If the difference is low, then the similarity will be higher and it crosses the threshold
limit to authenticate the user. Otherwise, the user is not authenticated. This multi-
modal biometric authentication system performed well and provides more than 99%
accuracy.

r ¼ 2Crf

Cr þ C f
whereCr ¼

XN
i¼0

α ið Þ2

C f ¼
XN
i¼0

β ið Þ2 and Crf ¼
XN
i¼0

α ið Þ2β ið Þ2 ð12:25Þ

D ¼ Fusedscanned � FusedEnrolled ð12:26Þ

A ¼
100� D

100
� 100 < Th ¼ Notauthehticated

100� D

100
� 100 > Th ¼ Authenticated

8>><
>>: ð12:27Þ

Input Image for
Trained set

Fusion value of Face and
Fingerprint

Fusion value of Face and
Fingerprint

Matcher

Input Image for
Test set

Genuine

Imposter

D=0

Fig. 12.4 Block diagram of
the face and fingerprint
fusion authentication
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3 Experimental Results

The fingerprint image database used in this experiment is the FVC2002 database,
which contains four distinct data set DB1, DB2, DB3, and DB4.

The performance is evaluated in terms of false acceptance rate (FAR) and false
reject rate (FRR).

FAR ¼ Number of accepted imposter
Total number of imposter

� 100 ð12:28Þ

FRR ¼ Number of rejected genuine
Total number of genuine

� 100 ð12:29Þ

The FAR means imposter accepted as a genuine user, and FRR means the
genuine user is rejected as imposter. They are calculated using the Eqs. 12.28 and
12.29, respectively.

The equal error rate (EER) is used as a performance indicator, which indicates the
point where FRR and FAR are equal and for evaluating the performance in terms of
recognition rate.

The receiver operating characteristic is used as another performance indicator
(ROC). It plots the genuine acceptance rate (GAR ¼ 1-FRR) against FAR. The
missing probability and alarm probability are evaluated.

Finally, EER is evaluated and results are shown in Figs. 12.5, 12.6, and 12.7,
where it is shown that the performance of the proposed system works well in
comparison with other image-based approaches.

The DCT coefficient used by Amorniska in [15] and Jimin [16] used WFMT
features; Sha [13] with Gabor filter and Ju [24] with invariants using BPNN are
compared, and results shown in Table 12.3 with the proposed method provided more
accuracy.
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Table 12.3 The GAR%
against FAR% of the proposed
method compared with other
methods

Methods DB1 DB2 DB3 DB4

Amorniska [13] 91.4 85.7 82.1 92.6

Sha [15] 92.7 88.9 85.3 93.2

Jin [14] 94.3 92.4 90.6 94.9

Ju [25] 96.4 95.8 94.2 97.3

Multimodal fusion 98.7 97.2 95 98.2
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4 Conclusion

The combined Morlet enhancement with fusion of Zernike and invariant moment
features of fingerprint and face is fused by evaluating the distance, mean, and
correlation. The combined Morlet enhancement with fusion of Zernike and invariant
moment features reduces the storage of features and error rate. The binaries approach
using high curvature region accurately determines the reference point used to extract
the moments. It is invariant to affine transformations on various input condition. The
combined feature maintained for authentication into single identification data
reduces the amount of biometric features. The analysis on multimodal biometric
using Zφ moment’s invariant improves the verification accuracy up to 97% as
compared to other approaches. The maximum FAR and FRR were maintained at
less than 1%. This system demonstrates high reliability, robustness, and good
performance in personnel authentication systems.
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Chapter 13
Biometrics Based on Healthcare Sensors

Mohammad S. Obaidat, Tanmoy Maitra, and Debasis Giri

1 Introduction

Miniaturization of wireless sensor network into body-centric network makes huge
advantages in the healthcare monitoring system. Some heterogeneous psychological
healthcare sensors are deployed into a wearable device or planted to the different
segments of the human body so that they can collect data in terms of present health
condition data such as blood pressure, heartbeat rate, glucose level in blood, and
others. This is in addition to many related psychological data from the human body
[1, 2]. After collecting the data, the healthcare sensors transmit the data to a
controller, which may be a gateway node or mobile device. By applying the
application through mobile devices, the human can get medical facilities from the
remote places through the Internet. Figure 13.1 depicts network architecture for an
e-medical system using healthcare system, where a patient can get different medical
facilities by the help of communications among sensors, controller, and different
service provider servers. As communications are done through insecure channel like
Internet, data security along with proper authentication is highly required in such
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system. Biometric-based authentication is highly demanding in order to increase the
security level into the system [3]. Figure 13.1 also shows the different body sensors
placed in different segments of the body in order to capture the psychological
parameters as biometric features of the patient.

For the biometric-based solution, sensor is the key thing by which a user can
interact. In biometric ecosystems, different devices like high-definition cameras to
catch face biometrics, ultrasound devices to imprint multiple layers of a fingerprint,
infrared cameras to recognize irises biometrics, and subdermal imaging devices to
depict palm and finger veins are required. For this purpose, specialized hardware is
needed for the sensors so that they can capture the information of distinctive
biological features, which is used to identify and verify in biometric mechanism.
Recently the consumers became familiar with biometric security measures. For an
example, Apple attached a fingerprint sensor to its iPhone. Nowadays, in many
industrial applications like e-banking and healthcare, biometric technologies are
being accounted rapidly to fulfill the twofold demands, i.e., data security and
physical security. For healthcare systems, biometric-based security can go a long
way in improving operations and trust in clinics, physician offices, and pharmacies.

The use of biometrics in remote care applications provides both demands, freeing up
care staff time tables as well as bed space normally taken up by chronic patients while
still offering critical around-the-clock observation. In the future, the healthcare and
health insurance industries may depend on biometrics for patient recognition purpose.
Fingerprint scans have been used by the blood banks so that the donors feel easy to obey
the Federal regulations, which are required for supportive identification of every
donation. This mechanism reduces the overhead to store likelihood of duplicate donor
records. Other advantages of recognizing patients using biometrics are as follows:

• Enhancing the reaction capacity to medical emergencies: Unconscious patients
or the patients who are unable to talk can still be quickly identified along with

Fig. 13.1 A schematic view of network architecture using healthcare sensors in medical systems
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relevant medical history like drug allergies and recent treatments by scanning
fingerprint of the patients.

• Avoiding errors in medication: Whenever nurses govern medication at the bed-
side, biometrics can prospectively substitute patient’s wristbands and barcodes as
identifiers.

• Decreasing billing fraud: Biometric identification can be replaced with paper
insurance cards. By this identification, a common type of imposture can be
protected, which may happen when a patient poses as another to get benefits in
medical insurance. It also prevents dishonest providers from applying phantom
assert. This is because a biometric scan supplies the proof of a patient’s physical
existence in the healthcare system.

• Beneficial on health information exchange: In healthcare, multiple databases may
exist for the same patient. In this case, there is a strong likelihood that one or all
will be insufficiently putting the patient at risk for drug interactions or improper
services. Patient identification using biometrics can overcome the need for a
patient to fill multiple forms at time of each provider’s visit, and it also ensures
that all information is stored into the same patient’s database. However, when
digitized patients’ information is shared with the providers, perfect patient iden-
tification is also required.

2 Real-World Applications: From Marketing Viewpoint

Biometric-based secure systems in healthcare facilities have rapidly grown up
worldwide in the past several years because authentication using biometric template
of a human can achieve less error in full identification of a patient as well as can
provide a secure transmission of sensitive medical data. In today’s struggling
economy, countries all over the world are showing their great interest in
biometric-based security in order to keep privacy of patients’ data. Therefore lots
of money is invested to build such biometric-based secure system [4]. North Amer-
ica dominates the global healthcare biometrics market by building up a healthcare
fraud controlling system to legitimize the patients using their biometric features [4].

According to Technavio’s market research analysis [5], the market of global
biometric sensors is projected to increase at a CAGR of around 10% between
2016 and 2020. Figure 13.2 shows the usage of biometrics in medical systems
from past several years, which is reported by 6Wresearch in 2015 [6]. They also
reported that in biometrics market, maximum market revenues have been accrued by
fingerprint biometrics technology. Low price of fingerprint-based biometric devices
and ease of usage make it most popular in the family of biometrics.

Olea Sensor Networks [7], a company for Internet of Things and wireless sensor
networks, is one of the companies bringing advanced vital biometrics to the world of
remote healthcare. This company designed a healthcare sensor named as OS-3008
sensor for health monitoring. The healthcare sensor can measure cardiac and respi-
ratory metrics from the patients. For this purpose, this sensor can be placed in the
front pocket and there is no need to have skin-to-sensor interaction directly.
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Phelps Memorial Hospital Center, New York, USA, has developed biometric
telehealth system in partnership with Visiting Nurse Association of Hudson Valley
[8]. The system can measure biometrics such as patient’s weight, pulse, and blood
pressure readings in his/her home and can report to the hospital securely so that
medical facility can access them from remote places.

3 Constraints of Healthcare Sensor

For the health monitoring applications, different healthcare sensors are implanted
into patient’s body or positioned on body or embedded into the wearable devices so
that they can capture the physiological data like EEG, blood pressure, glucose level
in blood and pulse rate of humans. Different biosensors like PillCam Capsule
Endoscopy, blood-glucose biosensor, potentiometric biosensor, and thermometric
biosensor are implanted into the body. An analytical biosensor device contains the
immobilized biological components (i.e., nucleic acid, enzyme, antibody, hormone,
and organelle), which interact with analyte and make physical or electrical signals
that can be captured and visualized. The propagation loss of signal for biosensors is
quite high when they communicate with any on-body device like mobile or laptop.
This is because the signal has to propagate into the different layers of fascia, and
thus, signal loses its strength. Biosensors can be digested as well as they are easily
diluted in the blood. Furthermore, the biosensor provides the services for the little
time span as it has short lifetime. Figure 13.3 shows different biosensors used in
healthcare system.1

On the other hand, different physiological sensors are deployed on patient’s body,
which sense the physical condition and transmit their data to a mobile device or any
gateway nodes. Body-centric communications are taken place to propagate the
transmitted signal. The physiological sensors have limited battery power, low
computational power, limited memory, and limited range of communication,

Fig. 13.2 Marketing growth of biometric-based healthcare sensor in medical systems [6]

1http://science.dodlive.mil/2014/04/18/the-science-of-sweat-skin-biosensors/
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which is upper bounded by human height. Table 13.1 provides the purpose to use of
biosensors as well as on body sensors in healthcare system.2

4 Biometric-Based System: An Overview

A biometric system [9] is a pattern recognition system. It produces particular
biological and/or behavioral features, known as trait possessed by a human during
the fill up of a form to get service. Then it matches the features with the available
template of the same trait in the biometric record to identify the person during the
service providing time. There are mainly two stages in biometric-based system:
(a) registration phase and (b) authentication phase.

1. Registration phase: In this stage, each person (patient) has to register his/her
biometric characteristics either in controlled environment or in uncontrolled
environment so that the biometric characteristics can be stored into his/her
corresponding database. In a controlled scenario, the registration party (i.e.,

Table 13.1 Purpose to use of different types of healthcare sensors

Sensor type Usage

Thermostat, bimetallic thermostat, thermis-
tor, resistive temperature detectors (RTD),
thermocouple

To capture any physical changes of body temper-
ature that are produced in the form of analog or
digital output

Continuous glucose monitoring (CGM) To timely (day and night) measure the sugar in
blood for better diabetes management

Pulse oximetry To detect oxygen saturation (SO2) of human to
measure percentage of hemoglobin and protein in
blood that carries oxygen

Electrocardiogram sensor (ECG or EKG) To provide report on the electrical activity of heart
over a periodic time span using electrodes
attached to the skin

Electroencephalography sensor (EEG) Sleep disorders, coma, encephalopathies, brain
death, tumors, stroke, and other focal brain disor-
ders can be diagnosed. For this purpose, voltage
fluctuations produced from ionic current within
the neurons of the brain is measured.

Fig. 13.3 Different types of
biosensors. (See footnote 1)

2https://en.wikipedia.org/wiki/List_of_sensors
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registration server) picks up the biometrics features of a patient, which will be
suitable for the system. Thus the patient needs to be more cooperative at the time
of registration phase in the controlled environment. On the other hand, in an
uncontrolled environment, a patient provides his/her biometrics by his/her own
choice. For an example, when the patients submit their biometrics through their
smart sensing device like mobile phone, there does not exist any controlling
party. However, for both scenarios, the physical presence of the patients/person in
front of the biometric sensor is a must. The biometric sensor collects a sample of
biometric trait of the patients. Then the collected biometric sample is transformed
into a reference format known as template. After that the processed template is
compared with the existing biometric sample templates, which are previously
stored into the database of other patients. If it does not find any match with
existing templates in the database of other patients, then only the sample will be
stored into the database corresponding to that patient.

2. Authentication phase: After performing registration phase, the patient again sub-
mits his/her biometrics into the sensor, which is same as authentication process.
However, the patient will be authenticated to get authorized service if the
captured template matches with the stored biometric samples in the database.
Otherwise, the patient will be refused to get medical service.

4.1 Biometric Feature Extraction Using Fuzzy Extractor

Generally, to extract a unique feature of a human from biometric information,
different fuzzy extractor functions are used. A schematic representation is given in
Fig. 13.4 to demonstrate the basic mechanism of feature extraction and authentica-
tion. From Fig. 13.4, a generic view of fuzzy extractor [10] is described. Fuzzy
extractors [10] map biometric data into random strings, which make it easy to build
cryptographic techniques in biometric-based security system. As a biometric key, the

Fig. 13.4 Basic mechanism to features’ extraction (a) and authentication (b) a schematic
representation
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random strings are utilized to encrypt/decrypt information as well as to verify users’
records.

A fuzzy extractor can be explained as a black box system, which has two
procedures: (1) The generating function GEN(.) takes a binary string b (which is
basically the features of biometrics) of metric spaceM as an input, whereM 2 {0, 1}n,
for some n bits and produces a random string, say ψ2R 0; 1f ga1 , for some a1 bits and
an auxiliary string, say θ2 0; 1f ga2 , for some a2 bits, where a2 ¼ a1 or n bits.
Moreover it can be written as GEN : M ! ψ � θ, where GEN(.) is the mapping
function. (2) Another procedure known as reproduction function REP(.) which takes
a binary string, say b' of the metric space M 2 {0, 1}n, where b 6¼ b' and a uniform
distributed binary string, say θ2 0; 1f ga2 , produces the random string ψ2R 0; 1f ga1 . It
can be represented as REP : M � θ'! ψ , where REP(.) is the mapping function.

Before going to use healthcare sensors in medical system, in the registration
procedure, the healthcare sensor follows the below procedure, which may be done
offline by using any dedicated secure channel.

In Fig. 13.4a, sensor produces the biometric information or psychological infor-
mation b after scanning the patient or human who needs medical facility [10]. Then
the sensor extracts the features (θ,ψ) from the biometric information b using GEN
function and transmits the biometric information b and the auxiliary string θ to the
controller using secure channel. The controller stores (b, θ) as a biometric template
for the user so that the controller can recognize the legitimacy of the human in the
future. The sensor uses the random string ψ to make a runtime secret key during the
communication in the future. The above phase is addressed as registration phase of
the medical system.

According to Fig. 13.4b, during the data communication online, sensor
produces the biometric information b' and generates (θ',ψ ')  GEN(b'). Using
some cryptographic technique, the sensor sends (b',ψ ') to the controller. After
obtaining (b',ψ '), the controller fetches the biometric template (b, θ) of the user
and compares des(b', b) � ∂, where des(.) is an error tolerable distance function
and ∂ is the threshold value of the tolerable error of the system. If the said condition
holds, the controller reproduces ψ ''  REP(b, θ) and checks whether computed ψ ''

and obtained ψ ' are equal or not. If they are equal, the controller assumes that the
patient or human is registered and valid; otherwise, discard the human. After that the
controller and the healthcare sensor make a common secret key using the random
string ψ for secure data communication. The said procedure is known as authenti-
cation procedure in medical system.

4.2 Difficulty to Design Biometric-Based Identification

To design a biometric-based system, the following measurements should be checked
as the performance metrics [3], [11, 12]:
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• False acceptance rate (FAR): If the produced biometric information is faulty and
it is incorrectly matched with matching stored template during authentication
procedure with some probability, which is more than the threshold value, then an
impersonator can be treated as valid.

• Faulty enrollment: During the registration procedure, a healthcare sensor may
incorrectly produce faulty biometric information due to the low-quality inputs. As
a result, during authentication process, a valid patient can be rejected due to the
wrong stored biometric template.

• False rejection rate (FRR): If the produced biometric information is accurate and
it is incorrectly rejected due to nonmatching with stored template during authen-
tication procedure with some probability which is more than the threshold value,
then a valid patient may be rejected due to fault in the system.

• Equal error rate (EER): It is the rate at which both acceptance and rejection errors
are equal. Generally, a system having lowest equal error rate is considered as
efficient and tolerable system.

An identification threshold (0–1) creates the boundary between acceptance and
rejection in a matching mechanism. Figure 13.5 depicts a graphical representation of
FAR and FRR as a function of several thresholds values. The converging point
between FAR and FRR curves is known as EER [12]. For the lower values of
threshold, if FAR increases, then it can be said that the biometric system is more
tolerable with respect to input variations and noise.

5 Necessity of Biometric-Based Security Systems

Personal medical data has to be preserved against errors and misconduct in
healthcare where sensors are responsible to transmit and receive data from each
other through wireless insecure channel [2]. The lightweight security mechanism has
to be stated so that it can meet the boundary of limited resources like bounded energy
and low computational facility of sensors. After investigation for the suitable
solution, it has been endorsed that the intrinsic capability of a human body to
exchange information is a unique and also resource-saving solution, which may

Fig. 13.5 FAR and FRR
versus the identification
threshold [13]
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provide security in wireless communications. For example, physiological attributes
of a human can be captured to generate unique identifiers for verifying sensors
during the data transmission time. Moreover, to protect against various types of
threat, we should address the following matters [14]:

Circumvention: If an adversary may get access to the system safeguarded by bio-
metrics, then he/she can read the sensitive data such as medical records of a patient.
Besides this, by breaking the privacy of the registered patients, the adversary can
also change the sensitive data.

Repudiation: A valid patient may get access on the facilities provided by a service
provider and then he/she can claim that an adversary had circumvented the system.
For an example, a hospital clerk alters the medical records of a patient and then
he/she can deny the responsibility by saying that an attacker has altered the records.

Covert acquisition: An adversary may sneakily get the raw biometric data of a
patient to get access on the system. For example, the latent fingerprints of a patient
can be raised from an object by an adversary. In the future, the adversary may use the
latent fingerprints to build a digital or physical artifact of that patient’s finger.

Collusion: An employee of the system (like an administrator) may intentionally
alter the system parameters so that an adversary can enter to the system.

Coercion: A masquerader may create pressure on a legitimate user by some enforce-
ment to grant him/her access to the system.

Denial of service (DoS): An adversary may flood the system resources to the point
where the access of legal patients will be denied. For instance, a server which
provides access requests can be flooded with a large number of fake requests;
therefore computational resources are overloaded, and processing of valid requests
will be refused.

A biometric-based system needs to be efficient in terms of computation when it is
concerned with medical system. This is because, in medical system, real-time data
with low delay is needed in order to monitor the patient. Different cost of biometrics
and their security levels are presented in Table 13.2.

6 Different Attacks on Biometric-Based Security System

There are various security threats like chosen plaintext attack, chosen ciphertext
attack, impersonation attack, man-in-the-middle attack, software module attack, and
insider attack on the template database which are discussed here.

• Chosen ciphertext attack (CCA): An adversary adaptively chooses the ciphertext
Ci and sees the corresponding plaintext Pi by decrypting under an unknown key
for some unknown number of tries i. If the number of tries is limited, then this
kind of attack is called lunchtime attacks or CCA1; otherwise, it is called as

13 Biometrics Based on Healthcare Sensors 345



adaptive chosen ciphertext attack or CCA2. In such an attack, an attacker has a
probability to submit one or more known ciphertexts (captured communication
messages) into a system. The system executes an algorithm ALGO on the basis of
submitted ciphertexts as inputs and produces the corresponding plaintexts just
like a black box mechanism. From the produced pieces of information (plain-
texts), the attacker can try to extract or recover the hidden secret key required for
decryption of the submitted ciphertexts.

• Chosen plaintext attack (CPA): An attacker may have P number of unrestricted
plaintexts, which is controlled by him/her. The attacker then supplies P number of
plaintexts to the encryption oracle (a black box system). The encryption oracle
provides P number of ciphertexts to the adversary after encrypting the plaintexts.
After receiving P number of ciphertexts in such a way that the adversary knows
each plaintext-ciphertext combination, i.e., he/she knows each cipher

Table 13.2 Purpose to use of different types of healthcare sensors: an overview [9], [14–16]

Biometrics Characteristic Vulnerability Solution

Fingerprint
recognition

High Distinctiveness, per-
formance,
permanence

Synthetic or
disjoint fingers

For synthetic fingers, ther-
mal scanners are used to
observe the temperature.
Moisture pattern detection
over the fingertip skin can
detect the vitality of a
fingerprint

Medium Collectability,
acceptability,

Low Circumvention

Facial
recognition

High Collectability,
acceptability,
circumvention

Another person
can be charac-
terized trying to
imitate

Combined with other bio-
metric technology
(multimodality). The use of
facial termographiesMedium Permanence

Low Distinctiveness
performance

Iris
recognition

High Distinctiveness, per-
manence
performance

Prosthetic eye Infrared system captures the
flow of warm blood in veins
of iris

Medium Collectability

Low Acceptability,
circumvention

Hand
geometry

High Collectability Synthetic or
dismembered
hand

Blood vessel of veins
carries blood to the heart.
Blood flow through veins
for each person has unique
behavioral and physical
traits

Medium Distinctiveness, per-
manence, accept-
ability, circumven-
tion, performance

Voice
recognition

High Acceptability,
circumvention

A tape record-
ing of an
authorized user

To use a text-dependent
system (different for each
trial)Medium Collectability

Low Distinctiveness, per-
manence,
performance
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corresponding to plaintext, the attacker can try to extract the secret key used by
encryption oracle to encrypt the plaintexts. The computational complexity may be
minimized, since the adversary has no restriction to choose the plaintexts to
match his/her needs.

• Impersonation attack: If an adversary gets secret information like identity of
patient, secret key from the captured transmission messages, then he/she may
successfully enter into the system as the legitimate party. The aim of a strong
entity authentication protocol is to construct such a way so that any party B,
distinct from A, cannot play the role ofA.

• Man-in-the-middle attack: In this attack, an adversary stealthily relays and mod-
ifies the communication messages between two communicators who think that
direct communication is going on. Moreover, in active eavesdropping, the adver-
sary builds self-governing connections with the victims and relays messages
between the victims to ensure them that they are communicating directly to
each other through a private connection. But, the entire communications are run
by the adversary. The adversary intercepts all the relevant messages passing
between the two victims.

• Software module attack: The executable program at a module can be altered in a
way so that it always produces the results desired by the attacker. Trojan-horse
attack is the common attack in this scenario. To overcome this attack, specialized
hardware or secure code execution practices can be used to impose secure
execution of the software. Algorithmic integrity is another solution, which also
imposes the component of software integrity. Algorithmic integrity can be
defined as follows: software should manage any provided input in a desirable
way. For an example of algorithmic drawback, assume a matching module in
which a particular input B0 is not managed properly, and when B0 is supplied to
the matcher, it always produces the acceptance (yes) decision. However, this
loophole may not affect the biometric-based functioning system. This is because
the probability of generating such B0 from a real biometric data can be negligible.
But, an attacker may utilize this drawback to easily break the security without
being detected.

• Attacks on the template database: An adversary from inside the system may try to
alter or can share the biometrics template with the other untrusted parties.
Therefore, this attack produces very much damage for the biometric-based
security system. Attacks on the template can lead to the following three security
threats: (a) a template can be substituted by a masquerader’s template to achieve
unauthorized access; (b) after stealing the template of a valid person, physical
presence of the valid person can be mounted from the template as a replica to get
success on unauthorized entry to the system as well as the other systems, which
follow the same biometric template; and (c) the stolen template may be replayed
to the matcher to obtain uncertified entrance. For an example, a biometric
template stolen from a healthcare’s database can be used to search criminals’
biometric records or cross-link to person’s banking records.
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7 A Survey of Biometric-Based Communication Protocols

Different biometric-based secure communication protocols are reviewed in this
section, where different psychological data like fingerprint, heartbeat rate, EEG, or
ECG of human sensed by healthcare sensors are used as biometric features. By
taking these features, secure key establishment between healthcare sensors and
controller devices as well as verification of legitimacy of the patients can be
achieved.

Poo et al. [17] explored the use of security approaches in body-centric network. In
this study [17], a biometric approach that uses the inherent features of the human
body as identity for the authentication purpose or the means of protecting the
distribution of a cipher key, which ensures the security in communication, Bao
et al. [18] analyzed the performance of a biometric like the inter-pulse intervals
(IPIs) of heartbeats that have been computed from electrocardiogram and
photoplethysmogram of 99 subjects.

By getting the benefit from wireless technology, microelectronics and material
science have employed to the evolution of sensors that can be utilized for monitoring
of unreachable environments. Health monitoring and telemedicine are the common
applications where sensors are used. Health monitoring involves collection of data
about crucial health information from different parts of the body and making
decisions based on them. This information is of personal nature and is needed to
be secured because insecurity may also lead to serious consequences. Due to the
extreme constraints of energy, memory, and computation, securing the communica-
tion among the sensors is not a trivial problem. However, key distribution is central
to any security mechanism. Biometrics extracted from the body has been used in a
study by Cherukuri et al. [19].

Miao et al. [20] presented a key distribution system by which two sensors placed
on a human body can agree on a variable cryptographic key. The authors of the study
[20] argued that simulations based on ECG data from MIT PhysioBank database are
giving a minimum half total error rate (HTER) of 0.65%. Next, we will present
briefly a study that describes some biometric-based systems using healthcare sensors
in more details.

7.1 Biometric-Based Authentication Using Body Sensors

Wang et al. [21] devised a biometric-based secure authentication mechanism for
wireless body area networks. In the mechanism [21], biometric information has been
distributed by healthcare sensors, which are placed at different segments of a
person’s body. In this study, the security has been preserved in the data communi-
cations among these sensors by using authentication and selective encryption
technique. The authors showed that the proposed scheme occupied low computa-
tional power in the environment of limited resources like bandwidth and battery.
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Wavelet-domain hidden Markov model (HMM) classification method [22] has been
used for correct authentication. The biometric feature used in this work is the ECG.
The basic feature of this is given below.

Wavelet-domain hidden Markov model (HMM): Two sensors are placed on the
patient’s body, which collect critical ECG data for a certain time duration. After
collecting different ECG signals as a training dataset, Wavelet-domain hidden
Markov model [22] is applied for each class Ci to derive parameter θm, which is
basically a statistical characteristic of ECG signal. This statistical characteristic
parameter is required to determine the most likelihood observation of ECG signal
during authentication phase. However, if a new ECG observation w comes,
then using θm for each class Ci, maximum likelihood for w is calculated as [22]:

f W wð Þ ¼
XM

m¼1
f wjθmð Þ

¼
XM

m¼1
Prs mð Þf W j s wjS ¼ mð Þ

ð13:1Þ

where, for a random variable W, a M-state mixture model consists of (a) a discrete
random state variable S and takes the values s 2 [1,M] with pmf PrS(s) and (b) the
conditional pdfs fX j s(x| S ¼ m), s 2 [1,M].

Authentication: Figure 13.6 shows the authentication procedure. A healthcare
sensor S1 (sender) collects ECG data MSG. Then S1 performs hashing operation
on MSG as h(MSG). For each wavelet coefficients wi, it determines the suitable
parameter θ that best characterizes the ECG. Then S1 performs key hashing using the
key θ and produces MAC. Next, it sends hMSG,MACi to the other sensor S2 for
authentication.

After getting hMSG,MACi, it performs hash operation on MSG to get h(MSG).
Then S2 finds the maximum likelihood estimation on both MAC and h(MSG). The

Fig. 13.6 A biometric-based security mechanism using HMM [21]
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estimation will be closed enough for the same value of θ. If it is close to each other,
S2 accepts S1 as authentic.

7.2 Beat-to-Beat Heartbeat Interval: A Biometric Approach
for Authentication

As discussed earlier, in the m-Health applications, to monitor and provide treatment
of diseases, several heterogeneous biomedical sensors are implanted (or placed) in
(or on) an individual’s body. The sensors form a body-centric network through
wireless connectivity, where how to maintain security on private data transmission is
a major concern. A study by Bao et al. [23] proposed a solution to handle the
problem of authentication of sensors in body area sensor network for m-Health. For
this purpose, this study [23] took physiological signals detected by biomedical
sensors due to its dual functionalities: (a) it is suitable for specific medical applica-
tion like healthcare, and (b) sensors in the same body can identify each other by
biometrics of the patient. The basic procures in [23] are briefly reviewed next.

Registration: A common secret key s is embedded into the memory of all healthcare
sensors before going to implant into or place on the body of a patient.

Authentication: Whenever a sensor wants to transmit its data via multi-hop fashion,
the receiver verifies the sender each and every time through the biometrics of the
patient. The sender generates a random number r and extracts the biometric feature I,
i.e., heartbeat from the patient. Then the sender encrypts the biometric feature I using
the secret key s as Enc[I]s and sends hr,Enc[I]si to the receiver. For this purpose,
symmetric key cryptosystem can be used here.

After getting hr,Enc[I]si from the sender, the receiver decrypts Enc[I]s using the
same key s to get biometric feature I. Receiver also extracts the biometric feature I'

from the patient’s body at runtime and then compares des(I, I') � θ, where des(�) is a
function to measure hamming distance between two features. If the condition holds,
the receiver replies hr,Enc[I']si to the sender; otherwise, it rejects the sender.

After getting hr,Enc[I']si from the receiver, the sender decrypts Enc[I']s using the
same key s to get biometric feature I0. Then it compares the hamming distance
between I and I0. If the distance is within the threshold value θ, then it accepts the
receiver as authentic; otherwise, it rejects the message.

7.3 Fingerprint-Based Authentication and Secure Data
Transmission

Nowadays, body-centric wireless sensor network technologies are growing rapidly
in healthcare application due to its easy access and self-configuration [2]. Providing
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data integrity and protecting secret information of the messages are the most serious
issues when sensors transmit their data in wireless sensor networks [1]. The authors
in [24] proposed a biometric-based security mechanism for healthcare applications
using body sensors. The proposed mechanism [24] has three objectives. First, to
elevate the level of security, a key has been computed from the receiver’s fingerprint
biometrics, and using the computed key, the actual data is encrypted. Second, to
minimize the transmission-based attack like replay attack and chosen cipher/plain-
text attack, a genetic operator has been used to randomize the fingerprint-based
cryptographic key. Third, only authenticated receiver can decrypt the message as
well as the proposed mechanism ensures the data integrity as biometric crypto-
graphic key has been used. Different phases of fingerprint-based authentication and
secure data transmission [24] are as briefly reviewed below.

Registration: In [24], patients maintain a biometric template of doctors into their
smart devices, and similarly, doctors maintain a biometric template of patients into
their smart devices in the registration procedure. For this purpose, only fingerprint is
used as the biometric. However, templates are maintained to produce biometric key
during the secure data transmission between doctor and the patients.

The patents use the biometric template (stored in smart devices of patient during
registration phase) of doctor to produce runtime key for encryption data whenever
the patients want to get e-health service from the doctor. At the receiver end, the
doctor can get the patients’ data after submitting his/her biometrics to his/her smart
device by producing the same biometric key. Furthermore, when doctors want
patients’ data, they use patients’ biometric template to produce runtime key for
encryption. In the following, key generation mechanism proposed in [24] is briefly
reviewed where a patient sends his/her health-related data to a doctor.

Key generation: During data transmission from a patient to doctor, the smart device
of the patient produces a runtime key to encrypt the data by following procedure
shown below:

(a) A patient retrieves the biometric features of the doctor from his stored biometric
template and applies a genetic two-point crossover operation with the help of his
own identity. Figure 13.7 shows the basic operation.

(b) After crossover operations, the smart device produces a 64 bit key in order to
encrypt the data.

Fig. 13.7 Key generation
procedure
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However, at the receiver end, i.e., doctor inputs their biometric into their smart
device and then the smart device produces the same key if the input biometric
information is correct by applying the genetic two-point crossover operation.

Encryption/Decryption: In the approach reported in [24], both receiver and sender
produce a common secret key for the correct biometric features of the receiver.
However, after generating key, smart device encrypts the data sensed by different
healthcare sensors using the key. For this purpose, symmetric key cryptography
(block cipher) like AES or DES is used to encrypt the data. In addition, decryption
procedure is reverse of the encryption procedure as private key cryptography is used.

8 Open Questions: Future Direction

Though current studies try to solve the issues in biometric-based security systems,
there are some open questions that need addressing by researchers including the ones
given below:

Prone to fraud the system: Is it easy to fool the system by unlawful mechanisms? Is
it feasible to steal a biometric feature or template of other persons?

Uniqueness and distinctiveness of the biometric feature: What is the probability to
get different persons with same biometric features? Can biometric template be
accurately distinguishable?

Changing of the biometric features: How fast do the biometric features of a person
change over time? What will happen if a user loses the used biometric features, in
case of losing eyesight or losing a finger? Can a face be identified after 20 years?

Accuracy of the system: How accurate is the system while taking the biometric
sample? Is the authentication system producing comfort to the user?

Cooperation of the user: How much cooperation is required from the user while
collecting the biometric sample? Are the method used to collect biometrics accepted
by local culture?

On the other hand, if biometric template database is stolen or compromised from
smart devices like a mobile phone or a healthcare sensor (i.e., sink), then whole
security system may be hampered. However to overcome this issue, template-free
biometric system is highly required. In addition, many people hang back to submit
either raw or processed biometric information to centralized system. Furthermore,
the people may also hesitate to supply his/her biometrics to an untrustworthy system
because the system may share the biometric data with other service providers. Thus,
decentralized recognition facility will be more reasonable for the current applications
while delivering the services. In such scenario, a biometric system should reserve the
biometric information of patient not in a centralized manner, but in decentralized
manner along with encrypted databases in a way so that the individual and distinct
servers can have full control.
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9 Conclusion

Patient safety continues to be one of healthcare’s most pressing challenges. There are
many perspectives from which patient safety can be addressed. The elimination of
duplicate medical information and the elimination of medical identity theft stand out
as two of the main issues in the healthcare industry. Costing the industry millions of
dollars per year in administrative costs, legal expenses and liabilities, in addition to
placing patient safety at risk, the core cause of these problems is generally inaccurate
patient identification; a problem that can be rectified by the adoption of biometric
technology. Biometrics also eliminates the challenges for recognizing patients. For
an example, for each time, when a patient visits a healthcare organization, he/she has
to submit his/her first name and surname multiple times. Furthermore, we may have
some patients with same first name and surname. Therefore, there is a chance to
build multiple medical records against the different or same patient. Basically,
biometrics uses physiological features of the human body for recognizing the patient
to eliminate the requirement of other information of the patient like insurance card,
social security number, or date of birth during registration. A biometric template can
be directly linked to an electronic medical database for perfect credentialing on
subsequent visits. Thus biometrics ensure that medical records of each patient are
perfectly registered no matter what variation of their names is submitted, and no
duplicate medical database can be generated.

This study focused on biometrics-based on healthcare sensors. We also explained
the trends and challenges regarding security and privacy in healthcare system using
medical sensors. It has been exhibited that a well-planned security technique must be
designed for the prosperous deployment of such applications. The chapter further
discussed the different difficulties that are faced in order to design a biometric-based
security system using healthcare sensors. Different possible security attacks in
biometric-based systems were also reviewed. Furthermore, some solutions to design
biometric feature-based key distribution as well secure data transmission are also
addressed and reviewed.
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Chapter 14
Biometric Authentication for Wearables

Harin Sellahewa, Nasiru Ibrahim, and Sherali Zeadally

1 Introduction

The first wearable computer could be ascribed to the invention of Edward O. Thorp
in 1961. Edward and Claude Shannon built a small computer that computes and
predicts where a roulette wheel ball would land [1]. The device had 12 transistors
and microswitches which easily fit in a shoe. Inputs were registered in the shoe, and
an ear attachable speaker was used as the output. The system was tested in Shannon’s
basement before going to the casinos in Las Vegas. One person (Shannon) needed to
wear the shoe with the small computer in and the other person (the bettor – Edward)
to wear the speaker. When the ball is rolled, Shannon would press one of the
switches in the shoe, and a sound would be transmitted to the speaker indicating
where the ball could land, and consequently the bet would be placed there. The
system would only work when bets are placed after the ball has been set in motion.
The device prediction caused a gain of 44% which was in line with their basement
test outcome. However, the system was short-lived because of hardware problems,
but others went on to perfect the device and built similar wearables throughout the
1970s, all for the purpose of cheating the roulettes [2].

Further, there were several other inventions over the course of time leading up to
the millennium. One of the famous ones is the creation of the consensual first
wearable computer, a backpack-mounted head camera by Steve Mann in the 1980s
as he described in [2]. His device, an early Google Glass-like style, had the capability
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of taking photographs unobtrusively. He followed through with the development of
a webcam that wirelessly transmits images from the backpack-mounted device to the
web in 1994 [3]. Another wearable computer invented in the 1990s is the Forget-Me-
Not device which was developed to help with everyday memory problems such as
finding a lost document, remembering somebody’s name, send reminders, etc.
[4]. The device recorded interactions with people and devices and stored them in a
database for subsequent retrieval.

This section presents a background to wearable technologies, including their
developments over the past decade, the current landscape, and trends. A brief
introduction to biometric authentication is also given. The rest of the chapter is
organized as follows: Sect. 2 looks at a wide variety of wearable technologies and
their capabilities in detail; a review of literature on the use of wearable technologies
within “traditional” biometric modalities is presented in Sect. 3; the use of wearable
technologies to enable new types of biometrics and their application are explored in
Sect. 4. Challenges in biometric authentication for wearables are discussed in Sect. 5.
This chapter concludes with final remarks in Sect. 6.

1.1 Wearable Technologies

The term wearables or wearable technology has become popular recently because
of recent advances in mobile technologies and the realization of their potential
benefits. Wearable technology could be referred to as devices or electronics that
are equipped with microchips and other sensory features to perform one or many
tasks and that are comfortably worn on the body as clothing or accessories
[5]. Wearable devices are often integrated with or designed to replace existing
accessories such as a watch. These devices have more mobility and flexibility and
could in some functions perform better than the traditional handheld and mobile
devices such as tablets and laptops due to their sole function specification. One of
the most important features of this technology is the communication capability it
has with the wearer as well as other devices. It can communicate and give
feedback in real time.

Wearable technology includes devices such as watches, glasses, bands, fabrics,
jewelry, and so on. Wearable technology has had significant impact in the fields of
health, fitness, and sports as well as education, entertainment, military, music, and
even law enforcement. However, a field that wearable technology has not actually
been exploited but would be practical is the field of biometrics. Wearable tech-
nology tracks or monitors the physiological, behavioral, and biomedical function-
ing of the human body, and that information could be used to identify and verify
identities.
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1.1.1 Developments of the Past Decade in Wearable Technologies

Microsoft was one of the early companies to join the smartwatch race with the
introduction of the Microsoft SPOT Watch in 2003 [6]. It was thought of as
revolutionary, smart, and sexy at least at that time by early adopters. It had features
of alerting Windows Messengers, news headlines, stock updates, and weather
forecast. However, the device was short-lived as the product development ceased
2 years after, and it was officially discontinued in 2008. SPOT Watch was a major
commercial failure, and that could be attributed to a few factors. First is incorrect
timing as it clashed with the booming of smartphones. It was not just the fast
adoption of smartphones but also the competitive disadvantage it had as the
smartphone evolved and offered more features. Second is the incompatibility with
other devices around, and that was due to the network technology used. Microsoft
decided to use the FM signal which meant limited coverage and compatibility.
Another factor was the battery power which was very short and limited to 3 days
(depending on usage). Microsoft SPOT died quietly, but its legacy and revolutionary
ideas did not as more companies undertook developments to overcome the limita-
tions and shortcomings of Microsoft SPOT.

Garmin launched their first in a series of the Garmin Forerunner GPS sports
watches in 2003 [7]. These are watches designed to tell the time, but they also
tracked information such as steps, speed, distance travelled, altitude, and pace,
most innovatively mark movement paths, and navigate through coordinates.
Garmin has continued to innovate and produce GPS watches, smart bands, and
smartwatches.

In 2006, Nike and Apple collaborated to introduce the Nike+ iPod Sports Kit
which consists of a small sensor that fits into a Nike shoe and a receiver plugged
into an iPod device that receives the data/communication. The device tracks
activities and workouts by measuring distance, the pace of run or walks, and
calories burnt. This kit has opened the floodgate for major companies to have their
own devices and innovations as in the following year, Fitbit debuted their first
personal fitness recording device, Fitbit Zip. It is a small device that could be
clipped at various places on clothing such as belt, pocket, bra, and others. It has
the features of tracking activities such as workouts, running, calories burnt, and log
food and most importantly has a memory that could track up to 7 days of detailed
motion data and daily totals of 23 days. The battery lasts between 4 and 6 months
and has a 3-axis accelerometer [8]. Since then, Fitbit has expanded, and it is now a
major player in the smart wearable technology, especially for smart bands and
watches.

It can be seen that early smartwatches and smart bands (also known as activity
trackers) had restricted functionality and were limited to performing electronic
pedometers and few other measures [7, 8]. However, after 2010, devices not only
became advanced in their processing powers but also contain enhanced biometric
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sensors capable of monitoring and storing heart rate, galvanic skin response, skin
temperature, heat flux, sleep patterns, and movement by employing high-precision
3-axis accelerometers, gyroscopes, and other sensors. These devices are also becom-
ing more advanced in that they could potentially do or have the same functions (i.e.,
a smartwatch having activity tracking, health monitoring, navigation, biometric
sensing, and many other features).

1.1.2 Future Trends in Wearable Technology

The future of wearables could be looked at from two perspectives: first, the features
and the capabilities of the devices and, second, the functions or the applications or
use resulting from the features and capabilities of the devices.

The increasing number of manufacturers and technological companies develop-
ing new wearable devices would suggest that wearable technology would become
mainstream and be integrated into our everyday life just like the smartphone.

The wearable industry has seen a steady growth in terms of adoption and the
number of wearable devices sold. In the first quarter of 2016, the total shipment
volumes reached 19.7 million units, an increase of 67.2% from the 11.8 million units
shipped in the first quarter of 2015. In the third quarter of 2016, the total wearable
shipments reached 23 million units with smartwatch having the most growth of 3.1%
year over year according to the International Data Corporation (IDC) Worldwide
Quarterly Wearable Device Tracker [9]. This growth did not slow down as
evidenced in the report by IDC in 2017. In 2016, the wearable device shipment
increased by 25% with 102.4 million devices shipped [10].

However, despite the increase in shipments and sales, there was a notable market
share decrease in the same year particularly for Fitbit whose shares dropped from
26.8 percent to 22 percent in 2016. The struggle made Fitbit rethink its strategy and
decided to reduce its global workforce by 6% (approximately 110 jobs) [11]. This
could be attributed to the device’s lack of personalization and the incapability of
running third-party applications. It is not only a Fitbit issue but a wide wearable
challenge.

Wearable devices also suffer from abandonment after a period of use due to
people not finding them useful or boredom or fault or even lack of incentives and
gamification. According to Gartner, smartwatch abandonment was 29% and for
fitness trackers 30% in 2016 [12]. Hence, in the future, wearable devices are not
only going to be personalized, but they will also monitor and understand the
dynamic behavior and changing interests of the user, thereby providing adequate
and customized feedback and experience.

Wearable devices that track or monitor movement and gestures do not always
provide accurate readings. Due to the critical nature of the data these devices record,
the industry will have to enforce a guarantee and standard on the accuracy for every
measurement. There are many health and fitness applications of wearables that are
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based on biometric sensors, and their accuracies are paramount to their successful
application.

1.1.3 Current Market and Growth Forecasts in Wearable Technologies

The worldwide wearable market continued to grow in the first quarter of 2017
according to IDC press release [13], with 24.7 million wearable shipment (up to
17.9% from 20.9 million in Q1 2016).

The wearable landscape is evolving with new companies and products emerging
and companies venturing into other wearable products; hence, the market leadership
might not be sustainable [13]. The forecast is bright as adoption is expected to rise
(despite the brief slowdown in 2016), and new devices that are personable and
smarter and offer more than just tracking information are expected in the next
5 years. The wearable market is forecasted to grow at a compound annual growth
rate (CAGR) of 18.4% to reach $37.39 billion by 2022 from $11.43 billion
accounted for in 2015 [14]. Further, the worldwide wearable device shipments are
expected to rise from 102.4 million in 2016 to 237.5 million in 2021, a 18.3%
CAGR [15].

1.2 Biometrics

In our daily interactions, we recognize people with their faces, body shapes, way of
walking, voice, and even by their smell. In the field of forensics, fingerprints,
footprints, and DNA are used to identify the criminals. Biometrics can be used in
two ways: identification and identity verification (also referred to as verification or
authentication) [16]. In identification, a person is being recognized among many
people (one-to-many matching), while in verification, the task is to verify the
claimed identity of a person (one-to-one matching). The system tries to verify if
the identity is correct or incorrect by comparing the claimed identity with some
previously stored genuine record.

1.2.1 Operation Modes

Before any identification or verification could take place, the system has to be trained
to recognize the genuine person resulting in two modes of operation, namely, the
training mode and the identification/verification mode.

Training mode The mode where the system is trained with the genuine user’s data
by providing as many inputs as needed to generate a unique profile/template. This
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mode consists of four stages: data acquisition, preprocessing, feature extraction, and
data storage. Data acquisition requires the user to present to the system the appro-
priate biometric characteristic, i.e., the finger, iris, face, palm, etc., and the system
scans and collects all the necessary raw data. The collected raw data is then
preprocessed (using techniques such as normalization, discretization, etc.) before
the required features for identification or verification are extracted (feature extrac-
tion) and eventually stored in the database as profile/template (data storage). These
steps are repeated until the appropriate number of samples is obtained.

Identification/verification mode Once the system is trained by presenting several
inputs and a unique profile has been created and stored, the system is set for
identification or verification tasks. In this mode, all the processes in the training
mode are performed in the same manner except the data storage. The extracted
features do not need to be stored as they are only used for identification or
verification. The templates are retrieved from the storage and compared with the
newly extracted features in the feature extraction process, for similarity measure-
ment. A similarity score is obtained based on a matching function, and that score is
compared with a predefined threshold. If the score is higher than the threshold, then
the verification status will be true or positive (i.e., accepted); else the status will be
false or negative (i.e., rejected). In the task of identification, the system will output
the identity of the person.

1.2.2 Types of Biometrics

There are two types of biometrics: physiological and behavioral biometrics
[17]. Physiological biometrics use metrics related to the physical and biological
characteristics of the human body. These characteristics include face, fingerprint,
iris, palm and hand, and so on. Behavioral biometrics, on the other hand, uses
metrics related to the behavioral characteristics of the human. Some of the charac-
teristics include how the user walks (gait) and talks (voice) and the user’s typing
rhythm (keystroke) and signature. The premise is that all of those characteristics
have unique metrics that can distinguish individuals and cannot be stolen, forgotten,
or lost, hence their application in identification and verification. In verification, the
characteristics could be used for static and continuous authentication. In the case of
static authentication, the user is authenticated only once before being granted access
to a system, whereas with continuous authentication the system authenticates and
reauthenticates the user after every interval of time.

1.2.3 Multimodal Biometrics

Multimodal biometrics employ the use of data or information from two or more
different biometric modalities (characteristics), for instance, the use of data from face
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and speech for identification or verification. Most wearable devices have multi-
interaction types (touch and voice command) and also track many types of biometric
data. They are independently used, and they are also not necessarily used for
verification or identification. Multifactor biometrics is suitable in this case because
data from sensors on multiple body parts could be integrated to provide a more
accurate recognition rate, since a motivation of employing multimodal biometrics is
to increase the identification and recognition accuracies. Furthermore, the deploy-
ment and integration of multimodal biometrics in wearable could provide a new
dimension to authenticating individuals in a seamless and unobtrusive manner.

2 Current State of Wearable Technologies

Wearables have been receiving increasing attention since the launch of Google Glass
in 2012. Today, smart devices such as fitness trackers and smartwatches are leading
the consumer market. The key players in the smartwatch business are Samsung,
Apple, Garmin, and Sony while in the smart band race include Xiaomi, Fitbit, and
Garmin.

Interests in eyewears have slowed down since the failure of Google Glass, but
new vendors are reviving the market and releasing new products especially for sports
[18, 19] and entertainment [20]. Smart clothing has experienced significant growth
since 2015 especially in fitness, biometrics, and health monitoring. The vendor and
customer bases are gradually growing with products ranging from smart sock [21],
bras [22], and T-shirts [23]. These types of clothing could be utilized in tracking
athletic performance or vital information and communicate with workers such as first
responders heading into dangerous situations. In 2016, smart clothing had a market
share of 1.2% and a shipment of 1.3 million units [15]. IDC’s 5-year forecast has the
wearable market growing by 18.3% CAGR and shipping by 237.5 million units.
Among those units, smartwatches would be 152.0 million (64.0% market share),
57.5 million in smart bands (24.2%), and 22.3 million in smart clothing (9.4%) [15].

2.1 Types of Wearable Technologies

2.1.1 Smartwatches

Smartwatches (similar to regular watches) are devices that are worn on the wrist but
are capable of performing more complex and computational processes. Early
smartwatches had limited functionality and were able to carry out elementary
calculations and basic data storage and retrieval. However, current smartwatches
have more sophisticated features and capabilities than the regular watches which tell/
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display the time and date. The devices typically possess enhanced data processing
functionality similar to a smartphone or tablet and can run apps. Modern
smartwatches have special features, such as biometric monitoring, GPS, and map-
ping capability, and can even function independent of a smartphone.

The first smartwatch that dominated the market was the Pebble smartwatch which
was released in 2012. The smartwatch was operated by the Pebble OS and can
connect to both iOS- and Android-operated phones in order to display email, text,
and social media notifications. The smartwatch had a screen of 144� 168 pixels, no
microphone or sound, 128 KB of RAM, 130mAh battery power, four buttons, 3-axis
accelerometer, magnetometer, light sensor, and Bluetooth connectivity. Later ver-
sions of the watch had more advanced features such as voice control, heart rate
monitor, step counter, and calorie and sleep tracking [24]. Until the shutdown of
production and the company, Pebble has sold over a million units of smartwatches.
Looking forward to the advancement in smartwatches today, the Pebble would be
considered as bulky and ineffective.

2.1.2 Smart Bands/Activity Trackers

Smart bands, also referred to as activity trackers, have become a legitimate means of
tracking exercises or activities and daily calorie burns via various motions via
sensors. These devices are also worn on the wrist just like the smartwatches and
GPS watches but are tailored toward health and fitness goals and tracking. They have
specific functions and usually have limited customization. Typically, they are not
cumbersome and seamless in terms of capturing and distributing exercise, health,
and even biometric data without being intrusive.

2.1.3 Smart Clothing and Jewelry

Smart clothing and jewelry are relatively new in the broad field of wearable
technology. It is, however, attracting a lot of attention as more companies are
exploring the concept of connected garments and jewelries. Smart clothing is similar
to regular textiles and fabrics but connected by embedding electronics and sensors
and is also able to collect and communicate various types of data and information.
Much more than strapping devices on the wrist, face, feet, or ear, smart clothing can
continuously track heart rate, monitor emotions, and much more. For instance, they
could provide a more precise reading of the heart rate as they are closer than a device
strapped to the wrist or feet. Smart clothing follows the trends of the other wearables
in that they track and monitor workout or performance-enhancing exercises which
will have an enormous impact on athletics, extreme sports, and military industries.
Some examples of smart clothing include Owlet Smart Sock, Hexoskin Smart, and
OMsignal Bra.
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All of the technologies highlighted above have the ability to capture and monitor
biometric data that could be used to identify and verify individuals. They could use
not only traditional biometric modalities such as gait, voice, and so on but also novel
biometric traits and modalities such as heart rate (electrocardiogram – ECG) and
brain signals (electroencephalogram – EEG).

2.1.4 Smart Eyewear

Smart eyewear includes the different classes of head-mounted displays (HMDs) and
glasses (smart). They are devices with computing capabilities and are worn over the
head with a small optic display lens which could allow users to see through them
(in the case of augmented reality). These devices are also capable of augmenting the
physical environment or displaying projected images. Such devices can run self-
contained applications (without external dependencies) and can connect to the
Internet via touch buttons and voice commands. They can work as a stand-alone
device or connect with some other devices around for better personalization and
efficient usage and experience.

However, there are differences between the HMDs and the smart glasses in terms
of usage and the projection of information. HMDs such as the augmented reality
(AR) and virtual reality (VR) devices are typically used only to provide or add
information into what the user perceives. For instance, in the case of a VR device, it
provides an immersive experience where the user feels his/her physical presence in
the virtual world because he/she can control his/her interactions by using data
captured and sent to the system via motion sensors. Some VR devices include
Oculus Rift [25] and HTC Vive [27]. In AR, the display only adds information to
the real-world objects. For instance, an AR device could project directions and
navigate the wearer on the road. Some AR devices are the Microsoft HoloLens
[26], Steve Mann’s EyeTap [28], Google Glass [29] (which has been discontinued),
Vuzix [30], and Solos [19]. Other glasses are just for photo- and video-capturing
purposes and are therefore not categorized as any of the above. An example of this
device is the Spectacles by Snap [20].

Table 14.1 shows the specifications and features of some recent devices in the
wearable categories discussed above.

2.2 Technical Specifications
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3 Traditional Biometrics Using Wearable Technologies

Wearable devices are becoming very popular, with smartphones being the most
adopted and widely used device. Studies have shown that users are within proximity
of their smartphones almost 90% of the time [38]. The smartphone’s features and
capabilities offer ample opportunity to monitor and track users and their activities
and recently their physiological and behavioral characteristics. These smartphone
features have made it possible for smartphones to be used in various application
areas from health monitoring to detecting and tracking a person’s activity.

Traditional biometrics aim to identify and verify the identity of individuals using
their physiological and behavioral modalities. Physiological modalities relate to but
not limited to fingerprint, palm veins, face recognition, deoxyribonucleic acid
(DNA), palm print, hand geometry, iris, and retina. Behavioral modalities include
keystroke dynamics, gait, voice, and signature.

3.1 Gait Recognition Using Wearable Technologies

Gait recognition has been an active topic of investigation using wearable sensors and
mobile devices. With the widespread advances and installation of sensors in modern
wearable devices such as smartwatches and smart bands, movement measurement
has become much more significant. These devices (which are worn almost all of the
time) are incorporated with accelerometer and gyroscope sensors that are used for
data collection in gait recognition.

The use of smartphones to recognize the movement of individuals and conse-
quently identify or verify them for access control and activity recognition has been
well researched. Fernandez-Lopez et al. [39] used a smartphone (Samsung Galaxy 4)
for gait recognition. They recruited 15 people aged 21–38 and asked them to walk in
a hallway six times while carrying a smartphone on their hip (belt). The data
collection was divided and done in 2 days with each participant contributing
12 samples. They used four classifiers for evaluation, Euclidean distance, dynamic
time warping (DTW), cycle rotation metric (CRM), and Rotation Manhattan, and
they obtained error equal rate (EER) of 26.67%, 28.07%, 16.38%, and 16.49%,
respectively. Another study [40] used a Google G1 phone which was put on the hip
as well. The methodology is similar to the previous study we have described, but in
[40], 51 persons were involved and reported an error rate of 20.1% using DTW.
Furthermore, Shi et al. [41] used multiple sensors to implicitly and continuously
authenticate a user. They used accelerometer (for the gait), touch screen (for
gestures), microphone (for voice), and location history (for environmental change).
Sensors are activated and data collected depending on the individual’s motion and
setting (i.e., context-aware). For instance, when the user starts to walk, the acceler-
ometer starts taking readings. The study indicated that the use of multisensor was
suitable as source for implicit user identification.
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At present, only a few researches use smartwatch or bands for gait recognition.
One challenge in the use of smartphones for gait recognition is that the users keep
their smartphones in different places (bag, pocket, and waist) and in different
orientations, which ultimately affects the accuracy and the performance of the
recognition. However, challenges such as location and orientation are not present
in smartwatches because they are always worn on the wrist and in same orientation.
Johnston and Weiss (2015) [42] carried out a study to show the feasibility of using
smartwatches for gait-based biometrics by demonstrating the high levels of accuracy
that can result from smartwatch-based gait recognition. The experimental procedure
requires users to wear a smartphone on the wrist of the nondominant hand and then
walk for about 5 min with a few turns. The data collected (by the accelerometer and
gyroscope) from 57 participants are then transmitted to a smartphone which is placed
in the participant’s pocket and to a server. They extracted 30 features to which four
classifiers were used: multilayer perceptron (MLP), random forest, rotation forest,
and naive Bayes in WEKA. The highest authentication accuracies (EER) obtained
with accelerometer were 1.4% (random forest) and with gyroscope 6.3% (MLP).

3.2 Handwriting/Gesture Recognition Using Wearable
Technologies

Lewis et al. [43] conducted a feasibility experiment by using free-form gesture data
collected from a smartwatch to verify the wearer of the device. They evaluated their
system’s capability in countering attacks by simulating random and mimicry attacks.
Random attacks assume that the attacker has no knowledge of the legitimate gesture,
while mimicry attack assumes that the attacker knows the legitimate gesture by
observation. The study used Samsung Galaxy Gear smartwatch and collected
300 samples from 5 participants with each participant providing 15 random and
mimicry attacks. After evaluating the two attacks, no random forgery was successful,
and 45 mimicry forgeries were falsely accepted as genuine gestures. The experiment
shows a promising result, but more analysis with more data is needed in order to
validate its effectiveness.

3.3 Multimodal Biometrics Using Wearable Technologies

Peng et al. [44] proposed a noninvasive continuous authentication with touch and
voice behavioral biometrics on a wearable glass. The wearable glass used was
Google Glass that has a touch pad and a microphone/speaker for voice commands.
The Google Glass device supports multimodal biometric authentication and poten-
tially better security against traditional attacks such as smudge, observational,
mimicry, and replay attacks. They used six touch types: single tap, swipe backward
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(forward), swipe down, and two-finger swipe forward (backward), and voice com-
mands such as “OK, Glass! Take a picture!” The features extracted for both input
types were duration, distance (x,y), speed (x,y), and pressure (mean, median, stan-
dard deviation, min, max, first, last, and max pressure portion) from both one- and
two-finger swipes (each) and Mel frequency cepstral coefficients (MFCC) for voice
commands. In addition, they used accelerometer, gyroscope, and magnetometer
sensors from which they extracted mean, median, and average change in readings
before and after a gesture. Thirty-two subjects participated, and data was collected in
multiple sessions over a 2-h time frame. Seven classifiers (one-class support vector
machine) were used corresponding to six touch types and one voice command. The
classifiers output a binary result depending on their measurements (1, genuine, and
0, imposter) and then are sent to an aggregator called tree re-weighted (TRW) to
make the final decision based on its computed likelihood and confidence. The
proposal (GlassGuard) achieved 93% detection rate and 3% false alarm rate on
less than 5 events for single events and 99% detection and 0.5% false alarm rate
on 3.46 user events with mixed events.

Activity monitoring and recognition are other applications of wearables, which
have been well studied on smartphones. Monitoring daily activities through
smartphones is highly accurate and has been mostly used in primarily clinical and
medical environments to ensure that patients are performing the recommended and
desired actions [45–47].

An interesting commercial implementation of smart wearables and its intercon-
nectivity with the surrounding devices is the BIOWATCH [48]. BIOWATCH is a
device that could be attached to a watch, smart band, or bracelet. It scans the vein and
communicates with paired devices using Bluetooth and near-field communication
(NFC). As long as the device is on the user and the user is authenticated, access to
any paired device (automobile, electronic (phones, laptops), building access control,
online payments, e-banking, and so on) becomes seamless (i.e., no keys, passwords,
and other modes of access will be required). The only drawback is that this device is
external to the wearable, and we believe in due time smartwatches, bands, and
bracelets would have that capability of verifying wearer’s identity and communicat-
ing to the connected and paired devices.

A wearable that provides secure authentication as long as the device is worn is the
Nymi Band [49] which is shown in Fig. 14.1. The Nymi Band is a wristband that
uses multimodal biometric to provide seamless authentication to applications,
devices, and services. The modalities utilized are heart beat for ECG authentication

Fig. 14.1 Nymi Band [49]
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and touch ID (optional). The device is also capable of recognizing gestures and
tracking activities. When the user has been verified, that verification status is
communicated to any Nymi-enabled device within via Bluetooth and NFC. The
active authentication state would remain until the device is taken off the wrist or the
wearer is beyond proximity. This device provides a good way for enterprises to have
smooth access to devices, locations, and resources and could be extended to various
other settings. The biometric authentication provided by the band could become
mainstream in the near future of wearable devices.

Smart bands have also been studied in the context of stress detection and
monitoring. Mental stress is one of the growing problems of the present society.
The number of people experiencing mental stress is increasing day by day. This
scenario is significant when it comes to actions or professions that are very critical
such as pilots, medical doctors, and so on. Zubair et al. [50] use a smart band that
continuously monitors and measures the skin conductance of the wearer using two
electrodes inside of the band to measure the stress level of the wearer. The band
measures the response of DC voltage request sent to the skin and passes it to a
smartphone for classification and prediction. This approach ultimately increases the
efficiency and effectiveness of caring and well-being and also organizations to better
understand how to get more productivity from their employees, for example, military
in combat scenarios.

4 Emerging Biometrics Using Wearable Technologies

4.1 Emerging Biometrics

Large companies and upcoming start-ups are realizing the potential of wearable
technologies along with their interactions and experiences. Today we have wide
variety of products ranging from smartwatches to bands and even clothing among
numerous others. These products are equipped with sensors that have the capability
of interacting and communicating with the body and the environment. So far, these
devices have made the greatest impact in health, sports, and fitness areas where they
have been used to measure various user conditions such as movement activities,
health information, and food intake patterns, thereby making suggestions on improv-
ing activities and general well-being.

Emerging wearable technology can have an even greater impact as the data
collected could be extended to various applications that require authentication or
identification but with new types of biometric data. The technology collects biomet-
ric data such as heart rate, but such data is mostly utilized for health diagnosis and
could easily extend to authentication. These capabilities would allow biometric
authentication and identification of not only the traditional modalities (gait, touch,
voice) but also new modalities that would provide high accuracy and recognition
rates with distinguishing and distinctive features.
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Several researches have been carried out on the feasibility of emerging biometrics
with wearable technology, two of which are electrocardiogram (ECG) and electro-
encephalogram (EEG). ECG measures the electrical activities and rhythm of the
heart [51]. These signals are unique (depending on the anatomic structure of the
individual’s heart and body) and detected by electrodes (sensors) attached to the skin
[52]. Traditionally, to collect or detect the ECG signals, bulky external sensors have
to be attached to the body (arm, leg, and chest) and the data transmitted to a central
server station for processing. With ECG, the sensors are not ideally integrated into
smartphones because there should be skin contact. What devices do we put on and
interact with every day that would be more practical to integrate the sensors? Most
probably none other than our accessories (i.e., watches, bands, bracelets, and even
clothes).

Choi et al. [52] proposed a method of authentication on mobile devices using
ECG and a sensor. They collected noisy ECG signals but cancelled using a band-
pass filter before extracting eight features. The proposal was tested on 175 people
(each collecting 1 heartbeat and 15s data). The proposed method achieved 4.61%
EER on a single pulse and 1.87% of EER on 15s data, using RBF-kernel SVM.
Although the device was a CardioChip, they argued that wearable mobile devices
could also be used, which is a reasonable argument as the same data is collected.

Electroencephalogram (EEG) is another modality that is utilized in human iden-
tification. EEG is the use of electrodes (sensors) attached to the scalp to record
signals and activities of the brain [53]. Bashar et al. [54] carried out a preliminary
study to measure the feasibility of using a wearable headset for authentication. They
experimented on nine EEG records (from nine people) using a band-pass filter to
remove any noise. Three features were extracted, and a supervised error-correcting
output code (ECOC) multiclass model classifier was applied, and they obtained a
true positive rate (TPR) of 94.44%. The study showed the potential in using
wearable headset for EEG human authentication. However, more features and data
need to be collected and investigated to validate its effectiveness and accuracy. An
attractive proposition was made by Thorpe et al. [55] who used the what they called
“pass-thoughts” for authentication. In their proposed approach, a wearable headset
would be worn by the user who would think of a password. That process of thinking
is captured, transmitted, and analyzed as the password – “authenticating with our
minds” [55]. The idea is still in theory as no experiment has been conducted to
investigate its feasibility. Although, at the moment, the idea exists only as fiction,
with the rapid advancements in technologies and especially wearable, it is within our
technological reach.

Could human daily activity information such as walking, running, climbing, and
jumping be used to authenticate implicitly? The answer is yes, as validated by the
study of Zeng et al. [56]. This study demonstrated two results: first, human daily
activity information could be used for authentication, and, second, sensors worn at
different places can communicate and provide a higher recognition accuracy. The
researchers asked 30 participants to perform 30 min of action which involves
running, jumping, climbing, and running while wearing different devices with
sensors on their arm, wrist, thigh, waist, and ankle. Accelerometer data was col-
lected, and the validation achieved a high authentication accuracy of 97% (1% false
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positive rate) using a single wearable device and up to 99.6% with fusion of data
from multiple devices. Authentication using the aforementioned approach can be
used in two ways: first, to make sure that the device is being used by the legitimate
user, and, second, to provide seamless authentication with other devices around by
communicating the authentication status of the user, thereby leaving the devices
always unlocked. In the first case, a conventional approach to static and continuous
authentication can be implemented where, at first, the user uses an instantaneous
modality to authenticate himself/herself and then monitors an implicit modality for
continuous assurance that the user has not changed or the device has not been
removed. Ojala et al. [57] described a similar process where explicit fingerprint
was used as clearance to make sure the owner is the one to use the wristband. The
wristband then implicitly and continually monitors various signals (heart rate,
motion) and uses them to measure and ensure that the device is still worn by the
legitimate user.

Other applications of biometrics on wearable devices include 3D signature
verification using multisensor smart jewelry (finger ring) [58] and micropayment
with mobile and wearable that utilized two-factor (password and biometrics)
authentication [59].

A third trend is the maturity and richness of the technology and tools available in
current wearable products. While topics such as implicit authentication and bio-
metrics have long been studied in laboratories, a lack of commercial sensing
platforms has restricted the impact of laboratory results on real products and
services. With current wearables, this is no longer true as devices typically feature
a range of advanced sensors and associated software support such as dedicated
application programming interfaces (APIs) that provide access to the information
they gather. This means that product designers and software developers, as well as
researchers, can experiment and implement authentication techniques leveraging
these capabilities. Based on these current trends, we anticipate that novel wearable
authentication schemes will reach the market more rapidly than with previous
technological platforms such as mobile devices.

4.2 Use Cases of Wearable Biometrics

Emerging wearable devices with their capabilities of tracking and measuring new
biometric modalities present an innovative way of verifying and authenticating the
identity of an individual. Enabling biometric verification on wearable devices further
increases the usefulness of these devices from mere medical application, sports, and
recreation to military, criminal justice system, finance, and even the corporate field.

Healthcare Wearables have had the greatest impact on the medical sector, and
virtually all wearable devices have a sensor that tracks a medical parameter such as
ECG or EEG, skin quality, and so on. Today, doctors are even capable of tracking
the movement, body reactions, and patients’ medical condition in real time without
physical interaction via different types of wearables. The wearable could be used by
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the elderly to communicate with their doctors or emergency response in the case of
an emergency such as a dangerous fall or irregular heart or brain activity. This leads
to improved efficiency in medical diagnosis, reduced health costs, and an increase in
life span and gross domestic product (GDP) [60]. All these are possible with current
wearable devices that do not use biometric verification. Therefore, one question is
what benefit could the addition of biometric authentication to wearable device offer?
When the patient’s information is communicated to the doctor, how does the doctor
know that the information is from his/her patient? Hence, before communication, the
device being worn could authenticate the wearer and if a genuine person then grants
access to all features. Otherwise, we should block or limit access to all features. This
way we can ensure that any information communicated only came from a genuine
patient and the diagnosis would be accurate.

Privacy Control On our smartphones, tablets, and computers, we can set up device
access control using PINs, passwords, patterns, or biometrics to ensure our data
confidentiality. We need that to control who we allow access to the private, social,
and confidential information that may have been stored on device. Smart wearable
devices are no exception as they also store an enormous amount of different types of
information such as personal, medical, and so on. If we protect our smartphones and
other devices, we should also protect our wearables. For instance, Google Glass is
activated by the words “OK Glass,” and all features would be active [61].

Real-Time Information Access Imagine a scenario where a doctor in the operation
room has all of the information he requires about the patient, the operation, research
information, or even access to another expert in real time. Although there are good
benefits with such a system which provides access to all kinds of resources, a related
concern is the focus of the doctor: would the technology overwhelm or distract
him/her from focusing on the main operation?

Another scenario is with law enforcement. It would be interesting for an officer to
access some database in real time for face identification without logging into their
system. This could be possible in real time, while a police officer speaks to a person
with the resulting information being projected onto the officer’s field of view. The
smart glasses could take a picture of that person and send it to a cloud-based police
service where facial recognition technology would match the picture with an entry in
a police database. The police officer might not know who he was talking to, but this
technology would be able to alert the officer if the person was a suspect in an
ongoing case and had a criminal record. However, the use of wearable, in this case,
might also present a lot of privacy concerns.

Military Wearables have for long been used in military applications to assess and
measure the soldier’s physical and internal condition for optimal performance and
readiness for deployment. Several sensors have been created to allow soldiers and
their superiors to monitor various conditions and assess injuries and their severity,
for instance, tiny biosensors developed by the US military that are bandage-like and
are placed on the skin to track what flows in the sweat, to monitor their health and
improve their performance. The data obtained from the sensors (heart rate,
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respiration rate, and hydration) is used to learn how best to deploy soldiers and how
to enable them to operate at peak performance [62].

There have been recorded casualties in the US Army due to cases of heat-related
injuries, i.e., the environment getting too hot while soldiers engage in intensive
operations. The US Army Research Institute of Environmental Medicine collabo-
rated with a team from MIT Lincoln Laboratory and a Marine Corps expeditionary
rifle squad to develop a wearable device that would detect early symptoms of heat
stress. This way the soldiers and their supervisors would know when to cool down
for better physical and psychological conditions which would positively affect the
efficiency and thought process of the soldiers [63].

Soldiers in the field battling cannot afford an infiltration from the enemy as that
would cause devastating effects or even loss of lives. This infiltration could happen
when an enemy gets hold of the army’s uniform and wears it to impersonate some
officer. To prevent impersonation, a wearable device or, more specifically, smart
clothing could be used to identify any impersonation attempt. As officers would be
verified continuously, any failed verification would alert the central command office
to necessary actions. The same approach could be applied to security personnel
assigned to protect heads of states and very important people (VIP).

Criminal Justice System Judges may put lawbreakers under house arrest, travel
restriction, or parole condition depending on the offense committed, the pending
litigations, health condition, and time spent in jail to reduce overcrowding in prisons.
In that case, the lawbreakers’ movements need to be monitored to ensure that they
adhere to their restrictions. For that reason, they are required to wear an ankle monitor
or bracelet at all times which communicates mainly the wearer’s location via Global
Positioning System (GPS) or radio frequency to a receiver (that is monitored by the
law enforcement) [64]. Any movement outside of the allowed range or tampering with
the device would automatically alert the law enforcement. However, the device has
been shown to have a vulnerability that allows it to be hacked without triggering an
alert [65]. In addition, it could be removed and strapped on another person or left in the
house, while the offender escapes unknown to the law enforcement. A wearable
biometrics employed in this scenario would not only monitor the location and the
movement of the device but would identify a change in the wearer of the device or
even when the device has been taken off. For instance, if a smart band with biometric
identification (e.g., ECG) is used, it would continuously verify the identity of the
wearer while also tracking and communicating location information. Further, the
wearable biometrics could also transmit health data, so any inconsistency or abnormal
activity of the wearer would be detected. This provides many ways by which the
offender can be tracked and makes it difficult to compromise the system.

4.3 System Architectures

The amount of data generated by individuals is growing at an exponential rate.
Wearable technology is further accelerating the production of more data. Humans
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produced a total of 4.4 zettabytes in 2013 and would create 44 zettabytes by 2020
(1 zettabyte is equal to 44 trillion gigabytes). Daily, 2.5 exabytes (10^18) of data are
produced which is equivalent to 530,000,000 songs, 90 years of HD videos, and
10 million Blu-ray discs which when stacked would measure the height of the Eiffel
Tower fourfold [66]. This data, often referred to as big data, and a whole field deal
with the challenges of analyzing, processing, and storage of this information.

As wearable technology develops further, the amount and type of data that the
devices collect would expand. The devices already generate massive quantities of
data every day ranging from biomedical information, exercise and workout, social
interaction, geographical location, photos, and videos for and from social media
platforms. At present, the challenges are not in the generation of the data but in the
analysis and storage of that data. For instance, biomedical information (e.g., heart
rate) is recorded over time, and it needs to be stored and analyzed to give feedback
on the state of the heart. The information is voluminous, and the device has a limited
storage capacity and processing power which means no complex processing or
algorithm can be executed because it would use so much power that would require
the charging of the device every couple of hours. How can the data be analyzed and
stored for historical tracking and monitoring? Currently, one proposed architecture
described in [67] works as follows: the wearable device collects the data and trans-
mits wirelessly (usually Bluetooth and Wi-Fi) to a paired node (laptop, smartphone,
or server) where the data would be processed and analyzed. After the analysis, the
resulting information is either displayed on the laptop and smartphone or sent back
to the wearable devices. Figure 14.2 shows the wearable architecture inspired
by [67].

The current architecture only works when biometric authentication is not applied.
When biometric authentication is used, a different architecture has to be
implemented due to the nature of the operation of authentication. There are two
modes in biometric system: training (enrolment) and verification (authentication)
(as presented in Sect. 1.2). These modes have similar working stages with a few
extended activities in verification mode as shown in Fig. 14.3.

Smartphone Laptop

or or

Cloud
Wearable
Device

Fig. 14.2 Current wearable
architecture
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In any biometric authentication system, the architecture in Fig. 14.3 is applied,
and in some cases, the data/template storage, template matching, and decision are
done on device itself.

On device Cloud

Pros Cons Pros Cons

Faster storage
and retrieval

Data lost on
device loss

Ubiquitous High latency

Absolute data
controls

Limited
processing
power

Scalability High data transfer risk (man-in-
the-middle attack)

More processing
power required

Reliability issue depending on
service

Strong security mea-
sures needed

Limited control over data

4.3.1 Data/Template Storage

Wearable devices are by design non-cumbersome and small which require the use of
very small batteries. The size limits the battery life of the devices and consequently

Fig. 14.3 Biometric system
architecture
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affects their processing power. Further, the device storage is relatively small com-
pared to the amount of data they can accumulate over time. For instance, the
Samsung Gear S3 smartwatch has the ability to run applications, track workout,
play songs, and measure the distance travelled with only a limited memory of
768 MB (RAM) and 4GB (internal storage) [31]. If the smartphone has biometric
authentication capability, how and where would the data template be stored in
addition to the other information? In this case, there are two possible solutions.
The first solution is to explicitly allocate memory for biometric templates and the
remaining storage for the other features. This solution would, however, limit the
capabilities of the device in terms of supporting other features and information. But
such information could be moved to an external storage (i.e., the cloud or expandable
storage). The second solution is to off-load the biometric data template to the cloud
(i.e., no template would be stored on the device). However, this solution has some
security challenges such as transmission channel security and cloud security. In
these cases, cryptographic techniques might be of use.

4.3.2 Template Matching

The process of template matching involves the use of algorithms to measure the
similarity between the stored biometric templates and newly presented biometric
template. These algorithms are sometimes computationally complex and expensive
to run. Hence, they would require high computing capabilities. However, wearable
devices having tiny batteries mean they are limited in terms of the complexity of
processing they could do. Besides, the device would need to be recharged frequently
to compensate for the power consumption and keep the device active. In terms of
usability, users would not want a device that requires charging every few hours in
addition to the fact that it offers limited functionality that other devices
(smartphones) could provide. Now, the question is how would the template
matching work on wearable devices? The best possible and practical solution is to
send the collected data to an external node (i.e., server, cloud, smartphone, tablet, or
laptop). The node would then perform the template matching with the implemented
algorithm, make a decision, and communicate only the outcome to the wearable
device. This way, the complex processing part is done on a more powerful node, and
only a small memory is needed for the results.

4.3.3 Cloud-Based Solutions

The cloud could provide the best solution for providing biometric authentication on
wearable devices as all of the burdens of processing that are memory and compu-
tationally intensive are off-loaded from the device. This adds an additional phase in
the architecture of the biometric system on wearable devices.

How would such a biometric system work in enrolment and authentication modes
in a cloud-based solution? In the enrolment mode, the raw biometric data is captured
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on the wearable device and transmitted to the cloud via a secure channel. The data is
then preprocessed, and vital features that are potentially distinguishable are extracted
and stored in a database in the cloud as templates. The template needs to be in an
encrypted form so that it cannot be viewed even if the cloud storage is compromised.
Here, the only role that the device plays is the collection and transmission of the
modality information.

In the authentication mode, the raw biometric data is captured and transferred to
the cloud via the same channel as the previous mode. The same activities
(preprocessing and feature extraction) are carried out but are not saved. The template
obtained and the retrieved stored template are compared, and a similarity score is
computed. A threshold (user dependent or independent) is determined by the system
and compared with the similarity score. If the score is greater or equal to the
threshold, the obtained template is considered to be genuine else would be consid-
ered as imposter. The decision would then be transmitted back to the device via the
secure channel. In the case that the decision is positive, not only that the device full
functions would be accessible but can communicate and provide seamless and
unobtrusive usage of other connected devices. The device-to-device communication
could be established via several communication protocols (Bluetooth, Wi-Fi, infra-
red, 3G, 4G). For instance, a smartwatch that utilizes biometric authentication could
communicate its status to a laptop, and that would allow seamless usage for the user
as he/she would not need to put in their passwords whenever they want to use the
laptop. Apple Inc. has implemented a similar functionality of unlocking MacBook
with Apple Watch. The automatic unlocking works when a user is wearing their
Apple Watch and is near the Mac computer [68]. The Apple Watch has to be
unlocked with a four-digit passcode before the auto unlock could work even when
near the computer.

Nymi Inc. implements a similar architecture, but instead of cloud, they used the
user’s smartphone [69]. The Nymi Band captures ECG data and then passes it to a
smartphone which runs Nymi Companion Application (NCA) where the data is
saved. Template matching is done upon receipt of a verification template on the
NCA in real time, and the status is communicated back to the smart wristband. The
status is communicated to other devices and systems that have Nymi-enabled
applications (NEAs), and they remain unlocked as long as the smart wristband
remains on the user’s wrist.

The medium of transfer and the storage of data in the cloud possess few security
and privacy issues. First, how secure is the transmission channel? If the medium does
not utilize strong encryption mechanism, then, an eavesdropper, after interception,
would be able to decode the information with relative ease. Therefore, the transmis-
sion has to be on a secure channel from the device to the cloud and vice versa.
Second, how are the data (especially sensitive) stored in the cloud? Does it utilize a
strong cryptographic method? Storing the information in the cloud does not mean it
is secure without a protection method. Cloud storage could be compromised, and
when this happens, the attacker should not be able to make sense of the information,
and that is achieved by a strong encryption method. Third, by storing the information
in the cloud, the owner of the data has shifted to the cloud service providers.
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However, users should know how much control they have on the data and who has
access to their data and who and can modify the data. These are important issues to
consider when using a cloud-based architecture for biometric systems. Section 5.4
presents a further discussion on privacy issues.

5 Challenges and Limitations

Over the years, wearable technology has evolved in its design, functions, and
features and has increased its user base. Nevertheless, it is yet to become mainstream
because of various challenges that still need to be addressed which include device
limitations as well as technical and social challenges.

5.1 Limited Battery Life

Wearable devices are small by design because of their application and place worn on
the body. The batteries mounted on wearable devices are small resulting in limited
battery life. Devices such as smartwatch and smart band are equipped with features
to enhance usability and user experience, but they often consume a lot of power.

Currently, wearable devices’ battery power lasts only a few days, and even that
depends on the intensity and duration of usage. For instance, the Samsung Gear S3
has a 380mAh battery which they claim to last 3–4 days [31], while the Apple Watch
2 battery lasts up to 18 h [32]. Many companies make theoretical claims of low
energy-consuming devices that make the battery life much longer. Xiaomi Mi Band
2 claims 20 days of battery life for their smart band [35]. However, the device is
equipped with one accelerometer and heart rate monitor and only tracks sleep, steps,
time, alert, and heartbeat.

The battery technology advancement is lagging behind compared to other tech-
nologies such as the chip technology. This increasing gap could be attributed to cost
and battery chemistry [70]. New wearable devices work around the battery limitation
by adopting multi-battery usage, fast-charging technology, wireless charging, and
energy-efficient communication channels (such as Bluetooth 4.0) to keep batteries
alive for longer, for example, Moto 360 [71], Samsung Gear S3 [31], and Recon Jet
[18]. Further, other companies adopt new processor and sensor technologies that are
more powerful and less power consuming [72].

Until a major battery technology breakthrough, wearables would continue to use
workarounds, while the battery longevity and power consumption would continue to
be challenges that need to be addressed for widespread use.
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5.2 Limited Data/Template Storage

The storage capacities of wearable devices vary from temporary storage of a few
days to months (e.g., Fitbit Charge 2, 30 days), while others have permanent storage
with capacities in gigabytes (e.g., Apple Watch 2, 8GB). Such storage capacities
allow information from sensors, applications, entertainment, and even personal to be
tracked and stored. Over time the collected information would exceed the capacity of
the device, and some data would have to be removed or transferred to external
storage.

Storage of information on the wearable device raises both security and privacy
concerns. As these devices are small, they have a high chance of being misplaced or
stolen. If this happens, all of the data stored (including personal information) is at
risk of being misused, and this consequently would cause a breach of privacy. To
secure device’s data, access has to be controlled by the use of strong authentication
methods.

The external storage of user’s data poses more threats and concerns. The infor-
mation is also within the reach of the company providing the storage services (in the
case of cloud service). New concerns and issues emerge for which innovative
solutions must be sought for: who owns the data? Who else has access to the data?
How is the data stored? Is the data encrypted or in plaintext? Does the user have
control over the information (i.e., can they edit, delete, and add)? Are there any third-
party disclosures? Who is the third party? Does the user consent to disclosures?
These privacy and security concerns need to be addressed in the future as they are
critical to the industry and organizational growth.

5.3 Limited Processing Power

The difficulty of wearable devices running complex algorithms or performing
complex processes is directly related to battery life because the complex algorithms
require intensive processing which in turn needs high computational power. Current
wearable devices track predominantly health, exercise, fitness, and location infor-
mation from which they calculate metrics such as steps, distance, speed, heart rate,
and so on. Depending on the wearable device, some of the metrics are measured and
displayed on the device. The calculations are not necessarily compute intensive and
would require low power to operate. However, the cumulative features’ calculations
could be compute intensive, and in that case, the metrics would be analyzed and
displayed on an external device with more processing power and storage capacity
such as a smartphone or a laptop.

Presently, only a few wearable devices have biometric authentication capabilities,
and even for them, the authentication processes are not executed on the device. The
Nymi Band captures the heartbeat rate and sends it to an application on the paired
smartphone which performs all of the biometric authentication processing and makes
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a decision. The smartphone then sends the decision status (whether genuine or an
imposter) to the band where it is stored and communicated to other compatible
systems for seamless authentication. The authentication process cannot be done on
the wearable device because the device needs to track other features (e.g., exercises)
as well which would need a lot of processing power. Further, no one would want to
use a device that would require recharging every couple of hours.

For wearable devices to have the capability of running complex and computa-
tionally intensive algorithms, first, the battery technology would require tremendous
improvement. Second, the processor and communication channels need to imple-
ment low energy transmission techniques (such as ANT+ and Bluetooth Low
Energy) [73].

5.4 Security and Privacy

Wearable devices are becoming increasingly popular largely due to their capabilities
and features they can support such as personal health, exercise information, sleep
patterns, calories burned, blood pressure, heart rate, and other biometric information.
Despite all the hype about wearables, there are considerable concerns about the
devices and the huge amount of personal data it generates about their users.

One of the main concerns is user privacy: the fear of covert observation, data
ownership, confidentiality, and disclosure [74]. These fears are fueled by the nature
of some of the devices, for instance, the concern with smart glasses that users would
capture images of people covertly without their consent and knowledge [75]. This
particular scenario has both an external concern and an internal concern. The
external concern is the person that is being observed covertly while internal to the
observer.

Steve Mann, the inventor of EyeTap Digital Eye Glass, maintained that the digital
eye glass is the least privacy-invasive camera as it is placed in the same location
where a natural camera with a storage space has existed (i.e., the human eye and
mind [76]). He added that surveillance cameras are more privacy invasive as they are
mounted on unusual vantage points and record every action of the people nearby.
Some cameras are mounted at points that could see over balconies and windows
(as shown in Fig. 14.4) invading the homes all in the name of security. Mann’s
argument for EyeTap is if higher authorities, large organizations, or entities would
do the watching from above, then ordinary people should have the ability to also do
the watching from below, hence the term “surveillance with sousveillance.”

Another privacy concern that arises with wearable devices is the storage of data.
Significant amounts of data are collected, and in most cases individuals would not
necessarily want to be put in a public domain. Hence, the data should be stored in a
secure place and form. With wearable devices, we have entrusted the vendors with
our data, and they store the data in the cloud or on device or an external node
[69]. However, telling the user’s where the data is saved is only half the story.
Security measures must be enforced by the company to secure the data, and they
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must be made known to users (e.g., some pertinent issues include is the data
encrypted? Is the storage access controlled? How about periodic review and
monitoring?).

Data disclosure or misuse is also a major privacy concern, especially by
unauthorized third parties. This is a nefarious act that could have tremendous impact
on the wearer of the device. Imagine a situation where data is sold, stolen, or leaked
via a breach (unintentional or intentional) for some gains to third parties such as
insurance companies, pharmaceuticals, marketing firms, and so on. The mere fact
that the companies may be able to identify a wearer’s data through well-known
techniques such as data mining or otherwise could result in the wearer incurring
higher health costs, life, or other insurance rates. The disclosure, when consented to
specific parties, could be advantageous (e.g., for the elderly and their doctors). The
doctors could continuously see and monitor the health of their patients remotely and
make necessary medication adjustments and recommendations. Still, this disclosure
will have to be explained, consented, and agreed to by the patient.

How much ownership and control does a wearable device owner have over the
data generated by the device? As highlighted in the system architecture section,
many wearable devices do not store data on the device but at the manufacturer’s
cloud storage facilities. This provides the users ubiquitous access to the data on
many platforms but at the expense of giving the cloud storage provider some control
over the stored data. Therefore, some relevant questions arise in this case: who owns
the data generated by the wearable device? Is it the entity that owns the device and
the storage platform or the entity who generates the data being stored? It is worth
pointing out that owning the data does not necessarily mean having control of the

Fig. 14.4 CCTV cameras
looking right into house
windows [77]
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data. How much control does the wearer have on the data that he/she creates? Can
the wearer manipulate the data (i.e., edit, delete any data)? The answers should be
explicit and transparent to users in the company’s privacy policy statements. How-
ever, this issue leads to further questions: how can the user get control over their
data? How can the companies be compelled to state such data management issues/
rights in the privacy statements explicitly? In the future, data protection and confi-
dentiality regulations need to extend to the wearable domain in order to protect the
privacy of the data and the wearer of the device. While regulations, standards, and
enforcements should be ensured by the relevant authorities, the users should also
bear some responsibility and read the policy statements carefully so that they know
what they are signing up for and also be able to make well-informed decisions on the
use of the wearable device.

6 Conclusion

In this chapter, we have presented an overview of biometrics for wearable technol-
ogy. The types of wearable devices currently on the market keep growing and are
being used in many application areas. We have highlighted some of the key vendors,
products, and technologies of wearables in this work. Increasing performance and
new features together with decreasing costs are key drivers that are accelerating the
adoption of wearable devices by end users and professionals in the future.

We have also presented the new area of wearable biometrics for authentication
purposes. We have discussed how wearable technology has enhanced the use of
traditional biometric modalities and is enabling new modalities to be used for
authentication. In particular, wearable technology has shown to be the most prom-
ising in providing frictionless and continuous authentication.

We have also presented a conventional wearable architecture, and we have
discussed how it would evolve with the authentication factors because of some of
the inherent limitations of current wearable devices. Limited storage, battery life, and
processing power along with security and privacy are some of the challenges that
need to be addressed in the future in order to increase the adoption rate of wearables
and enable them to be deployed and used to their fullest potential.
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Chapter 15
Cognitive Biometrics for User
Authentication

Ahmed Awad and Yudong Liu

1 Introduction

Biometric systems are used to detect human characteristics presenting them in the
form of metrics that could be used in user identification. Physiological and behav-
ioral characteristics are utilized for such purpose. Physiological biometrics describe
human characteristics related to the human body such as hand geometry, fingerprint,
retina, and face. Such characteristics are not expected to change over the course of
the person’s lifetime. Behavioral biometrics, on the other hand, focus on detecting
characteristics related to patterns in human behavior. These patterns are always
related to specific set of actions performed by the user.

User behavior relies on two important factors, the mechanical action itself and
how the user performs it and the habit or knowledge or understanding the human
builds from interacting with such environments.

Cognition is a process performed by the human brain involving knowledge
acquisition, reasoning, and understanding through experience. In contrast to bio-
metrics, such process is hard to measure and capture since there is no straightforward
way to detect its characteristics.

Figure 15.1 illustrates the different steps involved in a human-computer interac-
tion process. The human brain receives signals from the eye as a result of changes
taking place on the computer screen. The brain translates these signals into a concept
or set of concepts and decides about how to react to such changes. The brain,
controlling the human body parts, sends signals to order the body part to react to
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such concepts. The reaction could be as simple as a face expression or an action to
change the status of the surrounding environment.

The user will apply a mechanical action on the computer using one of the
peripheral devices. The operating system and the running application will process
this input and apply changes on the computer screen in a form of communication
with the user. Such changes will be detected by the human eye and processed again
with the brain. This sequence forms a cycle of actions and reactions between the user
and the computer as shown in Fig. 15.1.

Behavioral sensing devices could be implanted in this cycle to detect the user
actions, such as mouse dynamics and keystroke dynamics, or to monitor the user’s
eye movements. Cognitive activities performed by the brain are hard to detect.
A sophisticated setup is required to detect signals generated by the heart, the brain,
and the autonomic nervous system. The electrocardiogram (ECG), the electroen-
cephalogram (EEG), and the electrodermal response (EDR) are used by [11] to build
a biometric signature that can be used for authentication. Such sensors are very
intrusive and not applicable for implementation in passive authentication
environments.

The approach we propose in this chapter is to try to capture the cognitive factors
through the behavioral biometric sensors and the eye tracking sensor. The goal is to
model the cycle of actions and reactions presented above in order to capture the
relations between the different biometric factors involved.

2 Eye Tracking Biometrics

Human eyes provide a rich source of information to identify who the person is. Eye
tracking biometrics that analyze the complex and unique characteristics of the eye
were long conventionally divided into two fields: iris biometrics and retina bio-
metrics. The iris is a muscle within the eye, which regulates the size of the pupil and
thus controls the amount of light that enters the eye. An iris recognition system
automatically identifies the identity of a subject by analyzing the random pattern of

Fig. 15.1 The cycle of
actions and reactions: user
interaction with a computer
and the different steps
involved
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the iris. It first acquires images of an iris using near-infrared light. Once the image is
captured and found, the set of pixels that cover the iris on the image are then
transformed into a digital form for future matching/verification. Retina recognition
captures the patterns of blood vessels on the thin nerve on the back of the eyeball that
processes light entering through the pupil. Since both iris and retina patterns are
highly distinctive and remain relatively stable throughout one’s lifetime, both are
considered as highly accurate biometrics [12–16].

Compared to iris biometrics and retina biometrics, eye movement-based bio-
metrics is a relatively new field of research. Previous research has shown a solid
correlation between eye movement and underlying cognitive processes
[17, 18]. Information about which objects have been visually inspected and in
which order and context and the duration the eyes were staying on those objects
can help researchers to infer what cognitive processes were involved to perform a
task related to these objects. Some of the pioneering work on eye movement
investigated their functionality in the task of reading [19, 20] and picture viewing
[21, 22]. More recently, more research on human identification based on eye
movement has been done due to the availability of more affordable and less
obtrusive eye tracking devices and accessibility of machine learning tools [23–
27]. Eye movement features, such as number of fixations, fixation duration, saccadic
velocity and duration, gaze position, pupil diameters, etc., provide a novel data
resource for biometric recognition.

When collecting eye movement data through recording the eye movement by an
eye tracking device, some main questions that need to be considered include what
type of visual stimuli to use, how the experiment is set up, what data quality to
achieve, how to assess such a quality, and what preprocessing operations (such as
data cleaning) need to apply on the raw data.

Different types of visual stimuli have been adopted related to the aspects of
oculomotor characteristics under consideration. They are generally classified into
the following categories [28]:

• “Jumping” point of light (horizontal, vertical, and random)
• Cognitive dot patterns
• Text excerpts
• Face images
• Various-content (natural) image
• Video sequences

Figure 15.2 [28] shows a general demonstration of some common types of visual
stimuli that can be used in an eye movement experiment, along with examples of
performed eye movement scan paths. The first one is the random “jumping” point
stimulus. As observed, it induces saccades of various amplitude, which can be used
for the inspection of the physiological characteristics of the oculomotor system.
More details can be found in [28]. The chosen stimuli need to allow for the extraction
of various eye movement features which should be used by the machine learning
method for the biometric recognition task.
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Eye movement recording can be conducted either in a lab-controlled environment
or in an open-free environment, depending on the required data quality. Generally,
lab-controlled environment is used when high-quality dataset is required. The
selection of an eye tracking device is dictated by the goal of the research. The factors
such as whether it is desk-mounted, remote, or head-mounted/wearable and what the
temporal resolution, spatial resolution, and spatial accuracy are needed to be con-
sidered when such a device is acquired and calibrated. Another important parameter
in collecting the eye movement data is the subjects from whom the data is collected,
the adequate number of subjects, the balanced composition of subjects in age, race,
gender, with or without corrected lens, etc. In a typical eye movement recording, the
subject is positioned in front of a computer screen where the visual stimulus is
presented, while the eye tracker captures the performed eye movements (see
Fig. 15.3 [28]). Some important setup parameters that need to be configured for
ensuring a clear and comfortable visual field during the experiments are the stimulus
screen dimensions and resolution and the distance of the subject from the stimulus
screen. Other experimental parameters that need to be decided are the calibration
setup, the duration of the experimental trials, and the time interval between the
experimental trials [28].

To extract features from the eye movement data, the common approach is to
initially classify the eye movement samples into fixations and saccades, and then, a
large variety of basic features can be extracted from the corresponding amplitude,
velocity, and acceleration profiles. A set of more complex features such as various
ratios of amplitude, velocity, and acceleration characteristics can be further

Fig. 15.2 Graphical demonstration of different types of visual stimuli and the performed eye
movement scan paths (Images are taken from [28])
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calculated using these basic features. To summarize, the common features that are
used in an eye movement biometric recognition systems generally fall into the
following categories [28]:

• Amplitude (or position)
• Duration
• Velocity
• Acceleration
• Direction
• Frequency
• Scan path
• Blink rate

Different machine learning methods have been adopted where the features are
used either directly or by building histograms over them. Some common classifica-
tion methods include neural networks, KNNs, and SVM.

One of the pioneering works [23] that used eye movements for biometric purpose
used stimuli type of “jumping” point of light and achieved a 1.36% false acceptance
rate (FAR) and a 12.59% false rejection rate (FRR) for a group of nine subjects.
Later works [24, 30–37] have adopted different types of visual stimuli, used a variety
of feature combinations and machine learning methods, and reported performance
improvements on varied number of subjects from 12 to 200. The BioEye 2015
(https://bioeye.cs.txstate.edu/) competition was organized as an attempt to advance
the research field of eye movement biometrics, by giving the scientists and
researchers opportunity to use a common dataset that contains eye movement
recorded using high-quality standards and captured using different visual stimuli
and with different time intervals. The system that ranked first [28] used a large
number of statistical features extracted from position, velocity, and acceleration
profiles of fixation and saccades. The redundant and correlated features extracted
in this stage were removed via a feature selection process. Several algorithms were
tested, and the best IR (identification rate) was achieved by a neural network-based
framework. The same authors reported in [27] that equal error rate (EER) is
improved up to 2.59% and rank-1 accuracy of 89.54% in RAN (random 30-min

Effective
visual fieldY pixels

X pixels

DistanceFig. 15.3 A typical eye
movement recording setup

15 Cognitive Biometrics for User Authentication 391

https://bioeye.cs.txstate.edu


dataset of BioEye 2015 database [29] containing 153 subjects). According to the
authors, Template aging effect has also been studied using data taken after an
interval of 1 year. The average EER obtained is 10.96% with a rank-1 accuracy of
81.08% with 37 subjects. In their proposed method, eye movement data is classified
into fixations and saccades. Features extracted from fixations and saccades are used
by a Gaussian radial basis function network (GRBFN)-based method for biometric
authentication. A score fusion approach is adopted to classify the data in the output
layer.

3 Mouse Dynamics Biometrics

Mouse dynamics is a behavioral biometrics that could be used in different security
applications. The purpose of this biometrics is to model the behavior of the user and
find the distinguishing factors that establish the user’s identity. Mouse dynamics
biometrics was pioneered in 2003 by Ahmed and Traore of the University of
Victoria. The new biometrics was introduced as a tool to identify and verify user’s
identity based on how he/she interacts with the computer using the mouse input
device. The new biometrics is utilized in static/dynamic authentication, intrusion
detection, and forensics.

Mouse dynamics can be described as the characteristics of the actions received
from the mouse input device for a specific user while interacting with a specific
graphical user interface. The first step in understanding the actions received from the
input device is to identify the categories where those actions fall. A mouse action can
be classified into one of the following categories:

• Mouse move (MM): general mouse movement
• Drag and drop (DD): mouse button down, mouse move, then mouse button up
• Point and click (PC): mouse movement followed by a click or a double click
• Silence: no movement

Data collected from the mouse device require processing and filtering before it
can be analyzed to model the biometric behavior. Figure 15.4 [1] shows an example
of captured raw data. Each point on the curve represents a detected mouse action.
The figure shows the relation of traveled distance and the elapsed time for a set of
captured actions. Such representation is not suitable for user classification and
behavior comparison. It is obvious that there is a need to process the collected
data more in order to model the user’s behavior.

The characteristics of mouse dynamics can be described by a set of factors
generated as a result of analyzing the recorded mouse actions. These factors repre-
sent the components of what the mouse dynamics signature for a specific user is and
which can be used in verifying the identity of the user.

Different approaches can be used in each category to collect the factors charac-
terizing it. Some examples of the type of factors collected from each analysis include
the following:
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1. Movement Speed compared to traveled Distance (MSD)
2. Average Movement speed per movement Direction (MDA)
3. Movement Direction Histogram (MDH)
4. Average movement speed per Types of Actions (ATA)
5. Action Type Histogram (ATH)
6. Traveled Distance Histogram (TDH)
7. Movement elapsed Time Histogram (MTH)
8. Silence Histogram (SH)

Each of these factors is represented with a set of numbers that are used to
construct the mouse dynamics signature for a specific user. Figure 15.5 shows one

Fig. 15.4 Raw mouse
dynamics data. Each point
represents a mouse action
described with the distance
traveled and the
elapsed time

Fig. 15.5 MSD curves for two sessions (a) belonging to the same user, (b) belonging to two
different users
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of these factors, the Movement Speed compared to Traveled Distance (MSD), for
two different users. Sessions belonging to the same user are similar with very little
deviation, while sessions belonging to two different users deviate from each other
confirming an expected difference in user behavior.

Figure 15.5 [2] shows an example of a detectable deviation in behavior between
two different users. The first curve shows two sessions belonging to the same users:
very little deviation is noticeable between the two curves. The second curve shows
two sessions belonging to two different users where very high detectable deviation is
measurable between the two different curves.

A classification system should be designed to be able to calculate the user’s
signature from raw training data and differentiate between different behaviors based
on the calculated signatures. Ahmed and Traore used a neural network for such
purpose [2]. The neural network used in the detection process is a feed-forward
multilayer perceptron network consisting of three layers. The input layer consists of
39 nodes, the total number of inputs representing the factors involved in the mouse
dynamics signature. The hidden and output layers consist, respectively, of 40 nodes
and 1 node. Experimental evaluation produced an accuracy of a FAR of 2.4649%
and a FRR of 2.4614%.

4 Keystroke Dynamics Biometrics

Keystroke dynamics is a well-established biometric. Since the early 1980s, a rich
body of research has been produced in this area [4–9]. Keystroke dynamics recog-
nition systems measure the dwell time and flight time for keyboard actions. The raw
data collected for keystroke includes the time a key is depressed and the time the key
is released. Figure 15.6 [3] illustrates the different types of data collected from a
keyboard action.

Based on this data, the duration of keystroke (i.e., length of time a key is
depressed) and the latency between consecutive keystrokes are calculated and used
to construct a set of monographs, digraphs, trigraphs, or n-graphs producing a
pattern identifying the user.

Figure 15.7 [4] gives an example on how a calculated signature is used to identify
a user based on data provided in a given session. Figure 15.7a compares calculated

Fig. 15.6 Data collected
from a keyboard action.
Dwell time and fly time are
used to construct
monographs and digraphs
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monographs collected from a user’s session to his/her own signature. The dwell time
of the collected monographs falls on or close to the signature curve. Figure 15.7b
performs the same comparison but using data collected from a different user. As
expected, and since the behavior is different, session’s monographs deviate from the
signature curve of the legitimate user.

Most of the research work done in this area target fixed text detection and focus
on using this technology for static authentication or access control [4, 5, 10]. In static
authentication the user is asked to enter a specific text on the keyboard, e.g., a
password, a passphrase, or a predefined word or a set of words. During the enroll-
ment process, the user is required to enter the same fixed text several times in order to
get reasonable amount of data for the identification.

For dynamic and passive monitoring, it is necessary to be able to detect the user
without requiring him to enter a predefined message or text.

To study the cognitive behavior, it is expected that the user will respond differ-
ently to what is displayed on the screen. So, free text detection is essential for our
purpose. However, free text detection presents huge challenges, which explain the
limited number of related work available in the literature.

One of the important works in this field is [3] where a model was built to enable
the creation of a biometric signature using data collected from fully passive free text
sessions. The model approximates the relation between the different monographs
and digraphs in order to fill in missing factors required for user enrollment. Exper-
imental evaluation involving 53 users in a heterogeneous environment yielded a
false acceptance ratio (FAR) of 0.0152% and a false rejection ratio (FRR) of 4.82%,
at an equal error rate (EER) of 2.46%.

Fig. 15.7 Data collected from a keyboard action. Dwell time and fly time are used to construct
monographs and digraphs. The figure shows two comparisons between the dwell times for actions,
performed in (a) a legitimate user’s session and (b) an attacker’s session, and the reference signature
of the user
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5 Hybrid Model for Authentication

A typical model for user authentication relies on the processing of user’s input in
order to create confidence on his/her identity before granting access. Such models
rely fully on data collected from biometric sensors. A decision is made based on
biometric features collected from the sensors and how far they are from expected
user’s behavior. Such models completely ignore the cognition factor and the relation
between the user’s actions captured by different biometric sensors.

The hybrid model presented in Fig. 15.8 takes this relation in consideration. In
order to capture the different relations, it is necessary for the system to be able to
synchronize the captured activities to determine which activities are done is response
to which and which are affected by which.

Three biometric sensors (Fig. 15.8) are used to capture the user behavior, mouse
dynamics, keystroke dynamics, and eye tracking sensor. The sensors will provide
raw data which could be analyzed independently to produce three decisions

On Screen 
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Unit
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Mouse 
Movement

Sensor

Time
Synchronization

Cognition 
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Dynamics
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Fig. 15.8 A hybrid model correlating features collected from three biometric sensors with cogni-
tive features representing how the user reacts to changes on the screen
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represented by % confidences which could be fused to produce the final decision.
Cognitive analysis unit will also process captured raw data after synchronizing the
time differences between the eye tracking and the mouse dynamics sensors.

The unit models the relation between the two dynamics by detecting behavioral
pattern similarities and producing factors representing such relations, for example,
the relation between the mouse movement speed and eye movement speed for cursor
movement in a specific direction.

Authentication systems could include a user challenge in the form of prompting
the user for input or reacting to the user’s input by displaying something on the
screen or changing the colors or the shape of specific areas on the screen. This is
applicable to both passive and active authentication systems. In passive systems the
changes on the screen are dependent on the operating system or the application
in use.

The hybrid model introduces a component responsible for detecting the changes
on the screen and synchronizing them with the detected user’s reactions. The unit
could go beyond that in case of active authentication and generate on-screen
challenges to trigger user’s reactions leading to the capturing of specific cognitive
features.

The cognition analysis unit analyzes and correlates these features and generates a
% confidence that contributes to the overall % confidence calculated using a tunable
fusion technique.

6 Conclusion

With today’s increasing demand on dependable and secure systems, stronger and
more secure authentication mechanisms are required. Designers of such systems
strive to incorporate technologies that are usable, less intrusive, and more secure.
Biometric systems are good candidates for such purpose. The accuracy of biometrics
relies on the maturity of the model used and how accurate it is in capturing different
human characteristics.

In this chapter, we presented a model that can be used to integrate the different
factors representing behavioral biometrics and the cognitive characteristics of a
human. We believe that the inclusion of such analysis will add to the accuracy of
the authentication system since the decision will be made based on more features that
are unique for each user. The goal is to lower the false acceptance and false rejection
by incorporating the cognitive dimension in the analysis. Future work will focus on
modeling the cognitive behavior, building an intelligent on-screen challenge com-
ponent that is capable of triggering the required biometric feedback, and enhancing
the eye tracking sensor by developing new factors that better describe the behavior.
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Chapter 16
Finger Knuckle-Based Multi-Biometric
Authentication Systems

Aditya Nigam and Phalguni Gupta

1 Introduction

Human authentication is the prime concern in this current digital age due to the
advancement in technology and availability of cheap hardware. It spans nearly all the
domains required by humans for daily activities like banking [1], computer access,
airport checking, and attendance management. Its objective is to secure the infor-
mation from the malicious or unintended users. Personal authentication plays an
important role in the society. It requires at least some level of security to assure the
identity. Security can be realized through one of the three levels.

1. Level 1[Possession]: The user possesses something which is required to be
produced at the time of authentication, for example, key of a car or a room.

2. Level 2 [Knowledge]: The user knows something which is used for authentica-
tion, for example, PIN (personal identification number), password, or CVV (card
verification value) of a credit card.

3. Level 3 [Biometrics]: The user owns certain unique physiological and behavioral
characteristics, known as biometric traits, which are used for authentication, for
example, face, iris, fingerprint, signature, gait, etc.

However, there are drawbacks in Level 1 and Level 2 security. For example, key
or smart cards may be lost or mishandled, while passwords or PIN may be forgotten
or guessed. Since both possession and knowledge are not intrinsic user properties,
they are difficult to be managed by the user. But this is not the case with Level
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3 security which is based on biometrics which can be considered as the science of
personal authentication using the physiological (e.g., fingerprint, face, iris, etc.) and
behavioral characteristics of human beings (e.g., signature, gait, voice, etc.). Exam-
ples of some well-known biometric traits are shown in Fig. 16.1.

A biometric-based authentication system is better than the traditional possession
or knowledge-based system because of the following reasons:

• Biometric traits are intrinsically related to the user. They cannot be lost, forgotten,
or misplaced; hence they are easy to manage.

• There is a need of physical presence of the trait for authentication.
• Features characteristics are unique.
• It is hard to spoof.

Any biometric trait can be used in the authentication system provided the trait
makes the system more reliable, user-friendly, and cost-effective. Hence, the trait
should possess the following characteristics in order to design an authentication
system.

1. Universality: the biometric trait should be owned by everyone and should not
be lost.

2. Uniqueness: characteristics associated with the biometric trait should be different
for everyone.

3. Performance: it should instantaneously provide accurate matching results.
4. Permanence: it should be time invariant and can handle the environmental

conditions.
5. Collectability: it can be easily and instantaneously acquired from anywhere and at

any time.
6. Acceptability: it should be well accepted in the society, i.e., hygienic and free

from social stigma.
7. Measurability: it should be acquired in a user-friendly manner.
8. Circumvention: it should be difficult to forge.

The traits along with their characteristics are depicted in Table 16.1. It can be
observed that none can provide all the characteristics required in an authentication

Fig. 16.1 Some common biometric traits. (a) Physiological. (b) Behavioral
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system. A biometric-based personal authentication is a multistaged process. In the
initial stage, the raw image is captured using an acquisition sensor. This is very
critical and important stage because accuracy of any biometric system is highly
dependent on the quality of images. In the second stage, the desired part from the
image, termed as region of interest (ROI), is extracted from the acquired image.
Third stage estimates the quality of the ROI. If the quality of the ROI is poor, then
one may go for reacquisition of the image. In next stage, the ROI is preprocessed
using some enhancement technique. Some transformations are also performed to get
a robust ROI. Discriminative features from the enhanced ROI are extracted in the
next stage. Finally, features of a query image have been matched against those of
image(s) in the database to authenticate the claim.

Typically, any biometric authentication system performs the following three
operations:

1. Enrollment: The user features are stored in the database corresponding to its
unique identity. The quality of acquired trait is improved by mitigating the noise
artifacts using preprocessing techniques. Several trait-specific features are
extracted from region of interest (ROI). Enrollment process is shown in Fig. 16.2.

2. Verification: This operation is to determine whether the user has correctly
revealed the identity. It verifies the user on the basis of the claimed identity and
accordingly decides whether the user is genuine or impostor. The process of
verification is shown in Fig. 16.3.

3. Identification: In case of identification, the aim is to reveal the correct identity of
the user. It attempts to provide the best template match from the available
database to reveal the user identity as shown in Fig. 16.4.

Fig. 16.2 Subject Enrollment
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1.1 Biometric Traits

There does not exist any biometric trait which satisfies all desired properties strictly.
For example, facial features are not permanent throughout the life span, fingerprints
are not visible for hardworking people, etc. However, there exist several well-known
biometric traits which satisfy more or less all biometric properties. Biometric traits
can be divided based on physiological and behavioral characteristics.

Fig. 16.3 Subject verification

Fig. 16.4 Subject identification
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1.1.1 Physiological-Based Traits

Face, fingerprint, ear, iris, palm print, and knuckle print belong to the class of
physiological biometric traits. However, each biometric modality has some advan-
tages and challenges associated with it, as mentioned in Table 16.2.

Hand-Based Biometrics The major advantage of hand-based biometric traits is
that they contain lots of discriminative information; they are noninvasive in nature
and are quite stable as they do not vary with age. Fingerprints, palm prints, finger
veins, and knuckle prints all come under the category of hand-based biometric traits.
These traits can easily be captured by using low-cost sensing devices and without
any much inconvenience to the user. Few of them are described below:

• Fingerprint: It is made up of ridges. There exist large amount of discriminative
textures and patterns such as loop, arch, and whorl over a fingerprint. The ridge
ending and the ridge bifurcation are known as minutia features. These features are
assumed to be unique and stable. It is easy to capture these features because of
availability of good-quality sensors in market, but the major challenge is to get a
good quality of fingerprint.

• Palm print: The inner part of the hand is called as palm, and the extracted region
of interest in between fingers and wrist is termed as palm print. Even monozygotic
twins are found to have different palm print patterns. Huge amount of textures in
the form of palm lines, ridges, and wrinkles is available over palm print. Prime
advantage of palm print over fingerprint includes its higher social acceptance
because it is never being associated with criminals.

• Knuckle print: The outer part of a finger is considered as finger knuckle. These
patterns are presumed to be related with the anatomy of fingers that involves
complex interaction with finger bones and skin. They can be acquired through a
low-cost sensor.

• Finger veins: The vein pattern is also believed to be robust and invariant to aging.
They are acquired in infrared lighting to get better light absorption. The major
challenge is its variability; hence, it is considered as a soft biometric trait with
limited application.

Table 16.2 Advantages and challenges of various biometric traits

Biometric
trait Advantages Challenges

Face Easy to capture Pose variation, aging, and spoofing

Fingerprints Unique and stable Capturing good-quality prints

Ear Easy to capture Occlusion

Iris Unique Difficult to capture and spoofing

Palm print Stable and unique Illumination, translation, and rotation
variations

Knuckle print Uniqueness and easy to
capture

Illumination, translation, and rotation
variations
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1.2 Multi-biometric System

The performance of any unimodal biometric system is often restricted due to
variation and uncontrolled environmental condition, sensor precision, and reliability
as well as several trait-specific challenges such as pose, expression, aging, etc. for
the face. Moreover, it considers features to take decision on matching; hence, it is
difficult to improve its accuracy. Hence, one can explore the possibility of fusing
more than one biometric samples, traits, or algorithms. This is termed as multi-
biometrics. There exist different types of multi-biometric system.

• Multisensor system: It considers images of the same biometric trait where images
are captured with the help of multiple sensors. Figure 16.5 Shows three types of
fingerprint scanners which can be used to build a multisensor biometric system.
These sensors use different technologies to acquire data; hence, the quality and
discriminative features of their samples are significantly different.

• Multi-algorithm system: It considers multiple matching algorithms to improve the
performance of the system. Images of the selected trait are captured using single
sensor. In Fig. 16.6, it is shown that one can use different algorithms applied over
the same image. One algorithm may be using some global texture like orientation
field features, while the other one may use minutia-based local features. Fusion of
these matchers is expected to perform better than any of these two algorithms.

• Multi-instance system: It considers more than one image of the same trait per user.
Multiple samples are collected. In Fig. 16.7, three samples of the same finger

Fig. 16.5 Fingerprint
Sensors

Fig. 16.6 Two fingerprint
matchers (multi-algorithm).
(a) Orientation field-based
algorithm. (b) Minutia-
based algorithm
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collected under controlled environment are shown. This redundant information is
useful to address the issues related to local as well as environmental condition
variations.

• Multi-trait system: It considers more than one biometric trait per user. Multiple
samples of different traits (e.g., fingerprint, knuckle print, palm print) have been
acquired from users during enrollment. These different types of information
collected from the same subject enhance the collective discrimination of aggre-
gated sample enormously. Individual trait-specific matching, followed by score
level fusion, can improve the system performance significantly and can cater to
external, local/global, or any other intra-class variability issues. Such systems
also become more and more spoof resistant.

2 Performance Analysis

It is necessary to analyze the performance of any biometric system. There exist
several performance measures to analyze any verification or identification system.

2.1 Verification Performance Parameters

Like any pattern recognition system, there are two types of errors, viz., false
acceptance rate (FAR) and false rejection rate (FRR). When two feature vectors
are matched, it generates a matching score. This score is either dissimilarity or
similarity score. For a dissimilarity (similarity) score, if it is less (greater) than a
predefined threshold, we assume these two feature vectors are matched. FAR is the
probability of accepting wrongly an imposter as a genuine user. FAR is defined as
follows:

Fig. 16.7 Samples of same
fingerprint (multi-instance)
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FAR ¼ M

N
� 100% ð16:1Þ

where N is the number of distinct imposter matchings and M is the number of
wrongly accepted genuine matchings.

Similarly, FRR is defined as the probability of rejecting a genuine user wrongly.
That means, if we perform N distinct genuine matchings and M of them have been
got rejected wrongly, then FRR is given by:

FRR ¼ M

N
� 100% ð16:2Þ

(a) EER: Equal error rate (EER) is defined as the value of FAR for which FAR and
FRR are same. More clearly, we can say that it is the point of intersection of FAR
and FRR curves.

(b) Accuracy: Accuracy is defined as:

Accuracy ¼ 100� Aþ R

2

� �
% ð16:3Þ

where A and R are FAR and FRR at threshold T .

(c) Receiver operating characteristics (ROC) curve: It is a graph plotting FAR
against various FRRs. It helps to analyze the behavior of FAR against FRR. It
computes the distinguishing strength of the system between genuine and impos-
ter’s score.

(d) Decidability index (d’): It measures separability between imposter and genuine
matching scores and is defined by as:

d0 ¼ j μ1� μ2 j
1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V1þ V2

p ð16:4Þ

where μ1 and μ2 are the mean and V1 and V2 are the variance of the genuine and
imposter scores, respectively. An example of the genuine and the imposter score
distributions is shown in Fig. 16.8.

Fig. 16.8 Graph showing
genuine and imposter
similarity score distribution
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2.2 Identification Performance Parameters

Similarly, for identification, performance analysis is done by calculating correct
recognition rate (CRR) and genuine vs imposter best match graph.

(a) CRR: The correct recognition rate, CRR, is also known as the Rank 1 accuracy.
It is defined as the ratio of the number of correct topmost best matches and the
total number of matching performed in the entire query set. If we have N images
in the test set and out of that, M images have got the non-false top best match,
then CRR is given as:

CRR ¼ M

N
� 100% ð16:5Þ

(b) Genuine vs imposter best match graph (GvI graph): This graph shows the
separation of genuine vs imposter best matching score plots. In Fig. 16.8, one
such plot is shown from which one can observe that genuine matching scores are
well separated from imposters and overlapping scores are errors.

3 Finger Knuckle Print-Based System Designing

Anatomical structure of a knuckle print is shown in Fig. 16.9a. In any knuckle print,
there are lines like (i.e., knuckle lines) rich pattern structures in vertical as well as
horizontal directions. These horizontal and vertical pattern formations are believed
to be very discriminative. The main reason of using them is their unique anatomy;
they are also noninvasive in nature and are quite stable which can be captured at low
cost without any overhead of installing extra hardware device.

Fig. 16.9 (a) Knuckle anatomy. (b) Finger prints vs knuckle prints
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Agriculture is the main occupation of people living in South Asia. Here most of
the persons are engaged in blue collared jobs. As a result, they use their hands in very
rough and tough manner which potentially damages their course structure of hands
including palm prints and fingerprints. In such cases quality of knuckle prints
remains unchanged as they cannot be used for doing any hardship and thus they
are less prone to any damage. Also, the minutia and singular points over fingerprints
are observed to be faded for cultivators and laborers as shown in Fig. 16.9b.

In such scenarios finger dorsal knuckle print can serve as an effective biometric
feature. The outer part of a finger is considered as finger knuckle. These knuckle
prints are categorized into three categories; mainly they are major finger knuckle
print, first minor finger knuckle print, and second minor knuckle print as shown in
Fig. 16.10. These patterns are presumed to be unique. They can be acquired through
any sensor. Many studies as presented in [9] have proved that combining first minor
finger knuckle print with second minor and major finger knuckle print can give more
accuracy than using them in isolation for personal identification. However, there
exist big challenges in contact-less finger knuckle image (FKI) recognition such as
efficiently identifying the middle knuckle line for image enrollment, exploring
discriminative features, and matching nonrigid deformable knuckle regions. Any
typical biometric system consists of sample acquisition, quality estimation, ROI
extraction, preprocessing, feature extraction, matching, and finally fusion of multiple
traits.

3.1 Quality Estimation of FKP Image

System performance is highly dependent on the quality of the input image. Quality
of images acquired from different types of sensors plays an important role in getting
good performance of a biometric system. Hence, quality assessment should be done
as early as possible during data acquisition to achieve better results. Deficiency can
also be revealed in any image by assessing its quality parameters.

Quality is defined as the amount of information observed or captured during the
data acquisition phase. Designing an algorithm for assessing the quality of a
biometric image is a very challenging task. An ideal quality system is the one that
produces uniform results. In case of finger knuckle print-based biometric systems,
quality assessment is quite cumbersome. Finger knuckle print images are generally

Metacarpophalangeal
(MCP) Joint

Proximal Interphalangeal
(PIP) Joint

Distal Interphalangeal
(DIP) Joint

Major Finger Knuckle
First

Minor Finger Knuckle
Second

Minor Finger Knuckle

Fig. 16.10 Detailed finger
knuckle anatomy. (Image
taken from [9])
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of poor quality mainly because of reflection, poor uniformity, out of focus and
camera reflection. Not much work has been done for quality assessment of finger
knuckle images.

In [14], six quality assessment factors of finger knuckle images have been
defined. These features are also quantified and fused together to obtain a single
quality score for each image. Likelihood ratio-based fusion method is used for
combining all these quality parameters. Comprehensive quality assessment of a
finger knuckle print is a difficult problem because of its inherit complex structure.
It has assessed the finger knuckle print quality by computing the amount of well-
defined focus edges F, amount of clutter C, and distribution of focused edges in the
image S and by observing block-wise entropy of focused edges E, reflection caused
by light source and camera flash Re and the level of contrast Con.

3.1.1 Focus (F)

A focused image possesses a uniform spectrum where as a defocus image it usually
contains dense spectrum toward lower frequencies. Well-focused pixels of an image
are computed by convolving the proposed 6 � 6 kernel K, [14] with the input image
where the kernel is given by:

K ¼

1 1 1 1 1 1
1 1 1 1 1 1
1 1� 8� 8 1 1
1 1� 8� 8 1 1
1 1 1 1 1 1
1 1 1 1 1 1:

0
BBBBBB@

1
CCCCCCA

ð16:6Þ

It selects only those pixels whose convolved value is greater than some empiri-
cally selected threshold value tf constituting the set of pixels which are well focused,
termed as wf. Let vle be the set of pixels lying on the vertically long edges of the
image. The set of pixels Fmap is obtained by computing the set intersection of pixels
between vle (vertically long edges) and wf (well focused), as shown in Fig. 16.11c. It
is defined as the most significant region constituting the focus quality parameter.

Fig. 16.11 Focused quality attribute F. (vle (vertically long edges) and wf (well focused)). (a) vle.
(b) wf. (c) Fmap (anding vle and wf)
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3.1.2 Clutter (C)

The short vertical edge pixels which are well focused constitutes the quality param-
eter clutter. Clutter creates fallacious features that can degrade the performance of
any recognition algorithm. It is defined as the ratio of short vertically aligned strong
edge pixels to the longer edge pixels. Clutter is inversely proportional to the image
quality.

3.1.3 Uniformity-Based Quality Attribute (S)

Uniform distribution of texture features throughout the image can constitute a good-
quality biometric sample. K-Means clustering is used over pixel set Fmap with K¼ 2.
Finger knuckle images are somewhat symmetrical along Y-axis, due to which K ¼ 2
has been chosen. Various statistical and geometrical parameters are used to deter-
mine the value of S. This method is discussed in detail in Algorithm 16.1.

3.1.4 Entropy-Based Quality Attribute (E)

Information content in any gray-scale image has been computed in terms of entropy
which is defined as:

e ¼ �
X255

i¼0
hist i½ �∗log 2∗hist i½ �ð Þ ð16:7Þ

where hist[i] is the ith element of the 256 valued gray-level histogram, hist, of the
input image I. Block-wise entropy is calculated using Eq. (16.7), and for computing
it, each image is divided into blocks of size 5 � 5. Since all blocks do not have the
same amount of importance, only blocks that are having well-defined focused long
vertically aligned edge pixels (using Fmap, more than a predefined experimentally
selected threshold value tf m) are considered as significant blocks. Entropy-based
quality attribute is computed by summing up the entropy values of individual
significant blocks.

3.1.5 Reflection-Based Quality Attribute (Re)

Whenever there is high reflection in the image, a very-high-intensity gray-level patch
has been formed, mainly because of light source reflection or due to camera flash. In
order to identify this reflection patch, several methods can be used; one such method
is an adaptive thresholding methodology. The input image is repeatedly thresholded
using different gray-level values. At the end of every step, number of pixels having
value greater than the threshold has been calculated. This thresholding procedure
gets terminated when this count value becomes saturated. The full reflection patch is
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correctly recognized. The reflection-based quality attribute (Re) is defined as the
fraction of pixels belonging to the reflection patch; and it is inversely proportional to
the image quality.

3.1.6 Contrast-Based Quality Attribute (Con)

Lightning condition effect the finger knuckle print images to a large extent. Large
illumination variation in biometric sample severely affects the discriminative line
features and hence degrades the sample quality. Dynamic gray-level range of an
image is depicted by its contrast. Therefore, we can use it to judge the uniformity in
illumination of the entire image. In [14], the whole gray-level range is divided into
three groups (0, 75), (76, 235), and (236, 255). The contrast-based quality attribute
(Con) is defined as the fraction of pixels belonging to the middle gray-level range
values (i.e., (76, 235)), because that indicates the moderated intensity range.

Algorithm 16.1 Uniformity-Based Quality Attribute (S) [14]
Require: The vle and w f pixel set for the input image (I ) of size m � n.
Ensure: Return the value S for the input image (I ).

1. Fmap ¼ and (w f, vle); [focus mask].
2. Let M1 and M2 be midpoint of left half (n2,

n
2) and right half (mþn

2 , n2) of the input
image (I ), respectively.

3. Apply 2-mean clustering over pixel set Fmap.
4. Let C1,C2, nc1, nc2, std1,and std2 be mean loc., number of pixels, and standard

dev. of left and right cluster, respectively.
5. Let d1 and d2 be Euclidean distance between point C1 and M1 and that of

between C2 and M2, respectively.
6. d ¼ 0.7 ∗ max(d1, d2) + 0.3 ∗ min(d1, d2).
7. 7. Pr ¼ X

Y where X ¼ max(nc1, nc2) and Y ¼ min(nc1, nc2) [cluster point ratio].
8. 8. stdr ¼ A

B where A ¼ max(std1, std2) and B ¼ min(std1, std2) [cluster standard
dev. ratio].

9. combr ¼ 0.8 ∗ pr + 0.2 ∗ stdr .
10. Dstd ¼ 1 � dffiffiffi

C
p where C ¼ std1

2 + std2
2.

11. Dnc ¼ 1 � � dffiffiffi
E

p where E ¼ nc1
2 + nc2

2.

12. S ¼ 0.5*d + 0.2*combr + 0.15*Dstd + 0.15*Dnc.

3.1.7 Fusing Quality Attributes

All these mentioned six parameters are calculated and normalized using the max-min
normalization technique. All six quality parameters should be fused in order to
predict the overall quality of the input image. The likelihood ratio-based fusion
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has been used to fuse the obtained individual quality attributes for any input image
I has been done as:

Qualityfused Ið Þ ¼
Y

8q2F,C,S,E,Re,Con
PD IqjGqð Þ
PD IqjBqð Þ ð16:8Þ

This fusion strategy classifies the input image into two classes (i.e., good and bad,
binary classification) where PD(.) denotes the probability distribution of all the
abovementioned quality parameters and Gq and Bq are the good and bad quality
image samples with respect to the quality q, respectively.

3.2 Finger Knuckle Print ROI Extraction

The major task of any ROI extraction technique is to segment same region of interest
correctly and consistently from all images. The central knuckle point as shown in
Fig. 16.12b can be used to segment any knuckle print. Since knuckle print is aligned
horizontally, there is no difficulty in extracting the central region of interest from any
knuckle print that contains rich and distinctive texture as shown in Fig. 16.12c.

For major FKP ROI extraction, there are mainly two techniques, viz., convex
direction coding [18] and curvature Gabor filter [15], which are discussed in the
following subsections.

3.2.1 ROI Extraction Based on Convex Direction Coding

This method of ROI extraction is based on determining the local coordinate system.
The following are the main steps involved in it.

• During data acquisition phase, all fingers are taken flatly, on the basal block;
therefore, the bottom boundary of the FKP images is nearly consistent. This
bottom boundary is extracted using the Canny edge detector. By fitting this

Fig. 16.12 Knuckle print ROI annotation. (a) Raw knuckle print. (b) Annotated knuckle print. (c)
Knuckle print ROI
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boundary as a straight line, the X-axis of the local coordinate system can be
determined.

• The top and bottom boundaries are estimated based on the actual size of the real
fingers, obtained using Canny edge detector. The left and right boundaries are
fixed and evaluated empirically, to obtain cropped image IS as a sub-image.

• Canny edge detector is applied on IS to obtain the edge map IE.
• Convex direction coding is used to setup Y-axis, so as to get the most consistent

line features from the finger knuckle print images. Every point on the image edge
map can be given a code to identify its local direction. The curve is either convex
leftward (+1) or convex rightward (�1), as shown in Fig. 16.13. Remaining
pixels that are not on any curve are set to (0), as formulated below:

Acode ¼
0 if A ¼ 0ð Þ Notoncurve½ �
0 else if P7&P8areBifurcation pointð Þ
þ1 else if P7& A2UHð ÞkP5& A2LHð Þ convest Left½ �ð Þ
�1 else if P5& A2UHð ÞkP7& A2LHð Þ convext Right½ �ð Þ

8>><
>>:

ð16:9Þ

In Eq. (16.9), UH and LH are considered as upper and lower half of the finger
knuckle print image, respectively. The various steps involved in it are given in
Algorithm 16.2 and are shown in Fig. 16.14.

Algorithm 16.2 Finger Knuckle Print ROI Extraction (Algorithm Taken
from [18])
Require: The acquired finger knuckle print image I of size m � n (as shown in
Fig. 16.14a)
Ensure: The cropped finger knuckle print ROI (as shown in Fig. 16.14h)

1. Extract the bottom boundary using Canny edge detection and assign as X-axis
(as shown in Fig. 16.14b).

2. Initially crop the original image I using three empirically selected boundary
values to obtain Icmp (as shown in Fig. 16.14c).

3. Apply canny edge detector over Icmp to obtain Icanny (as shown in Fig. 16.14d).
4. Apply convex direction coding over Icanny image to obtain Icode where every pixel

is assigned a code representing its convex direction (as shown in Fig. 16.14e).

Fig. 16.13 FKP curve modeling. (Image is taken from [18])
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5. Obtain convexity direction which measures the strength of dominant direction
locally as fined by conMag(x) ¼ |∑W ICD| (as shown in Fig. 16.14f).

6. Since curves along small area around phalangeal joint do not have obvious/
dominant convex direction; hence, x0 ¼ argminx(conMag(x)) (as shown in
Fig. 16.14g).

7. Set X¼ X0 as the Y-axis to obtain the local coordinate system for the required ROI
(as shown in Fig. 16.14h).

• The Y-axis of the coordinate system is determined. The characteristic of a FKP
image has been shown in [18], suggesting that the convexity magnitude reaches a
minimum around the center of the phalangeal joint and this position can be used
to set the Y-axis of coordinate system.

• Since X-axis and Y-axis is fixed, the local coordinate system can be determined,
and the ROI sub-image, IROI, can be extracted of a fixed size.

3.2.2 ROI Extraction Based on Curvature Gabor Filter

For extracting ROI, three main steps are performed under this technique:
(a) detection of knuckle area, (b) central knuckle line, and finally (c) central knuckle
point.
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Fig. 16.14 Finger knuckle print image ROI extraction steps. (Images are taken from [18])
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Knuckle Area Detection The whole knuckle area is segmented from the back-
ground to discard background region. Initially, Otsu thresholding is applied on the
enhanced knuckle image to be binarized, as shown in Fig. 16.15b. It can be observed
that the knuckle region may not be accurate because of sensor noise and background
clutter. This image can be further be refined by using Canny edge detector as shown
in Fig. 16.15c. From this image, knuckle boundary is detected by computing the
largest connected components. To remove any discontinuity from the selected
region, it is eroded as shown in Fig. 16.15d. All pixels that fall within the convex
hull of detected knuckle boundary form the knuckle area as shown in Fig. 16.15e.

Central Knuckle Line Detection The central knuckle line is defined as the column
w.r.t to which the knuckle can be thought of symmetrical, as shown in Fig. 16.12b.
This line is used to extract the knuckle print ROI. Area around central knuckle line is
quite rich in texture; thus it can be used for detection. To conserve such a specific
texture, a knuckle filter is created by modifying the Gabor filter, as defined below.

(a) Knuckle filter: Traditionally Gabor filter is formed when a complex sinusoid is
multiplied with a Gaussian envelope, as defined in Eq. (16.12), and is shown in
Fig. 16.16c. If x and y are the spatial coordinates of the filter, X and Y are
obtained by rotating x and y by an angle θ, using the following equations:

X ¼ x∗ cos θ þ y∗ sin θ ð16:10Þ
Y ¼ �x∗ sin θ þ y∗ cos θ ð16:11Þ

Then:

G x; y; γ; θ;ψ ; λ; σð Þ ¼ Gaussian Envelope∗Complex Sinusoid ð16:12Þ

where Gaussian Envelope ¼ e�
K
L for K ¼ X2 + Y2 � ɣ2 and L ¼ 2 σ2 and complex

sinusoid ¼ ei
2πx
λ þψð Þ (Fig. 16.16).

In order to preserve the curved convex knuckle lines, a knuckle filter (Fig. 16.17)
is obtained by introducing curvature parameter in the traditional Gabor filter. Only
X component has been modified as follows (Y remains to be same as in Eq. (16.11)):

Fig. 16.15 Knuckle area detection. (a) Raw. (b) Binary. (c) Canny. (d) Boundary. (e) FKP Area
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X ¼ x∗ cos θ þ y∗ sin θ þ c∗ �x∗ sin θ þ y∗ cos θð Þ2 ð16:13Þ

Y ¼ �x∗ sin θ þ y∗ cos θ ð16:14Þ

The curvature of the Gabor filter can be modulated by the curvature parameter.
The value of curvature parameter is varied as shown in Fig. 16.18, and its optimal
value is selected heuristically. The knuckle filter is computed by combining two such
curved Gabor filters ( f1, f2), in such a manner that the distance between them is d.
The first filter ( f1) is obtained using the abovementioned parameters, while the
second filter (f2 ¼ f2

flip) is obtained by vertically flipping the first filter. In
Fig. 16.18, several knuckle filters are shown with varying curvature and distance
parameters.

(b) Knuckle line extraction: All pixels that belong to knuckle area are first con-

volved with the knuckle filter F0:01;30
kp . As a result, all pixels that fall on central

knuckle line have higher response. Then the filter response for each filter is
calculated by using threshold as f ∗ max where max is the maximum knuckle
filter response and f 2 0 to 1 is a fractional value. The binarized filter response is
shown in Fig. 16.19a in which it is super-imposed over the knuckle area with a
blue color. Finally, the central knuckle line has been extracted from that column
which is having the maximum knuckle filter response as shown in Fig. 16.19b.

Central Knuckle Point Detection This is required to crop the knuckle print ROI
that must lie over central knuckle line. It is computed by computing the midpoint of
top and bottom points of central knuckle line as shown in Fig. 16.19b. The required
knuckle print ROI is extracted as a region of window size (2∗ w + 1) � (2∗ h + 1)

Fig. 16.16 Conventional Gabor filter. (a) 2D Gaussian. (b) 2D Sinusoid. (c) 2D Gabor. (d) 2D
Gabor filter

Fig. 16.17 Curvature
knuckle filter. (a) Curved
knuckle lines. (b) Curvature
knuckle filter
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considering central knuckle point as the center as shown in Fig. 16.19c where w and
h have been considered as semi-width and semi-height, respectively, of the extracted
knuckle print ROI.

3.2.3 Minor FKP Segmentation

Major steps involved in minor FKP segmentation have been illustrated in Fig. 16.20,
for segmenting fixed-size minor finger knuckle print. Binarization of the acquired
finger dorsal images is done by Otsu thresholding. This binarized finger shape is
used to find the location of the fingertip using convex hull of images followed by
background removal. The detailed segmentation strategy is mentioned in [8]. Some
of the intermediate figures generated during segmentation are shown in Fig. 16.21.
Major and minor segmented finger knuckle images are shown in Fig. 16.21c, e,
respectively.

Fig. 16.18 Knuckle filter. (a) c ¼ 0.00, d ¼ 0. (b) c ¼ 0.00, d ¼ 30\. (c) c ¼ 0.01, d ¼ 0. (d)
c ¼ 0.01, d ¼ 30. (e) c ¼ 0.04, d ¼ 0. (f) c ¼ 0.04, d ¼ 30

Fig. 16.19 Knuckle print ROI detection. (a) Knuckle filter response is superimposed over the
knuckle area with blue color, (b) full annotated, and (c) FKP (FKPROI)
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Algorithm 16.3 Knuckle Print ROI Detection (Algorithm Taken from [15])
Require: Raw knuckle print image I of size m � n.
Ensure: The knuckle print ROI FKPROI of size (2 ∗ w + 1) � (2 ∗ h + 1).

1. Enhance the FKP image I to Ie using CLAHE.
2. Binarize Ie to Ib using Otsu thresholding.
3. Apply Canny edge detection over Ib to get Icedges.
4. Extract the largest connected component in Icedges as FKP raw boundary,

$$ðFKPraw
BoundÞ.

5. Erode the detected boundary FKPraw
Bound to obtain continuous and smooth FKP

boundary, FKPsmooth
Bound .

6. Extract the knuckle area Ka ¼ All pixels in image I 2 the ConvexHull
$$ðFKPsmooth

Bound Þ.
7. Apply the knuckle filter F0:01;30kp over all pixels 2 Ka.

8. Binarize the filter response using f ∗ max as the threshold.
9. The central knuckle line (ckl) is assigned as that column which is having the

maximum knuckle filter response.
10. The midpoint of top and bottom boundary points over ckl 2 Ka is defined as the

central knuckle point (ckp).
11. The knuckle ROI (FKPROI) is extracted as the region of size (2∗ w + 1)� (2∗

h + 1) from raw knuckle print image I, considering ckp as its center point.

Finger Dorsal
Images Binarization

Convex Hull
and Finger Tip

Estimation

Coarse
Segmentation

Orientation
Estimation

and Correction

Background
Removal

Nail Check
and Removal

Scale Factor
Estimation

Edge
Estimation

Fine
Segmentation

Centroid of
Edges

Minor Finger
Knuckle Images

Fig. 16.20 Block diagram
illustrating key steps
performed for segmenting
fixed-sized minor FRP ROI.
(Images are taken from [8])

16 Finger Knuckle-Based Multi-Biometric Authentication Systems 421



Fig. 16.21 Major and minor segmented finger knuckle images. (a) Finger dorsal images. (b) Minor
finger knuckle region identified for segmentation during fine segmentation. (c) Segmented minor
finger knuckle images. (d) Images after enhancement. (e) Prospective segmented and enhanced
major finger knuckle images. (Images are from [8])
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3.3 FKP Image Enhancement

The extracted region of interest (ROI) of knuckle print is generally of poor contrast.
Hence several image enhancement algorithms can be applied over the ROI. Some of
the FKP image enhancement techniques are discussed in the following subsection.

3.3.1 Histogram Equalization

In [2], FKP image is enhanced by dividing the FKP image into sub-blocks of
11 � 11 pixels. Mean of each block which estimates the reflection of the block is
calculated. The estimated coarse reflection is expanded to the original size of the
FKP image using bi-cubic interpolation. For the coarse estimate of reflection, if the
block size is very small, the estimate is almost the same as the extracted FKP, and if
the block size is high, the estimate becomes improper. The estimated reflection is
subtracted from the original image to obtain a uniform brightness of the image.
Histogram equalization is performed on blocks of 11 � 11 pixels to improve the
contrast in the texture of FKP and then is subjected to perform filtering to smooth the
boundaries between blocks.

3.3.2 CLAHE

In [5], ROI sample is partitioned into non-overlapping fixed size cells (8 � 8). The
size is selected empirically which ensures that its mean closely indicates the coarse
estimate of illumination. Each estimated cell is deducted from corresponding cell of
original image and gets its uniformly brightened ROI sample. The resulting ROI is
enriched using CLAHE which also lowers the blocking effect as shown in
Fig. 16.22.

Weiner filtering is applied to smooth the boundaries and to minimize the additive
noise. ROI sample is enhanced to preserve discriminative features. The enhanced
knuckle print image possesses better-quality texture as shown in Fig. 16.22.

Fig. 16.22 Local CLAHE-based FKP enhancement. (a) Original. (b) Bg illum. (c) Uni. illum. (d)
Enhanced. (e) Noise removal
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3.3.3 Local Gradient Binary Pattern (LGBP)

The FKP images can also be enhanced by using robust representations (vcode and
hcode) that can endure small change of illumination variation. Images are
transformed using the LGBP transformation [16]. An original knuckle along with
its vcode and hcode is shown in Fig. 16.23. In Fig. 16.24, one raw knuckle print
image is considered under varying illumination and is shown along with the
corresponding vcode. One can observe that the original knuckle print (as shown in
Fig. 16.24a) has undergone very severe illumination variation (as shown in
Fig. 16.24b–f). But the corresponding vcodes may not be varying much (as shown
in Fig. 16.24g–l).

However, any of the abovementioned image enhancement technique can be used
over ROI samples to preserve its discriminative features.

3.4 FKP Feature Extraction and Matching

Feature extraction and matching is one of the main steps involved in any biometric
system. Features are extracted from preprocessed image which we get from the
image enhancement step. Extracted features can be local features or it can be global
features. Few FKP matching algorithms are discussed in the following subsections.

Fig. 16.23 Original and transformed (vcode, hcode) for knuckle print ROIs. (a) Original knuckle
print. (b) Knuckle vcode. (c) Knuckle hcode

Fig. 16.24 Illumination in-variance of LGBP transformation. Here first row depicts same image
under five varying illumination conditions. Second row depicts their corresponding vcodes. (a) FKP
Original. (b) FKP i1. (c) FKP i2. (d) FKP i3. (e) FKP i4. (f) FKP i5. (g) vcode Orig. (h) vcode i1.
(i) vcode i2. (j) vcode i3. (k) vcode i4. (l) vcode i5
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3.4.1 Handcrafted Features [2]

FKP is represented by two local feature vectors extracted by SIFT and SURF. In the
recognition phase, the input FKP image is matched with the knuckle print features
present in the database. Nearest neighbor ratio [11] has been used for to calculate the
matching scores between corresponding feature vectors. When FKP images of the
same user are matched, then it is known as the genuine matching; otherwise it is
termed as an imposter matching. Let MT and MS be SIFT and SURF matching
scores, respectively, between the query and an enrolled FKP. These SIFT and SURF
matching scores are combined together to obtain the total matching score. An
example of genuine matching and imposter matching using SIFT is shown in
Fig. 16.25. Similarly, Fig. 16.26 shows an example of genuine matching and
imposter matching using SURF. One of the major drawbacks of using SIFT is that
SIFT fails to match nonrigid deformable regions, image patches with weak or
repetitive textures.

3.4.2 FKP Matching Using Deep Matching [5]

Images with nonrigid deformation can be matched successfully using deep
matching. The matching algorithm is based on a multistage architecture with
n layers (depending on the image size) like a construction very similar to deep
convolution nets but does not learn any NN model for feature representation. In this
multilayered architecture, images are subdivided into patches as quad-tree, but
quadrants in target image are not at fixed positions. These blocks can move locally
to re-optimize their positions. This algorithm proceeds in a bottom-up and top-down
fashion which performs convolution at every patch. The SIFT/HOG descriptor is a
popular approach to match regions between images, with 4 � 4 spatial cells to
generate a real vector (V ) in 128-dimensional space, where V 2ℜ 4 � 4 � 8. The SIFT

Fig. 16.25 (a) SIFT key
points detected. (b) Genuine
matching of SIFT key
points. (c) Imposter
matching of SIFT key points

Fig. 16.26 (a) SURF key
points detected. (b) Genuine
matching of SURF key
points. (c) Imposter
matching of SURF key
points
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patch can be split into four quadrants represented by V¼ [V1,V2,V3,V 4], with Vn2ℜ
2 � 2 � 8. There are two such descriptors, one for reference and other for target. In the
target descriptor, the quadrants of 4 � 4 sized grids have not been kept fixed. Their

positions can be optimized by maximizing Sim (V, Q( p)) ¼
X4
n¼1

maxpn (V
T
n Q( pn)),

where Q( p) 2 ℜ32 is the descriptor of a single quadrant extracted at position p. The
similarity can be estimated efficiently with the assumption that each of these
quadrants can move independently (up to some extent), which gives a coarse
nonrigid matching. This method can perform reasonably well for nonrigid matching
with explicit pixel-wise correspondences. The number of feature points matched
correctly through deep matching (as shown in Fig. 16.27) has been used as a
matching score.

Fig. 16.27 Multi-scale correlation pyramid by bottom-up stage and top-down correspondence
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3.4.3 Statistical Features [10]

In this paper, three appearance-based approaches (principal component analysis,
linear discriminant analysis, and independent component analysis) are used for
generating matching score from the knuckle/palm image. Euclidean distance metric
is used to generate the distance between the projection coefficients obtained from
training and test images. The final matching score is computed by fusing the
individual subspace method scores (such as PCA, LDA, and ICA).

3.4.4 Correlational Features and Feature Ensemble [21]

Correlation can also be used for matching knuckle prints. It is computed by using
band-limited phase-only correlation (BLPOC) [12]. Knuckle prints are presumed to
have small range of frequencies; as a result, Fourier-based frequency band is limited,
and band-limited phase only correlation (POC) [12] can be calculated. The POC
value between two images can be used as similarity score and is obtained using the
cross-spread spectrum of the Fourier transform of both images. Gabor filters can also
be used for extracting patterns. They are applied over a pixel and its neighborhood to
extract a resulting discriminating local pattern that can be used to represent that
pixel. For achieving good results, fusion of local and global features has been done
as shown in Fig. 16.28. For extracting global features, band-limited phase-only
correlation (BLPOC) is used, whereas for extracting local features, Gabor filter
bank has been used. For estimating the local orientation of a pixel, six Gabor filters
at an angle of π

6 are used.
In another technique [19], three local features, viz., phase congruency, local

orientation, and local phase (as shown in Fig. 16.29), are extracted. These features
are calculated by fusing them together at score level, and computation is done using
the quadrature pair filter. Finally, Gabor-based local features and BLPOC-based
global features are also combined together to achieve better performance.

3.4.5 Compcode-Based Ordinal Features [20]

A bank of six Gabor filters at an angle of π6 is applied to extract features [6], only from
those pixels that are having varying Gabor responses. All pixels do not contribute to
discrimination equally. Some of them may be at a similar background patch; hence,
they may not possess any dominant orientation. Such pixels are ignored and an
orientation code is computed. Similarly, magnitude code is obtained by the real and
imaginary part of the Gabor filers as shown in Fig. 16.30. The orientation and
magnitude information are fused to achieve better results.
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Fig. 16.28 Ensemble of
local and global features
[21]

Fig. 16.29 Local feature extraction using Gabor filters. (a) Original. (b) pcCode. (c) oriCode. (d)
phaCode

Fig. 16.30 (a) Original image. (b) Orientation code (ImCompCode). (c) Magnitude code
(MagCode) images [20]
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3.5 Publicly Available Databases

There exist two publicly available well-known finger knuckle print databases,
namely, PolyU FKP database [17] and IITD FKP database [7]. The PolyU FKP
database is the largest publicly available database for the knuckle prints. This
database consists of 7920 FKP sample images obtained from 165 subjects in two
sessions. On an average, time interval between the sessions has been 25 days. In each
session, six images from four fingers (distinct index and middle fingers of both
hands) are collected. Hence, a total of 660 distinct knuckle print data is collected.
Out of 165, 143 subjects are belonging to an the 20 � 30 age group, and others are
belonging to the 30–50 age group.

Another database has been acquired at the Indian Institute of Technology, Delhi
(IIT Delhi), with the help of a digital camera. It consists of 790 sample images
obtained from 158 subjects. All subjects in the database belong to the 16 � 55 age
group. All images are in bitmap format.

3.6 Comparative Performance Analysis

Various matching algorithms that are discussed previously can be compared on
different performance parameters, such as equal error rate (EER), correct recognition
rate (CRR), error under ROC curve, and decidability index (DI), along with com-
putation time. The testing strategy considers first six images as training and last six
for testing. Based on matching score, any matching can be declared as genuine or
imposter. There exist several different testing protocols defined so as to perform a
fair comparison as discussed below.

3.6.1 Testing Protocol 1

In testing protocol 1, four categories of PolyU FKP database, right index (RI), right
middle (RM), left index (LI), and left middle (LM), are considered independently.
All FKP of 660 subjects and their all corresponding images are considered. Six
images of first session are taken as training and remaining are considered as testing
images. Therefore, a total of 23 and 760 and 15, 657, and 840 genuine and imposter
matchings are performed as shown in Table 16.3.

3.6.2 Testing Protocol 2

There are 165 subjects, as mentioned in Table 16.3. The FKP samples are collected
in two sessions with six images per session. Images of the first session are taken as
training, and the remaining are taken as testing images. This results in 5 and 940 and
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9, 74, and 160 genuine and imposter matchings as shown in Table 16.3. One such
comparison is done on PolyU FKP dataset on the basis of EER rate and is shown in
Table 16.4. Table 16.5 shows the comparative analysis over individual finger
knuckle database.

A comparative analysis on the basis of false accept rate is done in [16] and is also
shown in Fig. 16.31. It clearly indicates that local and global information combina-
tion (LGIC) scheme performs significantly better in terms of the verification accu-
racy in comparison to CompCode [6], BLPOC [20], and ImCompCode [13]. One
such comparison is also done in [21] as shown in Fig. 16.32.

4 Conclusion

The soft biometric traits such as finger knuckle have been successfully applied over a
wide range of subjects, exhibiting very good performance. Several state-of-the-art
finger knuckle print-based authentication systems have been proposed so far in
literature, in the last decade. All of them exploit the finger knuckle symmetric and
enriched curvature features and performed well over publicly available benchmark
datasets such as IITD and PolyU. All the presented literature suggests that finger

Table 16.3 Database specifications

Subject Pose Total Training Testing
Genuine
matching

Imposter
matching

PolyU (knuckle print)

165 (660 knuckle print) 12 7920 First 6 Last 6 23,760 15,657,840

PolyU individual finger knuckle print (left index [LI], left middle [LM], right index [RI], right
middle [RM])

165 Finger knuckle print
class

12 1980 First Last 6 5940 9,74,160

Table 16.4 Comparative performance analysis for full PolyU finger knuckle print database [18]

Algorithm Equal error rate % Drop

Compcode [6] 1.386 35.64

BOCV [4] 1.833 51.33

ImCompcode and MagCode [13] 1.210 26.28

MoriCode [3] 1.201 25.72

MtexCode [3] 1.816 50.88

Moricode and MtexCode [3] 1.0481 14.89

vcodeGORP [16] 2.9122 –

hcodeGORP [16] 6.6023 –

vcodeSGORP [16] 2.8067 –

vcodeSGORP [16] 3.5276 –

Fusion [16] 0.8920 –
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Table 16.5 Performance analysis over individual finger knuckle print databases

Description DI EER (%) Accuracy (%) EUC CRR (%)

Left index finger knuckle print PolyU database

vcodeGORP 1.6606 3.2972 97.2727 1.1332 99.79

hcodeGORP 1.3274 6.8694 94.7770 3.4261 97.87

vcodeSGORP 1.3671 4.0669 97.0546 2.1503 99.58

vcodeSGORP 1.7183 3.2988 97.5353 1.6264 99.09

Fusion 1.6357 1.07764 99.1548 0.3027 99.79

Left middle finger knuckle print PolyU database

vcodeGORP 1.7326 3.0303 97.5978 1.0385 99.59

hcodeGORP 1.3326 6.3289 95.1156 3.1180 97.57

vcodeSGORP 1.3922 3.1132 97.6070 1.7210 98.58

vcodeSGORP 1.7839 2.2895 98.1309 1.0097 99.79

Fusion 1.6878 1.0099 99.1940 0.3562 100

Right index finger knuckle print PolyU database

vcodeGORP 1.6559 2.8282 97.8285 0.9358 99.89

hcodeGORP 1.3115 7.1244 94.7995 3.6453 96.86

vcodeSGORP 1.3296 3.9551 97.0794 1.8999 97.87

vcodeSGORP 1.7161 3.0302 97.8734 1.5389 99.49

Fusion 1.6144 0.7407 99.3711 0.0860 100

Right middle finger knuckle print PolyU database

vcodeGORP 1.7065 3.2496 97.6092 1.4161 99.59

hcodeGORP 1.3311 6.9324 94.8332 3.6938 97.97

vcodeSGORP 1.3560 3.7173 97.1706 2.0238 99.69

vcodeSGORP 1.8122 3.7052 97.4697 1.8090 99.09

Fusion 1.6693 1.0615 99.1268 0.2658 100

Taken from [16]

Fig. 16.31 DET curves for
FKPs (images taken from
[21])
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knuckle can be used as an acceptable biometric for personal authentication. There
are also several challenges pointed out by them that have to be addressed in the
future.
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Part IV
Enabling Technologies



Chapter 17
Leveraging Cloud-Based Resources
for Automated Biometric Identification

Wei Lu, John Hancock, Benjamin Osowiecki, Aram Taft, and Wei Li

1 Introduction to Cloud Computing

Cloud computing is one of the biggest subjects in the technology industry. In fact, it
has become so widely known it has broken out of the tech world to become a
household name. This should not come as much of a surprise, as cloud computing
has become ubiquitous in many of our daily routines. However, if you ask someone
what cloud computing actually is, there is a good chance they will not have a
definitive answer. So what exactly is cloud computing?

The term cloud computing is often associated with the Internet giants of the mid-
2000s, around the debut of Amazon’s Elastic Compute Cloud, yet the term had come
to be about 10 years earlier. The origin of the term, in the modern sense, has been
traced back to a Compaq business plan dated 1996. Within is a prediction for the
future, where “application software is no longer a feature of the hardware – but of the
Internet” and would be known as “the cloud” [1]. Unfortunately, this still paints as
very broad picture of what cloud computing actually is, simply defining it as
software that runs remotely over the Internet, instead of on a local machine. Since
this time the industry has exploded, but up until recently, there has been little
guidance on what actually fits the definition of cloud computing. In the past few
years, the industry has determined concrete guidelines as to what cloud computing
is, going so far as to break it up into three distinct categories. Formally, cloud
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computing is defined as “a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing resources that can be
rapidly provisioned and released with minimal management effort or to service
provider interaction” [2]. This is to say that a cloud computing service is one
where a user can log in from almost anywhere and be given the service offered,
requiring the backend components to be allocated and de-allocated as needed.

As illustrated in Fig. 17.1, there are also five characteristics that all cloud
computing services have in common. The first is that they allow users to use their
services and access required resources (such as server time or network storage)
without having to interact with a human. Secondly, cloud computing services should
be designed to allow devices of all different form factors to connect and utilize the
service, whether it is a mobile phone, laptop, or desktop workstation. Third,
resources should be pooled in such a manner that multiple users can be served
simultaneously and do so in a way which is transparent to the user. The fourth
characteristic builds off the third; a cloud computing system should have the ability
to scale as demand increases and decreases. Lastly, the system should have the
ability to automatically track, control, and optimize resource use.

Despite these rather detailed guidelines, the world of cloud computing is still
extremely diverse. This is where the three categories of Software as a Service come
into play. The models illustrated in Fig. 17.2 describe three distinct forms of cloud
computing service, with each consecutive tier building on the one prior. At the
lowest level is Infrastructure as a Service (IaaS) [18], a step up is Platform as a
Service (PaaS) [19], and then at the highest level is Software as a Service
(SaaS) [12].

Fig. 17.1 Five
characteristics of cloud
computing
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1.1 Infrastructure as a Service

As illustrated in Fig. 17.3, IaaS is the most “bare bones” of the three cloud
computing models. In this model, the service provider provides only the computing
infrastructure, including virtualization, servers, storage hardware, and networking
capabilities. Often IaaS providers use this virtualization to hide the hardware from
the customer, as it is irrelevant to them. The virtualization is accomplished through
the use of a hypervisor, otherwise known as a virtual machine monitor. These
systems allow for vast numbers of virtual machines, known as guest machines, to
be hosted. These virtual machines are then provided to the customer for use with
their software of choice. As such it is up to the user to supply the data, applications,
databases, and operating system. Examples of such systems include Google Com-
pute Engine [3] and Amazon EC2 [4]. IaaS systems are designed for those who have
built (or are building) their application for either a specific or a custom platform and
need complete control of what can be run, but do not want to have to acquire and
maintain computing hardware.

Fig. 17.3 Infrastructure as a Service

Fig. 17.2 Three typical
cloud computing models
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1.2 Platform as a Service

PaaS is the second model that is illustrated in Fig. 17.4. In this model the service
provider is responsible for everything related to hardware and for systems which will
be required by a customer’s applications (such as databases and the operating
system). In other terms, Platform as a Service providers supply application devel-
opers with development environments on which they can develop and host their
applications. Often times the service provider will create APIs, toolkits, and distri-
bution systems for their respective platforms. Together, these allow application
developers to develop apps without having to acquire, manage, and maintain the
hardware, operating system, databases, or web server. Examples of PaaS services
include Microsoft Azure [5] and Google App Engine [6].

1.3 Software as a Service

SaaS is the cloud computing model most consumers consider “the cloud.” It is at this
level that services such as Google Drive, Facebook, or Amazon Marketplace exist.
As illustrated in Fig. 17.5 in this model, the users are often nontechnical people, as
they are using already built application software. They do not have to deal with any
hardware and OS or have to program the applications; they simply provide their data
into the application. These platforms are otherwise referred to as “on-demand

Fig. 17.4 Platform as a Service
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software” as they can be accessed on an as needed basis, from almost any device.
This also alleviates the need for the user to install application software locally, as it is
hosted on the provider’s servers. To keep up with large demand this can cause, these
services use load balancers to distribute work over sets of virtual machines; however,
this process is invisible to the user. Often times these systems are priced on either a
reoccurring subscription plan or on a pay as needed (often seen on cloud storage
services).

2 Introduction to Biometrics for Authentication

Biometrics is defined as the “automated recognition of individuals based on their
biological and behavioral characteristics” by the International Standardization Orga-
nization [7]. Biometrics is made to have an authentication which is not so easily
spoofed by social engineering or hacking into a terminal. The complexity of the
human body makes it rare for people to have the exact same fingerprint or vein
pattern when trying to gain access to something with such biometric security pro-
tocols. Scanning these characteristics makes it available as a service to prove one’s
identity and gain access to things such as bank account, credit cards, and online
profiles, to name a few. When you scan your fingerprint, iris, or palm, the reading

Fig. 17.5 Software as a Service
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from the scanner will be compared to what was originally stored when the account
was set up, similar to passwords systems. Once checked it will get a result from the
checking algorithm and either allow or deny access to what is trying to be accessed.
The improved security comes with the human body characteristics that are similar in
structure but unique to a majority of the population on earth as well as how many
points of scanning the system does for authentication. Having multiple points will
help with authentication given you have not a single point of failure where that one
trait being scanned was altered or removed from you. An example can be if you were
to cut your finger on the bottom and if the system scans one specific ridge in your
print, that would be the point of failure. If the system was grabbing multiple points
on your fingerprint, it could get a close enough match to still uniquely identify you
and not someone else. In the following we will discuss some of the more popular
options for biometrics including such as facial scanning, iris scanning, vein recog-
nition, and fingerprint scanning.

2.1 Fingerprint Scanning

Fingerprint is a popular form of biometrics and is widely implementable in many
security systems. There is a one in 64 billion chance that your fingerprint will match
up exactly with someone else [8]. One of the problems of times now is coming up
with ways to have a unique hash or password encryption. MD5 hashing algorithm is
a great example and has been having hash collision for a while now, and you can
even type it into google, and it will give you what was hashed back out. With so
many possibilities in a fingerprint, it serves as a great authentication for a system or
application.

Fingerprints have an assortment of friction ridges that form in the development
process of human beings. As illustrated in Fig. 17.6, there are some of the various
fingerprint styles, including such as arch, whorl, double loops, and simple loop.
There are glands underneath the skin of your fingers are what make the distinct
ridges visible on surfaces you touch such as glass or the fingerprint readers. By
looking at the amount of ridges, direction, and pattern of the fingerprint, people were
able to be identified uniquely from one another. This was used as early means of
crime investigating where matching a set of print to an ink card someone had made

Fig. 17.6 Typical
fingerprint styles
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could tell if someone had left their fingerprints at a location. Now in the digital age,
we have evolved to have algorithms to analyze the pattern and characteristics of the
fingerprint and come up with a result of it is a match to the record they have on file.

Scanning a fingerprint can be done by using an optical scanner which involves a
charged coupled device which is in term a light sensor, the same as found in digital
cameras. The array of diodes underneath make up the many sensors for reporting
how much light is hitting that sensor in the array. The device will emit its own light
source when you start the scanning process and place your finger on the designated
area, it will start recording the light that is be reflected back by the ridges of your
fingerprint and then the software will invert the image to have the ridges of your
finger as the darker portions instead of the areas between ridges; Fig. 17.7 shows
what the inverted image looks like for the software to scan and compare to a stored
set of data.

Lastly the software will check to see if there are sufficient characteristics between
the print on record and the print you just scanned in. That way when you scan your
print if the scanner does not pick up on every ridge or pattern, it will still grant you
access because it still is proving to be a match to your print that it has stored. Another
device to pick up fingerprint imaging is the capacitance scanner which uses electrical
currents to have your salty skin complete the circuit and generate a map of the
fingerprint. This device is made up of an array of cells; each cell is made up of two
conductor plates for the positive and negatives within a capacitor circuit. These
capacitors are very tiny so that they can be in between ridges of the fingerprint and
get an accurate representation of the layout of the fingerprint. To get the signal out to
the computing unit, the signal from the capacitors is so small that integrated into the
device is an amplifier to step up the voltage and have the computing device an easily
distinguishable reading, and signal is needed to travel the distance of the wiring
connecting the sensor to the computing device, and we do not want the signal to
degrade between the capacitor and the computing device. Before scanning begins all
the capacitors need to be reset and drop any charge they may have then, when the
fingerprint is applied that will start the charging of the capacitors again for imaging.
Advantages of the capacitor scanning include having to use a real-time fingerprint

Fig. 17.7 An example of a
scanned fingerprint
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reading which means without an actual finger you cannot so easily fool the scanner
into thinking it is the right fingerprint on the sensor. An optical sensor takes an
image, so having a very detailed fingerprint can trick the sensor into thinking you are
someone else because it has no idea on the difference between image and a real
finger.

2.2 Vein Recognition

Vein recognition is similar to fingerprint scanning, but instead of ridges formed in
development, it is scanning the veins within your palm for distinct patterns. Veins
offer another form of security with the matter of it is located beneath the skin where
without surgery it is not an easy task to alter for the scanning device. Veins can be
seen near the surface, but there are many veins underneath that you cannot see which
also helps for creating the secure authentication and makes it harder for people to
counterfeit a vein pattern. Veins also act as a viable use for authentication because
they change shape and geometry very little as a person ages. The vein scanners work
by using near-infrared light waves and projecting them onto your palm. Your red
blood cells naturally absorb the light waves and appear darker because of the light
being absorbed instead of reflected back; Fig. 17.8 gives an image of what the
scanner is seeing when sending and receiving the wave lengths back. The scanner
will then start mapping the darker lines to create a map of where the veins in your
hand are located. After the geometry of your veins are scanned, they can be
compared to the record stored and start checking points to which match and create
an outcome within certainty that you are the person trying to authenticate with a
specific user level of permission and access.

2.3 Iris Scanning

Iris scanning is another form of biometrics with complexity within its generation
creating personal and unique characteristics for authentication making it another
great resource of the biometrics industry. The iris can be seen in Fig. 17.9 for
clarification on where the iris portion of the eye is located [9]. The iris is comprised
of melanin pigments that form during development of the body and is still today not

Fig. 17.8 An example of a
scanned vein
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an exact science of how a specific color is produced, but we do understand how the
colors come to be. Within the iris, eumelanin (appears as a brown/black pigments)
and pheomelanin (appears as red or yellow pigments) combine in different strengths
to create everyone’s eye color. Other factors that play into the complexity of the iris
are the fibers and blood vessels within the iris stroma. These randomly generated
formations during the development process of the aforementioned factors make
interesting geometric patterns within the iris and then through software and mathe-
matics algorithms are created to scan your iris and create a data set for comparison.

Iris scanning makes for a more secure system because the iris can be scanned for
200 or more points for identification of an iris data set, whereas a fingerprint scan is
normally 60–70 points for authenticating. The software for iris scanning is more
complex in where the different regions of the eye as depicted in Fig. 17.9 shows that
algorithms have to identify and map edges of the pupils, iris, sclera, and the eyelid
itself. These regions are to focus in on the iris and see the patterns for authentication
and ignore the regions you scanned but do not want to use for data analyzing. The
iris also makes for a more reliable tool in biometrics as it is more of an internal organ
with protection from the elements by the transparent but sensitive layer called the
cornea. The protection of the iris means it is not going to break down or be worn
down like fingerprints can be with manual labor and extensive use of the fingertips or
hands.

Currently hardware for scanning iris are not as prevalent as fingerprint scanners
but require a bit more specific hardware even though they contain the same sensor
for collecting data on your iris. The scanners have been coming to market for a while
now, but with more options becoming available and the pricing going down, there
are more affordable options coming to market. Iris scanners can use the same
technology as optical fingerprint scanners with the CCD sending out and scanning
near-infrared light waves as well as visible light waves to produce a high-contrast
image of your eye. The NIR (near-infrared) waves are good at getting the structure of
the eye for comparison and make a more accurate picture because of the light wave
being recorded. The ambient light is not affecting the imaging software and/or
hardware.

Fig. 17.9 Iris location in a
normal eye anatomy
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2.4 Facial Scanning

Facial scanning is similar in number of points to fingerprint scanning with a bit
higher 80 points of recognition to check between stored records and a current image
scan. Facial scans can be done in either 2D or 3D depending on the machine and
software suite running. 2D images are checked between images for similar patterns
and geometrics with the image stored in the database. Facial images can be scanned
for landmarks that make faces distinguishable from one another. Some of the notable
landmarks that are scanned included distances between eyes, width of the nose, the
shape of the jaw line, depth of the eye sockets, and shape of the cheekbones. The
main drawback of 2D images is that the face needs to be 35 degrees toward the
camera for calculating the similarities and differences between them. 3D imaging of
facial features proves to be more accurate with more freedom of images whether its
graphing is from a 2D image or from video to get a true 3D image. 3D imaging also
allows for up to 90 degrees of rotation from the camera to be able to calculate facial
features. The 3D imaging targets areas of the face including the chin, nose, rigid
bone, and tissue areas as well as the curvature of the eye sockets. The 3D software
allows for taking a 3D capture and calculates the distances on the face to create an
accurate 2D image that can be turned to face the camera directly. Once generated, it
can be compared with an older 2D image within an older database of facial scans.

Figure 17.10 shows the steps how a video feed can be converted from an image to
a comparable image to search a database of faces. Another resource being developed
for better recognition was to zoom in on the skin of the facial scan and verify the
texture of the skin. The process named Surface Texture Analysis is breaking the skin
into patches for scanning the texture, lines, and pores to even distinguish twins. It has
been mentioned that combining the facial scanning with the texture analysis
increases the match accuracy by 20% to 25%.

Fig. 17.10 Typical steps for facial recognition
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3 Biometrics as a Service

Breaking down the term “Biometrics as a Service,” biometrics – as defined by the
International Standardization Organization – is the “automated recognition of indi-
viduals based on their biological and behavioral characteristics” [7]. Service is
defined as “a facility supplying maintenance, repair and demand to the consumer”
[10]. BaaS is a means of secure authentication using biometrics as layer of security.
Biometrics since the 1990s has been slowly coming into the forefront as the leading
method of securing data. In [11], Risch and Devlin stated that “individual DNA
profiles are extremely uncommon, if not unique.” It is much better in many ways
regarding the fact that each human has unique biometric makeup. Also, forgetting
your “password” is now a lot more difficult since people cannot forget to bring their
hands, fingers, or eyes with them since they are attached to your person.

BaaS is considered a variant of Software as a Service. SaaS is defined as a
software distribution model in which a third-party provider hosts applications and
makes them available to customers over the Internet. All SaaS variants have these
three things in common: they are licensed on a subscription basis, they are hosted by
the service provider, and they are inseparable from cloud computing. Biometric
authentication has been widely adopted by financial service industries, medical
centers, law enforcement, and governments across the world.

As stated above, biometric services are inseparable from cloud computing tech-
nology. Typically, capabilities of cloud computing include (1) elasticity and agility,
i.e., the ability to shift and deploy resources across disparate infrastructures; (2)
network-centricity, i.e., the availability on any network and device; (3) on-demand
domain, i.e., being able to be accessed anytime, anywhere in the world; and (4) data
supremacy, i.e., data over the cloud ensures data supremacy [13]. Mobile strategies
are being adopted by businesses, enterprises, and service providers around the world.
Most companies today have a policy regarding the term bring your own device
(BYOD). By incorporating mobile devices in everyday business affairs, it tremen-
dously facilitates smooth cooperation with all parties involved. BYOD brings
numerous benefits to businesses including job efficiency and flexibility, accelerated
chain and business operations, and cost-saving regarding IT departments.
Employees and employers are constantly using software to access sensitive personal
information along with transactions related to payments. The cost that comes with
efficiency from mobile devices is security.

There are two categories of biometric identifiers: behavioral and physiological
attributes. Behavioral biometrics assess unique and measureable human traits,
including patterns in attributes including voice, a person’s gait (manner of walking),
and typing rhythms. Physiological biometrics identifies a person’s identity by using
their fingerprints, facial recognition, palm veins, and retina and iris recognition.
Biometric scanners use algorithms to take the data and inputs from the user to match
said data points, which give authentication access for users.

This is where software and hardware from companies like ImageWare Systems
and IriTech come into play. Solutions to cloud-based biometric authentication
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include topics ranging anywhere from mobile security and credentialing to
healthcare and government that are being tackled by many different companies at
many different angles. Leaders in the industry of BaaS currently are ImageWare
Systems, Inc. who recently partnered with Fujitsu, BioID, IriTech, FingerCheck, and
MorphoTrust. The topics covered in the portion will be directly referencing these
five companies and their technologies.

3.1 ImageWare Systems, Inc.

ImageWare Systems has their hands in a variety of different markets. They offer an
abundance of services regarding topics of access control to healthcare. On
November 15, 2016 ImageWare Systems announced their Enterprise Suite for
GoVerifyID. The product was created to provide full support for a Microsoft
Ecosystem using end-to-end biometric authentication. GoVerifyID is a secure,
flexible, and scalable biometric user authentication service. The way this software
works is by having the servers pinging ImageWare Systems servers when an event –
like a retail transaction – occurs. The user is asked for biometric verification which is
then verified with anonymous templates on the server which will approve or deny the
access or transaction.

GoVerifyID offers a demo of their product upon request via email. You are given
a temporary account to test the product out. The way the software works is when you
attempt to log in to a site that uses GoVerifyID, their server will push a request to
your mobile device. This request opens the GoVerifyID application which then
prompts you for a combination of your fingerprint, a voice passphrase, and facial
recognition. Once you have successfully passed all the verification steps, the appli-
cation sends a confirmation back to the website that enables you to log in.

3.2 BioID

BioID specializes in facial and voice recognition. BioID is designed to protect user
information. Just like the other software services covered in this chapter, anonymity
is a prevalent feature when verifying face and voices. The software uses a template
that has no information about the user that is not necessary. Some biometric services
usually do storage on a local, so nothing leaves the user’s device. BioID – just like
ImageWare Systems – uses secure data centers they are in control of due to the
vulnerability of keeping data on a client’s device.

BioID offers a trial version of their product which offers two ways to demonstrate
their algorithms. The google play store has an application which offers a limited
demo which features their facial recognition technology, which is displayed in
Fig. 17.11. Their website does too but also offers voice recognition. You will have
to sign up for an account as illustrated in Fig. 17.12. Then you must enroll your face
so they can then recognize you for future authorization attempts.

448 W. Lu et al.



Fig. 17.11 Sign in GUI of
BioID application

Fig. 17.12 User
verification of BioID
application
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After submitting your password, you are then asked to position your face in the
center at a reasonable distance away from the camera. It will ask you to then position
yourself 90 degrees to get better lighting as illustrated in Fig. 17.13.

Once you have successfully enrolled your face, you can then start the trial
verification by selecting verify prompt depicted below in Fig. 17.14.

This is the same procedure you will go through if you wanted to do this trial on a
web browser via your computer or laptop. Once BioID has fully captured your bio
template, you can then test out the accuracy by having a friend or colleague try to get
their face to substitute for yours. You will most likely find that even if someone gets
your password to initiate the bio-authorization, they will fail the facial recognition
portion. Figure 17.15 shows the interface after completing the setup of BioID.

Fig. 17.13 Pictures taken in
BioID application

Fig. 17.14 Verify prompt
in BioID application

450 W. Lu et al.



3.3 IriTech

As you may perceive from IriTech’s name, they specialize in iris scanning. The thing
about IriTech is that their initial products were not only software but hardware.
Obviously with scanning anything, you need a device to capture the data. Before
smartphones were up-and-coming, there was not a mobile friendly way of securing
your data via iris scanning. IriTech sells hardware and software as a package for a
unique all-in-one solution to your biometric iris scanning needs. Now, they offer a
cloud bases solution which can be used by just downloading an app on your
smartphone. This software coupled with cloud-based servers is very secure and
easily integrated into existing applications and services that support standard web
service architecture.

Iritech’s Iritracker was created as a time and attendance system which can help
employers eliminate manual input, time theft, and identity card theft/exchanging.
Their key features can be summarized as followed: The user interface is easy-to-use.
Attendance data is generated from different locations. It has flexibility and manage-
ability that offers administration create, replace, update, and delete functionality. The
system’s time reports are highly accurate and reliable. It supports multiple lan-
guages, capable of working in biometrically intolerable workplaces, and has auto-
mated message delivery with a bulletin board function.

Iritech – as discussed above – also offers a mobile option. The mobile application
offers no option to test the functionality due to needing specific hardware from
Iritech or having a mobile device that is supported by the application. The mobile
application works by making a template of your iris using their underlying algorithm
to use as a reference for authentication. More details on Iritech and its mobile
application can see [14, 15].

Fig. 17.15 Interface after completing the setup of BioID
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3.4 FingerCheck

FingerCheck has dedicated its software to combine time tracking and payroll into
one solution. FingerCheck’s software is reliable that uses fingerprint scanning via
your phones scanner to keep track of worker’s hours on the clock. They offer two
ways to utilize their service. Download an application on a smartphone or tablet with
fingerprint scanning capabilities coupled with a monthly paid service or hardware
you can purchase that comes with the software and a fingerprint scanner. This
software also uses cloud-based servers – specifically Amazon’s redundant servers
– to keep your data safe and secure. FingerCheck offers hardware and software
solutions involving an all-in-one system and a mobile application. Covering the
application, a login screen is the first thing you see as illustrated in Fig. 17.16
[16]. There are two options: one is for administrators and the other for employees.
You will then be greeted by a selection to punch in and out or a transfer.

3.5 MorphoTrust

MorphoTrust specializes in identity protection and storage. Having physical identi-
fication can become cumbersome, so MorphoTrust has created a service that uses
biometrics to safely store and authenticate identification cards like licenses for
vehicles and aircraft, badges and IDs for law enforcement to hospital staff, and
insurance cards. The main theme from these five companies is that they all use cloud
services, license on a subscription basis, and are hosted by the provider and not the
client. There are 42 states in the USA that use MorphoTrust’s service. As illustrated
in Fig. 17.17, MorphoTrust’s way of processing identity includes three steps, i.e.,
enroll, verify, and issue [17].

Fig. 17.16 An example of
FingerCheck application
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4 Conclusions

Biometrics technologies have already been widely adopted by government sectors
such as law enforcement and border control. With growth of mobile computing
everywhere, we can expect to see the growing demand for applying BaaS for identity
authentication and online transactions in the field of high-risk industries such as
health insurances, banks, and financial institutions because of the highly secure
capability provided by the biometric identification and verification in managing
risk and recruiting and retaining customers. It is our belief that leveraging cloud-
based resources for automated biometric identification will be expanded across
markets led by convergence trends, thus affecting biometrics technology providers,
networking infrastructures, security and cloud storage industries, banking,
healthcare, and retail as well as device manufacturers including smartphone makers,
to name a few.
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Chapter 18
Automated Biometric Authentication
with Cloud Computing

Hisham Al-Assam, Waleed Hassan, and Sherali Zeadally

1 Introduction

Over the last few years, cloud computing has become one of the fastest-growing IT
environments for providing services to individuals and businesses of all sizes. Cloud
computing, as defined by the National Institute of Standards and Technology
(NIST), is “a model for enabling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released
with minimal management effort or service provider interaction” [1]. The so-called
cloud service providers (CSPs) are the key players in cloud computing responsible
for providing clients with a wide range of services that vary from applications such
Microsoft Office 365 and Google Docs to a complete infrastructure such as Amazon
Elastic Compute Cloud (EC2) [2]. This introductory section provides the reader with
a brief background on four related topics: (1) the main characteristics of cloud
computing, delivery models, and deployment models, (2) security challenges in
cloud computing, (3) biometric-based recognition, and (4) the limitations of con-
ventional biometric solutions for remote cloud authentication.
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1.1 Cloud Computing

The convenience provided by cloud computing has led to an increasing trend of many
business organizations, government agencies, and customers to migrate their services
and data into cloud environments. The recent success of cloud computing in attracting
such a great attention can be attributed to the following five characteristics [2]:

• On-demand self-service: A client can immediately get computing resources (e.g.,
CPU time, applications, network storage, etc.) without a need for human inter-
vention at the CSP side.

• Broad network access: Cloud resources are network accessible from different
clients’ applications installed on different platforms such as smart phones, tablets,
PCs, and laptops.

• Resource pooling: The CSPs aggregate their resources to meet clients’ need by
utilizing multi-tenant approaches based on physical as well as virtual resources
which can be dynamically added or withdrawn based on clients’ requirements.
The pooling factor means that the clients do not need to know where the resources
are coming from or where the data is physically stored.

• Rapid elasticity: The capabilities of cloud services should be flexible enough to
rapidly shrink or expand to meet the requirements of different clients at different
times.

• Measured service: CSPs have the ability to measure any resources used by each
tenant (client) using charge-per-use mechanisms.

Cloud services are typically delivered to clients using pre-packaged combinations
of IT resources provided by CSPs based on one of the following three common cloud
service models [3]:

Software as a Service (SaaS) This model of delivery is also called “on-demand
software.” The software and associated data are centrally hosted on CSP’s servers
(i.e., instead of using a software installed on clients’ machine, they can use it as a
service where nomaintenance or upgrades are required). In thismodel, clients have no
control ormanagement permission over the underlying cloud infrastructure. Common
examples of SaaS include Google Docs, Dropbox, and Microsoft Office 365.

Platform as a Service (PaaS) This kind of service is typically used by application
developers. This type of service provides access to computing platforms that include
operating systems, programming languages, software tools, databases, web servers,
etc. The clients have control only over their deployed applications. Some examples
of PaaS include Google AppEngine, Microsoft Azure, and Apache Stratos.

Infrastructure as a Service (IaaS) This delivery model supplies clients with
computing resources (physical or more often virtual) processors, storage, firewalls,
load balancers, virtual local area networks, and so on. Therefore, the clients are not
only able to deploy and execute various software, but they also have control over the
operating systems, storage, processing power, and networking components. Ama-
zon’s EC2 is a very good example of IaaS.
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The above three categories of services can be deployed in different environments.
Deployment models define ownership and the size of cloud resources and most
importantly define who can access them. Currently, four basic models of deployment
have been identified by the cloud community [3]:

• Private cloud computing: The cloud infrastructure and services are offered
exclusively to one enterprise, and it might be owned, managed, as well as
operated by the enterprise, a third party, or a combination of both. This deploy-
ment model not only gets an optimal use of existing in-house resources, but it also
provides better data security and privacy. It should be noted that the cloud
environment in this model might be located in or outside of the premises of the
enterprise.

• Community cloud computing: The cloud infrastructure is shared by a group of
clients or organizations to provide shared policies, values, and security proce-
dures. The ownership, management, and operation of this model are given to one
or more members of the group.

• Public cloud computing: The cloud infrastructure is open for public use. The
ownership and management are given to businesses, academic institutes, govern-
ment bodies, and so on.

• Hybrid cloud computing: More than one deployment model can be combined to
form a hybrid cloud environment to meet clients’ needs.

It can be argued that each type of service and deployment model meets the
demands of some business more than others. For example, while a large enterprise
might benefit from the private cloud, smaller businesses will most likely opt for a
public cloud for cost consideration. Figure 18.1 illustrates typical cloud computing
service layers along with their cost and timeline impact.

1.2 Security Challenges in Cloud Computing

Although cloud computing offers great advantages over other traditional IT solution,
it poses serious security concerns. In fact, security and privacy are essential factors
for an enterprise when deciding on whether to migrate their data, applications, and
other relevant services to cloud environments. Service agreements between clients
and CSPs tend to include details on how to access and utilize cloud services, service
duration, and data storage and management when the contract ends [1]. However,
the main challenge is how to guarantee that the data is accessible by authorized users
only. When data owners decide to use the cloud environment, they rely entirely on
third parties to make decisions about their data. Therefore, it is very important for
data owners to have the right technologies or methods to prevent CSPs from utilizing
such data without their permission. Both technical and nontechnical methods have to
provide effective means to fulfil this goal [4, 5]. A wide range of possible solutions
have been proposed to implement different mechanisms to prevent unauthorized
access to cloud data even by untrusted CSPs [6–11]. In general, to address clients’
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concerns about security and privacy of the cloud environment, the following three
essential challenges must be addressed [4]:

• Outsourcing: In the traditional IT environment, clients can exercise full control
over their data. However, they usually lose all means of physical control over the
data once it is migrated to cloud environments, which is the key security concern.
To overcome this problem, clients need to ensure that the cloud service providers
are trustworthy and are capable of meeting the requirements related to secure data
storage, correctness, and integrity of cloud data and computation at all times and
maintaining clients’ privacy.

• Multi-tenancy: Cloud environments can share their resources and services among
multiple clients simultaneously. Both the virtual machines provided by CSPs and
the cloud data of different clients are eventually located on a single physical
machine based on particular resource allocation policy. Hence, a legitimate cloud
client can potentially act as an adversary by exploiting some holes in the policies
to gain unauthorized access to the data of other users.

• Big data and intensive computation: Cloud environment requires dealing with
large volumes of data supported by powerful processing capabilities. Hence,
traditional security techniques might be difficult to apply on such data because
of the volume of high computation and communication overheads. For instance,
to guarantee the integrity of remotely stored data, it is computationally infeasible
to hash the whole data. Consequently, new strategies and protocols are needed to
overcome such difficulties.
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Fig. 18.1 Typical layers of cloud computing services. (Adapted from Sahai and Waters [2])
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1.3 Biometric Authentication

In the cloud environment, a reliable identity management system is a key component
to prevent identity theft and control access to different resources. Establishing the
correct identity of a person is an essential task in any identity management system.
Typically, there are three ways to authenticate an individual, each of which has its
own advantages and limitations [12]:

• Knowledge-based authentication, or “something you know,” that typically relies
on a memorized password or PIN. A random 12-character password, for example,
offers a strong security mechanism for user authentication. However, in practice,
humans have difficulties in memorizing complex passwords, and passwords that
they can easily remember are often short and therefore simple to guess or
determined by a brute-force/dictionary attack.

• Object-based authentication, or “something you have,” which relies on the
physical possession of an object, such as a token. The main drawback of a
physical token is that, when lost or stolen, an impostor can easily gain
unauthorized access.

• Identity-based authentication, or “something you are,” biometric-based authen-
tication offers an advantage over other authentication factors in that a genuine
user does not need to remember or carry anything. Moreover, biometric-based
authentication is known to be more reliable than traditional authentication
because it is directly linked with the identity of individuals. This is practically
important for cloud environments as it associates data access with its ownership.
However, biometric systems were not initially design for remote authentication in
cloud environments. In fact, they can be subject to replay attack, and, unlike other
credentials such as PINs, passwords, or smart cards, once biometric-related
information is compromised, it is impossible to be changed again.

Biometric systems in general aim to identify or verify an individual’s identity
based on physical characteristics (e.g., face, iris, fingerprint, DNA, or hand geom-
etry) and/or behavioral characteristics (e.g., speech, gait, or signature). A typical
biometric system has two stages, enrolment and recognition. Figure 18.2 illustrates
the process of the biometric enrolment stage, in which a user starts by presenting
their biometric data to a biometric sensor (usually in a controlled environment). If the
quality of the captured biometric sample is found to be adequate, the enrolment
process proceeds to a preprocessing procedure to prepare the sample for the next
step. A feature extraction technique is then used to extract a digital discriminating
feature vector of the individual, called biometric template (BT), which will then be
stored (often also called “enrolled”) alongside the individual’s identifier (ID) in a
database.

At the recognition stage, biometric systems can function in two modes depending
on the application context, namely, authentication or identification mode.

Biometric-based authentication (also known as verification) is a one-to-one
comparison of a freshly captured biometric sample(s), known as query, against an
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enrolled BT as illustrated in Fig. 18.2. In this mode, a user claims an identity, and the
biometric system verifies the authenticity of the claimed identity (e.g., the system
answers the question: “Are you who you say you are?”). For example, authentication
might be used when a user wants to access his/her bank account or computer. The
matching process uses a distance or similarity function to calculate a score indicating
the similarity between the stored BT and the fresh feature vector extracted from the
query sample. If the matching score is high enough, i.e., close enough to the enrolled
template, the biometric system grants access to the user. Otherwise the requested
access is rejected. The term “high enough” is determined by the administrator
depending on the level of tolerance necessary for the specific application. This
allows the system administrator to adjust the rates of false acceptance (i.e., wrongly
accepted imposters as genuine users) and false rejection (i.e., wrongly rejected
genuine users) to the desired levels. Typically, there is a trade-off between the
false acceptance rate (FAR) and the false rejection rate (FRR), in which the reduction
of one rate causes an increase in the other. Most biometric systems are configured to
be highly secure by maintaining a very low (e.g., 1 in 10,000) FAR and an
acceptable FRR. It is generally less problematic to have a false rejection by asking
the genuine user to re-scan their biometric, rather than a false acceptance in which an
unauthorized individual will be granted access.

Fig. 18.2 A typical enrolment stage of a biometric system (the face image was used from the
Extended Yale Face Database B [13])
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1.4 The Limitations of Conventional Biometric for Remote
Authentication

As we have mentioned previously, many business organizations, government agen-
cies, and customers are rapidly shifting many of their services and data onto the
cloud which has necessitated the need for secure remote authentication schemes that
are immune from fraud and identity theft. Although a biometric-based authentication
system is known to be more reliable than traditional authentication schemes, bio-
metric systems can be subject to failure due to the intrinsic factors mentioned earlier
or adversary attacks. The security of biometric remote cloud-based authentication in
particular can be undermined in a number of ways. For example, a biometric
template can be replaced by an imposter’s template in the cloud database, or it
could be stolen and replayed [14]. As a result, the imposter will gain unauthorized
access to a place or a system. Moreover, it has been shown that it is possible to create
a physical spoof starting from biometric templates [15]. Adler et al. proposed a “hill
climbing attack” [16] on a biometric system which, in a finite number of iterations,
generates a good approximation of the target template. Another method has been
also proposed in [17] to reconstruct fingerprint images from standard templates
which might fool fingerprint recognition. Furthermore, biometric data on its own
is not very secret. Individuals usually unintentionally leave (poor-quality) finger-
prints everywhere, and a hidden camera can capture a picture of a face or an iris
[18]. In fact, the level of secrecy varies among different biometric modalities (e.g.,
covertly collecting face images or voice samples is much easier compared to
collecting retina and palm vein samples).

Remote biometric authentication in cloud environments is particularly vulnerable
to eight possible points of attack highlighted by Ratha et al. [19]. As illustrated in
Fig. 18.3, Attack 1 occurs when an attacker presents fake biometric sample at the
sensor such as photo of a face, fake fingerprint, copy of a signature, and a recorder
voice. Attacks 2 and 4 are replay attacks by resubmitting an old signal by bypassing
the sensor or the feature extractor. Attacks 3 and 5 are Trojan horses that produce
feature set or matching score chosen by the attacker. Attack 6 is to target the enrolled

Fig. 18.3 Eight points of
attacks in a biometric
authentication system.
(Adapted from Georghiades
et al. [19])
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templates database stored on the cloud and tamper with the template values. Attack
7 is on the channel between the template database and the matcher where an attacker
might tamper with the template before it reaches the matcher. Finally, Attack 8 is to
override the decision by the attacker.

Most of the eight points of attacks explained above can be exploited in unattended
remote authentication when accessing cloud resource. Therefore, the deployment of
such systems for remote authentication is still very limited. Solutions such as
cancellable biometric systems and biometric cryptosystems are inherently not
immune to replay, man-in-the-middle, and other remote attacks. This necessitates
the need for new innovative solutions that help in fraud detection and identity theft
prevention in cloud environment as highlighted in Sect. 3.

2 Authentication Challenges for the Cloud Computing
Environment

With more individuals and organizations opting to use cloud storage service, remote
access control to data and cloud resources is becoming a key requirement. This is
particularly important as cloud clients do not usually know where their data is
physically stored (i.e., the overall security control has shifted form data owners to
the hand of service providers [3]). Therefore, the question of how to limit data access
to the data owner and authorized user has been one of the biggest challenges in cloud
environments. Combination of ID cards and password-/PIN-based authentication is
the most widely used form of remote user authentication [5]. As such authentication
factors are not linked with the identity of data owner (see Sect. 1.3), biometric
authentication seems the ideal option for access control. However, employing
biometric-based solutions for cloud authentication is far from a straightforward
task due to security issues highlighted in Sect. 1.4. Although biometric authentica-
tion is perceived to be more reliable than traditional authentication schemes, the
open nature of unattended remote authentication makes biometric systems vulnera-
ble to replay and other remote fraudulent attacks. Generally speaking, an effective
remote authentication in cloud environments has to be a component of a security
package that meets the following requirements [3]:

• The original data should be intractable to restore by cloud providers.
• Offering effective means to distinguish between legitimate users and impostors

and prevent the latter from gaining unauthorized access.
• Preventing any intruder from altering original messages.
• Minimizing response time to clients’ requests, which is a vital requirement for

security mechanisms that rely on timestamp synchronization.
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2.1 Traditional Biometric Solutions for Cloud Authentication

The concept of revocable or cancellable biometric templates generates biometric
templates that are not fixed over time. In this case, such templates can be revoked in
the same way as lost PINs or passwords [20]. Biometric cryptosystems, on the other
hand, aim to generate biometric keys and bio-hashes that are used as a proof of
identity instead of biometric templates. In general, the key approaches to protect
biometric templates rely on the use of a non-invertible secret transformation on the
biometric feature vectors [21].

An interesting implementation of revocable biometrics schemes is the multifactor
biometric authentication (MFBA) which makes use of user-based transformations
(UBTs) on biometric feature vectors. These MFBA schemes have been proposed to
improve security and privacy of biometric systems. Figure 18.4 shows the key steps
of a MFBA system based on the UBT approach at the enrolment and authentication
stages. UBTs tend to use transformation keys produced from passwords/PINs or
stored on a token.

It can be argued that revocable biometric systems and biometric cryptosystems
enhance the overall security and user’s privacy, but at the same time they are
inherently not robust against replay, man-in-the-middle, and other remote attacks
in cloud environments.

Another traditional approach to remote biometric authentication relies on com-
bining MFBA with challenge-response approach between clients and cloud authen-
tication service [22]. As illustrated in Fig. 18.5, such an approach employs a blinding
random vector as an essential ingredient of a one-time representation of multifactor
biometric that prevents replay attacks and enhances the security of the MFBA. The

Fig. 18.4 Key steps of a MFBA system based on applying UBTs at the enrolment and authenti-
cation stages
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production of one-time, fresh revocable biometric template is based on transforma-
tions that are generated fresh with contribution from both the client and the cloud
authentication server to provide the non-repudiation feature.

3 Recent Solutions to Address the Security in Cloud
Environment

Next we discuss some recently proposed solutions that provide security in the cloud
environment.

Attribute-Based Encryption (ABE)
Data sharing between different parties is a key feature of cloud computing. As
discussed earlier, data should be encrypted before being migrated to cloud environ-
ments to ensure the security of cloud storage. The main challenge associated with
using symmetric/asymmetric key encryption is how to securely store and exchange
the keys between different parties in an open environment such as cloud computing.
The public-key infrastructure (PKI) has been providing a practical solution for

Authentication- Request

Random challenge V

Cloud Authentication Server

Y = O × (X+V) where

X= Fresh biometric sample, O = orthonormal matrix

- Retrieve the enrolled

template X’ and O

- Calculate Y= O × (X’+V) 

The client is genuine if and only 

if Y is close enough to Y’.

Fig. 18.5 Multifactor one-time biometric representation based on challenge/response for remote
cloud authentication. (Adapted from Adler [22])
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session key exchange for many web services. The key limitation of the PKI solution
is not only the need for a trusted third partly (e.g., certificate authority) but also the
missing link between data owner and the encryption keys.

To link encryption keys with users’ identities in cloud environments, attribute-
based encryption (ABE) has been recently proposed as a new formulation of public/
private key infrastructure in which the encryption keys are directly derived from a
user’s identity [23]. In traditional public-key encryption, a message is encrypted for
a specific receiver using the receiver’s public key, whereas ABE revolutionizes this
idea by linking the public key with the identity (e.g., email address) and/or the
attribute (e.g., roles) of the receiver. Thus, the key feature of ABE is to enable data
owners to share encrypted data with a set of individuals who have a matching set of
attributes.

For example, ABE enables the head of a computing department to encrypt a
document and share it with members of staff who have attributes {lecturers, admis-
sion committee, exam committee}. A threshold to specify the minimum number of
required attributes can be used to offer better level of flexibility on who can access
the data. In the above example, if the threshold is set to 2, then any staff member with
at least two of the three attributes would be able to decrypt the message. The
encryption and decryption keys are generated by a trusted third parity based on a
set of descriptive attributes as illustrated in Fig. 18.6.

The following subsections further explain the two main extensions of ABE
approaches proposed, namely, the key-policy ABE (KP-ABE) and the ciphertext-
policy ABE (CP-ABE).

Attribute authority

2. Upload Encrypted Data

4. Get Data

3.Request secret keys 

1.Encryption for
 various Attributes

Fig. 18.6 General attribute-based encryption architecture. (Adapted from Hao et al. [24])
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Key-Policy Attribute-Based Encryption (KP-ABE)
The KP-ABE was initially proposed by Goyal et al. [24] to provide a development
version of ABE. In KP-APE, data owners generate a master key to encrypt the data
in such a way that the corresponding ciphertext is labelled with a set of attributes.
The decryption key (private key) given to the user is associated with an access policy
(i.e., a tree-like access structure that specifies which ciphertext the key can decrypt).
The leaves of the tree-like access policy are associated with attributes of the users. As
a result, a user can decrypt a ciphertext if and only if the attributes associated with the
ciphertext satisfy the key access structure.

One application of KP-APE could be the encryption of Audit Log Entries of a big
organization. Suppose the entries have the following structure {user name, date and
time of action, type of action} and a forensic analyst is assigned the task of carrying
out a particular investigation on the log. If the entries are encrypted using a
traditional cryptography, the analyst needs a secret key which will enable him/her
to decrypt and access ALL entries. However, in KP-APE, the analyst would be
issued a secret key associated with a specific access structure, through which the
corresponding decryption key enables a particular kind of encrypted search such as
accessing log entries whose attributes satisfied the conditions {“username ¼ John”
OR (access date between 01/01/2017 and 01/06/2017)}. The KP-APE also makes it
unfeasible for multiple analysts to access unauthorized entries from the audit log
even if they collaborate and share their keys [24]. Another simple example of
KP-ABE is illustrated in Fig. 18.7.

Figure 18.7 shows a simple access structure which dictates who can retrieve the
decryption keys. In this case, Alice would be able to access the decryption key and
unlock the ciphertext or part of it if and only if his/her attributes satisfy the
corresponding access structure (i.e. she has to be a {Dean OR (a member of

Compu�ng Department         Exam Commi�ee Lecturers            Exam Commi�ee        Admin Office

OR

AND Dean 2 out 3

Access Structure A

Private key labelled with the Access structure A Ciphertext locked with a�ributes 

Fig. 18.7 Key-policy attribute-based encryption model. (Adapted from Hao et al. [24])
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Computing Department AND Exam committee) OR (she belongs to two of the three:
Lectures, Exam Committee, Admin Office)}).

Ciphertext-Policy Attribute-Based Encryption (KP-ABE)
The main limitation of the KP-ABE is that data owners have no control over who can
access the encrypted messages because the access policy which is typically managed
by a third-party public-key generator (PKG) is not attached with the ciphertext (i.e.,
the access policy controls the access to the decryption keys instead of controlling the
access to ciphertext). On the other hand, the ciphertext-policy attribute-based
encryption (CP-ABE) shifts the focus to the ciphertext by giving data owners the
power of locking their encrypted data with different access policies (i.e., for each
message they can decide on who can decrypt that particular message as illustrated in
Fig. 18.8).

The example given in Fig. 18.8 demonstrates the flexibility provided to by
CP-ABE in locking different messages with different access structures (i.e., data
owners are able to choose access policies based on the sensitivity and the security of
their encrypted messages). For example, the figure shows that the encrypted message
in this scenario can be only decrypted by the Dean OR (a member of both Comput-
ing and Examination staff).

Standard Identity-Based Encryption (IBE)
The first proposal of identity-based encryption (IBE) was presented by [25] as an
alternative approach to traditional public-key encryption in which the public key of a
user is some unique information about the identity of the user such as email address.

OR

AND

Dean

Private key labelled with a�ributes

Compu�ng Department         Exam Commi�ee

Ciphertext locked with access structure

Fig. 18.8 Ciphertext attribute-based encryption model. (Adapted from Boneh and Boyen [9])
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If Alice wants to send a secure message to Bob, she can use the text value of his
email address as an encryption key using the public parameters of the system stored
on the PKG. The basic concept of IBE can be illustrated as in Fig. 18.9.

The figure shows that Alice sends Bob a message encrypted using Bob’s identity
such as email, phone number, and so on even if Bob has no public-key certificate.
The private decryption key is then retrieved from the PKG which holds public
parameters as well as the master secret key msk. IBE scheme can offer more
power to Alice because she can apply more restrictions on her encrypted message
by adding more roles to Bob’s ID such as {Bob’s email, Access time/data, Role}.

4 Biometric Solutions for Cloud Computing

4.1 Fuzzy Identity-Based Encryption

The initial idea of fuzzy identity-based encryption (F-IBE) was presented in [23]
where the identity was modelled as a set of descriptive attributes. The key feature of
F-IBE is that the private key of an identity x has an ability to decrypt a ciphertext that

Fig. 18.9 Example of identity-based encryption architecture. (Adapted from Ratha et al. [25])
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has been encrypted with another identity y if and only if the distance between x and y
is less than or equal to a certain threshold value. The F-IBE plays a key role in
utilizing biometric data such as a fingerprints or face images as identity. F-IBE is a
promising solution that bridges the gap between the exactness of encryption/decryp-
tion keys and the fuzziness of biometric data (i.e., the enrolled biometric samples and
the freshly captured ones are never the same). This feature enables a private key of
biometric identity to decrypt a message that was encrypted with a public key of a
slightly different biometric identity.

It can be argued that the weakness associated with the use of traditional IBE is
that the identity such as a “name” or “email” needs to be authenticated first before
retrieving the corresponding decryption key in [6, 7, 26]. Therefore, the user might
need to provide additional “supplementary documents” to link the name and/or the
email with her identity. In contrast, the biometric-based F-IBE offers a natural way
of authentication by providing biometric data, which is part of user’s identity, to
retrieve the decryption private key. It has been proved that F-IBE can withstand
collusion attacks (i.e., a group of users cannot integrate their keys in a manner that
enables them to decrypt messages without individual permission).

In F-IBE, the user’s private key is a set of n private components or features that
are linked within the identity of the user. Shamir’s secret sharing [25] is typically
employed to distribute the master secret key over the components of the private key
by using a polynomial of degree (d-1) where d < ¼n is the minimum number of
private components that the user needs to present to retrieve the decryption (private)
key. Figure 18.10 shows an example of two identities X and Y where the number of
overlapped features is 16 out of 20 features. If the threshold d is set to be 16 or less,
then the two identities will be deemed to be the same.

4.2 Recently Proposed Biometric Solutions

BIOmetric identity-based encryption (BIO-IBE) is an interesting application derived
from F_IBE, in which the identity x is a feature vector ( f1, f2, . . ., fn) of size n that is
extracted from biometric data using a particular feature extractor technique. On the
other hand, the identity x0 represents a feature vector ( f01, f02, . . ., f0n) extracted from a

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18 x19 x20

y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15 y16 y17 y18 y19 y20

Identity X

Identity Y

Fig. 18.10 Two identities X and Y with 16 out of 20 overlap
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fresh biometric query. A polynomial of degree (d�1) is used to distribute and
reconstruct the secret value over set of overlapping feature between x and x0 in
such away j x \ x

0 j � d. Interpolating the subset of d-features would be enough to
reconstruct the secret value and decrypt the ciphertext (encrypted by public key of
identity x) using the private key components of identity x0.

The second application of the F-IBE is ABE, in which a set descriptive attributes
are used to encrypt/decrypt a message. For example, the following attributes
{Applied computing department, Staff member, age > ¼40, exam committee mem-
ber} can be used during encryption. At the decryption stage, anyone has who
d-attributes (e.g., 3 out of 4 attributes) should be able to decrypt the message. If
d¼ 3, then a person with {Dept¼Applied computing, staff member, age¼ 42} will
be able to decrypt the message.

In [27], IBE was developed to build a new scheme of digital signature based on
the so-called identity-based signature in which the sender uses the recipient’s
biometric template to encrypt a message. The recipient then authenticate himself/
herself to the PKG by presenting a fresh biometric template. The recipient then will
be able to decrypt the message if the distance between the two templates is less than a
pre-define threshold. In [28], a new protocol for key exchange using biometric
identity-based encryption was proposed to enable parties to securely exchange
cryptographic keys even when an adversary is monitoring the communication
channel between the parties. The protocol combines biometrics with IBE in order
to provide a secure way to access symmetric keys based on the identity of the users in
the unsecure environment.

The message is first encrypted by the data owner using a traditional symmetric
key before migrating it to a cloud storage. The symmetric key is then encrypted
using public biometrics of the users selected by the data owner to decrypt the
message based on fuzzy identity-based encryption. Only the selected users will be
able to decrypt the message by providing a fresh sample of their biometric data. Such
a solution eliminates the needs for a key distribution center in traditional cryptogra-
phy and gives the data owner the power of fine-grained sharing of encrypted data by
controlling who can access his/her data.

As illustrated in Fig. 18.11, the key stages of the biometric-based IBE framework
to exchange keys for sharing encrypted data in the cloud environment [28] are:

• Alice encrypts her data using traditional encryption (symmetric/ asymmetric)
techniques such as AES or RSA:

ℇM⟵Enc sk;Mð Þ

where sk is the encryption key,M is the original message, and ℇM is the encrypted
message.

• She stores the encrypted data in a cloud environment.
• Now, if Alice wants to allow Bob to decrypt the message, she encrypts the

encryption key sk using a public key of Bob’s unique identity w’ (i.e., Bob’s
biometric such as a photo of his face) to produce ℇsk:
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ℇsk⟵Enc pkid; skð Þ

where pkid is the public key of Bob’s identity, and ℇsk is the encrypted secret key.
• Alice sends the output ℇsk to Bob.
• To get the sk, Bob needs to provide a fresh biometric sample w.
• If and only if the overlap between w and w’ is greater than a threshold value, Bob

will retrieve the corresponding private key of his identity and decrypt the cipher-
text to get the sk.

sk⟵Dec skid; skð Þ

• Bob brings the encrypted data stored in the cloud environment to his local device
and uses sk to retrieve the original message/data.

M⟵Dec sk;ℇMð Þ

Fig. 18.11 Biometric-based IBE framework to exchange keys for sharing encrypted data in cloud
environment. (Adapted from Waters [29])
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It can be argued that since the face biometric data, for example, is public between
parties who know each other, it can be obtained from many resources such as social
media resources (e.g., Facebook, Instagram, etc.). Hence, face recognition is an ideal
biometric trait for our proposal.

5 Challenges, Solutions, and Future Research Directions

While the use of biometric data provides a great level of convenience by eliminating
the need to remember complex passwords or carrying security tokens, it raises
serious questions as to whether, and to what extent, the privacy of the biometric
owners can be breached. The fact that we are surrounded by more and more
biometric sensors that can capture our biometric traits may eventually limit our
privacy in one way or another. The convenience of using biometrics for cloud-based
authentication could lead to the loss of privacy as a result of being tracked in many of
our daily life activities. Moreover, recent research into biometrics shows that more
and more personal information can be revealed from biometric raw data and
templates such as gender, age, ethnicity, and even some critical health problems
including diabetes, vision problems, Alzheimer’s disease, and so on [30]. Such
personal and sometimes confidential information might be used to discriminate
against individuals when it comes to insurance, jobs, border entry enforcement,
and many other issues. Therefore, the challenges in biometric research activities
have been expanding to include the maintenance of user’s privacy in biometric-
based systems in addition to the traditional work on enhancing accuracy, scalability,
and usability.

In cloud computing, the challenge of incorporating biometrics for robust authen-
tication is not only related to designing a system that is highly accurate and
convenient to use, but it should also provide an acceptable level of user privacy.
The big question here is: “Do users understand the level of invasion into their
privacy as a direct result of improving the security of their data or applications?”
The answer is rather tricky because the acceptable level of privacy invasion is not yet
clearly defined in the trade-off between security and privacy. Academic efforts have
not stopped over the last few years to come up with a common understanding of the
security-privacy trade-off at different levels, which aims to propose best practices
and guidelines to national and international policymakers. For example, the Sur-
PRISE (surveillance, privacy, and security) project (2012–2015) [31] was an
EU-funded project that aimed to examine the trade-off between security and indi-
vidual privacy and addresses the difficult questions of “Does more security justify
less privacy?” and “What is the balance between these two?” in which different
security-related technologies and measures were evaluated.
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5.1 Privacy-Preserving Biometric for Cloud Authentication

Combining challenge/response approach with revocable biometrics generated from
UBTs could lead to developing an effective privacy-preserving cloud-based biomet-
ric authentication [22].

At the enrolment stage and to address the privacy concerns highlighted earlier,
only a revocable biometric features XAC and a hash of a PIN used to generate user-
based transformation are stored in the cloud authenticator’s database as illustrated in
Fig. 18.12. As an example, a client captures an image of his/her face using his/her
mobile’s camera and key in a four-digit PIN to produce a UBT. It has been shown
that such a transformation improves privacy without compromising on
accuracy [22].

During the authentication stage, the client captures a fresh biometric sample and
applies the same UBT to produce a revocable feature vector XC, which is then

Fig. 18.12 Authentication stage of the privacy-aware authentication scheme for cloud service.
(Adapted from Adler [22])
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combined with a one-time random vector V generated by the cloud authentication
server. After that, the output is shuffled using a permutation key generated from the
PIN. Due to the variation between the freshly captured sample and the enrolled
template, error-correcting codes such Reed-Solomon can be used. At the cloud
authenticator server, if the error-correcting codes were successful, the cloud service
produces a key K0 that matches the original key if the distance between the biometric
template (stored at the cloud authenticator database) and the fresh biometric sample
is less than the agreed threshold (i.e., they both belong to one client).

5.2 Conclusion and Future Research Direction

While biometric-based cloud authentication can provide a convenient way to man-
age access control to cloud resources, biometric data can be misused to track
individuals and leak confidential information related to health, gender, ethnicity,
and so on. It can be argued that privacy of cloud-based biometric authentication
cannot be solely addressed by technical means. Therefore, there is an urgent need for
new legislation to enforce privacy-aware measures on cloud service providers
related to biometric collection, data processing, and template storage. Although
some types of regulation related to users’ privacy and data protection do exist in
many countries, many of these regulations related to managing the privacy and
security of biometric data are either not there yet or insufficient. In the end, technical
solutions have to complement legal frameworks to enforce certain measures on
cloud authentication services, which would eventually lead to wider public accep-
tance of biometric-based solutions.
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Chapter 19
Biometric Security and Internet
of Things (IoT)

Mohammad S. Obaidat, Soumya Prakash Rana, Tanmoy Maitra,
Debasis Giri, and Subrata Dutta

1 Introduction

The Internet of Things (IoT) is the interconnection of different devices of our daily
life like cars, refrigerators, mobile phones, smart doors, devices for patient monitor-
ing, or any other monitoring devices. These devices are attached with smart sensor
RFID tag, actuator, and internetwork connectivity, which enable the devices to
exchange or collect and send data to a server. This type of technology is called
Internet of Things. IoT is basically the combination of different fundamental types of
technology and has different layer of communication level (see Fig. 19.1). Different
level demands require different degrees of security arrangements. For the level
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where the direct human access is needed, biometric security arrangements are highly
recommended by researchers. Biometric security arrangements ensure a scalable
solution [1–4] for IoT to work against unauthorized access, ID swapping, and
manual badge checks.

Biometrics deals with recognition of individuals based on their behavioral or
biological characteristics. The human organs, which might be considered as biometric
means, should have the following major desirable properties: universality, perma-
nence, uniqueness, performance, collectability, acceptability, and circumvention [1–6].

Applications of IoT
There are several domains where IoT is being successfully implemented. The
potentialities of IoT can still be exploited to develop new applications for the benefit
of society. It can boost the role of information and communications technology
(ICT) so that the quality of our lives can be improved. In the application environ-
ments of IoT, smart objects can communicate with each other and represent a context
perceived from the environment. The potentiality of IoT can be exploited in many
domains like healthcare, transportation systems, environmental monitoring, personal
and social, smart city, industrial control, and many more. In this section, we discuss
few promising application domains and pointed out their shortcomings.

Smart environment (homes, buildings, office, and plant): Sensors and actuators
deployed or attached with household equipment like refrigerator, lighting, and air
conditioners can monitor the environment inside a house, plant, or office. The
lighting system of a house can change according to the time of the day, like in the
evening most of the lights will be on, while they will be off late at night. Based on the
reading of a temperature or a smoke detector sensor, a fire alarm can be set off
automatically. Such type of application is very helpful for elderly people staying
alone at home. Based on the movement of occupants in home, some appliances like

(a)                           (b)                        (c)                           (d)
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Fig. 19.1 IoT architecture: (a) 3-layer, (b) 4-layer, (c) 5-layer, and (d) SOA-based [5]
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doors in room can be opened, lights can be turned on at current room, and water taps/
faucets will be open at kitchen. Air conditioners, refrigerators, and washing
machines will now be IoT-enabled and controlled over the Internet to save energy.
In the near future, a smart malfunctioning refrigerator will send a message to a
service man automatically without user’s intervention. Industrial automation is
improved by deploying RFID tags with products. Production process is controlled
to ensure quality of product by getting different parameter values from sensors [1, 2].

IBM has launched Smart Home solution [7], better known as “Stratecast,” to
provide services to users allowing seamless communication among various smart
devices in the house, like medical devices, computers, mobiles, TVs, lighting,
security, and sound system. IBM is collaborating with Verizon as a communication
service provider (CSP) and Philips as a device vendor to implement the architecture.
Siemens, Cisco, Xerox, Microsoft, MIT, and many others are working in this
domain. They have set nearly 20 home labs using more than 30 home appliances,
5 network protocols, and 3 artificial intelligence (AI) techniques [8]. The Intel smart
home platform supports recognition of family members by voice or face and
personalizes the home. Intel provides IoT solutions for smarter building to support
personalization by controlling over the office/living environment, mobility by
enabling managers to monitor property remotely, and sustainability and efficiency
in terms of saving energy, water, and other building resources.

Healthcare: Another impact area is healthcare [9, 10], where IoT can be used in
tracking of people (i.e., patients and staff) or objects, recognition and verification of
people, and automatic data collection [11]. Real-time tracking of person or objects in
motion, in the case of patient-flow monitoring, helps to manage staffing and improve
the workflow in hospitals. Identification and authentication of staff secure the
patients and help to avoid mistakes like wrong drug/dose/time. Automatic collection
of clinical data must be enabled to enrich medical inventory. Real-time monitoring
of patients is possible by attaching different sensors to measure body temperature,
blood pressure, and heart response. These IoT-enabled sensors can detect abnormal-
ity locally and, in no time, send this information to the physicist. A community
health service [12] has already been proposed with three-layer architecture to
monitor the healthcare remotely from hospital. This application can prevent hospitals
from overcrowding. Analyzing patient’s data doctors can send advice through text/
video/voice/email means. The limitation of such application is that there is no
security and privacy of patient’s data. Timely delivery of accurate response to critical
patient is another challenge in this domain. The IoT-based application powered by
artificial intelligence, called ambient assisted living (AAL) [13, 14], can assist
elderly individual in his or her residence in a convenient and safe manner. In [15],
a modular architecture, security, control, and communication are included. The
m-IoT promotes a mobile computing platform consisting of sensors and communi-
cation technologies. In [16], authors describe eHealth and IoT policies and regula-
tions in accessing healthcare services. The potentiality of m-IoT has been tested in
noninvasive sensing of glucose level [17], body temperature monitoring [18], and
blood pressure monitoring [13] for ambient assisted living. Pulse oximetry is
noninvasive nonstop monitoring of blood oxygen saturation. IoT-based pulse
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oximetry is an integrated approach used in CoAP-based healthcare services [19] and
remote patient monitoring [20]. However, implementing IoT technology in this
domain has many challenges [17]. Context awareness and m-IoT ecosystem are
two prominent challenges in this area [17]. IoT is applied in electrocardiogram
(ECG) monitoring to provide maximum information in real time [21]. Research
efforts have been done toward full automation of smart wheelchair based on IoT [22]
for disabled people. Intel developed connected wheelchair which is connected with
data-driven machines [23]. Awareness around children’s health [24] in monitoring
emotional, behavioral, and mental health is exercised by a specialized IoT service
called Children Health Information (CHI) where an interactive totem may be
positioned in a pediatric ward offering CHI services for educating, entertaining,
and empowering hospital kids. The work in [25] proposes an IoT-based m-health
service that can be used to develop a healthy nutritional habit among children. The
potentiality of medical semantics and ontologies in providing huge medical infor-
mation and knowledge influences IoT-based healthcare applications. A medical
monitoring service called Semantic Medical Access (SMA) is proposed in [26]
that is based on IoT sensors. To analyze large medical data stored in cloud medical
rule engines may be employed in healthcare.

Despite its immense benefit to wellness of people, it throws many challenges. As
health data is highly sensitive, if misused can deteriorate relation and destroy
reputation among individuals. Data centers must be capable of handling of streaming
and digitizing large volume health data. Without proper security of such data, there is
a risk of cyber-attack. But implementing security measures in healthcare is
constrained by the computational, energy, and memory limitation. As healthcare
devices are mobile in nature, developing a mobility-compliant security algorithm is a
big challenge. Moreover, standard rules and regulations for compatible interfaces
and protocols are not followed by devices made by different vendors. It raises the
interoperability issue in IoT. Immediate effort is needed for the standardization of
IoT-based healthcare services. In [16], authors describe eHealth and IoT policies
with regulations in accessing healthcare services. Many countries like Japan, France,
China, and India have already announced eHealth policies.

Smart cities: Smart city is a cyber-physical ecosystem emerging by deploying
advanced communication facility along with the novel services over a city [1, 27,
28]. Use of IoT in smart city optimizes usage of physical city infrastructure such as
power grid, road networks, parking space, etc. and improves the quality of life of its
citizens in cities [2, 29, 30] like Glasgow, Barcelona, Masdar, etc. It can be used to
monitor the traffic in cities or highways and divert traffic accordingly in order to
avoid congestion. Smart parking facility is made available to smart cars through
RFID and sensors technology to find out currently available parking space nearby in
city [31]. Using IoT sensors can send air pollution data such as amount of carbon
dioxide, etc. to an agency. A Smart City Platform is developed to smart waste
management in a European city [32]. Sensor data can be used to detect violator of
traffic rules and to analyze the accident scenarios.
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Another important application of IoT that can be provided to citizens is water
network monitoring and quality assurance of drinking water. To ensure high quality
of water, sensors measuring critical water parameters are placed at important loca-
tions around the city. This technique eventually detects accidental contamination of
drinking water, rain water, and sewage disposal. Smart grid and smart metering are
being implemented around the world to ensure efficient energy consumption
[33]. Using smart meters, energy consumption is monitored at every electricity
point in the house and the information used to modify the way the electricity is
consumed. Similarly, monitoring citywide electricity consumption pattern helps to
balance load within the grid, thereby ensuring good quality of service.

The sensors used in smart cities are vulnerable to physical as well as cyber-
attacks. What will happen if a smart meter is tampered with? Associating authenti-
cation to a smart meter to avoid anonymous meter readings is difficult now. The data
communication in smart city must be secured against such attacks.

Transportation and logistics: IoT is used heavily in intelligent transport systems
and autonomous vehicles. Trains, buses, and cars can now be equipped with sensors,
actuators, and processing power and can provide necessary information to passen-
gers, drivers, or agencies for better monitoring and management in order to safely
navigate passengers. Transported goods attached with RFID tags can be monitored
and the status of delivery could be enquired through IoT. RFID and NFC provide
wide market opportunity in the domain of supply chain management, transportation,
inventory management, and mobile ticketing. Intel in collaboration with BMW
group and computer vision leader, Mobileye, is working toward realizing the next-
generation platform for automated driving [34]. Cars are embedded with sensors,
which can generate 360 degree of data. Intel processors transform the data into
actionable insight to assist and/or automated driving. By 2020, self-driving is
expected to have traffic signal recognition, emergency braking, pedestrian detection,
park assistance, cross traffic alert, and many more. Providing security for the
connected cars and instant driving assistance is essential for safer, more productive
and enjoyable travel. An intelligent monitoring system for refrigerator trucks is
proposed in [35] to monitor temperature and humidity inside it using RFID, sensors,
and wireless communication technology.

Personal and social: Social Internet of Things (SIoT), introduced by Atzori et al.
[36], describes a world where things around the human can intelligently sense and
can form a network. SIoT helps individual to interact with other and maintain social
relationship [37]. Twitter and Facebook are web portals through which people
remain in touch with friends by getting and posting real-time updates [38]. Existing
privacy and protection techniques in social networks may be imposed in IoT to
improve the security of IoT. Tracking of IoT-enabled objects against losses or thefts
is possible by developing applications. For example, smart objects such as laptops
and mobiles will send SMS automatically to their owners on reaching a new location
or unauthorized access. Many companies have implemented SIoT for their products
for collecting data from users. These data are communicated over the Internet to
social networks of people and devices who can respond to a problem, deliver a
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service, or sell a solution [39]. In the current scenario, implementing human-to-thing
interactions is a challenge to achieve the complete vision of SIoT. Again, SIoT must
be intelligent enough to starting, updating, and terminating the objects’ relationships
in SIoT. In SIoT, research must address issues like interoperability, device manage-
ment, security and privacy, fault tolerance, and heterogeneity.

Agriculture: Agriculture is one of the emerging fields for implementing IoT [40–
42]. If IoT can be implemented in third-world countries like India, Bangladesh, and
Brazil where agriculture is the main profession, then human effort can be used
optimally. In [42], authors proposed a framework called AgriTech toward agricul-
tural automation. Deploying sensors like humidity and nutrients and getting data
from the field of agriculture farmers can save their time. The excess human effort can
be used for the industrialization in these countries. The potential impact of IoT may
be exploited in agricultural automation to optimize utilization of water, fertilizers,
and insecticides.

However, implementing AgriTech in third-world countries is challenging due to
initial setup cost. Sensors deployed in the field are vulnerable to physical attack.
Again, improper deployment of sensors may result in unwanted information from
field not belonging to the farmer.

Pharmaceutical industry: Safety and security of pharmaceutical products are of
utmost important. In this view, smart labels are attached to drugs for monitoring their
status while being transported and stored. Patients are directly benefitted from smart
labels on drugs by knowing expiry, authentication, and dosages of medicines.
Counterfeiting [43] in this area can be stopped by IoT. Smart medicine
cabinet also helps patients to track timely delivery of medicines. In [44], a pharma-
ceutical intelligent system built on IoT has been employed to inspect drugs in order
to perceive drug reaction, injurious effects of excipients, problems associated with
liver and renal defect. It helps and assists physicians toward clinical decisions and
prescription. Here, near-field communication (NFC) and barcode verification tech-
niques are combined in different gadgets. Along with this drug, identity is matched
with intelligent information system to detect the suitability of a drug for a patient.

In any IoT system, huge amount of data transactions will take place. Some
decisions and control signals or suggestions will be sent to the application. For
ensuring security of those data, messages of suggestion and control signal, a strong
and efficient authentication protocol will be needed.

The organization of this chapter as follows: Sect. 19.2 describes the traditional
different types of biometric used in IoT applications. Biometric security system and
its benefits to use in different IoT applications are discussed in Sect. 19.3. Different
techniques to extract features from biometrics are given in Sect. 19.4. Section 19.5
provides the brief description of some biometric-based security protocols for IoT
application. Finally, we conclude this chapter in Sect. 19.6.
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2 Types of IoT Security

IoT security is the domain, which worries researchers and users due to the vulnerable
attack on “things” or connected devices and network. The maximum connection in
IoT is derived from the devices, embedded sensor systems (ESS) employed in
industrial communication, building computerization system, vehicle communication,
and wearable gadgets. Therefore, devices, which are connected in this giant network,
also raise the scope of potential attack for hackers and other cyber criminals. There are
five types of attack that occur in IoT internetworking systems [45–47]:

• Botnet is a network of systems, which take control remotely. Command-and-
control servers (C&C server) is used to regulate the system and used by criminals
for stealing private information, exploiting online-banking data, and phishing
emails.

• Man-in-the-middle attack is a notion where the invader or hacker interrupts and
breaks communication link between two discrete systems. The invader covertly
interrupts and sends fake messages, but the sender and receiver believe that they
are communicating via authentic message with each other.

• Data and identity theft occurs in case of careless handling of Internet-connected
devices such as mobile phones, kindles, smart watches, etc. The goal of identity
theft is the accumulation of data, which can say a lot about a person. The
information accessible on the Internet including social media and smart devices
gives an overall clue of personal identity.

• Social engineering is an action of influencing people, so they hand over confi-
dential information like device or email passwords or bank details. It also includes
the installation of mischievous software that can open the door to access personal
data. This type of threat can be done by phishing emails or redirecting to websites
like banking or shopping sites that look genuine but always ask or influence to
enter secret information [3].

• Denial-of-service (DoS) attack occurs when a service that usually works is
unobtainable. A large number of systems maliciously attack on a particular target
in case of distributed denial-of-service (DDoS) attack. This is done through botnet,
where many devices are programmed to demand a service at the same time. This
type of attack does not try to steal information or leads to security loss which affects
reputation of a company that can cost a lot of time, money, and reputation.

• A report by Hewlett Packard shows that 70% of the normally used IoT compo-
nents are serious vulnerabilities [48]. These components have weaknesses due to
absence of transport encryption, insecure website interface, poor software protec-
tion, and inadequate authorization. On average, each component contains almost
25 risks of compromising the home network. The properties, such as confidenti-
ality, integrity, authentication, authorization, non-repudiation, availability, and
privacy, must be guaranteed [49, 50] to ensure the security of IoT components.
There are mainly four types of security requirements like secure bootstrapping of
objects and transmission of data, secure authentication and identification, security
on IoT data, and secure access to data by authentic users [1, 3].
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The probable solution to certify security of things is identification technology
(IT), which bids the mapping of unique identifier or UID, to an entity for making it
unambiguous. UIDs may be made as sole measure such that the combination of their
values is exclusive. In IoT, the “things” have a digital identity (demonstrated by a
unique identifier) that is identified with a digital name, and the relationships among
“things” can be specified in the digital field [51]. There are two categories of IoT
security technique to assign a UID to an entity or things, traditional and biometric-
based techniques. Traditional IoT security is either knowledge based (like password,
PIN, or any type of personal information which can be used for point-to-point
protocol (PPP) to authenticate a user) or object based (like smart cards are
implemented to deliver user verification by data storage). Smart cards offer a robust
security confirmation for single sign-on (SSO) within big establishments, where
biometric IoT security states the measurement associated with human characteristics.
IoT biometric validation or real-time verification is employed to recognize entities in
groups that are under observation. As this chapter concentrates on biometric security
in IoT, therefore it is explained in depth in the rest of the section.

2.1 Biometric Security in IoT

Biometric recognition or biometric security considers two grounds about human
body characteristics, distinctiveness and permanence [3, 52]. Some of the most
popular physiological traits, which are used in IoT biometric security, are fingerprint,
face, iris, hand geometry, gait, DNA (deoxyribonucleic acid), etc. The selection of a
biometric generally depends upon the necessities of the authentication application.
For example, voice biometrics is suitable in mobile security matters because the
device which senses vocal sound is previously embedded in the mobile phone, and
the finest part of the IoT biometric authentication is that it can identify the person
who is not registered in the system, but still trying to get the access. There are two
types of biometric modalities, physiological and behavioral [3], and brief description
is made in the next sections.

2.2 Physiological

Physiological features are based on direct measurements of a part of the human
body, e.g., face, fingerprint, iris, and hand geometry recognition schemes belong to
this category (see Fig. 19.2).

1. Face: Face recognition algorithms generally use relationship among the locations
of facial features such as eyes, nose, lips, chin, and the global appearance of a
face. State of art on face recognition technology can be found in [53, 54]. There
are some significant factors like brightness, motion, makeover, obstruction, and
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posture disparities, which disturb the execution of a face identification algorithm.
Face is a widely accepted biometric and has a good level of accuracy in different
environments.

2. Fingerprint: Fingerprint based recognition is the most successful and widespread
method for person authentication in IoT. It contains a unique texture pattern,
which is made of ridges and valleys for a person. These ridges are categorized
using some points, known as “minutiae.” Therefore, the spatial distributions are
proved to be unique for a person [55]. These “minutiae” points are used to match
two different person’s fingerprints. This biometric has received larger consider-
ation since forensic departments of many countries employed Automated Finger-
print Identification Systems (AFIS) for their purpose. Beside this many civil and
commercial application also use fingerprint for authentication.

3. Iris: Iris is a colored loop around the pupil holds complex pattern in human eye,
and it is scientifically proved that it contains unique characteristics for every
human being. It has some individual characteristics like stripes, pits, and furrows,
which are being considered for proof of identity. The work of Daugman [56]
showed the working principle of iris recognition, matching speed, and accuracy
(is very high) of this biometric consideration. The pattern of the texture is steady
and idiosyncratic here [56]. Some large-scale systems integrate iris authentication
as a part of their identification procedures. It is also noticed that lack of legacy for
iris pattern databases may be a challenge for several government applications.

4. Palm Print: Palm print is another popular and well-accepted biometric which is
used in IoT security systems. It contains distinct ridges and flexion creases like
fingerprint [57, 58]. Mainly, forensics are using this scheme, and research shows
30% of palm print samples are being collected from criminal cases (like knifes,

Fig. 19.2 Set of popular
physiological and
behavioral IoT biometrics
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guns, etc.). Minutiae and creases are considered for matching and finding out the
required palm print or person. Many palm print samples are available in the
databases, which are gathered by forensics. Generally, the resolutions of these
samples are low around (75 dpi). From the research point of view, it is a challenge
to extract the texture features for feeding into intelligent expert systems.

5. Hand Geometry: It is demanded that identification of persons can be made based
on the shape of their hands [59, 60]. Identity verification by hand geometry
employs low-resolution hand pattern images to extract geometrical features
such as finger length, width, thickness, perimeter, and finger area. The accuracy
of person authentication by hand geometry is quite limited. Due to this reason
hand geometry is used in 1:1 matching for low safety access mechanism and
measurement of attendance like areas. The physical size of the hand geometry
measurement systems is large; therefore, it is hard to embed those systems in
existing security systems for IoT biometric-based security schemes.

6. DNA (Deoxyribonucleic Acid): DNA is present in each cell of a human body and
composed of genes. This is a hereditary and highly stable material, which is
utilized to represent physiological characteristic and identify person [61]. Usually
DNA is unique for each person except identical twins. Patterns of DNA are
developed from different body parts like the hair, finger nails, saliva, and
blood. Forensics and law enforcement agencies first make a unique profile of a
DNA using some intermediate steps, and then the matching process is conducted.
This process is very expensive and time-consuming. Also, DNA profiles may get
contaminated if they are not done in an ideal environment. Therefore, it is
challenge to make an automated IoT security using DNA, and not appropriate
for outsized biometric implementation for public usage.

7. Hand Veins: The configuration of blood vessels concealed under the skin is
distinct in persons, even among the identical twins and constant over long period
of time. The veins present in hands (e.g., palm, finger, and palm dorsal surface)
are acquired by near-infrared illumination and employed for person authentica-
tion [62]. The pattern of veins is steady for adult age but changes after that
because of bone and muscle strength and also sometimes due to diseases. Till now
there is no known large-scale vascular biometric system. Therefore, it is chal-
lenging to make hand vein recognition-based IoT security because of cost of the
system and absence of large-scale studies on vein uniqueness and steadiness.
Beside this, these systems are touchless, which repeatedly pleas to the user.

2.3 Behavioral

Behavioral features are one kind of indirect human characteristics measurement
through the feature extraction and machine learning. Some popular behavioral bio-
metrics are signature, key stroke dynamics, gait, and voice [63] which are elaborated
later (shown Fig. 19.2).
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1. Gait: Human walking pattern is considered as the gait, which is almost unique for
each person and has the potential to demonstrate a person based on his or her gait
biometric. Wearable and non-wearable sensors are used to capture the gait data,
and later statistical features are extracted to explain the complex gait dynamics for
a person [64]. Then a machine learning model is trained to recognize a person
using these features. There are several important parameters like velocity, linear
distance between two successive placements of the same foot, linear distance
between the placements of both feet, number of steps per time unit, linear distance
between two equivalent points of both feet, and direction of the foot during the
step, which are used to describe a gait pattern. Generally, gait biometric is used
for medical and healthcare applications, but these days it is being implemented
for IoT biometric applications also.

2. Signature: This is another behavioral biometric, which is used every day for
business transactions. Academics and industry have made several attempts for
concrete signature recognition model which is not successful yet. These systems
capture the characteristics of signature by measuring the pressure-sensitive pen
pad. The shape, speed, acceleration, and speed of strokes are captured from the
real-time signing [65]. These features are learned using machine learning algo-
rithms to improve the signature recognition and verification performance along
with circumvent signature forgeries. However, very few automatic signature
verification systems have been deployed.

3. Voice: Speech or voice recognition schemes find the persons based on their
vocalized words [66]. Human voice includes a mixture of behavioral and phys-
iological characteristics. The physiological factor of voice relies on the shape and
size of vocal tracts, nasal cavities, lips, and mouth. The behavioral elements are
established by the movements of the jaws, lips, tongue, larynx, and velum and can
change with the person’s age. Another side, duration, intensity, pitch information,
and quality are the spectral information to train a machine learning system, which
would be able to verify a person’s identity by the vocal sound. Voice biometrics is
mainly used for verification purpose.

4. Keystroke: It states the skills are established for automatic person authentication
based on the learning of typing patterns. These technologies present numerous
problems related to demonstrating and matching dynamic orders with high
intraclass variability (e.g., samples from the same user show huge differences)
and variable performance (e.g., human behavior is strongly user-dependent and
varies significantly between subjects) [1, 2, 63, 67].

3 Biometric Security and Internet of Things (IoT)

This section discusses the biometric security system and its benefits in different IoT
applications.
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3.1 Biometric Security System

Matching problem of the identity can be classified into two different types of
problems with different complexity: (a) authentication and (b) recognition or iden-
tification. Verification proves or disproves a claim of a person, whereas identification
process identifies. Figure 19.3 depicts the scenario of biometrics used in the security
system.

Table 19.1 shows the performance comparison of different biometric organ of
human being. Table 19.1 is given to compare different types of biometrics like
fingerprint, hand geometry, voice, retina, iris, signature, face, etc. However, though
the accuracy and ease of implementation for fingerprint are higher than the signature
of people, still signature (biometric type) is more popular than fingerprint.

3.2 Comparison of Biometric Security Over Other
Conventional Security System

Biometric-based security is far better than password-based/PIN-based security.
Biometric-based security has many advantages over conventional password-based
security system which are discussed below:

Biometric
Device

Input
Signal

(Digital)

Biometric
Enrollment Database

Feature
Extraction Matching Decision

Makers

Biometric Verification

Decision

Fig. 19.3 Working procedure of biometric security system: a part of IoT system

Table 19.1 Comparison of the popular biometric technologies [68]

Biometric
type Accuracy

Ease of
use

Acceptability of
users

Implementation
viewpoint Cost

Fingerprint * ⇕ + * ⇕

Hand
geometry

⇕ * ⇕ ⇕ *

Voice ⇕ * * * +
Retina * + + + ⇕

Iris ⇕ ⇕ ⇕ ⇕ *
Hand writing ⇕ ⇕ * + ⇕

Face + * * ⇕ +
*, high; +, low; and ⇕, medium
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1. Accurate information: Biometric-based security can get accurate more secure
information than PIN-/password-based security systems. No need to remember
the password/PIN by the user or no evil person can break the security by
duplicating, guessing, or hacking the password from the server of the system.

2. Easy and safe for use: Biometrics is very easy and safe to use. Hackers cannot
possess the biometric information of the legitimate users.

3. Accountability: A person who is using a system using biometrics cannot deny
the activity, which has been done by him in the future. Therefore, it can be said
that the accountability of a system will also increase from the user end for any
kinds of malfunction and misuse of the system.

4. Security of biometric information: Biometrics cannot be guessed or stolen.
Therefore, it may provide a long-term security solution. However, in the pass-
word systems, a sequence of numbers, symbols, and letters are used to build a
password, which is very tough to remember. Furthermore, in the token-based
system, token can be stolen easily or lost. Therefore, both the password- and
token-based systems have a high risk to use as the secret information is being
shared or disclosed. In such case, verifier may not be sure about the legal user.
But, these would not be the case with biometric characteristics, and thus
biometric-based systems are free from the problem of fraud, sharing, and
duplication.

5. Scalability: Biometric-based systems provide flexibility and scalability from the
users’ viewpoints. Users can use higher versions of sensors and security systems
based on their needs. User can use their characteristics, which are not very
discriminative. However, to get the higher level of security in a large-scale
database of a user with higher identification accuracy, this kind of systems can
be used with more discriminable features. This is because chances of collision of
hash value of biometrics are lower than in conventional security systems.

6. Time-saving: Biometric identification is very fast to execute, which is another
advantage over other traditional security techniques. A person can be verified
(i.e., rejected or accepted) in a fraction of seconds. Moreover, the use of this
technology can only be beneficial to the office revenue by increasing produc-
tivity and reducing costs by removing fraud and wastage of time in the verifi-
cation process.

7. User-friendly systems: Users can install the biometric systems easily into their
e-devices, and then, they can do their job uniformly, quickly, and reliably. To
understand the operational functionality of the biometric system, minimum
amount of training is needed for the users, and there is no need for expensive
password administrators. New problems are arising with the aging of the
population due to increased life expectancy and declining birth rate. Nowadays,
there are 600 million aged people in the world. The number will be doubled in
2025 and will reach � 2000 million in 2050. Therefore, user friendly system is
very much mandatory for the aged people who will use IoT system as end user.

8. Convenience: It is a convenient security mechanism because people do not need
to remember passwords, as well as do not need to carry secret documents or
identity cards for verification.
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9. Versatility: Nowadays, different types of biometric scanners are available in the
market, and they are suitable to use in various applications. Many organizations
and companies use the biometric devices at the security check points like
doorways, entrances, and exits. Beside this, users can build the most out of
the biometric mechanism to obtain the knowledge about accessibility on the
systems. Companies also use such biometric scanners to monitor the entry or
exit time of an employee and their attendance. In case of the remote patient
monitoring systems, the biometric identity can be used to send an emergency
message to a rescue team of remote patient monitoring system. A soldier can ask
help to get rescue from danger situation by pressing a button, which is basically
a transmitter along with biometric identification system. Thus, it can be said that
the biometric security systems have versatile applications in different IoT
environments.

10. Return on investment: This is definitely high, because human can avoid fraud
including “buddy punching,” besides lowering payroll costs, accurate compu-
tation of work hours, and reduced management time. While the security is
enhanced, users can also easily apply consistent policies and procedures at the
same time. More thinking is required about the initial cost of the biometric
system. Industries can benefit from biometric systems to a great extent. Rather
than remembering the password, biometric systems offer unique biometric
information for individual so that users can get their accessibility to obtain
services after verification. Therefore, from business point of view, biometric
technology is very much profitable.

11. (Table 19.2) demonstates the advantages and disadvantages of most common
authentication procedures.

3.3 Benefits in Using Biometric-Based Security Schemes
for IoT Applications

Biometric-based security can be used in every application area of IoT. Biometrics is
used in the application level where man and machine interaction is required.
Figure 19.4 describes the security system needed in different application areas.
Security systems can be usable in smart home systems. A person can use smart
lock system in the door using biometric locking system. An old person can report
his/her health condition by logging in to the IoT healthcare system using biometric
identification/verification system. In the IoT of transportation systems, the system
can verify the identity of an end user while parking a car or paying a traffic fine, etc.
Traffic police can verify whether a car belongs to a driver or not using a biometric
verification means. Before using the IoT applications, which are related to national
project or application area like smart grid [68] or defense applications, an end user
needs to verify his/her identity using biometric security to increase the reliability of
the system. Biometric security can be useful in case of IoT healthcare systems
[69]. All the medical persons need to pass biometric verification before prescribing

490 M. S. Obaidat et al.



or accessing the data of a patient. If any person faces any accident then biometric
information is able to help identity and get his medical history. Presently, researchers
are trying to introduce the IoT in agricultural systems [70]. Third-world countries
like India, Indonesia, Bangladesh, etc. are the largest producers of food grain, but

Table 19.2 Comparison of three main authentication approaches [69]

Authentication
procedure Advantages Drawbacks

Handheld tokens
(card, ID, and
passport)

A new one can be generated
People can get same facility to the different
country by accessing the tokens as it seems
to be standard

It can be stolen
A fake or duplicate can be
generated
It can be shared
A user can register him-/
herself with several identities

Knowledge based
(password and
PIN)

It is a manageable and has low cost to
fabricate
For any problem, it can be replaced with
new one easily

It can be guessed or cracked
Long or complicated pass-
word is hard to remember
It can be distributed
A user can be registered with
different identities

Biometrics It cannot be guessed, lost, forgotten, sto-
len, and shared
One person with multiple identities can be
verified easily
It provides a greater degree of security than
others

For any problem (oily skin for
fingerprint), replacement is
not possible
It is impossible to replace if
biometric data of a person is
stolen

Fig. 19.4 End users and application areas based on data in IoT
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farmers in these countries have very low literacy rate. Therefore, it is mandatory that
the IoT in agricultural systems should be easy to use. Here, biometric security
systems are very much easier to use. Therefore, biometric-based systems are very
useful in agricultural IoT systems.

The IoT enables the objects so that they can participate in daily activities.
However, in complex system, controlling such objects along with their security is
a very challenging task. Generally, IoT is a scope where persons relate to the
technology built on smart devices. Relations of four IoT components, i.e., individ-
ual, intelligent devices, high-tech ecosystem, and method, provide a complete and
perceptive characteristic for IoT security. In this regard, secrecy on human informa-
tion is required when they interact with the smart technological ecosystem. Simi-
larly, during the communication with the control processes, safety on data should be
guaranteed. Methods should safeguard their dependability and preserve the aims.
Beside this, due to the increasing autonomy of objects, IoT security based on
cognitive and systemic techniques is going toward a greater autonomy so that the
different security threats can be protected. Here, we will discuss the role of each
actor, i.e., person, intelligent and smart devices, technological ecosystem, and
process, in IoT security to highlight the research issues.

According to [71], the major component of IoT can be categorized in four
different nodes. There are four numbers of fundamental node, and they are process,
person, technological ecosystem, and intelligent object. In the imaginary, those
nodes form a tetrahedron shape due to the nonlinear relationship among them.
Four planes of that tetrahedron represent different scenarios of security management
system of IoT like safety, security, access, and cyber security (see Fig. 19.5).

Figure 19.6 is the representation of each plane of Fig. 19.5 in two-dimensional
area. From Fig. 19.5, it can be said that safety, security, and access plane consist of a
node named as person. According to [72], the edge of each side is named as tension.

4 Feature Extraction and Biometrics

Several applications are employed to ensure the identity of a “thing” in the IoT
paradigm. Examples of such applications include secure and reliable access to smart
buildings, mobile phones, cloud databases, ATMs, etc. Therefore, these systems are
vulnerable without a robust verification algorithm. The emergence of biometric-
based identification or verification systems has pointed out to the problem that
affects traditional verification methods by using physiological or behavioral features
related to the person under consideration. IoT biometric systems use hand geometry,
fingerprints, retina, iris, face, signature, and voice, among others, to validate a
person’s uniqueness. A simple IoT biometric system contains four components:
(a) sensing or acquisition, (b) feature extraction, (c) pattern matching, and (c)
decision-making [73]. A typical biometric authentication-enabled IoT architecture
is shown in Fig. 19.7, where fingerprint biometric-based verification is considered to
get access control over the “things.”
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According to Fig. 19.3, a brief description on the components is included here,
and feature extraction unit is described later.

• Sensor or acquisition module: It obtains the biometrics of an individual. As an
example, fingerprint sensor captures the fingerprint impressions of a user (see
Fig. 19.3).
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• Feature extraction module: The assimilated data is managed to extract feature
values. As an example, the positional and orientation-related features are
extracted from a fingerprint image in the feature extraction module of a fingerprint
recognition system.

• Matching module: The feature values are compared and calculated against the
template by making matching. An example, here the matching score is calculated
between query and template in this module, which helps in the next section.

• Decision-making module: The requested identity is either rejected or accepted
here based on the similarity score.

The effectiveness of a biometric scheme is assessed by taking account the true
positive rate (TPR) and false positive rate (FPR). These two measurements are
graphed together in receiver operating characteristic (ROC) curve, which plots
TPR against FPR. As per the interest of this chapter, the next sections are focused
on feature extraction module.

4.1 Different Techniques to Extract Biometric Features

The framework of IoT biometric security shows the fingerprint template is fed into a
feature extractor module, which transforms the template image into a set of features
or feature vector. These features contain distinct properties of the input patterns that
assist in discriminating between the classes of input patterns. The idea of feature
extraction and the selection of features in a computer vision problem are highly
reliant on the specific problem at hand. There are two types of feature extraction

Feature Extraction

Finger Print Template

Decision Making

Accept / Reject

Pattern Matching

Fig. 19.7 Framework of IoT biometric-based security system
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methods in computer vision: low-level and high-level feature extractors. Low-level
feature extractor transforms the visual content of a biometric template by associating
features such as color, gradient orientation, texture, and shape with the content of the
input template. For example, link an extracted color such as blue with the sea or sky,
white with a car or dress, red with an apple, and so on, whereas high-level algorithms
are typically associated with the machine learning field. These procedures are
concerned with the transformation or classification of a scene. Multiple methodol-
ogies are presented for each of these visual features, and each of them symbolizes the
feature from a different perception. Some popular feature extraction techniques are
described in the next section.

4.1.1 Fourier Transform (FT)

Fourier transform is a concept, which states that any function can be expressed as the
integral of sines and/or cosines multiplied by a weighting function. The function,
stated in a FT, can be reconstructed completely via an inverse procedure. These
significant properties of FT allow working in the “frequency domain” and then
reappearance to the original form without missing any information. The Fourier
transform, FT(s) for a single variable, and f(a) continuous function, is defined below:

FT sð Þ ¼
Z 1

1
f að Þe�j2πsada

where j ¼ ffiffiffiffiffiffiffi�1
p

, and the inverse Fourier transform (IFT) is given by:

f að Þ ¼
Z 1

1
FT sð Þe j2πsads

These two forms indicate no loss of information in forward and inverse FT. These
mathematical expressions are easily mapped for two variables, s and t:

F s; tð Þ ¼
Z 1

1

Z 1

1
f a; bð Þe�j2π saþtbð Þdadb

Also, inverse transform is:

f a; bð Þ ¼
Z 1

1

Z 1

1
F s; tð Þe j2π saþtbð Þdsdt

FT is complex-valued function of frequency, where absolute part indicates that
the frequency exists in the original function and complex part indicates phase offset
of the frequency. These frequency components are used as feature value for further
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classification or learning algorithms. FT is a useful feature extraction and filtering
means for face, gait, voice, speech, and heart beat recognition [74, 75].

4.1.2 Local Binary Pattern (LBP)

LBP is an efficient texture operator. It labels the pixels of an image by thresholding
the neighborhood of each pixel and contemplates the consequences as binary
numbers or patterns. This was first proposed in 1990 [76]. LBP is popular for
biometric applications [77, 78] in machine learning domain because of its high
discriminative power and computational simplicity. This is usually a divergent
statistical and structural model of texture feature extraction and robust to monotonic
gray-scale changes caused by illumination variations. LBP divides the input window
template into cells (e.g., 16 � 16 pixels for each cell). The objective patterns are
usually extracted in a circularly symmetric neighborhood by comparing each image
pixel with its neighborhood, which is expressed by:

LBP P;Rð Þ ¼
XP�1

i¼0

u gi � gcð Þ2i

where P is the number of neighboring samples and R is the radius of neighborhood,
gi denotes the intensity value of neighboring pixel I(i ¼ 0, . . .,P � 1), gc is the
intensity value of the center pixel, and u(x) is a step function with:

u xð Þ ¼ 1, for x � 0
0, otherwise

�

The intensities of neighboring pixel values, which do not fall exactly on the image
grid, are obtained by bilinear interpolation. Then, after getting the interpolated
template from the function LBP(P, R), we find a histogram hi which is the total
number of observations, the total number of bins (b), and the histogram mi that
counts the number of observations that fall into the specified bins defined as:

hi ¼
Xb
i¼1

mi

This histogram is used as a feature vector later on for the input of a machine
learning algorithm. An example to generate local binary pattern is included in
Fig. 19.8, where a center pixel value 70 is surrounded by 8 neighboring pixel
intensity values. It shows the differentiation among the pixels and thresholding to
make a binary pattern. After differentiation and thresholding, the binary pattern will
be 11110000. Then the final decimal value 15 is substituted instead of 70.
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4.1.3 Gabor Filtering (GF)

Gabor filtering is popular feature extraction technique in computer vision domain. It
is widely used for biometric authentication also. GF is an efficient texture feature
descriptor for palm print, face, fingerprint, and iris image template [79, 80]. Gabor
elementary functions are Gaussians modulated by sinusoidal functions. It is shown
that the functional form of GFs conforms closely to the receptive profiles of simple
cortical cells, and GF is an effective scheme for image representation A
two-dimensional (2D) even Gabor filter can be represented by the following equa-
tion in the spatial domain:

G x; y; θ; fð Þ ¼ e
�1

2
x02
δ2x0
þy02

δ2y0

� �
cos 2πf x0ð Þ

x0 ¼ x cos θ þ y sin θ

y0 ¼ y cos θ � x sin θ

where f is the frequency of the sinusoidal plane wave along the direction θ from the
x-axis and δx0 and δy0 are the space constants of the Gaussian envelope along x' and y'
axes, respectively. Therefore, GFs over different frequency and directions are
considered as feature values for a biometric pattern. Figure 19.9 shows an input
template of fingerprint and its enhanced version using the GF, where the enhanced
version Fig. 19.9b contains smooth edges than the input Fig. 19.9a.

4.1.4 Radial Zernike Polynomials (RZP)

RZP is first proposed by Fritz Zernike in 1934 [81]. It is useful in describing the
wave front data since these are of the same form as the categories Zernike poly-
nomials of aberrations are often experimented in optical tests. This is a well-known
shape feature descriptor in computer vision domain. The complex Zernike moments
of order n with repetition l are defined as:
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Fig. 19.8 An example of
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Anl ¼ nþ 1
π

Z 2π

0

Z 1

0
Vnl r; θð Þ½ �∗f r cos θ; r sin θð Þrdrdθ

where n¼ 0, 1, 2, . . .,1 and l take on positive and negative integer values subject to
the conditions:

n� lj j ¼ even, lj j � n

The symbol “*” denotes complex conjugate. The Zernike polynomials:

Vnl x; yð Þ ¼ Vnl r cos θ; r sin θð Þ ¼ Rnl rð Þeilθ

are a complete set of complex-valued functions orthogonal on the unit disk x2 + y2

� 1,

Z 2π

0

Z 1

0
Vnl r; θð Þ½ �∗Vmk r; θð Þrdrdθ ¼ π

nþ 1
δmnδkl

The real-valued radial polynomials {Rnl(r)} satisfy the relation:

Z 1

0
Rnl rð ÞRml rð Þrdr ¼ 1

2 nþ 1ð Þ δmn

and are defined as:

Rnl rð Þ ¼
X n�jljð Þ=2

s¼0
�1ð Þs n� sð Þ!

s! nþjlj
2 � s

� �
! n�jlj

2 � s
� �

!
¼

Xn
k¼ lj j, n�k¼even

B
njljkrk

The function f(x, y) can be expanded in terms of the Zernike polynomials over the
unit disk as:

Fig. 19.9 Fingerprint:
(a) input template, and
(b) enhancement of
input using GF
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f x; yð Þ ¼
X1
n¼0

X1
l ¼ �1

n� lj j ¼ even
j l j� n

AnlVnl x; yð Þ

where the Zernike moments Anl are calculated over the unit disk. If the series
expansion is truncated at a finite order N, then the truncated expansion is the
optimum approximation to f (x, y):

f x; yð Þ �
XN
n¼0

X
n� lj j ¼ even

j l j� n

AnlVnl x; yð Þ

Therefore, if maximum value of radial degree n ¼ 5, and azimuthal degree m ¼ 5
are considered, then 21 radial Zernike polynomials are generated from unit disk for
each gait pattern; this means 21 features can be generated or the feature vector length
is 21. Zernike polynomials are very popular in iris and face recognition research
[82, 83].

4.1.5 Scale-Invariant Feature Transform (SIFT)

SIFT is a procedure in computer vision to identify and define local features in a
template. This is a high-level feature extraction algorithm in machine learning
domain. The method is patented in the United States by the University of British
Columbia and first published by David Lowe [84]. It takes the original input
template, produces gradually blurred images, and converts original image to its
half of size. Mathematically, “blurring” is known as the convolution of the Gaussian
operator and the image template. It has an operator that is applied to each intensity
value and that results a blurred image.

L x; y; σð Þ ¼ G x; y; σð Þ∗I x; yð Þ

where the symbol L is a blurred image, G is the Gaussian blur operator, I is an image,
x and y are the location coordinates, and σ is the scale parameter; this means that the
greater the value is, the greater the amount of blur, and * is the convolution operator
in x and y, which uses Gaussian blur G over the image I. The mathematical
expression of Gaussian blur operator is given by:

G x; y; σð Þ ¼ 1
2πσ2

e�
x2þy2ð Þ
2σ2
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Now these blurred images are used with another set of images, which is the
difference of Gaussians (DoG). Those are then used to calculate Laplacian of
Gaussian (LoG) approximations that are scale invariant. There are two parts to
find out key points: (a) locate maxima/minima in DoG images and (b) find out
subpixel maxima/minima. This is done by the Taylor expansion of the image around
the approximate key point. Mathematical expression can be written as:

D xð Þ ¼ Dþ ∂DT

∂x
xþ 1

2
xT

∂2D

∂x2
x

It is easy to find out the extreme points of this equation which increase the
chances of matching and stability of the algorithm. After that, the extreme points
are needed to be free from low-contrast key points. If the magnitude of the intensity
at the current pixel in the DoG image (i.e., being checked for minima/maxima) is less
than a certain value, it is rejected. Now gradient directions and magnitudes around
each key point are collected, and we can figure out the most prominent orientation
(s) in that region. Then these orientations are assigned to the key points. Gradient
magnitudes and orientations are computed using these formulae:

m x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L xþ 1; yð Þ � L x� 1; yð Þð Þ2 þ L x; yþ 1ð Þ � L x; y� 1ð Þð Þ2

q

θ x; yð Þ ¼ tan �1 L x; yþ 1ð Þ � L x; y� 1ð Þð Þ= L xþ 1; yð Þ � L x� 1; yð Þð Þð Þ

Finally, a histogram is created for 360� of orientation and are broken depending
upon the problem statement. A typical example of the outcome of SIFT algorithm is
included in Fig. 19.10 where (a) are the input images of face and then LoG is used to
find out the key points on each face image and resultant images are shown in (b).
There are many researchers who used SIFT as a high-level feature extractor [85, 86].

As per the focus of the chapter, some famous, efficient, and robust biometric
feature extraction techniques are discussed here for IoT. But, the evolution of deep
learning and its high capacity for learning the different categories are slightly
changing the choice of the people. This giant deep learning algorithm itself is a
perfect package for preprocessing, feature extraction, and classification steps, and it
is going to change the way researchers think today. It will open huge research scopes
for IoT, Big Data, and machine learning.

5 Secure Biometric-Based IoT Systems: A Review

Section 19.5.1 demonstrates several applications of IoT like eHealth systems. Based
on the applications viewpoint, in this section, we discuss some application-based
biometric security protocol in details.
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5.1 Biometric-Based eHealth System: An Authentication
and Key Agreement Approach

Maitra and Giri [87] proposed a biometric-based authentication and key agreement
scheme for secure communication in medical systems. In such systems, a patient can
get his/her treatment from home by accessing his/her biometric smart card using a
mobile device through the Internet. For this purpose, patients do their registration to
an authentication server (AS) to get their biometric smart card, and then they can get
several medical services from medical servers (MS) by punching their smart card.
Figure 19.11 shows the network structure of the scheme of Maitra and Giri [87].

5.1.1 Description of Maitra and Giri’s Scheme

There are four phases of Maitra and Giri’s scheme [87]: (a) setup phase,
(b) registration phase, (c) log-in phase, and (d) authentication and session key
agreement phase.

Setup Phase
The authentication server (AS) makes two large prime numbers x and y such that
x ¼ 2y + 1. AS picks a secret key d2R Z∗

y , where Z∗
y is the set of integer numbers

(except 0) over modulo y. AS also selects a cryptographic one-way hash function f(	):
0; 1f g∗ ! Z∗

y . Finally, AS declares y and f(	) publicly and keeps d as secret. Note
that, cryptographic one-way hash function is collision resistant as defined in [2, 88].

Fig. 19.10 (a) Input set of facial expression image, (b) detection of scale invariant key points from
the input template
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Registration Phase
All the medical servers (MS) and the patients do their registration under the authen-
tication server (AS) in this phase.

• Registration phase of medical server

By performing the following steps, a medical server MSi performs its registration
under AS by executing the following steps:

Step 1:MSi picks its identityMIDi and transmits it to AS using secure channel. As the
registration is performed only one time in offline mode, thus the communication
pattern can be termed as secure channel.

Step 2: After getting MIDi from MSi, AS picks a number ai randomly from Z∗
y and

calculates the unique secret key Si
key of MSi as f(ai k d ). Then, AS supplies Si

key to
MSi secretly.

• Registration phase of patient

A patient Pi does his/her registration under AS by executing the following steps:

Step 1: Sensor of mobile device scans the biometrics of patient Pi and extracts the
biometric feature bi, by following a suitable technique as discussed in Sect. 19.4.
Pi selects a unique identity PIDi and password pwi through mobile application.
Then the mobile device of Pi computes bpwi ¼ f(pwi k bi) and sends {PIDi, bpwi}
to AS via secure channel.

Step 2: Upon getting {PIDi, bpwi}, AS calculates Ai ¼ f(PIDi k d ), Ci ¼ bpwi

L
Ai ,

and Di ¼ f(Ai k PIDi k bpwi). AS further computes p number of key-plus-id
combinations {keyp,MIDp| 1 � p � i + n}, where keyp is calculated as

ENCAi f f ap k d
� 	
|fflfflfflfflffl{zfflfflfflfflffl}

S p
key

k PIDi

0
BB@

1
CCA

2
664

3
775, ENCAi is the symmetric key encryption (i.e., ASE-128

[89]) using a key Ai, and p is the number of medical servers present in the
e-medical system to provide medical services.

Fig. 19.11 Network
structure of Maitra and
Giri’s scheme [87]
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Step 3: AS finally burns {PIDi,Ci,Di, {keyp,MIDp| 1 � p � i + n}, f(	), y} into the
memory of biometric smart card and issues the card for patient Pi.

Log-In Phase
To reach several medical facilities by accessing the medical servers (MS), the patient
Pi punches the biometric smart card into his/her mobile device, and also the sensor of
the mobile device scans the biometrics of Pi and extracts the featureb

0
i of Pi. Then the

patient Pi supplies his/her password pwi to the mobile device. After that the mobile
device of Pi executes the following operations:

Step 1: Mobile device calculates bpw0
i ¼ f pwi k b0i

� 	
, A0

i ¼ Ci 
 bpw0
i, and

D0
i ¼ f A0

i k PIDi k bpw0
i

� 	
. Then, it checks Di ¼ ?D0

i. For the correct value, the
device executes the next step; otherwise, it stops the current session.

Step 2: Mobile device provides the permission to select an identity of medical server
from which Pi wants to get service. Pi submits an identity MIDi of MSi.

Step 3: The mobile device retrieves keyi corresponding to MIDi. It then extracts f( f
(ai k d ) k PIDi) by decrypting keyi using the key A0

i as
f f ai k dð Þ k PIDið Þ ¼ DECAi keyi½ �.

Step 4: The device picks a number ri randomly from Z∗
y and calculates

Li ¼ ENC f f aikdð ÞkPIDið Þ ri k f bi k ri k T1ð Þ½ � and Ri ¼ f(ri k T1 k MIDi k PIDi k f
(bi k ri k T1)) , where T1 is the current timestamp. Then the mobile device
transmits a log-in message {PIDi, Li,Ri,MIDi,T1} to the medical server MSi via
the Internet.

Authentication and Session Key Agreement Phase
Upon getting the log-in message {PIDi,Li,Ri,MIDi,T1} at timestamp T2, the med-
ical server MSi checks the validity of timestamp as (T2 � T1) � ΔT, where ΔT is the
threshold value of time span. For the correct result,MSi executes the following steps:

Step 1: MSi calculates f S i
key k PIDi

� �
, retrieves r∗i k f bi k ri k T1ð Þð Þ∗� �

by decrypting Li as DEC f S i
keykPIDið Þ Li½ �, and calculates R∗

i ¼
f r∗i k T1 k MIDi k PIDi k f bi k ri k T1ð Þð Þ∗� 	

. Then MSi checks Ri ¼ ?R∗
i . For

the false result,MSi rejects the current session; otherwise, it executes the next step.
Step 2: MSi picks a number ei randomly from Z∗

y and calculates rei ¼ r∗i 
 ei,

SKi ¼ f r∗i k ei k T1 k T2 k f bi k ri k T1ð Þð Þ∗� 	
, and Ki ¼ f(SKi k ei). Then, MSi

transmits a reply message {rei,Ki,T2} to the mobile device of Pi.
Step 3: After getting {rei,Ki, T2} at timestamp T3, the mobile device verifies the

validity of sent timestamp. For the correct result, it computes e0i ¼ ri 
 rei,
SK 0

i ¼ f ri k e0i k T1 k T2 k f bi k ri k T1ð Þ� 	
, and K 0

i ¼ f SK 0
i k e0i

� 	
. Then the

device checks Ki ¼ ?K 0
i. For the correct equality, both the patient Pi and medical

server MSi agree upon a session key SKi for secure data communication into the
same session.
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6 Conclusion and Future Scope

Biometric technology has been around for decades, but it is mainly popular for
identity authentication or verification in highly secure environment. Biometric-based
security systems are becoming popular day by day. Figure 19.12 discussed the
changes of revenue of total biometric revenue market with respect to year. The
change is monotonically and exponentially increasing in nature. Therefore, it can be
said that day by day, biometric-based security is becoming more and more popular.
Still there are some challenges being faced by biometric technology. The first
challenge is the cost of biometric technology. There are some reasons for increasing
cost of biometric technology like hardware maintenance, processing power for
databases, experimental infrastructure, real-time implementation, salary for
employees, training for the employees, marketing cost, exception handling, produc-
tivity loss, and system maintenance, among others.

Figure 19.13 shows the possible threat of biometric security system. At the sensor
level where end user puts his/her biometric information, there are different attacks
that can occur like collective attack, spoofing attacks, and mimicry attacks. How-
ever, at the time of biometric features extraction, different attacks might take place
like eavesdropping, man-in-the-middle attack, replay attack, and brute force attack.
The storage data can be attacked by reading template, replacing template attack, and
change-binding attack (ID biometric). Those attacks influence the error of matching
during the matching process of biometric information inserted by the end user with
the stored but tempered biometric information. If we can consider that stored
biometric information is correct, then also attacks can occur at the time of matching
phase. The type of attack occurred at matching phase is insertion of imposter data,
component replacement, hill climbing, and manipulation of score guessing attack.
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Eavesdropping attack, reply attack, and man-in-the-middle attack can occur during
the transmission of biometric data from data storage to the matching block. After
matching process is done, the message regarding percentage of matching informa-
tion is to transfer to the decision block. During transfer process, the message might
be tempered with by hill climbing and manipulation of match score process. Even
hackers can change the data at the decision level. Moreover, attacks can occur after
transmitting the decision, and such attacks are component replacement, hill
climbing, and manipulation of decision, among others.
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Chapter 20
Protecting the Integrity of Elections Using
Biometrics

Mohammad S. Obaidat, Tanmoy Maitra, and Debasis Giri

1 Introduction

From an extensive understanding on conventional voting systems, it can be said that
voting systems should be computerized so that (a) the counting time of votes is
reduced, (b) frauds on the system are minimized, (c) provided votes are accounted
correctly, and (d) people with special needs/requirements are accommodated. e-Vot-
ing has introduced new opportunities to both government and public through
enabling voters to cast their votes from anywhere. It provides different voting
channels, broadening access to the disable people, conveying voting results quickly
and reliably, decreasing costs, and enlarging turnout. Eventually, e-voting replaces
the conventional paper-based systems with Internet-based e-services. But in e-voting
systems, there are several security issues and challenges, given that democratic
principles depend on integrity of the electoral process. It is not a trivial task to
secure the voting systems. Apart from the traditional features of security like
confidentiality, availability, and integrity, some other properties are also required
as well, for example, authenticity of voters, anonymity of votes, proper proof of vote
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counting mechanism of the voters, allowing voters to cast their vote via the Internet
after protecting voters’ coercion, preserving the uniqueness of the vote in
decentralized manner, and software and hardware compatibility of the system,
among others. However, to ensure the security requirements in e-voting systems,
several cryptographic techniques can be adopted, such as visual cryptography to get
receipts on submitted vote, a shared secret key establishment between voter and vote
to decrypt a vote using homomorphic encryption [1, 2], and mix networks to make
anonymous channels, which can protect the anonymity of the voters and their votes.

On the other hand, biometric systems have started to be vastly adapted in e-voting
system in order to authenticate the identity of the voters as well as to reduce fraud.
However, biometrics can be described as a process of personal identification based
on independent characteristics [3]. Biometric technologies calculate a variety of
anatomical, physiological, and behavioral features and utilize the features to differ-
entiate the people from each other. Generally, many biometric features are
documented by means of specialized devices such as hand geometry, iris, EEG,
fingerprint, handwritten signature, and voice. By taking the advantages of biometrics
of each voter, election authority can produce digital voter ID card for each voter; the
voter ID card is basically a smart card. During the voting procedure, election
authority verifies the legitimacy of the voters through that biometrics of the voters.

The organization of this chapter will be as follows. Section 20.2 describes the
traditional electoral system. Generic architecture of e-election process is discussed in
Sect. 20.3. Biometrics and its operational process are presented in Sect. 20.4.
Section 20.5 discusses the properties to build the secure e-election system. The
secure and biometric-based e-voting systems are demonstrated in Sect. 20.6.
Section 20.7 provides a literature review of the secure e-voting systems. Different
possible attacks on e-voting system are discussed in Sect. 20.8. Finally, conclusion
of this chapter comes in Sect. 20.9.

2 Traditional Electoral System

Most traditional election systems are not faultless. Such systems depend on a number
of reliable parties who have the potential to make secret plans jointly to commit an
unlawful or harmful act like altering the results of the election or enforcing voters to
vote in a particular way. However, this kind of systems is assumed to be secure
because most of the reliable parties are either trustworthy, and therefore no collusion
can take place.

In traditional voting systems, there is possibility for votes to be altered, lost, or
wrongly counted at the time of counting process. As improper tallies may be the
outcome of dishonesty, the recorded incorrectness in computerized voting tally may
not show the misuse of the voting equipments and software. In an election of school
board in Carroll County (1984), the election authority unfortunately runs the incor-
rect utility program for counting the votes; therefore, computerized voting tally
system produced the improper tally [4]. The utilization of e-voting system provides
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the mobility property in national elections by allowing voters to submit their votes
from anywhere through the Internet. However, e-voting systems tend to minimize
privacy and maximize the possibility for vote to be altered or lost. Despite these
procedural shortcomings, it would be hard for a national election to be thrown away
because of the large number of enclosure and the variety of voting systems used. In
addition, vote buying is a crucial issue because it is not possible for a voter to prove
how he/she voted after leaving the polling booth. However, vote buying can happen
easily when e-voting systems are used.

Huge number of experts, social, and interested organizations prefer to use mail-in
voting systems in their electoral process. Such systems provide permission to the
voters to submit their votes from remote location, but it may compromise the
accuracy and privacy. However, these systems are usually used by several organi-
zations in case of noncontroversial. Furthermore, the organizations employ an
unbiased party to run their election process. Many states also use mail-in voting
system for some elections, especially in small precincts. Normally, voters are asked
to supply their vote in double envelopes to protect their privacy. Probably, Teamsters
is the largest organization which used mail-in voting system.

Moreover, the traditional e-voting systems can be checked either by the agents of a
party or by reliable third parties. Generally, for the voters, it is impossible to check if
each vote has been counted properly or not. Beside this, when the identification process
recognizes the strategic problems and inconsistency between the final tally and the
number of voters who submitted the vote, then it normally cannot correct the results.

3 Generic Architecture of e-Election Process

Figure 20.1 shows an overview of a generic architecture of an election process
[5]. There are the following entities: user/voter, a registration server, a voting
console (mobile API), a voting server, an electronic ballot box, and an electronic
election bulletin board for final tally. Electoral authority controls the registration
server, voting server, and electronic ballot box.

(a) User or voter: End user submits his/her vote by applying mobile application after
getting permission or getting ticket.

Fig. 20.1 Generic
architecture of election
process
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(b) Registration server: Registration server is responsible to provide legal informa-
tion to a user during registration process. During the logged-in into the system
process, the server verifies the candidature of the user and provides permission to
the user to submit his/her vote.

(c) Voting server: It helps to store the vote of each user securely.
(d) Electronic ballot box: It is a database where votes submitted by each voter are

stored.
(e) Final tally: In the vote counting process, it counts the legal votes and declares the

result of the election.

During the registration process, a voter sends request to registration server
(RS) (event 1 in Fig. 20.1). RS issues a smart card by embedding the candidature
of the voter (event 2). During log-in session, voters have to send a permission request
message to RS to get a permission that allows them to cast their votes (event 3). RS
communicates with the voting server to get the corresponding identity of ballot
(event 4) and utilize them to make a permission message that is returned to the voters
(event 3). After getting permission from RS, the voters use the voting console
(mobile device) to cast their vote (event 5). Then the voting server reserves the
submitted votes into the electronic ballot box (event 6). When the election process is
finished, the electoral authority starts the counting phase (event 7). The electoral
authority counts the votes and publishes the receipts through the election bulletin
board i.e., known as final tally (event 8).

3.1 Secure Techniques for e-Voting System

In the e-voting system, several security mechanisms are used which are as briefed
below [1, 6]:

• Digital certificate: Sender of a message digitally signs the message with his/her
private key so that the receiver of the message can verify the received message by
the sender’s public key. Moreover, it is used to build authentication mechanism.

• Public key infrastructure (PKI) mechanism: Public key infrastructure is used to
carry the utilization of digital certificate where each voter produces private and
public key so that they can use these keys during the e-voting activity. Further-
more, PKI can be used to preserve secrecy on voters’ information when it
generates the unique identity of the voters.

• Hashing mechanism: It is a one-way technique by which plaintexts are converted
into ciphertexts known as hashed value, but reverse procedure is not possible.
However, it is used to verify accuracy and non-alteration of message. Accuracy
should be preserved during the voting phase. For example, the hashed value of the
voter’s identity and his/her selected candidate is concatenated to the encrypted
message, which is encrypted by the authority’s public key. After getting the
encrypted message, the authority decapsulates the encrypted message by using
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its private key and compares its hashed value to the received hashed value in
order to get assurance that no alteration of the original message has taken place
during the vote submission process.

• Blind signature mechanism: By using blind signature mechanism, voters can sign
their unique identity to make digital signature so that only proper recipients can
verify the signature. However, public key signing algorithms like RSA-based
blind signature scheme [7] are commonly used to create a blind signature
mechanism in e-voting system. For better understanding, an RSA-based blind
signature scheme is discussed here.

(i) The sender S of a message m computes the blind message bm on m asbm ¼ að Þem modn, where a is a random number, e is the receiver’s public
key, and n is the receiver’s public modulus (1024 bits). Here, a must be
chosen so that a and n are relatively prime. S then transmits the blind
message bm to the receiver R.

(ii) After obtaining bm, R signs the blind message bm by computing the blind

signature BS: BS ¼ �bm�d
modn, where d is the secret key of R. Then

R transmits the blind signature BS to S.
(iii) S then eliminates the blind factor from BS and calculates an RSA-based

normal signature SG:

SG ¼ BS � að Þ�1modn

¼ �bm�d
að Þ�1modn, as BS ¼ �bm�d

modn

¼ að Þe mð Þd að Þ�1modn, as bm ¼ að Þem modn
¼ að Þed mð Þd að Þ�1modn
¼ a að Þ�1 mð Þdmodn, as e � d ¼ 1mod n
¼ mð Þdmodn

Note that, only S can do the aforementioned computations as it knows the
value of a. After that S sends the signature SG to the verifier (a third party
who can verify the signature SG as well as has need of message m).

(iv) The verifier can verify the signature and gets the messagem by doing normal
RSA signatures. It will satisfy requirement as m ¼ (SG)e mod n ¼ (m)ed

mod n, since e � d ¼ 1 mod n.

• Biometric smart token: Generally, fingerprint or iris is used as biometric template
to recognize the voters in elections. With the biometric match using smart card
technology, the provided biometrics is checked with the stored biometric tem-
plate into the smart card in a secure manner. In such a scenario, the biometric
template is stored into the smart card in such a way that cannot be extracted.
However, signing on a document by using biometric key is the only one appli-
cation where the biometric authentication through smart card can be used.
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4 Biometrics

As discussed in Section 20.1, biometrics of the voters is a vital feature to identify the
candidature or to verify the legitimacy of the voter during voting session. Basically,
in the registration process, registration server (see Fig. 20.1) collects the biometrics
of the voters during registration process and issues a digital voter ID card so that by
using the digital ID card, voters can submit their votes remotely by accessing
e-voting application from mobile phones, laptops, tablets, computers, or any other
electronic devices via the Internet. According to Fig. 20.1, biometrics is needed in
event 1, event 2, and event 3, where events 1 and 2 are under registration procedure
which is performed before election process and event 3 is required during voting
procedure to check the validity of the voter.

4.1 Operational Process

At time of registration phase, the registration server is responsible for voters’
admission and certification. Figure 20.2 depicts the registration process for biomet-
ric-based e-voting system. During the registration process, voters input their bio-
metrics like retina, finger print, iris scan, and hand writing to the sensor. The sensor
extracts the unique feature from the provided biometrics for each voter and supplies
it to the authentication server. The authentication server generates a unique voter ID
card (smart card or photo ID card) by embedding the biometric features into the
smart card and storing the biometric template into its database for each voter in order
to verify the candidature of the voter during voting process. Later, during the election
process, the voter can submit his/her vote by using the digital ID card if and only if
the authentication server gives permission to submit vote after proper verification of
the voter.

Fig. 20.2 Registration
process of voters using their
biometrics in e-voting
system
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4.2 Biometric Technologies

It is a quite difficult task to extract unique biometric feature. For this purpose, several
biometric extractors are used, but fuzzy-based extractors [8] are commonly used in
biometric feature extraction as they are simple and provide accuracy to extract
feature from biometrics for different time instances. Furthermore, fuzzy extractor
can tolerate some noise in different biometric time instances. Here, we provide the
simple working flow of fuzzy extractor for fingerprint biometrics.

1. When the voter puts his finger on the fingerprint sensor, the sensor captures
image.

2. The extractor finds the patterns of the image. Basically, there are three basic
decorations of fingerprint ridges: (a) arch, (b) loop, and (c) whorl.

Arch: The ridges start from one side of the finger. They rise in the middle of finger
and form arches. Then they end to the other side of the finger.

Loop: The ridges start from one side of the finger. They make curve and then end
on that same side of finger.

Whorl: Ridges form circularly around a middle point on the finger.

3. Based on the pattern of the fingerprint, we can identify ridge ending, bifurcation,
and short ridge as shown in Fig. 20.3.

4. The scheme measures the distance (may use Euclidian distance) from each point
to others and takes average distance for the image of the finger. The average
distance should be unique for each voter as the patterns on fingerprint are not
identical for any two persons.

5 Requirements and Proprieties for the Election Process

This section discusses the features, which should be preserved to build a secure
e-election system.

Fig. 20.3 Pattern of the
fingerprint
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5.1 Election Process Properties

To build an e-voting system, the following properties have to be maintained [5, 6, 9].

• Soundness: Any party or authority cannot interrupt or show its power to the
election committee and final tally. Soundness should be maintained so that
integrity on voting results is achieved. However, there are several ways to corrupt
the e-voting system. For example, the authorities of the system may defraud by
allowing invalid voters to register or a cheated voter may register him-/herself
under another candidature. In this scenario, vote counting mechanism may be
compromised.

• Eligibility: Only valid voters (ability to cast his/her vote) can join in the election
process. To ensure the eligibility, each voter should register him-/herself before
going to cast his/her vote.

• Privacy: It is the main concern in e-voting system. Voters’ information like social
security number, address, and delivered vote should be kept secret during the
election process as well as at the end of election process for a long time.

• Uncoercibility: Any party and even authority should not get the information
regarding the votes and the corresponding voters. Furthermore, no authority
should force a voter to deposit his/her vote in a specific way provided by the
fraud authority. Voting systems should provide a facility by which voters can
deliver their vote freely.

• Fairness: No partial announcement regarding tally of votes is disclosed before the
finishing of voting period in order to provide fair treatment to the all candidates.
Even no authority should be able to have any knowledge about the voting results.

5.2 Election Security Requirements

• Confidentiality: Confidentiality guarantees that information in communication
messages remains secret so that any outside observers of the system cannot
learn anything about the transmitted messages. In case of e-voting systems, any
information like identity of voter and his/her corresponding vote should be kept
secret until the counting is over or until voting result is published.

• Integrity: Integrity of information ensures that information of a message is full
and not corrupted. When the information is exposed to damage, corruption,
demolition, or other disruptions of its authentic state, then the information
integrity can be threatened. However, fraud can be mounted, while information
is being saved or transmitted. At the end of election process in e-election systems,
ultimate vote counting must exactly represent the total number of valid voters and
total number of unique votes of each voter; the latter should be equal.

• Authenticity: Authentication of each entity during communication is highly
required in e-voting system. The users i.e., voters and electoral authority may
not be trusted all the time. Therefore, during communication both way
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authentications are needed so that each entity gets knowledge and can verify the
candidature of the received messages. However, in the e-voting systems, legiti-
macy of voters must be checked at two different phases: (a) at the time of voters’
registration so that voters can enter the system and (b) before the submission
of vote.

• Non-repudiation: Non-repudiation ensures that the communicators cannot
oppose the authenticity of their signature on a document or message that they
have produced. Here, the election authority should not deny that the voter is not
authentic after generating a ticket for a voter (by which the voter can put his vote).
This means, if the election authority gives permission to a voter to deliver his/her
vote, the authority cannot say that the voter is fraud during the counting proce-
dure. On the other hand, after delivering a vote, a voter cannot deny that he/she
did not deliver that vote during the counting procedure.

• Availability: Availability of information in voting services should be provided by
an e-voting system, and security requirements during the entire election process
should also be preserved. Furthermore, all the services or options like name of the
candidate list should be available to the voters so that they can select the candidate
of his/her choice.

6 Biometric Voting Schemes

In this section, some biometric-based secure voting schemes [1, 6, 10] are demon-
strated which are as follows.

6.1 Ahmed and Aborizka’s Scheme

Before going to present Ahmed and Aborizka’s scheme [6], it is important to know
the used e-voting system architecture in this study. Figure 20.4 shows the pictorial
view of the architecture used in their scheme [6].

Voters

Privacy server (PS)

Registration
server (RS)

Certificate
authority (CA)

Tally
server (TS)

Voting
server (VS)

I
N
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R
N
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T

Fig. 20.4 Architecture for
e-voting system used in
Ahmed and Aborizka’s
scheme [6]
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• Registration Server (RS): RS monitors and controls the registration procedure of
the e-voting system. It provides registration certificate to the legal voters so that
they can join in the elections by considering a set of rules declared by the election
authority.

• Privacy Server (PS): PS maintains anonymity of the voter’s identity so that the
voter’s specification like name and address cannot be traced from his/her vote.
For this purpose, PS first verifies the voter’s certificate, then checks the submitted
anonymous identity generated by the voter is valid or not.

• Voting Server (VS): VS receives the votes from the voters and stores the votes in
an e-ballot box. After verification of voting certificate of a voter, it stores the vote
and sends it to the vote counting server.

• Tallying Server (TS): TS counts the votes at the end of the election process and
publishes the result publicly.

• Certificate Authority (CA): CA is responsible for confirming the voter’s identi-
fication data received by RS in the registration and verification phase. Moreover,
it provides individual information about the voter where the registration server
can utilize such information to determine whether the voter is eligible to cast
his/her vote or not.

Each voter has to submit his/her personal smart token which contains the national
digital certificate (NDC) and his/her biometrics to the election authorities (i.e., CA
and RS) to get his/her voting rights. RS stores biometrics corresponding to NDC for
each voter in its database. The voters supply their smart token and submit their
identity, their password, and their current biometrics like fingerprint and retina scan
to make their smart token active. The biometric scanner maps the biometrics into
template (i.e., binary form of biometrics). Ahmed and Aborizka’s scheme [6]
contains three phases: (a) registration phase, (b) voting phase, and (c) tally phase.
Next, we will discuss each phase in details.

6.1.1 Registration Phase

Step 1: A voter sends his/her biometric template along with his/her public compo-
nents to the registration server (RS). The public components (NDC) are already
stored into smart token.

Step 2: After receiving the request, RS checks the validation of received public
components and biometric template by searching into its database. For the
successful result on search, RS gives permission him/her to join election process
by sending election certificate (VCD) and stops the registration session for the
voter. For the unsuccessful result on search, RS sends a request to CA to make
sure of the eligibility of the voter as well as to get credentials for the voter.

Step 3: CA replies with voter’s credentials for the valid voter.
Step 4: RS verifies the uniqueness of the public components and biometric template

of the voter received from CA. RS then makes a voting digital certificate for the
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voter and updates its database by adding certificate, biometric template, and
public component of the voter securely.

RS then transmits the election certificate (VCD) to the voter which contains serial
number of issued certificate, unique pair of public/private keys of VCD, digital
stamp of current election, and the public key of election authority.

Step 5: After getting election certificate (VCD), the voter verifies the digital stamp. If
it is true, the voter stores the certificate in the smart token securely; otherwise, it
rejects the certificate.

6.1.2 Voting Phase

At the end of registration phase, the registered voters cast their votes in this phase. As
each voter has been issued a VDC by RS, thus, he/she has permission to join in the
current election process. Furthermore, in this scheme, voter can choose his/her
pseudo-identity while submitting his/her vote, which can ensure that no one can
trace the vote corresponding to the voter. Beside this, the system is not centralized
where several authorities are involved to make success on e-voting system and every
authority has its own task to fulfill which can be verified by other authorities in a
distributed manner. This kind of systems may ensure that only eligible voters can
cast their votes by obeying the rules and settings of the current election process. The
following steps are executed to complete the voting phase of a voter:

Step 1: The voter computes a unique number PID for identification using the stored
information into the smart token. PID can be calculated as PID ¼ h(ENC
[stamp]b), where stamp is the digital stamp of current election, b is the biometric
template of voter as key, ENC[.] is the secret key encryption, and h(.) is the
one-way hashing operation.

The voter blinds the PID using blind signature scheme like RSA [7] and signs the
resulted value using the stored secret key of VDC to produce Sign.

The voter then encrypts Sign using public key of election authority to produce ESign
and then transmits ESign to the anonymous identity server (AIS).

Step 2: After getting ESign, AIS decrypts ESign by using the private key of election
authority to get Sign. AIS then computes a blind signature on Sign using the secret
key of election authority.

After that, AIS encrypts the computed blind signature using the public key of VDC
of the voter to produce BS.

Finally, AIS transmits BS to the smart token and stores the voter as valid so that the
voter cannot send any other request by computing the blind signature again.

Step 3: After getting BS, the smart token decrypts BS using the secret key of voter
and unbinds the blind signature on Sign. Then it checks the validity of Sign. If
true, the smart token stores Sign and PID securely; otherwise, it terminates the
current session of voting phase.

The voter sends a request message to VS to connect to cast his/her vote and also to
establish him-/herself as authenticate or valid voter using PID and VCD.
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Step 4: After getting request, VS checks the eligibility of the voter. For the valid
voter, VS gives permission to the voter to deliver his/her voting choice(s);
otherwise, it rejects the voter.

Step 5: Upon getting permission, the voter sends Sign and information about his/her
voting choice to VS.

Step 6: VS checks the uniqueness of Sign by searching into its database. If it is not
found, VS believes that Sign is unique and stores the information about voting
choice of the voter and corresponding Sign into its database. Otherwise, VS
rejects the vote.

Upon successful voting, VS sends a receipt to inform the voter for his/her successful
vote.

6.1.3 Tally Phase

At the finishing of voting phase, tally server (TS) collects the voting database from
VS and counts the votes. After ending of counting, TS publishes the voting result
publicly.

6.2 Alrodhan et al.’s Scheme

Before going to present Alrodhan et al.’s scheme [10], it is important to know the
used e-voting system architecture in this study. Figure 20.5 shows the pictorial view
of the architecture used in their scheme [10].

The authentication certificate (AC) issuer verifies the validation of voters from
remote places via the Internet so that it can be decided that the voter is eligible to cast
his/her vote or not. Furthermore, AC, being a part of trusted authority, digitally signs
the votes to make confident that no fake votes are casted by invalid voters. For this
purpose, AC performs: (a) voter registration, (b) voter verification, and (c) ticket
generation by signing the vote. Beside this, Ballot Center (BC) collects the votes
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Fig. 20.5 The e-voting
system architecture
followed by Alrodhan
et al.’s scheme [10]
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from eligible voters after being verified by AC. For a valid vote, BC generates a
corresponding receipt to the voter and, lastly, publishes the final result after the
ending of election process.

Alrodhan et al.’s scheme [10] was based on RSA blind signature [7]. Alrodhan
et al.’s scheme [10] contains four phases, namely, (a) registration phase,
(b) authentication phase, (c) voting phase, and (d) result publishing phase. Before
going to join in election process, every voter must do his/her registration to AC. ksec
is the shared secret symmetric key between AC and the BC.

6.2.1 Registration Phase

All the voters physically present to AC so that they can join in the system. For this
purpose, AC checks voter’s national ID card of each voter to verify the eligibility of
voter to vote. If the process is successfully executed, AC collects the biometrics such
as fingerprint of each voter and stores the biometric template for future use in voting
process and issues a voter ID so that the voter can cast his/her vote. Two fingerprint
samples from same hand or two fingerprint samples from two hands can be collected
by AC from each voter. The voter notifies AC which fingerprint will be used to cast
his/her vote, and according to the notification, AC stores the biometric sample into
its database.

6.2.2 Verification Phase

The details of verification phase are discussed in the following:

Step 1: To enter into the voting process, the voter opens the e-voting terminal (i.e.,
application) on his/her smartphone. The voter submits his/her voter ID and also
provides his/her registered biometrics to the terminal through sensor attached in
smartphone. Then the terminal transmits this information to AC.

Step 2: AC checks that the voter ID and biometrics are registered and stored in its
database or not. For the truth value of checking, the voter is legal and can submit
his/her vote in voting phase. Otherwise, AC sends an error message to the voter
and denies voting permission to the voter.

6.2.3 Voting Phase

After verification, AC provides a list of local candidates to the terminal on the basis
of location of the voter in case of regional voting scheme; otherwise, AC provides
the global candidate list to the terminal. However, the steps of the voting phase are as
below.

Step 1: A voter selects a candidate from the list provided by AC through the e-voting
terminal on his/her smartphone. The e-voting terminal sends a request to BC to
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get a nonce (i.e., a random number). However, the nonce is used to protect replay
attack, and it is also used to denote a temporary pseudonym nickname of the
voter. After getting the request, BC generates a nonce, i.e., nonce1, and sends it to
the e-voting terminal.

Step 2: Upon getting nonce1 from BC, the e-voting terminal calculates a blind

message bm, signed by the AC’s public key as bm ¼ að ÞeAC c k nonce1ð Þ
zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{n

, where k
is concatenation operation, eAC is the public key of AC, a is the random number
generated by terminal, and c is the reference information corresponding to the
selected candidate. Then the e-voting terminal transmits the blind message bm
to AC.

Step 3: Upon receiving bm, AC signs the blind message bm as BS ¼ �bm�dAC modn,
where dAC is the private key of AC. Note that, AC does not know and get the
value of c i.e., reference information corresponding to the selected candidate.

AC further computes a message λ as λ ¼ ENC flag k nonce2½ �ksec k nonce2
n o

, where

flag is a status flag 0 means a fake vote or 1 indicates valid vote. nonce2 is a nonce
picked by AC to make fresh message λ in order to eliminate replay attack. Note
that, flag and nonce2 are encrypted using the shared secret key ksec between AC
and BC. Then AC transmits the blind signature BS and λ to the e-voting terminal.

Step 4: After receiving {BS, λ}, the e-voting application computes a signature S by
eliminating the blind factor from the received blind signature BS: S ¼ BS � (a)�1

mod n. The e-voting terminal transmits the message m ¼ (c k nonce1), S, and λ
to BC.

Step 5: Upon receiving {m, S, λ}, BC checks whether nonce is fresh or not as well it
also verifies the signature S. For the truth value of both checks, BC encrypts the
vote c and stores it in its database. Then BC executes the next step. For the
negative result on both checks, BC terminates the voting session and transmits an
error message to the terminal.

BC decrypts the message λ by using the shared secret ksec and earns flag value after
verifying the freshness of nonce2. If the extracted flag value is 0, BC marks the
vote as fake; otherwise, it marks the vote as valid and then saves the decision in its
database. However, the votes with fake marked will not be accounted for
counting in final result. Thereafter, BC transmits a new nonce (i.e., nonce3) to
the e-voting terminal.

Step 6: After getting nonce3, the e-voting terminal builds another new blind message
�m ¼ �

�a
�eAC � nonce3modn where �a is the random number generated by terminal

and passes it �m to AC.
Step 7: After getting �m, AC believes that the voter already casts his/her vote and

marks as “done” against that voter and stores it in its database. However, this step
is crucial by which AC will not verify the same voter in different session, because,
in a voting mechanism, only one vote can be allowed by each voter electronically.

AC then signs on �m to produce BS ¼ �
�m
�dAC modn and sends the blind signature

BS to the e-voting terminal.
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Step 8: After receiving BS, the e-voting terminal computes a signature �S by

eliminating the blind factor from BS as �S ¼ BS � ��a��1
modn. Then the e-voting

terminal transmits �S and nonce3 to BC.
Step 9: Upon getting �S, BC verifies the signature �S. If the verification shows the true

value, BC provides a receipt number to the e-voting terminal to ensure the success
on casting vote and BC also stores the receipt number into its record. For the false
value of the verification, an error message is generated by BC to inform the voter
of the unsuccessful voting session and removes the vote from its database.

6.2.4 The Result Announcement Phase

After the ending of election process, this phase is executed to announce the result of
the election in e-voting system. In the following, we discuss the steps executed in
this phase.

Step 1: BC collects the number of submitted votes from its database and decrypts all
the votes to get reference number of the selected candidate c.

Step 2: BC counts reference number of the selected candidate c. Only valid votes,
i.e., flag value is 1 of the submitted votes, are considered for counting.

Step 3: BC publishes the total number of votes earned by each candidate publicly.

A schematic view of voting phase of Alrodhan et al.’s scheme [10] is given in
Figs. 20.6 and 20.7.

Fig. 20.6 Schematic view of voting phase (steps 1–6) of Alrodhan et al.’s scheme [10]
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7 Security Protocols in Electoral System: A Review

Chaum [11] proposed the first cryptographic voting protocol on anonymous e-mail
using digital pseudonyms. Chaum used public key cryptography and pseudo iden-
tities of voters. But, the protocol [11] does not provide the anonymity of voter’s
identity because it can be traced from outside of the system. Electoral protocol can be
damaged by a single citizen and Chaum’s protocol [11] can identify such damages,
but it cannot resolve this problem without restarting the whole election process [12].

Cohen and Fischer [13] presented a secure election system. In the scheme
reported in [13], the dishonest voters are unable to interrupt the election process.
But, the protocol cannot provide the privacy of individuals like voters’ identity from
the election committee. Cohen [14] further introduced a scheme by which more
privacy can be achieved by distributing the power of government into some autho-
rized committees. However, because of the scheme’s (i.e., scheme [14]) huge
complexity in communications, it takes the voters long time to cast their votes [15].

Nowadays, some practical cryptographic techniques that did not need any con-
nection between voters or did not need any specialized equipment have been
devised. However, the existing schemes (mentioned above) cannot eliminate vote
buying. Benaloh and Tuinstra [16] published two secret voting schemes that do not
permit the voters to prove the contents of their votes. Unlike the other security
protocols (i.e., schemes [13, 14]), the protocols [16] require the voters to vote inside
a voting booth. However, the protocol in [16] does not guarantee that voters cannot
be coerced, until one or more trusted election authorities are present in the system.
Although authors in [16] are unable to provide a practical solution in real-world
Internet-enabled secure e-voting system, the receipt-free nature can protect the voters
from involving in the vote buying.

According to architecture of generic e-voting system (see Fig. 20.1), two election
authorities a validator (i.e., registration server) and a tallier (tally server) are required

Fig. 20.7 Schematic view of voting phase (steps 7–9) of Alrodhan et al.’s scheme [10]
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in the simplistic schemes [6, 10, 17]. In such schemes [6, 10, 17], a voters encrypts
his/her vote by the public key of the tallier, then signs it, and passes them to the
validator. The validator strips off the voters’ signatures, checks to make sure that the
vote is provided by the valid and fresh voter or not. For the correct validation,
validator passes the vote to the tallier. Then it decrypts the votes and stores the votes.
Moreover, this kind of scheme can stop the illegal voters from voting as well as the
legal voters from numerous voting.

In Nurmi et al.’s scheme [17], two agencies, i.e., registration server and voting
server, have the responsibility to validate the registered voters and to declare the
results after storing the votes securely. In [17], the validator generates a long prime
identification tag for each voter and transmits it to m number of voters who want to
join in election process. The validator also sends the list of identification tag to the
tallier. After getting tag, a voter V sends a pair hEV, h(EV, voteV)i to the tallier, where
EV denotes the voter’s tag, h(�) is a one-way hash function, and voteV denotes the
casting vote. After getting the pair, the tallier declares hV(EV, voteV). During the
counting process, V sends another pair hEV, (hV(EV, voteV))

�1i to the tallier so that it
can extract the vote voteV. After ending of election process, the tallier announces the
list of each vote voteV and its corresponding hV(EV, voteV). By this procedure, a voter
can get conformation that his/her vote is counted successfully.

When Chaum first proposed the blind signature-based e-voting scheme [11], it
has been argued that blind signatures can be used for securing the vote submitted by
the voters. After some years, Fujioka et al. designed an e-voting scheme [18] in
which, blind signatures have been used to resolve the collusion problem of Nurmi
et al.’s scheme [17]. The authors in [18], argued that the proposed solution is able to
reduce the overall time complexity in communications.

Similar to Fujioka et al.’s scheme [18], another protocol named as Sensus [19] has
been proposed. However in [19], a voter encrypts his/her vote and transmits the
encrypted form of vote to the tallier. Then the tallier sends an acknowledgement to
the voter as a receipt of the submitted vote. After getting receipt, the voter supplies
the decryption key to the tallier instantly, and election process will be ended in one
session. But, in the Fujioka et al.’s scheme [18], a voter cannot supply his/her
decryption key until the election is finished. Thus, publishing the vote cannot be
done in a single session.

On the other hand, Sensus [19] is unable to correct following issues: (1) The
dishonest election authorities (i.e., registration server or voting server) can count and
publish votes for abstaining voters. The illegal votes can be identified by the
abstaining voters only or by government itself after verifying the validation of
signatures on all the submitted requests. Moreover, there is no such way to verify
the illegal votes so that they are deleted from final tally. (2) Sensus [19] takes large
time in communications when a voter submits his/her vote.
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8 Security Attacks on e-Voting System

There are several security attacks that exist in e-voting systems. An adversary may
try to mount various attacks on this system in off-line mode as well as online mode.
As the communications are done through insecure channel like the Internet in
e-voting system, the adversary can capture and alter the original message or try to
establish himself/herself as a legal voter. Thus, the main aim of designing any
biometric-based security system for e-voting is to eliminate the security loopholes
as listed below:

Insider attack: In e-voting systems, employees under voting server (see Fig. 20.1)
and many other entities associated with e-voting systems (except registration server
as it is directly handled by government or trusted party) may try to extract the
information regarding vote and identity of the voter. Thus it is very crucial attack in
such system. However, proper authentication in both communications ways may
eliminate insider attack.

Voter masquerading attack: In e-voting systems, after capturing the communica-
tion messages between a valid voter Vi and the other servers like registration server
and voting server, an adversary may try to impersonate as Vi. For this purpose, the
adversary may try to extract secret information like voters’ biometrics and identity
after capturing the communication messages. Thus a secure e-voting system should
ensure that no third party from outside of the system can extract any secret infor-
mation from captured messages. Furthermore, a valid voter Vj may also try to
impersonate as another valid voter Vi. If Vj gets success to do so, then Vj can easily
deliver Vi’s vote. As a result, Vi will not able to produce his/her own choice to vote.
Therefore, secure e-voting systems should remove the voter masquerading attack.

Server masquerading attack: As mentioned earlier the registration server may be
trusted in e-voting systems as it is controlled by either government or trusted party,
but all the other entities like voting servers may not be trusted. Thus, an employee
under voting server may act as an adversary to mount server masquerading attack. In
such an attack, a server Sj may act as another server Si. As a result, the valid voters
may receive voting receipt from Sj on behave of Si and in the latter when actual
receipt is sent by Si, the voter will discard the actual receipt. However, proper mutual
authentication along with no leak of secret information from communication mes-
sages is required to eliminate this attack.

Software module attack: The executable program at a module can be altered in
such a way so that it always produces the results desired by the attacker. Trojan-
horse attack is the common attack in this scenario. To overcome this attack,
specialized hardware or secure code execution practices can be used to impose
secure execution of the software. Algorithmic integrity is another solution, which
also imposes the component of software integrity. Algorithmic integrity can be
defined as software should manage any provided input in a desirable way. As an
example of algorithmic drawback, assume a matching module in which a particular
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input B0 is not managed properly and when B0 is supplied to the matcher, it always
produces the acceptance (yes) decision. However, this loophole may not affect the
biometric-based functioning system. This is because the probability of generating
such B0 from a real-biometric data can be negligible. But, an attacker may utilize this
drawback to easily break the security without being detected.

Attacks on the template database: An adversary from inside the system may try to
alter or share the biometrics template with the other untrusted parties; therefore, this
attack produces very much damage for the biometric-based security system. Attacks
on the template can lead to the following two security threats: (a) a template can be
substituted by a masquerader’s template to achieve unauthorized access and (b) the
stolen template may be replayed to the matcher to obtain uncertified entrance. For
example, a biometric template stolen from a voter’s database can be used to search
criminals’ biometric records or cross-link to person’s banking records.

Replay attack: An adversary may repeat the same communication messages
between the valid voter Vi and other servers associated with the voting system for
different time instance. If the adversary gets success in this attack, the adversary may
alter the vote submitted by Vi. To eliminate the replay attack, proper mutual
authentication scheme along with freshness of each and every communication
messages are highly desirable.

Man-in-the-middle attack: In this attack, an adversary stealthily relays and mod-
ifies the communication messages between two communicators who think that direct
communication is going on. Moreover, in active eavesdropping, the adversary builds
self-governing connections with the victims and relays messages between the
victims to ensure them that they are communicating directly to each other through
a private connection. But, the entire communications are in fact run by the adversary.
The adversary intercepts all the relevant messages passing between the two victims.

Denial-of-service (DoS) attack: An adversary may flood the system resources to
the point where the access of legal voters will be denied. Eventually, an adversary
may send flooded messages on behalf of valid voters. For this kind of scenario, the
valid voter will not be able to enter the e-voting system. However, to prevent this
attack, proper verification of each communicator is required.

9 Conclusion

Many countries worldwide are going to build e-government system. Developing
countries such as India provide such digital voter ID card for each person in which
biometric feature of that human is incorporated. In the future, this smart card will be
incorporated with the election authority so that people can submit their vote from
remote place using their mobile application through the Internet. Beside this, the
USA and the UK have already started to develop e-voting system. However,
practical implementation of such e-voting system has some security issues. This is
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because, each entity associated with voting system cannot be considered as trusted.
Furthermore, preserving the voting information of each voter along with his/her
identity is a basic challenge in the development of such systems. During the
communication, authentication of the communicators is highly desirable in each
step. However, biometric authentication with the cryptographic technique explores
the mutual authentication between the voters and other entities. However, it is
bounded in research world and has no proper implementation. Researchers are trying
to advance their work in e-voting systems so that privacy, eligibility, uniqueness,
uncoercibility, fairness, accuracy, robustness, individual verifiability, and universal
verifiability can be achieved under one umbrella.
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Chapter 21
Ethical, Legal, and Social Implications
of Biometric Technologies

Sudeep Tanwar, Sudhanshu Tyagi, Neeraj Kumar,
and Mohammad S. Obaidat

1 Introduction

Personal identity of a human being is important due to several reasons. From a group
point of view, as we narrow down the regions from a country to village routing,
cities, and districts, individual communities desire to have their independent identi-
ties [1], whereas from an individual point of view, as the population is increasing, an
individual tries to locate himself in the stereotype locations. This type of desire
indicates his individual identity. However, another level of identity is also existing,
which includes the validation of the identity. For any situation, this is very important
in almost all situations like mobility domain, stationary domain, hospitals, residen-
tial areas, industrial areas, educational areas, and political, financial, and legal
areas [2].
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One of the interesting aspects in biometric schemes is how to execute the entire
process. A detailed execution is illustrated in Fig. 21.1. Two segments have been
shown, where Fig. 21.1a shows the performing of enrollment process and Fig. 21.1b
shows the matching process. Enrollment process maintains a biometric data record
and stores the same in a reference database. In this process, biometric sensors scan
the current biometric and do the reference formatting. Now task manager checks to
find out if the current subject is new or already exists. For existing subject it activates
the duplication action that is discarded by the task manager, whereas new subject is
stored in the reference biometric database. On the other hand, for matching process
and after biometric scanning, the system performs capturing and reference format-
ting [3]. Now, verification compares captured/formatted biometric samples against
previously stored biometric samples. Identification compares on one-to-many basis.
If there is a match, this means that we have positively acknowledged and, for the
situation where match is not found, this means a negatively acknowledged situation
signaled to the task manager [4] on the basis of which appropriate action can be
taken. Sometimes mismatch may occur due to poor performance of biometric
sensors; therefore advanced check may be applied before taking the final decision
[5, 6]. This process extracts a unique biometric identifier like face capturing from the
raw biometric data. Different biometric identifiers are also available and are
represented in Fig. 21.1.

Fig. 21.1 The use of biometric technology. (a) Enrollment process. (b) Matching process
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Fingerprint scanning, facial scanning, DNA, and eye retina scanning are fre-
quently used biometric scanning schemes. Figure 21.2 shows different biometric
scanning schemes. Fingerprint and facial scanning are most popular among the
smartphone users, as using special characters and remembering lengthy password
is a tedious task. The smartphones of Samsung Galaxy, Moto series of Motorola,
latest version of iPhones, Oppo, and some other popular smartphones have the
security option of fingerprint and facial scanning. Smartphone fingerprint readers
are usually placed at the backside of the handheld device so that single-handed
biometric authentication can easily be done [7]. A front-end camera has been used
for the facial scanning. Out of these two, fingerprint scanning as a biometric
authentication is a very easy and secured option and is considered an effective
replacement to traditional password, whereas on computers and laptops, this is not
a new concept; in fact banks are using this technique very commonly these days [8].

The iris of the human eye is a very interesting component of the biometric
scanning technology. In medical science the circular region between the sclera and
pupil is known as the iris. The iris is one of the stable biometric techniques [9] as it is
stable over the long life of a person starting from childhood. The iris has very high
pattern changeability between the twins and even two eyes of an individual. Due to
this feature, nowadays, smartphones are also using this biometric technique for
authentication access. However, this facility is available to the smartphones having
high quality of front camera because iris recognition system has also a lot of
challenges.

DNA has the structure, which is responsible for the body, cells, tissues and
organs, and body components. Every individual has a unique composition, and
verification sample can be taken from any part of body, like hair, blood cell, or
nail, for the DNA testing. Definite areas of DNA contained chain that repeats it on

Fig. 21.2 Different modes used for biometric technology and essential stack
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regular interval, and interestingly different persons have a dissimilar number of
repetitive sections. The least building block of DNA is called the nucleotide [10],
and every nucleotide has a dioxide ribose base and phosphate group. When one is
analyzing the structure of DNA for identification, then we look at the sequence of
bases. Heart beat scan and footprint scan are also two possibilities for biometric
scanning methods, but their applications are less as compared to the other schemes
discussed above. Two important stacks data and biometric are shown in Fig. 21.2.
Appropriate data acquisition system is required for proper formatting. Logical stack
is required for perfect matching as false matching will create the security issue. In
Fig. 21.2 meaning of vocabulary is biometric samples of different subjects.

2 Legal Implications of Biometric Technologies

In order to prevent the fraud, now governments are using biometric technologies like
fingerprint, face recognition, and iris, which can be used in government official
documents such as LPG gas services and Passport Seva Kendras. The latter is an
Indian service that aims at delivering passport services to citizens in a timely,
transparent, more accessible, and reliable manner and in a comfortable environment.

As time passes corporations in city are also using biometric technologies for their
services in order to provide better services to the citizens of country in a timely and
uninterrupted manner. Business organizations can also use the biometric technolo-
gies in their workplace to provide secure access control. But there exist the legal
challenges while using the biometric technologies by both public institutions (gov-
ernment, corporations, etc.) and businesses. In Europe, with the use of biometric
technologies, the most important legal challenges are in the extent of conformance to
privacy and data protection mechanisms. To overcome it, the European Bio Sec
consortium is working to develop a legal framework that ensures use of biometric
technologies with full compliance as per European regulations to protect data.

Legal issues include the lack of precedence, ambiguous processes, imprecise
definitions, and logistics of proofs and defense, as shown in Fig. 21.3. Main
problems here are the type of information collected about individuals and how this
can be used. Moreover, the ability to access information and reparation inaccuracies,

Lack of
Precedence

Ambiguous
Processes

Legal Implications
of BT

Imprecise
Definitions

Logistics of proofs
and Defense

Lack of Security
and Privacy

Fig. 21.3 Legal implications of biometric technologies
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and providing secure mechanisms so that information related to the users cannot be
compromised, especially while enrollment process of biometric schemes going on
and throughout data transmission over public networks. Approaches used for storing
biometric templates remain a critical issue, because RFID chips are used by users to
process their information on smart card. Some challenges such as emergency pro-
cedures used during the time of failure in automatic technology processing need to
be taken care.

Even though many biometric legal proceedings have been showed at global level,
so far there are a few large-scale schemes operating in full swing. In some of the
cases that have been conducted, they actually have been found to be illegal and in
breach of users’ fundamental rights. For example, if biometric project given to any
data protection agency for use of biometrics stored on physical devices and for
controlling physical access to the secured areas in some predefined applications (like
airport, hospitals, etc.) were in proportion with the use for which the data was
collected, it may be feasible that the collected data can be used for time and
attendance control in that application was in breach of its data protection laws. In
another example that highlights the legal challenges in the use of biometrics in ID
cards for overseas residents, here one can claim that the technology targets a specific
group. Another legal challenge associated with use of biometric technology is
ensuring that rights can be given to citizens to correct information held about
them, because biometrics contains mechanisms for identification and authentication
purposes. Individual identity theft is a rising problem, and, even though the bulk of
such theft is still done using offline methods, the probability of online identity theft is
increasing rapidly. Without providing appropriate solution, the owner of the data has
fear that his/her data is not safe and he could not get back the control of his identity
and feels that the biometric data fall into the wrong hands. Further details regarding
the legal issues in the use of biometrics can be found at [3].

Each citizen of the country has the right to decide in principle which personal
information related to his/her can be posted on the social sites. The processing of
data needs to be based on legislations. It is always advisable to use the personal
collected data for specified purposes; data must not be processed to any third party
without taking the permission from the user; otherwise it clearly violates the rule of
personal privacy [47]. Moreover, there should be significant restrictions for the use
of “personal/sensitive” data. For example, there exist some standard legal chal-
lenges, which can be followed by each country of the European Union. All security
applications cannot be just based upon the collected data because preventive police
measure will also play an important role here along with or without notice period.
Keeping above points into consideration, there is an urgent need to fix up the legal
boundary over the processing of biometric data. Like in Germany [11], it is very
difficult to predict the usage of existing police system, and the data protection laws
allow the ease use of biometrics in structured manner. In contrast, this may be
feasible during the investigation of criminal case using fingerprints of persons
individually.

In defensive situations, such as the scanning of baggage at the airports and
personal monitoring as well as tracking of visitors through smart CCTV systems,
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however, no final outcome about any criminal person is established before
processing his personal data. It has been noticed from the literature that upgrading
in biometric systems emerged to new challenges for personal privacy and protection
of data. These new upgrades highly depend on the new used technical design.
Biometric technology helps the enforcement officers to take appropriate decision
on the accused, based on automated collected biometric data. Enforcement officers
also proactively collect the information about the unspecified group of persons,
whose activities are not normal. Hence, the complete society will be under trouble
without proper legal and technical safeguards. Further, data collection centers may
require proper attention to the data so that user can decide when and at what situation
he/she behaves freely without worrying about the interpretation of that behavior at
the other end of the surveillance system.

2.1 Legal Perspective of Biometrics with Reference
to Enforcement Officer

Error rates can be taken into consideration by the users of the biometric technologies
for law enforcement purposes. From this it has been clear that police measures on the
basis of biometric can not only play final role to put any person under suspicion, but
police legislator along with the view of executing officer plays final role to put any
person under suspicion.

The function of the law – particularly the fundamental rights to privacy and
informational self-determination, as well as the respective data protection acts –

needs to be the protection of the personal rights of the data subjects. To this end,
specific provisions for certain application scenarios may be necessary in the future.
Furthermore, a legally compliant technology design is able to significantly reduce
privacy and data protection risks.

2.2 Main Legal Issues Associated with the Use of Biometrics

The main concern associated with the use of biometrics is the violation of privacy.
Citizens of the country who had undergone to the biometric scan feel that such
procedures are disturbing because they involve scanning of body parts. Another
major concern is the matter of information security. Collected biometric data are
usually stored in databases/clouds that can be accessed by the employer of the
company, if the data is related to the organization, and can also be accessed by the
government officials. But the question that comes here is what is the secrecy of this
data, as this contains private information such as medical history of patients and
bank data. If any person raised any legal issue regarding process of security of
biometrics, then it is usually resolved using a traditional balancing test. Outcome of
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this test is the privacy rights. A court will consider the person’s belief of privacy
versus the public need to obtain such information. For example, consider a court that
wants to analyze any person’s handwriting skills for national security reasons. As the
public concern for national security has high priority, then a judge might conclude
that it is essential to assess the handwriting skills of that person in order to protect the
security of the nation.

2.3 Futuristic Vision of Biometrics

Biometrics is rapidly changing from fiction to fact. Consider that Fast Identity
Online (FIDO) Alliance, which has members like Google, Microsoft, Visa, and
Mastercard, recently came with a final draft regarding its biometric standards; final
note of this draft is that “today, we celebrate an achievement that will define the point
at which the old world order of passwords and PINs started to wither and die.”
Progressively, Microsoft’s new Windows operating system – Windows 10 – may
drain passwords altogether and rely on biometric technologies, like face, iris, and
fingerprint recognition, that are used to not only log you into your machine but also
to “authenticate apps and websites without sending a password at all” [12].

For example, consider any person holding a glass of water for your biometric
data. We can say that your body parts are your password; demanding a glass of water
(user voice recorded), picking up the glass of water (user fingerprint captured),
drinking the glass of water (the DNA in user saliva saved), and then walking back
to your four-wheeler parking (user face captured by camera) are all possibly near to
handing out user password on a business card to everyone that passes by.

The other legal issue associated with the biometric technology, consider that a
hacker during the press conference has taken the photos of Cabinet Minister of any
country from 8 feet way with high-resolution camera and was perfectly able to
reproduce the fingerprints of Cabinet Minister, or consider a criminal who was
sentenced on DNA that was taken from the armrest of the chair where he was sitting
during the period of interrogation. It will be crucial for the law officer to keep the
collected biometric data to be properly secured because large segment of the people
wants to keep the DNA profile private. People want to conduct their biometric
impressions in a secure environment. In a society, your biometric collected data
and potentially your identity are at the danger of being exposed. For the
abovementioned reasons, biometric data needs to be properly secured.

2.4 Category of Biometric Security

According to legal perspective, two categories of issues for biometric security can be
explored. First, level of extent to which user wants to secure his biometric data?
Consider an example, if the employer of an organization provides me the access of
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local cloud drive that contains some confidential documents and also secures that
account with a password. If I pass this password to my department colleague in the
organization, then after sometimes several security issues could arise. But, at the
same time, if employer secures the account with my fingerprints or iris, in this
situation employer is thinking that his system is safe until unless I do not misuse the
system. But at the same time from my prospective, I have to be more focused about
duplication of my fingerprints and picture of iris. Therefore, in order to maintain the
security of the organization, I may have to wear the gloves and required the goggles
all the time in my office. Second, at what extent can the users be granted to secure
their captured biometric data? Consider an example, when you are in market your
picture can be taken. But at the same time, can the freedom available to you force the
person to stop taking your picture or force them to destroy all already taken pictures
based upon your choice for protecting your collected biometric data?

2.5 Biometric Data Protection

It is up to end user to decide the mechanism of how to protect the biometric data of
end users. It is not easy to handle the legal issues associated with the biometrics, but
the actual fact is that law is not alone adequate to address all the legal issues as
mentioned in previous section. Companies need to set up their own policies and
producers for preventing the collected biometric data from being misused. Possibly,
the most critical question to be asked is: how can I provide security to the biometric
data that give appropriate solution to my problems instead of creating new ones? For
proper guidance regarding current or potential legal issues, you may contact respec-
tive attorney of your city as soon as possible to obtain proper advice, direction, and
illustration.

3 Biometric Technology in Government Use

Nowadays, there is a rapid increment in the use of biometric technology by govern-
ment agencies worldwide. Several components of biometric technologies like pos-
ture identification through facial recognition are very much popular and effective to
identify the criminals in huge public places [13, 14]. With the utilization of this
method, governments can upgrade their database by identifying people in different
situations. In the USA after September 11 attack, security has become a primary
concern as well as a challenging issue. At that time US Transportation Security
Administration (TSA) has proposed a complete body scanning mechanism to be
implemented on all international visitors. A detailed list of abbreviation and their
meanings is given in Table 21.1. But this process violates the civil liberties. This
process required the nude images of an individual and that should be stored
somewhere to maintain the biometric database, and there is no guarantee that the
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Table 21.1 List of abbreviations and their meanings

Abbreviation Description

DNA Deoxyribonucleic acid

UIDAI Unique Identity Authority of India

LPG Liquid petroleum gas

RFID Radio-frequency identification

ID Identity

CCTV Closed-circuit television

BT Biometric technology

FIDO Fast Identify Online

TSA Transportation Security Administration

BSSCs Biometric social security cards

US United States

EU European Union

VIS Visa Information System

EUROSUR European Border Surveillance System

SIS Scheme Information System

SIENA Secure Information Exchange Network Application

INS Immigration and Naturalization Service

BFA Basic Facility of Aliens

DAA Dutch Alien Act

DPDPA Dutch Personal Data Protection Act

DPDA Dutch Policy Data Act

CJCN Criminal justice chain number

CJCD Criminal justice chain database

BN Biometric numbers

HF Human factor

AU Authorization unique

TBSP Total Biometric System Performance

FC Function creep

FRS Facial recognition system

NBC National Biometrics Challenge report

OECD Organization for Economic Co-operation and Development

NSTC National Science and Technology Council

IPTS Institute for Prospective Technological Studies

UID Unique identification

CIDR Central Identities Data Registry

RoI Resident of India

KYC Know your customer

ABIS Automated Biometric Identity Subsystems

BSP Biometric service provider

RDD Rural Development Department

CSs Civil Supplies

CAD Consumer Affair Department

(continued)
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images are always secured. Another possible solution in this area was to use the
biometric social security cards (BSSCs) to prevent prohibited visitors to enter the
USA. In case of fake BSSC, the culprit has to be punished like if visitor have the visa
for his job, then job could be discontinued, and visitor has to leave the USA. In
addition to this, visitors and US resident and citizens biometric database cannot be
placed together as there is always a chance to misuse the same.

3.1 The Social Implications of Biometrics

Let us consider the spectrum of all available security technologies. This comprises
everything ranging from both perspective of hardware and software. For example, it
includes hardware devices such as network connecting devices, switches, routers,
smart cards, etc. Regarding software, it includes small patches, auto-upgrades, and
antivirus mechanisms, among others. When both hardware and software items are
positioned and installed, there is no query about their effect on the end user [15]. It is
presumed that the end users will perform their related tasks and at the same time
prevent the system from cyberattacks to occur. But, nowadays, after the inclusion of
biometric technology in these systems, it often gets questioned, not from the angle of
its capability to strengthen the lines of protection of a business, but also its effects to
the end user. One of the popular and interesting questions can be asked at this step is
what is the reason behind its popularity? What are the reasons of more concern of the
individuals and what will be the next step after their fingerprint is scanned? The
primary reason behind asking these questions has to do with our physiological or
behavioral effects, which are being captured. We do not have any control over this,
and actually, the individual/citizen does not know how this information is being
processed by the biometric devices.

In real sense, it looks like a black box, where no knowledge about the process is
happening in between, which results in hindrance in the acceptance of biometric
technology, especially in the United States of America, where 9/11 attacks took

Table 21.1 (continued)

Abbreviation Description

MOUs Memorandum of understandings

CIDR Central Identity Repository

CSF Critical success factor

ATV Ability to verify

3CFA Credit Contracts and Consumer Finance Act

CGA Consumer Guarantee Act

PA Privacy Act

FTA Fair Trading Act

CECMA Contract Enforcement and Contractual Mistakes Act

Bio-Sec Biometric-Security Project
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place. However, there are other countries in the world where biometric technologies
are extensively adopted, especially in the lesser developed nations. The next section
will cover the comparative study of acceptance rate of this technology in the USA
and other parts of the world.

3.1.1 The Acceptance Rate of Biometrics in the USA Versus
the Underdeveloped World

If any individual wants to know the trends of various biometric technologies on
worldwide basis, then outcome is very clear: The rate of adoption of biometric
technologies tends to be much lesser in the USA than other parts of the world,
especially for developing nations. This segment can be better explained by consid-
ering the fundamental rights of an individual. As the citizens of the USA, funda-
mental rights of the individuals are secured by the constitution of country. Meaning,
each and every citizen of the country will be considered as distinctive individuals in
the eyes of the Federal Government [16]. If for any reason citizens are not considered
as distinctive individuals, then at least in principle, there exist certain types of legal
recourse that citizens can take. Due to existence of this, if there is something that
goes against rights of citizens, then they can easily assert that there is a violation of
constitutional fundamental privacy rights and civil liberties. This is the main issue
regarding the social acceptance of biometric technologies. In general, the claims of
constitutional fundamental privacy rights and civil liberty violations fall into three
general categories as briefly explained below.

3.1.1.1 Anonymity

Citizens of a particular country have the conviction that when they register them-
selves into a biometric system by following enrollment and verification process like
Aadhar registration process in Indian subcontinent, they lose their total sense of
anonymity. However, this may not be true always as strong security systems can
maintain it. On the other side, in absence of appropriate security systems, there is a
chance of hacking the ID number, which is associated with the said biometric
template [17]. As an example when the local citizens in the USA experience the
discomfort for a situation, then they will claim their right to remain unidentified.
However, governments may say that this is not possible technology for the security
purposes.

3.1.1.2 Tracking and Surveillance

Another category of privacy right is tracking and surveillance, which is disliked very
much by most people despite efforts to justify them by governments. In the USA,
much of this terror looks like just watching the “Big Brother.” This tracking and
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surveillance is also hint on in the book wrote by George Orwell, titled 1984. The
primary substance of this fear comes when the Federal Government is misusing the
stored biometric information and data.

3.1.1.3 Profiling

One of the biggest fears of the American citizens is using any form of biometric
technology. In similar manner to that of “Big Brother” watching, the anguish-
provoking approach is known as the “mark of the beast.” Here, the main focus is
on recording and analysis of a person’s behavioral and psychological characteristics
or to help in identifying classes of people. However, the citizens of most developing
nations of the world, like Africa and Asia, hardly even have a democratic constitu-
tion (or other similar documents) in which their rights are protected. This results in
that the individual is not treated as unique person by the government. But, after using
the biometric technologies, citizens of these countries have shown their existence.
As a result of deployment of these biometric technologies, the governments have to
consider this fact and also consider these people as unique citizens of the country.
Therefore, the acceptance rate of biometric technologies is much higher, because it
helps these people by giving new hope to them in having freedoms and rights.

3.1.2 Uses of Biometric Technology by the European Union

Lot of migrants and refugees are facing the safety issues in parts of African countries
where the European Union (EU) is facing number of complicated challenges like
how to determine entry or fight for the fraud identity. Therefore, biometric digital
systems are suited significantly to locating the culprit migrants who crossed the
territory illegally. In addition to this, the utilization of biometric-based digital
systems can also manage effectively the movement of migrants. This can also aid
in monitoring their identification as well as aid risk assessment systems for decision-
making.

3.1.2.1 Digitization of Borders

Authorities of border control and law enforcement agencies can use biometric
identification technologies to differentiate the local citizens from immigrants and
refugees. The Netherlands is one of the active members of the European Border
Surveillance System (EUROSUR) (EC/1052/2013). EU law (2013/1052/EC) has
managed the flow of population in matters like the number of refugees and immi-
grants who have crossed the border in order to ensure security and minimize illegal
migration and international crime and terrorism.
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3.1.2.2 Identification

Proper and accurate identification is vital to border security agencies in any country
[18]. Authorities managing the immigration task can either permit or deny the entry
of travelers. Biometric-based recognition and identification systems play a vital role
to verify the accurate identity of travelers. Recently, identity-based management
technologies are working to form the instruments which are expected to confirm that
the ID holder is having a valid ID and his entry can either be granted or refused.

3.1.2.3 Profiling

Profiling is basically used to prevent the situations like illegal migration, human
trafficking, fraud identification, and other international crimes. Sometimes profiling
is also used to find new criminals. Profiling works on the group rather than the
individual travelers. Profiles are construed based on the historical characteristics of
particular persons, like who is earlier found guilty under criminal record illegal entry
to the country or who has previous record of identity fraud [19]. Based on the above
historical characteristics, profiles can be applied on each traveler at border crossings
like airports, shipyards, and a line of control. The profile characteristics of a person
must be regularly monitored and updated to find the risk flag of that person. This is
the reason that EU law has been created to check the risk profiling of every traveler at
border control and immigration. According to Directive 2004/82/EC, [22], an EU
law, authorities of airlines are required to provide the set of passenger data to border
control authorities prior to their arrival.

3.1.3 EU System’s Policy Domain of Migration

This system includes a wide range of networked databases and biometric digital
circuits of extensive shared dataset. The standards used in EU networks in broader
landscape are Scheme Information Systems (SIS I and SIS II), EU’s Visa Informa-
tion System (VIS) (European Commission, 2015), and Eurodac (Council Regulation
(EC) No. 2725/2000). Eurodac is a centrally controlled biometric dataset of finger-
prints of registered refugees. Secure Information Exchange Network Application
(SIENA) (European Commission, 2015) is used by the Netherlands as the primary
channel for law enforcement information sharing and exchanging of the surveillance
information about illegal migration and cross-border crime at the EU’s land, sea, and
air borders. The following are the policy domains of migration used in EU systems.

3.1.3.1 Immigration and Naturalization Service (INS) Console

Residence permit of the citizen is formed by encrypting the registered data after
enrollment of third-country national. Here the meaning of third-country national is a
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citizen not having Dutch, EU, Norwegian, Icelandic, or Swiss nationality. Basic
Facility of Aliens (BFA) is a centrally controlled government agency, which
includes the photographs and the fingerprints as the identity of all immigrants
[20, 21]. This Dutch Personal Data Protection Act (DPDPA) applies to all collected
data by INS. Dutch Alien Act (DAA) was also formed to update the identity and set a
limit for 10 years. In order to use the INS console, all third-country persons should
be enrolled under INS console. However, this is not practically possible.

3.1.3.2 PROGIS Console

PROGIS is defined in Dutch language as Programma Informatievoorziening
Strafrechtsketen. This standard was used for law enforcement agencies. PROGIS
was formed under Dutch Police Data Act (DPDA). In this standard each PROGIS ID
contains two numbers, criminal justice chain number (CJCN) and biometric numbers
(BN). These two numbers are stored centrally in a specific database, which is called
the criminal justice chain database (CJCD). BN and CJCN work together here; BN
signifies State ID and CJCN indicate the criminal fellow [22]. PROGIS console is
popular and reliable as it performs the identification of an immigrant before a
policeman. A list of standard decisions used in PROGIS console is summarized in
Table 21.2. In addition to this, Table 21.3 represents the deliberation review of
biometric system for 10 years CNIL’s report.

4 Perception of Biometrics

The major factor that affects the social recognition of biometric technology is the
overall perception that how an exact modality behaves on the first impression. This
segment is best suited for a scientific study known as “human factors” (HFs). In the
market of biometrics industry, huge pressure is created on the vendors to develop the
fastest and powerful algorithms. Ultimate goal of this is to attract the persons and
provide them the platform so that they can use the biometric systems without any
difficulty. Therefore, biometric suppliers are more focused about the theoretical and
practical features of the modality, which is developed by them. Whereas, less

Table 21.2 Standard decisions used in PROGIS console

Decision Use of Working

Decision-007 Hand geometry Work premises control

Decision-008 Fingerprinting Professional premises control

Decision-009 Hand geometry School and restaurant premises control

Decision-019 Vein pattern recognition Professional premises control

Decision-027 Fingerprinting Used in professional laptops as the security concern

AU authorization unique
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Table 21.3 10-year CNIL’s deliberation review with respect to biometric system

Deliberation Duration Objective(s) of the deliberation

n057 16 November
2000

Controlling of the employees’ working time

n023 17 February 2005 Control accessing of staff to sensitive areas

n0031 17 February 2005 Working time management purpose

n0034

n0035

n0036

n0037

n0113 7 June 2005 Controlling the area of ID cards and passport collection

n0135 14 June 2005 Working time controlling of hospital staff

n0101 27 April 2006 To control the working time management of staff

n0051 21 March 2007 Accessing of sensitive areas of chemical plant

n0080 25 April 2007 Control accessing of operation rooms of hospital

n0146 21 June 2007 Control access to the specific casino

n0254 13 September
2007

Ecureuil lease society-based biometric system

n0256 13 September
2007

To control access of restricted areas

n0038 7 February 2008 To control the presence of mentally disabled persons at
workplace

n0056 6 March 2008 Specific use

n0084 27 March 2008 For the experimentation purpose

n0178 26 June 2008 To control access of establishment

n0324 11 September
2008

Access control on accommodation center

n0328 11 September
2008

Specific use

n0492 11 December
2008

To control access of community home of small age workers

n0360 18 June 2009 Control access in examination rooms

n0526 24 September
2009

Control access to the hotel

n0033 11 February 2010 Simple biometric identification system

n0131 20 May 2010 Control access to the specific casino

n0464 9 December 2010 Control access to the satellite control posts

n0147 19 May 2011 Control access to the catering

n0185 23 June 2011 Specific use

n0223 21 July 2011 To control access of restricted areas

n0257 21 September
2011

To control the data processing center GROUPE MIT

n0280 21 September
2011

To control access to the specific site

n0282 21 September
2011

Specific use

(continued)
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attention is being paid on the comfort to have complete enrollment and verification
processes. In fact, there is not much reported literature on the misconceptions of the
biometric device by users as well as the tools and effects of external environment
available to the individuals.

Hence, biometrics industry must ensure while developing a new biometric
modality that time should be a crucial factor during enrollment and verification.
Moreover, it should provide the equal priority as given to the HF variables. This
approach has the type two-pronged approach and is known as “Total Biometric
System Performance” (TBSP). In short it is defined as the incorporation of bio-
metrics into wider range and must stand intelligently while taking the growth of such
type of applications.

4.1 Function Creep

The main objective of biometric technology is to offer sources to verify the identity
of an individual; for that any biometric scanning processes, as discussed above, can
be used. This process is complicated and passes through enrollment and matching
procedure, and finally it should be stored in the safe custody server. Most of the time,
individuals are worried about the security of personal information, as it may be used
either intentionally or unintentionally for any security reasons. This theory has been
taken into consideration by US citizens who are worried as they do not know if their
respective personal information is used or will be used for other purpose and even if
their prior permission was not taken before using personal information for purposes
other than what it is intended for. This phenomenon was known as the “function
creep” (FC). In order to save time and money, if a facial recognition system (FRS)
was used at the one entry point of a shopping mall, the same can be used for same
individuals at another point of entry.

Table 21.3 (continued)

Deliberation Duration Objective(s) of the deliberation

n0388 1 December 2011 To control access to the luggage storage

n0423 15 December
2011

Automatic identification of a speaker or an author of a text

n0236 12 July 2012 For the experimentation purpose

n0322 20 Sept 2012 Upgraded version

n0039 2 December 2012 For the experimentation purpose

n0375 25 September
2014

For the experimentation of a system “talk to pay”

CNIL-The French data protection authority
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4.2 Fraud or Identity Theft

One of the major perceptions with the biometric technology is the belief that it is
foolproof technology; actually it is not always 100% possible. Due to this weakness,
there is always a risk of someone imitating an individual and stealing his ID by
capturing some database. Expectation in terms of accuracy from the biometric
database is huge, as database has the unique qualities of an individual [23]. At the
same time, there is no guarantee from the biometric technology to prove the
innocence of an individual. Considering the situation of changing the passwords in
common security systems, it is impractical to replace biometric readings with
another one from the same person. However, a crime-based situation may occur
when a person will cut off the finger of another person to access the security system,
laptop, tablet, or vehicle of that person.

4.3 False Scanning by the Sensor

Depending on the performance of scanning sensor, there is a possibility to have
false-positive and false-negative readings while comparing current scan data and
pre-existing biometric database. Having such a situation will break down the system,
as it provides the false reading, which is nowhere required. This situation is very
much complicated as a valid individual may be denied access through the system,
whereas the access is given to someone who would not be allowed to do so. Hence,
privacy issues of an individual with biometric technology are not safe, and important
information could be known to others; examples include marital status, religion, age,
gender, salary, social security number, or employment situation.

5 Ethical Issues

Biometrics is now progressively more used for the identification and verification of a
person in several applications like in insurance sector, visa preparation, border
controls, health systems, and attendance system in offices and educational institu-
tions. Biometric technology is very popular among the customers as accessing
mechanisms of this technology is very easy and practical. Further, many applications
are easily compatible and safe with the involvement of this technique, low mainte-
nance, and the decrement in price of the biometric equipments also attracting the
customers.

The biometric system used for distinctive proof of identity of any individual has
been available in literature. Some latest examples that evidently emerge are the
Frenchman Alphonse Bertillon who had invented “anthropometrics” in 1888 and the
Englishman Edward Henry who introduced the concept of fingerprint technology
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first time in the world in 1900 in order to trace the fingerprints of criminals.
However, due to the increase in terrorism all over the world, biometric technology
has been gaining popularity as there is a need for better security systems. There are
many benefits in using biometric technologies such as their distinctive and unique
features and ability to satisfy the necessity to provide accurate verification and
authentication. Some applications where biometric technologies are used include
identity cards, e-passports, visa service, e-borders for protection of borders, airport
security, and police investigation [24–26]. From commercial point of view, the
leading players that use biometric technologies are the tour and travel sector, action
parks, transportation systems, banks, and financial institutions.

At the same time, using biometric technologies is leading to many serious ethical
implications. Some of the issues are the disclosure of personal identity, the conflict
with one’s principles and morals, and use of his/her personal biometric data for any
other purpose. The civil liberty organizations claimed that the biometric-related
technologies reduce the human rights related to privacy. It is unpleasant and has
the ability to make serious impact on personal freedom and democratic rights. The
technology is always prone to failure and is not false proof as it can be deceived.
Nevertheless, many issues and threats around the security world exist, such as risk of
terrorism, stealing of personal identity and fraud, security, and entry of illegal
immigrants. It has now become important to have the ability to check the person’s
identity for later identification and verification [27]. After what happened in 9/11,
organizations and governments worldwide have increased the use of biometric
schemes for identification, verification, and authentication. Nowadays, hardware
required for installing biometric technologies has better quality in design and
correctness. The prices have also decreased, which moved biometric technology to
the mainstream, both by individuals and organizations.

The abovementioned issues cannot really be ignored. There is an urgent convinc-
ing need to find practical solutions, which can be deployed easily without any
difficulty or hindrance. Academics play an important role through research and
development, discussions, seminars, awareness, training, and education.

5.1 Ethics and Biometrics

Relevance of the ethics under biometric technology mainly focused around the
security, in the very initial phase of this growing technology. Many issues have
been related to the rights of an individual. These include safety of the individuals and
their dependents, security of personal and official database, privacy, and autonomy.
One of the challenging issues is to determine the relationship between the person and
his cooperative rights. Biometric technology was initially planned to help out the
individuals in terms of their security, but at the same time, this technology has
enhanced their roots not only in personal activity, but in social and collective identity
as well [28]. Subjects related to sociology are very basic and common at higher
school levels and early age of college levels. But these subjects are not having the
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significant knowledge of the ethical issues of biometrics at international level, as this
technology is very popular at global level. Now, encyclopedia of bioethics has been
revised, for example, the word “biometrics” does not feature either as an entry or in
the analytical index [31]. In fact, the academic press [32] says it the encyclopedia of
human biology and few others encyclopedia of science and technology do the same
[33]. Till 2006 few reports have been issued by official bodies on ethical and wider
social implications of biometrics; details are given in Table 21.4.

5.2 RAND Report

Detailed structure of RAND report submitted by the RAND institutions on the
request of US army is shown in Fig. 21.4. This structure was prepared to explore
the legal, ethical, and sociological concerns raised by biometrics.

Table 21.4 6-year project report issued by official bodies on ethical and social aspects of
biometrics

Year Report Wide area of application Remark

2001 [28] RAND US defense biometric Used for sociocultural
aspect

2003 [29] – European Commission biometric Working party data
protection

2004 [30] BIOVISION Integration between client and
system

Deployed successfully

2004 [31] OECD – Biometric technology

2005 [32] IPTS-EC Joint research To check the effect on
society

2006 [33] NBC NSTC US based

Function
creap

Physical
Privacy

Religious
Objections

Informational
Privacy

Stigma

Harm to the
participants

Unhygiene
Issue

Tracking

Data
Misuse

RAND Report
on Ethical and
Social Issues

Fig. 21.4 RAND report
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RAND report on ethical and social issues of biometrics use was basically
prepared to focus on informational privacy, physical privacy, and the factors related
to the religious concern. Citizens of any country are having the fear of insecurity of
their personal information that was taken by biometric scanners for the specific
application. Function creep, tracking, and data misuse are the important factors in
this domain; out of these three, function creep has already been covered in Sect. 4.1.
Tracking was similar to the function creep; it can perform the real-time monitoring of
the actions performed by an individual. Misuse of data is a major concern as personal
information of an individual can be either intentionally or unintentionally used to the
situation that was not in the knowledge of that individual. In most of the reported
literature, this type of factor has reported as unavoidable risk of the biometric
database. The major concern of biometric technology was to enhance the security
of any system, but as for appropriate knowledge concern, identification from bio-
metric technique is based on the statistic rather than a full proof mathematic.
Meaning is that the probability of mismatching of different templates of biometrics
of a primary individual with secondary individual signifies the valid identification of
primary. Under physical privacy concerns, report has suggested three kinds of risk:
(i) the stigma linked with biometrics, (ii) chance of genuine injury to the person
taking part in the process of enrollment either by technology or by surrounding, and
lastly (iii) hygienic confirmation of the biometric devices being used for the process
may not be available. The last two issues are directly related to the public in terms of
direct harm; hence, extra precautions have been recommended in the report for these
two issues. The stigma may be an important factor when biometrics is essential for a
particular application. Finally, the RAND report addressed some religious objections
to the biometric technology.

5.3 Business Ethics and Biometric Security

A list of ethical concerns with biometric identification techniques [34] have been
investigated by users:

(a) Retina scans is one of the biometric identification techniques that is fairly
invasive.

(b) Number of persons is having a thought that collecting the fingerprints is asso-
ciated with a record keeping to the criminal behavior of that person.

(c) In general persons may feel the loss of their personal dignity and security while
giving their detailed biometric information to a central platform.

(d) Sometimes matching sensor may have scanning problem that may cause the
embarrassing feeling among the people if there is a matching error due to
malfunctioning of the matching sensor device.

(e) Personal security of an individual may be affected during the automated face
recognition taking at public places without prior information to that person.
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(f) Most of the time, persons may ask many questions like, how this data will be
stored and used? What are the security measures taken while storing the personal
information? Who will be responsible for maintaining the safety of electronic
biometric information and database?

(g) As we know every individual is worried about his own and his loving one’s
security. Therefore, the use of biometric scanning techniques in business and
government can offer a one-step enhancement on the security of organizations
and individuals. However, it may create some issues such as privacy of individ-
ual as this is largely affected and any misuse of the same can be harmful. The
issues discussed above are some of the major concerns.

6 Case Study

Since the last few decades, biometric technologies are frequently used and very
successful in their respective field. In addition to this, the technology is very reliable
and provides secure access control. Several successful deployments on medium- to
large-scale environments like airports, railway stations, educational institutions, and
country borders prove their feasibility. However, applications involving biometric
systems for security and privacy concerns, facing lot of challenges to satisfy the
customers and end users. In order to find the difficulties for the implementation and
possible solutions, a couple of case studies have been considered and discussed in
details in the forthcoming sections of this chapter.

6.1 Case Study of Megaproject UIDAI of India

In order to maintain the security of the country, government takes several actions
with the help of biometric technologies; this task has rectified several issues of
security. Identity of the resident of that country can be taken through biometric
scanners and stored to the secure server to maintain the security. One of the Asian
countries, India, has started one program for their citizens to provide them with an
authorized unique identification (UID) [35]. This program is the part of megaproject
Unique Identity Authority of India (UIDAI). The actual purpose of UID is not only
to provide the authorized identification but also to provide better services and
support to the resident of India (RoI). This program is successfully executing in
the all states of the country and is helping the government and RoI. This section is
including the development of UID program in details like involvement of different
process, execution, and applications. UID is a program of the Indian government that
leverages emerging biometric scanning-based technologies to help various govern-
ment and commercial agencies to identify and maintain the database of RoI. Impor-
tantly UID is not an identity card, but a number of 12 digits, which is stored on the
cloud server. Cross verification of any UID can be done by comparing the number to
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biometrics that are collected and stored on a Central Identities Data Registry (CIDR).
This number is unique. The UID program is similar to another program of the
government of India, known as know your customer (KYC).

6.1.1 System Architecture of UID

At the organization level, biometric data processing was taken very carefully. CIDR
collects three Automated Biometric Identity Subsystems (ABIS) that run simulta-
neously. Several organizations are using the single biometric scanning mechanism
like offices, educational institutes, banks, insurance agencies, and shopping malls.
Therefore, keeping in the view of Indian population (1.32 billion as of today, which
is the second highest in the world), utilization of three ABIS enhanced the accuracy
and minimizes the mismatch rate. The single ABIS enrollment can easily be tracked
and misused by multiple systems that ultimately put a question mark against the
security of an individual, it also decreased the dependence on single vendor and gave
the UIDAI an ability to test and introduce the new solutions. A detailed system
architecture of UID is given in Fig. 21.5. The three ABIS are operated by outsourced

Fig. 21.5 System architecture of UID
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biometric service providers (BSPs). They maintain the proprietary fingerprint and
iris image templates in their respective database server. Every ABIS autonomously
de-duplicates across the complete range of enrolled data and stored all enrollments
safely. Quality of every ABIS is that it is independent of the vendor and flexible in
terms of modification. The performance of every ABIS is examined over every ten
million de-duplications, and as per ABIS’s performance, data is reallocated. The
collected information from individual vendor is template based and stored centrally
at UIDAI level, and ABIS records have been maintained in the form of proprietary
templates.

A possible situation may occur when a vendor does not want to continue the
services; then a new vendor will take over the same in the form of copy of enrollment
records. Further, it convert the same and store for de-duplication in order to help the
new vendor demographic de-duplication can be provided to decrease the errors. The
continuous accuracy monitoring protocol, the UID Middleware, has been inserted
between the three ABIS and main application [36]. As a regular practice, the server
cross-examines the entered data with the existing data and provides a scaling count
known as fusion count that indicates the similarity of current data with the existing
data. Here, lower fusion count represents the lowest similarity, whereas higher
fusion count indicates the larger similarity. Main part of the system architecture is
CIDR, which includes Tri-ABIS and UID Middleware, enrollment, authentication
services, and supporting applications like administration, report preparation, and
fraud detection. Supporting applications are interfaced with the logistics provider
and the portal to control the internal administrative and information access. An
intermediate administrative application is also used for proper user management,
access control, status reporting, and business automation purpose.

To improve the data integrity and enhance the data quality, proper execution of
algorithm mentioned in Table 21.5 is essential. Symbols used in Table 21.5 are
defined as Fr, fingerprint scanning data; IS, iris scanning data; FC, facial scanning
data; Qt, biometric data using standard biometrics algorithm; Bd, biometric database;

Table 21.5 Algorithm for UID enrollment process

Input: Fr, I
S
, F

C
, Q

t, Bd & Pd

Output: Resident of the Country Enrolled on Aadhar Biometric System

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.

Qt of biometric data measured using standard biometric algorithms
If (Qt

¼ ¼T
h) then

Bd is in its required form
Else
Checks performed by client software to avoid any fraud
Bd checked against the stored data base available with operator
If (User ¼ ¼ Pd) then
Additional photograph of hands and face taken
Else
Go to step 2
Operator overrides of the policies set in software
Further investigate the captured process
All captured images sent to the central server
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Pd, personal database; and Th, threshold. It may be possible that a vendor can
intentionally introduce the fake identity to the database. But the system has been
designed in the beautiful way that the culprit vendor will be identified when the fake
identity is identified, because a vendor can submit the respective database by
providing his personal biometric as the identity of his database.

6.1.1.1 Enrollment Process

One of the main functions of UIDAI is to set up the standards for enrollment so that
the governments of States and the Union Territories can identify the registrars and
provide appropriate resources necessary to fulfill the enrollments of UIDs. The State
departments, like the Rural Development Department (RDD), Civil Supplies (CSs),
and Consumer Affairs Department (CAD), form an association with the UIDAI and
sign memorandum of understandings (MOUs) as mentioned in [37] that asserts that
the States are committed to “enhance efficiency in delivery of government benefits
and services through accurate identification of beneficiaries and to have uniform
standards and processes for verification and identification of beneficiaries.” As per
the agreement, a hierarchy has been formed as shown in Fig. 21.6 in order to collect
the biometric data of RoI. Several enrolling agencies, either fixed or dynamic as per
the requirement of data collection, have been outsourced to complete the enrollment

RDD

Standards for
Enrollment

UIDAIMOU

%

%

CSs

CAD

State Government

UT Government

Cloud-Based
central ID
Repository

Registrar-NRegistrar-3Registrar-2Registrar-1

Fixed Enrollment
Agency Dynamic

Enrollment Agency

Enrollment Process

Fig. 21.6 Enrollment process
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functions. Enrollments finally should be saving at UIDAI Central ID Repository
after passing through registrars. Selection of enrolling agencies is based on meeting
the requirements of standards of enrollment functions prepared by UIDAI. After
satisfaction, they receive the respective certificates from UIDAI.

6.1.1.2 Updating and Maintenance of Database

Strong and secure cloud is a must at CIDR end because after enrollment process is
over, unique identification numbers have to be assigned to the individuals. Further,
this process is not fixed as the regular processing and modification on the database is
the general practice. Databases stored in the CIDR cloud are of two types, viz.,
demographic and biometric; data may depend upon the time. RoI can relocate
himself/herself as per convenience, but respective RoI has to timely inform the
task manager of CIDR cloud. This information can be transferred to the CIDR via
multimode which is easily accessible, like mobile phone, to the RoI. Updating
process can also be maintained at the registrar end by arranging an online portal
for the RoIs. This online portal is managed by the UIDAI and can be easily
accessible to the smart RoIs. A systematic execution of updating process is shown
in Fig. 21.7. Due to accident if appearance of the face of an RoI is changed, then this
high sensitive information could not be processed either online or by mobile phone.
In this situation either dynamic enrollment agency has to approach the respective
RoI or RoI has to report to the nearest enrollment agency. As this is not the routine
process hence, enrollment agency may charge for the updating. As per the current

CIDR Storage

Security

Open accessRegistrar

Enrollment
Agency

RoI having high sensitive
biometric information

updation (Like sudden
hadicapped, ect.)

RoI having low sensitive
biometric information

updation (change of phone
number, email, address, etc.)

Fig. 21.7 Updating and maintenance process
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knowledge, low sensitive information, like change of address, change of mobile
phone, change of e-mail address, any correction in the date of birth, etc., are updated
through online portal or by mobile phone. CIDR is not charging for the updating of
low sensitive information.

6.1.2 Impact on Other Countries

The UIDAI project of India has received massive popularity around the globe. As
per media report [37], few nations like, Mexico, Brazil, Indonesia, and Argentina are
planning to change their national ID program based on the UIDAI. The India’s
UIDAI project is popular not only for its size and scope, but it is one of the first
national ID projects to have been designed in a way that has the potential to touch
every aspect of a society.

6.1.3 Applications of Megaproject UIDAI

The 12-digit UID of an individual along with his personal information in the form of
a card, known as Aadhaar card, is provided to that individual. This Aadhaar card is
used in several services; some of them are listed below:

(a) For the opening of a bank account
(b) For registration of new cellular connection
(c) To receive the subsidy directly to the bank account
(d) Passport making
(e) Insurance sector
(f) Health sector
(g) Ladies pension schemes provided by the government of India
(h) Income tax deduction
(i) Liquid petroleum gas (LPG) connection under Ujjwala Yojana provided by the

government of India
(j) To verify the identity of an individual in the election by polling party to avoid

fake polling

6.1.4 Outcome from the Case Study

We have seen in earlier sections that to increase the level of security, multiple
biometrics components have to be added on a single platform. The purpose of
UID in India is not only to provide an identity code of 12 digits but also to provide
the benefits of government policies that have been designed for the RoIs. Several
applications have been covered in Sect. 6.3. Many countries are using fingerprints as
the only biometrics for the preparation of identity cards. The purpose of adding facial
scanning and iris of the individual is to enhance the security level. A good number of
Indian population are also involved in the labor job, so there may be a chance that
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quality of their fingerprint will never come to the appropriate level. In order to
provide the UID irrespective of the job of an individual, UIDAI has involved
tri-biometrics approach in their system. However, the project UIDAI is not fully
completed in India but several RoIs are taking the benefits from this project. Hence,
this is one of the successful projects of India in terms of the huge database of UID
management of their citizens.

6.2 Case Study on Biometric-Based Security in Banking
Sector

This case study includes identification and discussion on various issues and factors
related to implementing biometrics in banking sector, specifically for the user
authentication and control [38].

6.2.1 Objectives

The main objectives of this case study are shown below:

• To perform the analysis of security issues in the banking sector in New Zealand
• To check the biometric solutions as a key for security in banking sector
• To track different security strategies for banking sector

6.2.2 Background

This case study includes the survey of current banking system in New Zealand. In
this study, analysis on different security models has been performed. This study also
includes the involvement of biometric technology in New Zealand banking sector.
We have taken this case study from [39]; the database has been collected from
research journals, Internet, textbooks, and social websites. Authors in [39] have
prepared the questionnaire that includes qualitative and quantitative questions for
collection of information related to the New Zealand banking sectors. The question-
naire was intentionally prepared in such a fashion that gathers maximum-security
issues in banking sector. Key areas of the investigation [39] for banking sector are
given below:

• To know the current IT security processes
• To know the current IT security policies
• To know the current IT security infrastructure
• To know how to control the IT security
• To know how biometric technology affects the current banking sector
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• To know how much knowledge of biometric-enabled security is known to the
staff

• To classify the challenging issues and concerns

6.2.3 Analysis of Information Security Models Used in Banking Systems

Nowadays, computer-based secure environment is a major requirement of any
banking system. As a policy of security in banking sectors, the following issues
are essential along with proper auditing, confidentiality, accountability, availability,
integrity, and non-repudiation [40, 41]. A systematic comparison of different models
has been given in [39]. This task is executed on the physical layer of the protocol.
Accessing of the banking account can be provided after cross-checking of several
parameters. Several security models have been compared with those that are
promptly used in the banking sectors.

6.2.4 A Detailed Discussion on the Case Study

In this study authors of [39] collected the information in the banking sector of
New Zealand and performed the analysis to check the security issues in the subject.
Here, the integration of biometric-based security technology with current system
should not ignore the client privacy fears and account holder’s tolerance levels,
changing to the banking system and legal issues. A new paradigm in the case study
was investigated that will support biometric-based security systems in banking
sectors. This paradigm was known as critical success factor (CSFs). The CSFs
have been broadly classified into four categories, viz., technology factors, monetary
factors, management factors, and legal and ethical factors. Figure 21.8 represents a
summary of CSFs along with related factors and respective solutions. CSFs have
been analyzed by the authors of [39] according to the questioner’s database. A
detailed classification of individual factor of CSFs has been presented in Fig. 21.8.
The next section includes the detailed discussion on every factor.

6.2.4.1 Technology Factors

(a) Accuracy: Accuracy is one of the measuring parameters of a biometric system;
usually this parameter is used to check the involvement of technology, which is
used in the current system. A number of measuring terms have been covered in
the literature to check the accuracy of biometric system on banking sectors; some
of them are rejection of false measurement, reduction in false matching rate,
failure to false enrollment, and ability to verify (ATV) the correct measurement
[28]. In the banking environment, the ATV has given the most priority in the
biometric security-based banking system because it can maintain better account-
ability and also can give the attractive performance in terms of the fraud
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detection and rejection. Therefore, on the basis of technology factor, CSF of the
banking sector could be increased.

(b) Flexibility: Biometric systems stored the sensed database to a secure server or to
the cloud. During the scanning process, some threshold value of the parameter is
required. As time increases, the nature of the body of a human will also change,
like wrinkles on the face and palm and rubbing of fingerprint due to hard work.
Therefore biometric system must be fault-tolerant considering the
abovementioned issues. During the cross verification of a person’s biometrics
for a low-level security system, hundred percent matching of his biometrics may
not be required; hence, considering the abovementioned issues, the threshold
should be decided accordingly. In banking sectors usually two levels of security
are preferred. First could be biometric-based fingerprint, iris, or facial scanning
and secondly either swiping of cards or password based. This mechanism
involves some sort of flexibility to the client side, as user can change/update
the password on regular basis. This parameter enhances the belief of client to the
banking sector as security can be changed partially by himself. Hence, flexibility
in the technology along with appropriate tolerance levels in biometric-based
security system for the banking sector may increase the success of adoption of
this system.

(c) Privacy and confidentiality issues: Security and privacy are always the prime
issues to be considered in the system, especially for financial transaction-based
system. Any system could collapse if biometric database is either stolen or
intentionally misused by the service provider. Therefore, level of security must
be defined earlier while enrolling the database for biometric system. Three levels
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Fig. 21.8 Four main categories of success factors
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of security, low, average, and high [42], can be planned for banking sectors.
Different services have been offered by the bank; administrative authority of the
bank, usually bank manager, can choose application-based security level. Deci-
sion for the selection of level of security is crucial as selection of the appropriate
biometrics totally depends on this decision. In general low to average security
could be verified from behavioral biometrics. On the other hand, physical bio-
metrics is required for high-level security [43].

6.2.4.2 Monetary Factors

Biometric-based security systems are considerably more costly than ordinary secu-
rity systems [44]. The following are the significant costs that play a major role for the
success factors of case study. Integration to the existing system along with the testing
costs and, secondly, high-level skilled trainers and maintenance costs are required to
manage the updating in existing system.

(a) Intangibles: The authors of [39] survey have investigated that some of the
intangible remuneration in banks can have competitive advantage and improve
productivity and prosperity. By doing this, there will be a reduction in security
risks which increases the confidence level of account holders of the banking
system.

(b) Long-term stability and sustainability issues: In order to maintain the internal
security system of bank, few banking systems have provided the facility of smart
card to their clients. Smart clients are also in a habit to use these smart cards in
their regular routine. Therefore, to maintain the long-term stability and sustain-
ability, banking sectors have to arrange proper counseling and training modules
to the existing clients to communicate the additional benefits of biometric
system. To maintain the long-term relationship to existing clients, these training
programs should be provided free of cost. However, a significant charge can be
taken from the new clients, or it may depend upon the bank or respective
government.

6.2.4.3 Management Factors

Database of employee segment collected by authors of [39] indicates that manage-
ment also maintains a clear impact on the success of a biometric-enabled security in
the banks. Support to the biometric innovation should be enthusiastically taken by
the branch manager. Enthusiasm of the upper management staff of bank plays a very
significant role on the adoption of biometric-based security to their bank. Branch
manager is responsible and should arrange the minimum amount to be used in this
security system. Sudden change in the working culture and the new policy may
create the cause among the staff members of the bank. Hence, appreciation to the
staff should be given on existing environment, and at the same time, staff should be
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motivated to the change in policy. By doing this activity of staff can be managed by
themselves without any dispute to the possible change.

(a) Availability of resources: Availability of appropriate resources plays a vital role
for making the biometric-based security system a great success. Some of the
resources are as follows: training and orientation programs need to be arranged
in a timely manner for the banking staff, especially those who are directly
involved in this program. Selection of skilled and trained staff member for
program is essential, infrastructure can’t be tolerable for the program, sufficient
capital should be arranged prior to start the program, and additional staff
members and infrastructure will improve the stability of the program in case of
any emergency situation.

6.2.4.4 Legal and Ethical Factors

New Zealand banking sectors are required to fulfill the government programs for the
banking security like the Credit Contracts and Consumer Finance Act (2003)
(3CFA), Consumer Guarantee Act (CGA), Privacy Act (PA), Fair Trading Act
(FTA), and Contract Enforcement and Contractual Mistakes Act (CECMA)
[39]. These factors are essential and will play a very important role for the
biometric-based security system implementation process for the banking sectors.

(a) Social and psychological issues: The impact of biometric technology on social
and psychological concern is divulging the bodies of an individual to the
biometric scanning system [45, 46]. Few vendors supplying biometric equip-
ments have been claimed that their products are of good quality and have less
effect on the human biological system. However, in relation to the biometric
system, this type of claims is simply myths and must be rejected.

After combining the factors as discussed above, altogether, it has been observed
that in biometric-based security systems for banking sectors, legal and ethical factors
could not be ignored to achieve CSF. Even timely orientation and training programs
must be arranged to the banking staffs and the account holders so that they should
know about the ethical and legal issues of biometrics.

6.2.5 Bio-Sec Project Development

A biometric-enabled security project known as Bio-Sec was specially developed for
the banking sectors. This mechanism has Bio-Sec access controls. Authors of [39]
have investigated and discussed this project. In this project, highest priority is given
to the security against illegal admission, which could be internal or external. At
initial level, Bio-Sec project has included the integration of biometrics with access
card in order to secure the identification of internal members of the bank. Figure 21.9
shows the every segment of Bio-Sec project in details.
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Bio-Sec project has deeply classified the roles and responsibilities of individual
component. In addition to this access, provisions and authentication processes are
also defined properly and assigned the respective duties. The template data layer was
used to store the database by using the template comparison algorithm, whereas
processing layer was used to perform the image processing; template processing
algorithm was used in this layer. This composite segment is known as Bio-Sec
project for the security of banking sector.

6.2.6 Outcome from the Case Study

This case study was focused on the biometric-based secure technology implemen-
tation on banking sectors.

Several challenges have been identified in this work, and CSF was discussed that
really enhances the adaptation rate of biometric technology in banking sectors.
Benefit of this case study is that possible challenges in the banking sectors can be
estimated before the implementation of biometric technology to the banking sector
as there is always a significant amount of risk in the banking domain due to financial
transaction involvement. Hence, this case study supports very well especially for
technology factors, monetary factors, management factors, and legal and ethical
factors. The success rate of the banking system will depend on the successful
execution and regular monitoring of the abovementioned factors. CSF helps the
banking administration to prepare their business plan, make the system flexible in
terms the rectification of problems of clients, and arrange the proper healthy
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environment to their account holders for a successful biometric security implemen-
tation. The architecture of Bio-Sec was given so that it can be used to implement the
biometric-based security to the banks.

7 Conclusion

Nowadays the adoption rate of biometric technology is rapidly increasing in all
applications. Biometric technology is to be considered as an effective measure for
the protection against crime. However, there is always the concern that it violates the
privacy and rights of the individuals. These factors may include the possibility of
fraud, identity theft, civil liberty violations, and inaccuracy of data. As a result
factors may create the conflicts between service provider and public as they may
be accused of a crime or may become a victim of discrimination. In these situations,
persons may put up the question mark on the storage of biometric database. They can
further point out the issue that their personal information may be shared with entities
that are not supposed to know them. We must plan for short-term security and long-
term security of biometric database separately. This process will reduce the proba-
bility of biometric data tracking. A couple of case studies has been covered in this
chapter: UID developed by the government of India to provide several facilities to
the RoI and inclusion of biometric-based secure technology to existing banking
systems. Considering the facts discussed in the second case study, we can conclude
that by proper planning, inclusion of relevant blueprint with an appropriate, flexible,
and stable biometric scheme that should be focused on ethical, legal, social, and
technological issues of the system can build a helpful and secure biometric-based
banking system. Further, perfect planning of administration, sufficient homework on
fault-tolerant schemes, policy making to sustain the security, and excellent database
management will ensure the flawless biometric-based security systems that meet the
future’s requirements.
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Cyclops, 70

D
Data acquisition, 360
Data communication, 343
Data storage, 360
Daugman’s algorithm, 46, 47
Daugman’s rubber sheet model, 47, 48, 71

Index 575
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fused data, 240
GRF, 249
KNN, 248
LLSRDTW, 249
LTN, 249
MLP, 248
MV approach, 234–236
obtrusiveness, 240
PCs, 249
piezoelectric sensor-based acquisition

method, 246
preprocessors, 246, 247
privacy and security, 244, 245
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data protection, 542
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