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Abstract. Adapting a business process to different context requires
identifying various situations and evolving the process to support such
situations. Previous work focused on modeling, observing and collecting
contextual information. Furthermore, impact of context on process or
resource performance has been studied. However, much of the work con-
siders explicit contextual information that is defined by domain experts.
There are several implicit contextual dimensions, that are difficult to
model as all situations cannot be anticipated a priori. Context min-
ing involves analysis of process logs to identify context and correlate
with process performance indicators or outcomes. In this work, we lever-
age unstructured data available in user comments or mails to discover
implicit context of the process. We automatically analyze textual data
and group process instances by applying information extraction and text
clustering techniques. Groups of process instances are correlated to their
process outcomes to filter irrelevant information. We apply the approach
on real-world process logs to identify contextual information.

Keywords: Process context · Natural language processing
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1 Introduction

Analyzing and (machine) learning impact of the business process context (or
the environmental factors), on its execution helps adapting and improving the
process [9]. There exists many interpretations of the notion of context in various
disciplines including mobile applications and eCommerce personalization. In one
of the early works by Dourish [5], two views of context are presented. First, a
representational view, where context is defined as information that is stable, can
be defined for an activity and is separable from the activity. Hence, context is
described using a set of attributes or dimensions. An example of a representa-
tional process context is the hour of the day when the process executes. It is
independent of the activity and yet has an impact on the execution of activity
(peak workload). Second, an interactional view, where context is dependent on
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the activity, and can be dynamically produced by the activity. An example of
interactional view is the non-availability of a customer to confirm the purchase
of an insurance claim. While the situation is not a part of the process, it is
dynamically created as the activity requires confirmation by the customer.

Business process context modeling considers the representational view, which
we term as explicit context: information that is identified by domain experts and
can be defined a priori. Saidani et al. [23] define a meta-model of context for a
business process. The meta-model comprises of context entity, context attributes
and context relationships. A domain expert can define a context model based
on the meta-model and the contextual information can be observed from the
process execution logs. For example, in the insurance claim process, a domain
expert would indicate that the location of customer as contextual information,
as the process path and outcome could vary for customers in different locations.
These attributes are characterized as explicit contextual dimensions. Existing
approaches extract contextual dimensions from structured information in pro-
cess logs, and use supervised learning methods to predict process or resource
performance [10,11,25,26].

There are situations that arise as a part of performing a task or an activity
(interactional view), and may not be known a priori. These implicit contex-
tual dimensions need to be discovered from various sources of information. For
example, in an IT application maintenance process, when performing the task
of resolving IT problem, the worker or resource may find that, certain legacy
applications require more time to resolve as multiple interlinked applications
need to be restarted, while a new application using web services takes less time
as it requires restart of just that specific web service. This information is implicit
and once identified, the process redesign could assign different resolution times
based on the new contextual dimension of type of application - legacy application
or service based application. The source of identifying the underlying implicit
context can be unstructured information available as textual comments that are
recorded during the process execution.

In this work, we study the problem of exploiting unstructured textual data to
discover implicit context. In the proposed framework, textual data is extracted
from execution logs of process instances. Commonly occurring situations are
identified by applying text clustering methods. A few relevant clusters are semi-
automatically selected by applying filtering rules and choosing clusters with sig-
nificantly different process performance. The clusters of textual information,
can be considered as input to identifying contextual information. This approach
helps domain experts discover possible contextual dimensions. To the best of
our knowledge, discovery of process context from unstructured or textual data
available with process execution histories has not been considered so far. To
summarize, the following are the main contributions of our work:

– Introduce the research problem of mining context from textual information
available during the process execution.

– Propose a semi-automated approach of identifying context using textual infor-
mation available in process execution logs.
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The paper is organized as follows. Section 2 presents a real-life motivating
example, followed by a background of concepts used in our work (Sect. 3). The
overall approach is outlined in Sect. 4, and a detailed empirical evaluation is
presented in Sect. 5. Related work is presented in Sect. 6, followed by conclusions
and future work in Sect. 7.

2 Motivating Example

Table 1, contains textual information logged by workers or resources involved in
the process of maintaining IT applications. A problem is reported by a customer.
The resource or worker allocated to the task, evaluates the problem, identifies
and executes relevant resolution, confirms with the customer if the problem
has been resolved. At every step in the process of analyzing and resolving the
problem, the details are recorded in an incident management system (process
aware information system). Examples in Table 1 are representative of typical
challenges with textual logs of business processes: (i) varying informativeness
from being very brief to very detailed, (ii) containing ill formed sentences with
grammatical errors, typographical errors and abbreviations. The entry numbered
2, has detailed information of the steps taken to resolve the issue. The entry 4,
has very limited information and hence is of little value. The characteristics
of the textual information available in the maintenance of 4 IT applications is
shown in Table 2. Textual data is small in terms of the number of words in a
process instance log.

Table 1. Unstructured textual information captured during IT maintenance process

No. Communication log of the problem tickets
recorded by knowledge workers

1 emailed user. waiting for user to get back to me
emailed user. looking for response
User confirmed that the issue is not replicated.
Hence closing the incident

2 Left a voicemail for customer at the number provided in this ticket
Requested he call option (one) for further assistance
Validated userid in the portal, made in Synch
Manually made in Synch with that of GUI
Call made both on office phone and cell
Voice sent on cell and office phone is not reachable
2nd call made to the customer . No response.. 3rd call made to
the customer
No response. Call closed due to no prior response from the customer

3 incorrect logon locks. unlocked the ID and reset the password
pinged user via IM
John confirmed to close the incident

4 Received confirmation from user, closing the incident



146 R. Sindhgatta et al.

Table 2. Characteristics of textual data in process logs of real-life IT application
maintenance process

Application Number of

process

instances

Number of

sentences

Average

number of

words per

sentence

Average

number of

words per

process log

Application security 684 2235 10.25 44.35

Portal 210 1569 14.11 118.02

HR system 490 1482 11.87 41.38

Reporting 832 1267 9.71 20.02

However, these logs reflect some common situations that arise when perform-
ing an activity. For example, ‘Unavailability of the customer’ could be a situation
or a task context, and could impact the time taken to perform the task. The log
contains both, (i) information relevant to the specific process or task, and (ii)
information that represents context. Hence, the textual data can refer to multi-
ple topics. In the following section, we describe the background of concepts that
can be applied to mine relevant information from the logs, specifically related to
identifying multiple topics from textual documents.

3 Background

This section presents well known natural language processing techniques that
can be used together to mine contextual information from process logs.

3.1 Notations

The textual information logged during the execution of a process instance can
be considered as a text document. Let each document di ∈ D represent textual
information logged for respective process instance pi ∈ P . Each document could
comprise information on activities being performed, the actions taken when per-
forming the activity and the situation or conditions during the execution of
the activities. Hence, document di comprises of one or more topics of the topic
set T = {t1, t2 . . . tT } with some topics representing the context of the process
instance. The problem can be represented as a multi-label categorization of tex-
tual logs.

We further assume that each document di is represented by smaller con-
stituents that relate to one or more topics. The smaller constituents or chunks
of text are called segments, which in turn contain one or more sentences. A
segment is small enough to contain information relevant to a single topic. We
believe that, in general, this assumption holds for communication logs contain-
ing short descriptions. Hence let Si be the set of segments of document di, then
S =

⋃|D|
i=1 Si, is a set of all segments. The goal is to find the topics T over S,

and further find the topics for each document Ti ⊆ T based on topics of the
segments Si of the document di, and hence the process instance pi.
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3.2 Segmenting Document

The goal of breaking down the document into segments, is to identify smaller
constituents that represent distinct information related to tasks or their context.
There are multiple ways of segmenting text. The suitability of the method is
based on the characteristics of the textual information in the process logs.

1. Phrase extraction using parts-of-speech (POS) patterns has been used to
extract text segments [6,21]. These are similar to regular expression patterns
based on parts of speech. While, pattern based extraction has a high preci-
sion in extracting information, it has low recall as it filters phrases that do
not match the POS pattern. For example, the phrases ‘re-provisioning com-
pleted’, ‘has been re-provisioned’ and ‘re-provisioned and sent confirmation’,
have the same information, and yet have different POS tag patterns: ‘VBG
VBN’, ‘VBZ VBN VBN’, ‘VBN CC VBN NN’ respectively (VBN is verb, CC
is conjunction, and NN is noun, based on the listing of POS tags by Penn
Treebank Project [18]). This method of segmentation is suitable when infor-
mation logged by process participants is based on standardized templates.

2. Parse Tree is a rooted tree that represents the syntactic structure of a sentence
based on a grammar. There are two ways of constructing parse trees: (1) con-
stituency relation that is based on phrase structure grammar, (2) dependency
relation that is based on relations among words. Constituency parser can be
used to break down the sentence to extract smaller noun or verb phrases.
Noun and verb phrases can be used as segments of the document. Parse trees
are suitable when there is very sparse data reported by the process partici-
pants. In such scenarios the information extracted, is limited to key actions
recorded during process execution. For example, from the communication log
on the first row in Table 1, verb phrases such as ‘emailed user’, ‘waiting for
user’, ‘looking for response’ can be extracted by using constituency parser.

3. Extractive summarization is an automatic text summarization method that,
produces a summary of the text while retaining key information in a docu-
ment [2]. There are two well known methods to summarization (i) abstractive
summarization, and (ii) extractive summarization. Extractive summarization
identifies important sections of the text and generates them verbatim. Distinct
sentences of the document summary can be used as segments. Summarizing
text is suitable when there verbose comments logged by process participants.

3.3 Clustering Methods

The extracted text segments can be categorized and grouped using different
clustering methods. We briefly discuss common clustering methods and their
suitability to grouping textual data available in process logs:

1. Topic Modeling Clustering approaches such as latent semantic analysis [20],
probabilistic latent semantic analysis (pLSA) [14] and latent Dirichlet allo-
cation (LDA) [3] have been used to identify representative set of words or
topics. These approaches identify topics by exploiting the co-occurrence of
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words within documents and are well suited for multi-topic text labeling.
However, they are not suitable for short documents containing limited num-
ber of words and sentences. Hence, while these methods are widely used in
multi-class text categorization, they are unsuitable for textual data available
in process logs.

2. Partition based clustering such as k-Means, k-Mediods, are the most widely
used class of clustering algorithms [13]. These algorithms form clusters of
data points, by iteratively minimizing a clustering criterion and relocating
data points between clusters until a (locally) optimal partition is attained. An
important requirement of partition based methods is the number of partitions
or K as input.

3. Affinity Propagation is one of the recent state-of-the-art clustering methods
that has better clustering performance than partition based approaches such
as k-Means [7]. Affinity propagation identifies a set of ‘exemplars’ and forms
clusters around these exemplars. An exemplar is a data point that represents
itself and some other data points. The input to the algorithm is pair-wise
similarities of data points. Given the similarity matrix, affinity propagation
starts by considering all data points as exemplars and runs through multiple
iterations to maximize the similarity between the exemplar and their member
data points.

3.4 Text Similarity

Next, we focus on the key aspect of any clustering algorithm; the choice of
(dis)similarity function or distance metric between data points (text segment
pairs). A text segment, is represented as a vector and distance functions such as
Euclidean distance or similarity functions such as cosine similarity are used.

1. Bag-of-Words (BOW): Each text segment is represented as vector of word
counts of dimensionality |W |, where W is the entire vocabulary of words.

2. TF-IDF : The bag-of-words representation divided by each word’s document
frequency (number of text segment it occurs). The representation ensures
that commonly occurring words are given lower weight.

3. Neural Bag-of-Words (NBOW): Each text segment is represented as a mean
of the embeddings of words contained in the text segment. The embeddings
of words are obtained using the word2vec tool [19]. As the word vectors retain
the semantic relationships, the distances between embedded word vectors can
be assumed to have semantic meaning.

4. Word mover distance (WMD): WMD is suitable for short text documents
(or text segments). It uses word2vec embeddings [16]. The word travel cost
(or euclidean distance), between individual word pairs is used to compute
document distance metric. The distance between the two documents is the
minimum (weighted) cumulative cost required to move all words from di to
dj . When there are documents with different numbers of words, the distance
function moves words to multiple similar words.
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Fig. 1. Overall approach to identify implicit contextual dimensions

4 Overall Approach

Our approach to infer or identify implicit context is organized into multiple steps,
as shown in Fig. 1. The approach comes down to answering three key questions:
(i) What are the common situations and actions taken by the performers of a
process during its execution? (ii) How many process instances are related to
these situations? - is this a common or a rare situation? and (iii) Are these
representative of process context and do they impact the performance outcome
of the process? The steps of the approach are discussed in detail:

4.1 Text Retrieval and Cleansing

A tuple 〈pid, ppi, text data〉 containing the process instance identifier (pid), the
process performance indicator (ppi) [4], and the unstructured textual informa-
tion is extracted from execution logs. The use of each of these attributes, will
be described in the following steps. The text data for each process instance is
referred to as a document. The document is processed to remove the names of
people, IP addresses, HTTP addresses, and other textual data such as email
signatures, phone numbers, that would not represent common actions or situ-
ations. The cleansing uses named entity recognizer1, to detect person names,
organization names. IP addresses, phone numbers, email addresses are cleaned
from the text using regular expression parsers.

1 https://nlp.stanford.edu/software/CRF-NER.html.

https://nlp.stanford.edu/software/CRF-NER.html
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4.2 Text Segmentation

In this step the document is broken down into text segments by extracting sum-
maries, or by extracting phrases using constituency parsing. A suitable method is
chosen based on the characteristics of textual log (sparsity, verbosity, or variety),
as described in Sect. 3.2. Hence we have 〈pid, text segment〉.

4.3 Text Preprocessing

Each text segment goes through standard preprocessing steps (i) lemmatization,
where the base form of the words in the text segment are derived (e.g. - allocate,
allocation, allocating are replaced by their lemma ‘allocate’). (ii) Stop word
removal, where very frequent words that are likely to appear in all the documents
and contain little information, are removed.

4.4 Clustering

The text segments are clustered using one of the similarity measures described in
Sect. 3.4. This step results in grouping process instances having similar text seg-
ments. The process instance associated to each text segment and its performance
indicator is used to form a tuple 〈pid, cluster id, text segment, ppi〉.

4.5 Filtering Clusters

The goal of this step is to identify clusters of text segments, that are important
and useful to a domain expert and help discern contextual dimensions. Two
filters can be applied:

Size Filter: The number of process instances associated with a cluster is a
good indicator of its importance. Intuitively, if the size is very large, then the
information content is a part of normal execution of the task. For example, if
the number of process instances associated to the phrase ‘confirming and closing
loan application’ is very large, it is indicative of a normal procedure. Similarly,
a cluster containing very few process instances may not be useful as it may
indicate an exception and has to be handled as a part of the process exception
or process error management. An upper and lower bound on number of process
instances is set to filter clusters.

Process Performance Filter: This filter helps identify clusters that have an
impact on the performance indicators of the process. The performance indica-
tors of a process can be the completion time, the quality outcome of the process,
or any other process indicator as detailed in [4]. To verify if the performance
indicators of the process instances of a cluster are significantly different from
other process instances, we consider two sample groups - (i) cluster group, and
(ii) other group. Performance indicators of all process instances in a cluster are
taken as one sample (cluster group). Performance indicators of a randomly cho-
sen set of process instances from other clusters are considered as the second
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independent sample (other group). The Mann-Whitney U test is used to com-
pare statistically, the difference in the performance indicators of the two groups.
The test is run with multiple random samples of other group to reduce false
positives or Type 1 error. The Mann-Whitney U test is one of the powerful non-
parametric tests that makes no assumption on the distribution of data and is
relevant for groups with small sample sizes (as clusters could be containing 10
process instances).

4.6 Context Identification

The final step of the approach is a manual verification by domain experts on the
filtered set of clusters. The description in the text segments of filtered clusters
are used by the domain experts to identify contextual situations that impact the
performance of the process.

5 Experimental Evaluation

We first evaluate and compare the segment based clustering using different clus-
tering methods, and similarity measures, on a benchmark set of multi-topic doc-
uments, as there is no benchmark textual data of business process available to
evaluate the approach. Next, the overall approach detailed in Sect. 4, is used
on a real-life business process textual log to identify the clusters that indicate
contextual information.

5.1 Evaluating Clustering of Text Segments

The Reuters-21578 text categorization collection is a text categorization bench-
mark [29]. The Mode Apte evaluation, is used in which unlabeled documents are
removed. There are 10787 documents that belong to 90 categories. The collec-
tion has a training set containing 7768 documents and a test set containing 3019
documents. Two main constraints are set up on the data: (1) each document
should be assigned to at least 3 topics or categories, (2) each category or topic
must have at least 1% of the documents. The training set is used to set the
parameters for affinity propagation and choosing K for k-Means, and group text
segments into the same number of clusters as the categories in the collection (68
categories in our case).

The quality of segment based clustering is evaluated on the test data con-
taining over 900 segments on 95 multi-labeled documents, using the commonly
used criterion of precision, recall and F1 measure [27]. Two approaches are used
to compute the measures for multiple categories. The Precision, Recall, F1-
measure is computed for each category. Finally, the overall measure is obtained
by averaging category specific Precision, Recall and F1 measure. This is known
as macro-averaging (PrecM , RecM , F1M ). The other approach is based on com-
puting a confusion matrix of all the categories by summing the documents that
fall in each of the four conditioned sets, namely true positives, true negatives,
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false positives, and false negatives. The Precision, Recall and F1 measure is
computed with the overall confusion matrix. This second measure is known as
micro-averaging (Precµ, Recµ, F1µ).

The results are presented in Table 3. Text segments for each document are cre-
ated by using extractive summaries. As K-Means algorithm is based on euclidean
distance between two pairs, word mover distance is not evaluated. The results
indicate that using affinity propagation based clustering, provides better F1
scores as compared to K-Means. Euclidean distance of NBOW and WMD mea-
sures result in higher macro-average and micro-average F1.

Table 3. Comparative evaluation of multi-class categorization for various distance
measures and clustering methods

Macro-average Micro-average

Clustering Similarity PrecM RecM F1M Precµ µ F1µ

K-Means BOW 0.772 0.442 0.491 0.385 0.490 0.431

TF-IDF 0.583 0.586 0.534 0.552 0.447 0.495

NBOW 0.665 0.538 0.530 0.55 0.467 0.503

Affinity propagation BOW 0.705 0.450 0.448 0.341 0.535 0.417

TD-IDF 0.648 0.548 0.568 0.614 0.483 0.541

NBOW 0.637 0.626 0.580 0.570 0.516 0.542

WMD 0.652 0.593 0.584 0.631 0.470 0.540

5.2 Context Mining from Text Logs

The overall approach of identifying contextual information is evaluated on an IT
maintenance process of 3 different applications of a large media and entertain-
ment organization. The textual data recorded varies significantly for different
application domains such as security, human resources, finance and web por-
tal. The process consists of four main tasks: (1) customer creates an application
problem ticket, (2) the worker acknowledges the receipt the ticket, (3) the worker
analyzes the issue and resolves the problem, (4) on resolving the problem, the
worker confirms with the user, and (5) the worker closes the ticket. At each
step, the workers log their findings or progress. In some cases, emails sent or
received by the customer and the worker is logged in the system. We analyze
the communication or task logs associated with each process instance.

To evaluate the overall approach of mining contextual factors from textual
data, the pipeline of steps detailed in Sect. 4 is executed. Table 4 presents the
descriptions derived from the text segments in the filtered clusters. As shown,
for the ‘Security’ application, of the 2493 text segments extracted from all the
process instance documents, clustering using affinity propagation with WMD,
results in 119 groups or categories. The mean completion times of the process
instances in these groups is compared to mean completion time of a random
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number of other process instances. A statistical significance in the mean com-
pletion time (the performance outcome), is used to filter few clusters. Further, a
filtering of clusters is done based on the size of the cluster. For example, ‘confirm
and close incident’ is a very common text segment that is identified and asso-
ciated with several process instances. It occurs in 50% of the process instances.
It may hence, be a process completion step and not a situation or context. The
highlighted descriptions in the table are examples of context.

Based on the cluster labels in Table 4 (that are derived from common text
in the clusters), for the security application, it is observed that any process
instance associated with reset password has lower completion time (indicated
with a + sign in the table), as the task is extremely specific. The clusters further
highlight a key situation of not being able to contact the customers, leading to the
process being set to ‘pending’ status and the completion time being much higher
than other process instances. Identifying such a situation can help re-design the
process to account for customer unavailability. Similarly in the maintenance of
the portal application, waiting for more information from the user leads to higher
completion time of such tasks. A template with all relevant information recorded
by the customers when creating the problem ticket, could be a plausible solution.
In the HR domain application, the number filtered clustered were limited and
the clusters did not provide useful insights on context.

Fig. 2. Visualization of a subset of clusters

Figure 2 visually depicts a subset of clusters of the textual segments. The
NBOW vectors of text segments is represented on a two dimensional space. The
textual segments are the noun and verb phrases extracted using constituency
parser.
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Table 4. Filtered clusters of IT application maintenance process logs, (+) indicates
clusters has lower completion times

App.

Domain

# Text

Seg-

ments

#Clusters #

Filtered

Cluster labels

Security 2493 119 13 1. (2nd call, 3rd call) made to the customer

2. (researching, working, fixing) issue

3. (asked, sent, mailed) to check again

4. waiting for (approval, confirmation)

5. could not (read, get, contact) user

6. waiting for user

7. reset password (sent, mailed) user (+)

8. changing status to pending

9. tried calling the user

10. . . . . . .

Portal 2025 170 22 1. sent to the user for (confirmation, information)

2. waiting for user (confirmation, email)

3. moved support issue to development

4. getting more details on the issue

5. called and left a voice mail

6. . . . . . .

HR system 2092 189 27 1. (were, tied to, failed) data issues

2. closing the incident (+)

3. need to upgrade to breakfix

4. (write, call) back to me

5. . . . . . .

5.3 Threats to Validity

Threats to external validity concerns the generalization of the results from our
study. We have tried to limit this threat by evaluating it on textual data of 4
application domains, with over 300 users logging comments on over 2000 process
instances. While insights can be drawn from our study, we do not claim that these
results can be generalized in all business processes. However, the results serve
as the basis of using textual data to discern relevant process context. Threats
to internal validity arise when there are errors or biases. In our study, we have
used standard implementations of distance functions and cluster analysis. The
clustering and filtering approach required some configuration parameters such
as the minimum and maximum size of the clusters. These should not impact
the applicability of the approach. The choice of measurements is considered as
a threat to construct validity. Appropriate measures such as precision and recall
were not used on textual data in process logs due to non-availability of labeled
data. However, we evaluated metrics on a multi-labeled benchmark data set to
compare various methods of grouping textual information used in our study.
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6 Related Work

The business process management community has experimented with use of
unstructured textual data for various use cases:

Generating business process model from textual documents has been studied
in some of the earlier work. Ghose et al. [12] propose a Rapid Business Process
Discovery (R-BPD) framework and toolkit that employs text-to-model trans-
lation. Templates of commonly occurring textual cues or patterns are used to
derive processes or task descriptions. Information extraction based approach is
used to identify verb and noun phrases. In addition, recent work by Friedrich
et al. presents an automatic approach of generating BPMN models from natu-
ral language text [8]. Sentence level analysis is done to extract performers and
actions. This is followed by text level analysis where the relationships between
sentences is used to determine links between actions and the control flow.

Teinemaa et al. exploit both unstructured text and structured attributes
of cases for predictive business process monitoring [28]. The authors present a
framework that extracts features from textual documents and evaluate different
combinations of text mining and classification techniques to label executions as
positive or negative.

There have been several efforts on using unstructured textual information
available in problem tickets raised during IT application or service maintenance.
There are approaches that use supervised learning to identify the right team or
service agents for efficient ticket assignment [1,24]. Automatic recommendation
of resolution for problem ticket based on similar nearest neighbors has been stud-
ied [30]. The underlying approach evaluates semantically similar past problem
tickets and recommends appropriate resolution. Automatically analyzing nat-
ural language text in network trouble tickets has been studied by Potharaju
et al. [21]. The authors present Netseive, a tool that infers problem symptoms,
troubleshooting activities and resolution actions. Mani et al. [17] use clustering
techniques and assign salient labels to group similar problem tickets. They use a
combination of Lingo, a phrase based clustering method and N-gram extraction
to identify phrases or cluster labels. However, they do not evaluate the clusters
and their performance outcomes. In this work, we use an IT service management
process for our study and evaluate different segment based clustering methods.
Our approach further evaluates the clusters and analyzes the performance of
process instances in these clusters.

Context-aware business process modeling has focused on design and specifi-
cation of contextual attributes or dimensions [22,23]. There have been efforts on
designing and evaluating impact of context on the process performance [10,11],
and task allocation decisions [25,26].

Kiseleva et al. [15] introduced the notion of implicit and explicit context for
predicting user behavior in eCommerce applications. The web user’s age, gender
and other known attributes are considered as explicit context, while information
such as the purchase intent of the user is not known and is considered to be
hidden context.
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We propose a method of using textual information available in the process
execution logs to uncover contextual dimensions.

7 Conclusion and Future Work

In this study, we proposed a novel approach of leveraging textual logs cap-
tured during a process execution for identifying useful and relevant situations or
context. Using unstructured information extraction methods, we developed our
approach of clustering process instances or tasks into unified groups, correlat-
ing them with process outcome and identifying a subset of situations that are
correlated to the performance outcome. Our approach is quite general, and can
be applied to different application domains. In future, we intend to explore fil-
tering approaches beyond cluster size and performance outcomes. We also want
to explore possibilities of automating identification of contextual situations by
using labeled dataset and supervised learning techniques.
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