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Preface

The 16th International Conference on Business Process Management provided a forum
for researchers and practitioners in the broad and diverse field of business process
management. To accommodate for the diversity of the field, this year the BPM con-
ference introduced a track structure, with tracks for foundations, engineering, and
management. These tracks cover not only different phenomena of interest and research
methods, but, consequently, also ask for different evaluation criteria. Each track had a
dedicated track chair and a dedicated Program Committee. The track chairs, together
with a consolidation chair, were responsible for the scientific program.

BPM 2018 was organized by the Service Oriented Computing Research Group,
School of Computer Science and Engineering, University of New South Wales, in
collaboration with research groups at Macquarie University, the University of Tech-
nology Sydney, and the Service Science Society. The conference was held in Sydney,
Australia, during September 9–14, 2018.

The conference received 140 full paper submissions, well distributed over the tracks.
Each paper was reviewed by at least three Program Committee members, and a Senior
Program Committee member who triggered and moderated scientific discussions and
reflected these in an additional meta-review. We accepted 27 excellent papers in the
main conference (acceptance rate 19%), nine in each track. 14 submissions appeared in
the BPM Forum, published in a separate volume of the Springer LNBIP series.

Implementing the track system, we can report that (i) BPM continued to attract
excellent papers from the core BPM community and (ii) BPM 2018 managed to attract
excellent papers from the management discipline. In the words of BPM conference
founder and long-time chair of the BPM Steering Committee Wil van der Aalst: “The
track system works”. There were also lessons learned, which we expose in a short
paper that can be found in these proceedings.

In the foundations track led by Marco Montali, core BPM topics including process
discovery and performance analysis were represented. There were also papers on
conceptual modeling aspects including domain-specific process modeling, process
collaborations, and aspects related to time in business processes. The engineering track
was led by Ingo Weber. Structurally quite similar to the foundations track, there were
papers related to phenomena that have been discussed at BPM in recent years, but there
were also papers that open the conference to new topics, for instance machine learning
aspects in BPM. The extension in breadth of the BPM conference can be found mainly
in the management track, led by Jan vom Brocke. It is interesting to see that several
papers concentrate on challenges related to method analysis and method selection. The
value of technical solutions is analyzed with respect to their impact and usability in a
concrete business context. This track also features papers about digital innovation and
the role of business process management in this context.

In his keynote, Manfred Reichert provided an engineering perspective on business
process management, by investigating the relationship of BPM technology and



Internet-of-Things scenarios. Brian Pentland took a management perspective on busi-
ness processes by looking at patterns of actions in organizations and by proposing a
novel role of BPM techniques. Sanjiva Weerawarana introduced Ballerina, a middle-
ware platform that can play an important role in future BPM integration scenarios.

Organizing a scientific conference is a complex process, involving many roles and
many more interactions. We thank all our colleagues involved for their excellent work.
The workshop chairs attracted 11 innovative workshops, the industry chairs organized
a top-level industry program, and the demo chairs attracted many excellent demos. The
panel chairs compiled an exciting panel, which opened doors to future research chal-
lenges. Without the publicity chairs, we could not have attracted such an excellent
number of submissions. Younger researchers benefited from excellent tutorials; doc-
toral students received feedback about their work from experts in the field at the
Doctoral Consortium. The mini-sabbatical program helped to bring additional col-
leagues to Australia. The proceedings chair professionally interacted with Springer and
with the authors to prepare excellent volumes of LNCS and LNBIP.

The members of the tracks’ Program Committees and of the Senior Program
Committees deserve particular acknowledgment for their dedication and commitment.
We are grateful for the help and expertise of sub-reviewers, who provided valuable
feedback during the reviewing process and engaged in deep discussions at times. BPM
2018 had a dedicated process to consolidate paper acceptance across tracks. During the
very intensive weeks of this phase, many Senior Program Committee members eval-
uated additional papers and were engaged in additional discussions. Special thanks
goes to these colleagues, who were instrumental during this decisive phase of the
reviewing process.

Finally, we thank the Organizing Committee and the Local Arrangements Com-
mittee, led by Boualem Benatallah and Jian Yang. The development of the program
structure was particularly challenging, because with the new track structure this year
many more papers were accepted than traditionally at BPM. Still, we managed to avoid
concurrency between main conference papers, while proving a packed, exciting pro-
gram. Through their generous support, the sponsors of the conference had a great share
in its success. We thank the conference partner Data61, the Platinum sponsor Signavio,
the Gold sponsors Celonis and IBM Research, and the Bronze sponsors Bizagi and
Springer for their support. We also thank the University of New South Wales and
Macquarie University for their enormous and high-quality support.

September 2018 Mathias Weske
Marco Montali

Ingo Weber
Jan vom Brocke
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Business Process Management in the Digital
Era: Scenarios, Challenges, Technologies

Manfred Reichert

Institute of Databases and Information Systems, Ulm University, Germany
manfred.reichert@uni-ulm.de

Abstract. The Internet of Things (IoT) has become increasingly pervasive in
daily life as digitization plays a major role, both in the workplace and beyond.
Along with the IoT, additional technologies have emerged, such as augmented
reality, mobile and cognitive computing, blockchains or cloud computing,
offering new opportunities for digitizing business processes. For example, the
Industrial IoT is considered as essential for realizing the Industry 4.0 vision,
which targets at the digital transformation of manufacturing processes by inte-
grating smart machines, data analytics, and people at work. Though digitization
is a business priority in many application areas, the role of digital processes and
their relation with physical (i.e. real-world) ones have not been well understood
so far, often resulting in an alignment gap between digital and physical process.
In this keynote characteristic scenarios for digitizing processes in a
cyber-physical world are illustrated and the challenges to be tackled are dis-
cussed. Moreover, a link between the scenarios and contemporary BPM tech-
nologies is established, indicating the mutual benefits of combining BPM with
IoT and other digital technologies.



Beyond Mining: Theorizing About Processual
Phenomena

Brain T. Pentland

Department of Accounting and Information Systems,
Michigan State University, USA
pentland@broad.msu.edu

Abstract. For decades, process miners have been toiling deep in the event logs
of digitized organizations. Through this collective experience, the process
mining community has developed a powerful set of tools and a compelling set of
use cases for those tools (discovering, monitoring, improving, etc.)

In this talk, I want to suggest that some of these same tools may be useful for
other entirely different kinds of problems. In particular, recognizing and com-
paring patterns of action should be useful for theorizing about a wide range of
processual phenomena in organizational and social science.



Bringing Middleware to Everyday Developers
with Ballerina

Sanjiva Weerawarana

Founder, Chairman and Chief Architect of WSO2, Sri Lanka
sanjiva@wso2.com

Abstract. Middleware plays an important role in making applications secure,
reliable, transactional and scalable. Workflow management systems, transaction
mangers, enterprise service buses, identity gateways, API gateways, application
servers are some of the middleware tools that keep the world running. Yet
everyday programmers don’t have the luxury (or pain?) of such infrastructure
and end up creating fragile systems that we all suffer from.

Ballerina is a general purpose, concurrent, transactional and statically &
strongly typed programming language with both textual and graphical syntaxes.
Its specialization is integration - it brings fundamental concepts, ideas and tools
of distributed system integration into the language and offers a type safe, con-
current environment to implement such applications. These include distributed
transactions, reliable messaging, stream processing, workflows and container
management platforms. Ballerina’s concurrency model is built on the sequence
diagram metaphor and offers simple constructs for writing concurrent programs.
Its type system is a modern type system designed with sufficient power to
describe data that occurs in distributed applications. It also includes a distributed
security architecture to make it easier to write applications that are secure by
design. This talk will look at how Ballerina makes workflow and other mid-
dleware features into inherent aspects of a programming language and how it
can help bring middleware to everyday programmers to make all programs
better.
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Abstract. This paper reports on the introduction of a track system at
the BPM conference series and the experiences made during the orga-
nization of BPM 2018, the first issue implementing the track system.
By introducing dedicated tracks for foundations, engineering, and man-
agement, with dedicated evaluation criteria and program committees,
the BPM steering committee aims at providing a fair chance for accep-
tance to all submissions to the conference. By introducing a manage-
ment track, the conference reaches out to the management community,
which investigates phenomena in business process management from a
non-technical perspective that complements the technical orientation of
traditional BPM papers. We elaborate on the background of and moti-
vation for the track system, and we discuss the lessons learned in the
first iteration of the track structure at BPM 2018.

1 Introduction

This paper reports on the background of and motivation for introducing a track
system at the International Conference on Business Process Management (BPM)
conference series, and it discusses the experiences gathered during the organiza-
tion of BPM 2018, the first iteration in the conference series implementing that
structure.

The evolution of the BPM conference series towards the track structure is
based on two observations. The first observation relates to the increasingly tough
reviewing process that we could observe at BPM in recent years. There has been
the trend that reviewers were asking not only for a strong technical contribution,
but also for a convincing empirical evaluation. While these criteria are applicable
to research approaches based on the design science paradigm, these are not well
suited for papers looking at foundational aspects.

The second observation is concerned with the breadth of topics discussed
at BPM conferences. BPM has its roots in computer science and information
c© Springer Nature Switzerland AG 2018
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systems engineering, so that, traditionally, papers presented at BPM confer-
ences have a significant technical contribution. Looking at real-world scenarios in
business process management, however, an additional discipline plays an impor-
tant role: management. Since traditionally BPM papers are expected to have a
strong technical contribution, only few management-oriented submissions were
presented at the conference.

To provide a fair chance for all papers submitted to BPM conferences, dif-
ferent evaluation criteria have to be employed to review foundational papers,
to review papers with an engineering focus, and to review papers that investi-
gate management aspects of business process management. These considerations
have triggered the establishment of specific tracks covering foundational (Track
I), engineering (Track II), and management aspects (Track III).

The reminder of this paper is organized as follows. The next section elab-
orates on the background of and motivation for the track structure. We then
discuss the lessons learned in the first iteration while organizing BPM 2018, spe-
cific to each track. We close with an outlook on future iterations of the conference
and concluding remarks.

2 Background and Motivation

Since its inauguration in 2003, the International Conference on Business Process
Management has developed to a well-established conference that has shaped the
business process management community. It has been a conscious decision by
the BPM Steering Committee to position BPM as a conference with a technical
focus. This decision proved important to establish the conference as a respected
venue for research in computer science aspects of business process management.

As can be expected from an active research community and its flagship con-
ference, the topics being discussed at BPM conferences have changed in an evolu-
tionary manner over the years. The first issues of the conference mainly reported
on formal aspects of business processes. With the rise of service oriented com-
puting in the mid 2000s, topics like service composition and quality of service
emerged. With the establishment of process mining and the general interest in
data analytics, data-driven empirical research has become a major focus of BPM
over the last decade.

Two observations can be made, each of which can be regarded as a challenge
for the future development of the BPM conference series.

– With the shift in topics, a change in the evaluation criteria employed dur-
ing the reviewing phase came along; evaluation criteria that are important
in data-driven empirical research became the standard. This has led foun-
dational and innovative papers having lower chances of being accepted at
the conference, because these can typically not be empirically evaluated in a
conclusive way.

– There is a strong stream of research that has not been represented at the con-
ference in adequate strength, and this relates to management. Contributions
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in the management field of BPM typically do not have a strong technical con-
tribution. Since the typical reviewer at BPM conferences expect this, only few
papers by the management community have been accepted at the conference.

Last year, the steering committee has decided to address these challenges by
introducing a track system. It leads to a separation of foundational research,
engineering research, and management research. Since papers following different
research methods can only be evaluated fairly, if specific evaluation criteria are
used, each track comes with a set of dedicated evaluation criteria. To implement
these criteria, each track is led by a track chair, and each track has a dedicated
program committee. A consolidation chair is responsible for coordinating the
processes across the tracks. The reviewing process is enhanced with a dedicated
consolidation phase, in which paper acceptance is discussed between tracks.

3 Track Structure

BPM 2018 features three tracks, foundations, engineering, and management. The
tracks are characterized with respect to the phenomena studied, the research
methods used, and the evaluation criteria employed during the reviewing phase.
Notice that the following characterization is taken from the call for papers; we
repeat it here for reference, because it tries to characterize the tracks as concisely
as possible.

Track I [Foundations] invites papers that follow computer science research
methods. This includes papers that investigate the underlying principles of BPM
systems, computational theories, algorithms, and methods for modeling and ana-
lyzing business processes. This track also covers papers on novel languages, archi-
tectures, and other concepts underlying process aware information systems, as
well as papers that use conceptual modeling techniques to investigate problems
in the design and analysis of BPM systems. Papers in Track I are evaluated
according to computer science standards, including sound formalization, con-
vincing argumentation, and, where applicable, proof of concept implementation,
which shows that the concepts can be implemented as described. Since papers
typically do not have an immediate application in concrete business environ-
ments, empirical evaluation does not play a major role in Track I.

Track II [Engineering] invites papers that follow information systems engi-
neering methods. The focus is on the investigation of artifacts and systems in
business environments, following the design science approach. Papers in this
track are expected to have a strong empirical evaluation that critically tests cri-
teria like usefulness or added value of the proposed artifact. This track covers
business process intelligence, including process mining techniques, and the use of
process models for enactment, model-driven engineering, as well as interaction
with services and deployment architectures like the Cloud. It also covers BPM
systems in particular domains, such as digital health, smart mobility, or Inter-
net of Things. Empirical evaluations are important to show the merits of the
artifact introduced. A self-critical discussion of threats to validity is expected.
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Formalization of problems and solutions should be used where they add clarity
or are beneficial in other ways.

Track III [Management] invites papers that aim at advancing our under-
standing of how BPM can deliver business value, for instance how it builds orga-
nizational capabilities to improve, innovate or transform the respective business.
Papers that study the application and impact of BPM methods and tools in
use contexts based on empirical observation are highly welcome. Areas of inter-
est include a wide range of capability areas that are relevant for BPM, such as
strategic alignment, governance, methods, information technology, and human
aspects including people and culture. We seek contributions that advance our
understanding on how organizations can develop such capabilities in order to
achieve specific objectives in given organizational contexts. Papers may use var-
ious strategies of inquiry, including case study research, action research, focus
group research, big data analytics research, neuroscience research, econometric
research, literature review research, survey research or design science research.
Papers will be evaluated according to management and information systems
standards.

4 Track I: Foundations

The foundations track focuses on papers that follow computer science research
methods, with a strong emphasis on the core computing principles and methods
underlying the BPM field. This ranges from the investigation of BPM systems
and their extension through novel languages and functionalities, to the develop-
ment of theories, algorithms and methods for (conceptual) modeling of processes
and their (formal) analysis. In this respect, typical foundational papers show a
strong and sound formalization, with convincing argumentation and rigorous
exposition, but do not focus on an immediate, direct application of the pre-
sented results in concrete business environments. This is why proof-of-concept
implementations are welcome, but it is not expected that they come with an
empirical evaluation, as requested in the engineering track.

The accepted papers provide a quite fair coverage of recent developments of
the foundations of BPM, with particular emphasis on multi-perspective process
models, where decisions, data, temporal aspects, and multiple instances are con-
sidered alongside the traditional process dimensions. Some papers concentrate
on conventional process modeling notations such as BPMN, while others delve
into alternative modelling paradigms, with prominence of declarative, constraint-
based approaches. Interestingly, papers employ a quite wide range of techniques,
from computational logic to formal and statistical methods. Papers polarized
themselves in two phases of the BPM lifecycle: modeling/analysis, and mining.
In Track I, 9 papers were finally accepted at the main conference and 5 papers
were accepted at the BPM Forum.

By comparing the call for papers with the submissions, reviews, and conse-
quent discussion, the following critical points emerged:
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– The evaluation obsession: Even though the call for papers explicitly indicated
that evaluation is not the central focus of Track I, the lack of an extensive
or on-the-field evaluation has been one of the most frequent reasons to lean
towards rejection. During the discussion phase, this has been then clarified,
still with resistance in some cases. The track system certainly helped, but
more time is needed for the community to get acquainted with the fact that
good foundational papers do not necessarily come with an evaluation that is
based on data.

– The relevance question: We have observed a very diversified opinion of review-
ers on the relationship between relevance of the presented results, and the
targeted modeling notation. Some reviewers considered the choice of an
unconventional modeling notation, or even alternative notations to the well-
established ones, as a reason to consider the contribution weak, irrespective
of the actual results therein. This is another point of reflection for the com-
munity, given that especially for foundational papers it is very hard to predict
today what will be relevant in the future.

All in all, the initial reviews tended to be hypercritical about the submissions.
Intense discussions were often needed to single out explicitly also the positive
aspects of the contributions, and to assess them in their full generality. This was
partly expected, also considering that Track I received quite many more papers
than expected, consequently creating a quite heavy load for PC members.

In terms of covered topics, the main unifying theme among many of the
accepted papers is the simultaneous consideration of multiple process perspec-
tives. This witnesses the increasing maturity of the field, and the fact that it is
finally time to “bring the pieces together”. We expect this trend to continue in
the coming years. Some accepted papers reflect on previously engineered tech-
niques (in particular for process mining), witnessing that solid foundation papers
do not necessarily focus on the formalization of process notations, but can also
systematically study Track II contributions, creating a synergy between founda-
tions and engineering.

An open challenge for Track I is how to create a similar kind of synergy
towards Track II and Track III, so as to guarantee that strong foundation papers
are consequently subject to extensive evaluation both from the engineering and
management perspective.

5 Track II: Engineering

The engineering track of the BPM conference focuses on papers that follow the
design science approach. In short: a new artifact (algorithm, method, system, or
similar) is suggested and rigorously tested. Therefore the track has an emphasis
on a strong, self-critical evaluation. The evaluation should expose the artifact
to real or realistic conditions, and assess its merits relative to the objective of
the design, e.g., under which conditions a new process discovery algorithm is
better (or not) than the state of the art. In the call for papers, we also asked
for a critical discussion of threats to validity. The implementation of the artifact



8 M. Weske et al.

should typically have the maturity of a prototype, i.e., it can be evaluated in an
application context. This is in contrast to the foundations track, where proof-of-
concept implementations are sufficient, though not necessary.

In summary, the main topic of the set of accepted papers is conformance
checking, with various proposals on improving the efficiency or accuracy, or
applying it to online settings. As a new trend, it can be observed that machine
learning and deep learning in particular play a big role as underlying technolo-
gies. People-specific aspects are considered in two, and complexities of realistic
settings in all of the accepted papers.

Comparing the call for papers with the submissions received, we note that a
discussion of threats to validity is the exception, not the norm. The criteria in
the call for papers were formulated as hard targets, and only two submissions (or
less than 5%) were judged as meeting these by the PC with a recommendation
of direct acceptance – 7 papers were at first only accepted conditionally. Reviews
were in part hypercritical of the submissions, and emphasized flaws more than
positive aspects. In the reviews and discussions, the PC members made many
constructive remarks, which resulted in the final acceptance of 9 papers, and 5
BPM Forum papers.

A critical question for the community and Track II PCs of coming years is
where to place the bar on evaluation strength and quality: if the bar is as high
as for top journals, authors are often inclined to submit to these instead; if the
bar is too low, validity of the results may not be given, possibly invalidating
technical contributions. One step forward would be a broader uptake of valid-
ity discussions in submissions. While it is clear that the BPM community has
matured, professionalized, and also emancipated itself from other communities
since its inception, there is room for further development.

Among the five BPM Forum papers from this track, two discuss the ways to
integrate BPM and Internet of Things, which may be an indication that this topic
might play a bigger role in the future. Process mining, and conformance checking
in particular, are the topics attracting most submissions and accepted papers.
Conformance checking only moved in the last few years from foundational works
towards a phase of improvement and optimization of approaches, i.e., towards
the kinds of contributions that fit Track II well. Business process execution and
engineering of process-aware information systems, outside of process mining, did
not yield any accepted papers in the main track. Predictive process monitoring, a
topic that was present in previous BPM conferences, moved to the management
track this year. In summary there is some indication that certain themes actually
move from the foundations track to the engineering track and possibly further to
the management track, which nicely shows the relationships between the three
tracks.

6 Track III: Management

The management track focuses on applications of BPM in organizational set-
tings. Papers investigate the development and impact of BPM capabilities in
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order to deliver strategic goals, such as, innovation and improvement. Con-
tributions account for the socio-technical nature of organizations, specifically
aiming at an alignment of aspects related to technology, business and people in
BPM initiatives in various organizational contexts. The disciplinary background,
therefore, is that of information systems research, organizational science and
management science, and a wide range of research methods established in these
disciplines are applied.

In summary, all papers provide valuable insight to highly relevant issues
organizations around the globe are concerned with today. These include digital
innovation, business transformation, compliance management, and forecasting.
The papers also advance prior contributions in that they embrace new technolo-
gies, such as data analytics, but also link to human aspects, such as leadership
and values, and account for the multi-faceted requirements of different business
contexts.

What is more, the papers show how different strategies of inquiry can advance
BPM research, including case study research, interviews, literature reviews,
experiments, survey research, design-oriented work, and conceptual studies. We
find this inspiring, and it shall be particularly promising to compare findings
from different strategies of inquiry in the sense of triangulation. The more we
learn from different sources the richer our understanding of designing and man-
aging business processes will become, and the more appropriate we will be able
to serve the BPM practice. In Track III, 9 papers were finally accepted at the
main conference and 4 papers were accepted at the BPM Forum.

We are very pleased that so many colleagues have followed the call to con-
tribute research on management-related aspects of BPM to the conference. Given
the plethora of contemporary organizational challenges, it is natural that many
areas are yet to be explored, and these areas mark promising fields for future
research, such as the use of machine learning, social media, blockchain, robotics,
and other technological advancements in practice. It will be intriguing to explore
the role of BPM in leveraging the potential of these technologies in real-world
organizational settings.

The BPM conference with its new track structure will be an ideal place to
present and discuss innovative contributions as they mature from conceptual and
technical foundations to engineered artifacts to applications in practice. From
a management track perspective, it will be particularly interesting for future
research to take contributions from the engineering track and to investigate
their application in real-world organizational settings.

7 Lessons Learned

Overall, we can say that the track system works. We received 140 full paper
submissions, which is a very good number that exceeds submission numbers in
recent issues of the conference. Submissions were very well distributed over the
tracks. While keeping the high quality standards at BPM conference, we could
accept 27 papers for the main conference and 14 papers at the BPM forum.
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Many of these papers would not have made it in the traditional structure, so
that our goal of opening the conference to the management community can
also be considered fulfilled. Even if the first issue indicates a success, we share
some experiences and lessons learned from organizing the conference, mainly
related to the reviewing process. Introducing a new structure to a conference and
extending a scientific community requires several years and several iterations of
the conference to settle. We intend to support this transition by discussing the
lessons learned while organizing BPM 2018.

The communication of the track system to the community actually started
with the keynote by the first author at BPM 2017, where he motivated and
introduced the new conference structure. The track system is the result of dis-
cussions within the BPM Steering Committee and with many colleagues of the
community. During the preparation of the call for papers for BPM 2018, the PC
chairs described the tracks as concisely as possible. This includes the phenom-
ena studied in the tracks and the evaluation criteria used during the reviewing
phase, as shown in Sect. 3.

The BPM 2018 publicity chairs did an excellent job in communicating the
call for papers on various channels. In addition to the traditional channels BPM
has used over the years, we also covered channels used by colleagues from the
management discipline. In addition, peers were informed about the new track
system through direct emails and many personal conversations, in order to solicit
excellent submissions to the conference from the broader BPM field.

The main lessons learned relate to the reviewing phase. We were aware of the
challenges when introducing a new structure and incorporating a new discipline
to an established conference. Hence, we motivated the track system and we
communicated the evaluation criteria and the reviewing standards used at BPM
to the program committees of all tracks. Despite the effort to align the level of
detail and criticality of reviews over the tracks, at the reviewing deadline, the
situation in the tracks looked actually quite different.

On average, reviewers were quite critical in Track I, highly critical in Track II,
and not very critical in Track III. Also, differences in the detail and quality of the
reviews could be observed. In some cases reviewers based their recommendation
on evaluation criteria of a different track, e.g., by asking for empirical evaluations
to support foundational results in Track I. We tried to counter these issues by
guiding the discussions to value positive aspects of papers, particularly in Track
II, and by asking PC members to stick to the evaluation criteria of their specific
track. These measures succeeded to a meaningful degree.

To balance between the reviews and the paper or, maybe more accurately,
between the reviewers and the authors, we proposed conditional accepts in many
cases. On the one hand, this has led to a high percentage of conditional accepts,
on the other hand it allowed us to accept quite a large number of papers at
the conference. All conditionally accepted papers were finally accepted; in sev-
eral cases the final version exposed significant improvements over the submitted
version. Overall, we accepted 27 papers, 9 in each track. This even distribution
was not planned, it emerged as outcome of the discussions we had during the
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consolidation phase. Based on the reviews and according to the discussions dur-
ing that phase, we are confident that all accepted papers are excellent and defi-
nitely deserve to be presented at a high-quality scientific conference like BPM.

8 Conclusions

In this short paper, we have reported on the experiences gathered during the first
iteration of the track system at the BPM conference. While there is agreement
that the track system works in general, there are challenges to address in future
editions of the conference. While we acknowledge that each year, there are slight
differences in the orientation of the topics and – of courses – each reviewing pro-
cess is different, we still hope that the experiences reported will help in shaping
the BPM community, especially related to the reviewing process.

BPM will not abandon its high-quality and selective reviewing standards,
but we encourage reviewers to take a slightly more positive attitude towards
the submissions of the community. This applies in particular to Track II, which
has seen the most critical reviews. The high level of criticality of reviews in that
track might also relate to the fact that the evaluation criteria in Track II actually
did not change at all, compared to recent issues of the conferences. In contrast,
the evaluation criteria in Track I were adapted, and Track III does not ask for
a technical contribution. Still, it is pleasing to see excellent papers in the core
BPM topics while also witnessing a broadening of topics and research methods
addressed at our conference.
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Abstract. Ballerina is a new language for solving integration problems.
It is based on insights and best practices derived from languages like
BPEL, BPMN, Go, and Java, but also cloud infrastructure systems like
Kubernetes. Integration problems were traditionally addressed by dedi-
cated middleware systems such as enterprise service buses, workflow sys-
tems and message brokers. However, such systems lack agility required
by current integration scenarios, especially for cloud based deployments.
This paper discusses how Ballerina solves this problem by bringing inte-
gration features into a general purpose programming language.

Keywords: Flow languages · Middleware · Integration technology

1 Introduction

Integration technologies connect various services, APIs and other resources,
resulting in meaningful business activities. Since those business activities mirror
the real world and interact with the real world, they need to behave accordingly
providing security, interruptibility, recoverability, or transactions, respectively.

Often, integration developments are done based on general purpose lan-
guages. Those general purpose languages themselves lack the behavior required
for integrations mentioned before. Such behavior is provided through middle-
ware. Among examples of those are workflow management systems [1], transac-
tion managers, enterprise service buses, identity gateways, API gateways, and
application servers.

However, this behavior is added as an afterthought as middleware. Hence, the
corresponding features lack tighter integration with general purpose languages.
Therefore, building integration solutions has been a counter-intuitive, complex,
and error prone endeavor.

Ballerina1 is a general purpose, transactional and strongly typed program-
ming language with both, textual and graphical syntaxes. It has the aforemen-
tioned behavior natively built in and specialized for the integration domain.
1 https://ballerina.io.
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It brings fundamental concepts, ideas and tools of distributed systems directly
into the language and offers a type-safe, parallel environment to implement such
applications. The Ballerina environment has first class support for distributed
transactions, reliable messaging, stream processing, workflows and container
management.

Furthermore, Ballerina offers simple constructs to control parallel executions.
It has a type system designed to simplify the development of distributed appli-
cations, for example by providing common message formats such as JSON and
XML as native data types. It also includes a distributed security architecture to
make it easier to write applications that are secure by design.

Ballerina’s support of parallelism, interruptibility, recoverability, and trans-
actions reveals its suitability as basis for a workflow management system. Key
workflow patterns [2] especially from the control flow, data flow, and exception
handling category can be mapped to Ballerina language elements. For example,
parallel execution may be controlled by fork and join statements (see Sect. 5.1),
or grouping of steps into compensation-based transactions (Sect. 4.3) as well as
ACID-based transactions (Sect. 4.2) are immediate features of the language. It
is obvious how many BPMN language elements can be mapped to Ballerina in
a straightforward manner. In addition, Ballerina goes beyond that by providing
immediate support of resiliency (Sect. 4.5) or security features (Sect. 4.1), for
example, to workflows.

This paper will look at how Ballerina makes workflow and other middleware
behavior an inherent aspect of a programming language, and how Ballerina helps
bringing non-functional properties to everyday programmers.

1.1 History of Integration Technology

Most organizations depend on complex IT infrastructure as they are critical
to organizations’ successful operations. These infrastructures manage resources,
employees, customers, business partners, data related to them, and interactions
between them. Such IT infrastructures are called “Enterprise Systems”.

Enterprise systems are comprised of many components that are often pro-
duced by many different vendors. Single business activities need to use several of
these components, i.e. these components need to be integrated. Similarly, since
these organizations do business with others, these enterprise systems themselves
need to be integrated, i.e. they need to work with other organizations’ enterprise
systems. System integration connects those different, (even geographically) dis-
tributed components into a single system supporting an organization’s business.
We will call “system integration” just “integration” henceforth.

There are several schools of thoughts for building “enterprise systems” archi-
tectures. The leading two are Service Oriented Architecture (SOA) [3] and
Resource Oriented Architecture (ROA) [4]. Both these approaches depend on
interfaces exposed over the network, which we will call services. Services are
defined as “a discrete unit of functionality that can be accessed remotely and
acted upon and updated independently, such as an act of retrieving a credit card
statement online”.
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Services that can create a ROA design and built using REST principles [4]
are called RESTful services. Such service is called a resource. Each part of an
enterprise architecture exposes its capabilities as services (in SOA) or resources
(in ROA). Enterprise integration realize the functions of the organization by
connecting and orchestrating those services, resources, and different data sources.

Middleware that does system integration is often called “Enterprise Service
Bus (ESB)” [5]. ESB is used for designing and implementing communication
between mutually interacting software applications (e.g. WSO2 Enterprise Ser-
vice Bus [6]. When authoring integrations, users need to specify integration logic.
Earlier ESBs have used XML (WSO2 ESB [6] and Java based Domain Specific
Languages (e.g. CAMEL [7])) for this purpose.

Most programming languages, such as Java, C, C#, Java Script, are based
on textual syntax structure. Visual programming [8], where users construct the
program visually by composing constructs selected from a palette, is an alter-
native to textual syntax. ESBs often support visual programming using a data
flow model variant [9]. Among examples are WSO2 ESB’s Studio [6], Mule’s
Anypoint Editor [10], and Boomi Editor [11].

Earlier architectures supporting integrations were centralized in the sense
that ESB(s) host all the integration logic. Later, with the emergence of microser-
vices architecture, focus was given to develop integration logic as independent
entities, where each integration flow can be deployed in its own process. Con-
tainer technologies such as Docker have made this idea practical. Integration
logic used within microservices architecture is called micro-integrations. We use
the word “integration” to encompass both centralized integration as well as
“micro-integrations”.

Some of these services are published and consumed within a single trust
domain (e.g. a single organization). However, services may be published, shared
and consumed beyond a single trust domain. We call them remote APIs, in this
context often abbreviated to just APIs. Middleware that manage APIs is called
“API Manager” [12]. API management lets the organization have a greater con-
trol over creating and publishing APIs, enforcing their usage policies, controlling
access, nurturing the subscriber community, and collecting and analyzing usage
statistics. Integration logic that is available as an API is called an API compo-
sition.

Among related work, software development using visual interfaces is dis-
cussed in [8]. UML [13] is one of those visual languages. Sequence Diagrams
(SDs) that capture the flow of executions are also a part of UML. Sequence dia-
grams have been used to model service based applications [14]. Koch et al. [15]
describes the use of UML for web engineering. Ermagan et al. [16] describe a
new UML profile for modeling services. Furthermore, sequence diagrams have
been used for modeling tests cases [17] and High level Petri Nets [18].

1.2 The Importance of Non-functional Behaviors

Primary focus of a programming language is the grammar to specify how var-
ious elements of the language can be combined into a valid program. Almost
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all programming languages provide constructs for data flow (e.g. variable defi-
nitions and variable assignments), arithmetic operations, and control flow (e.g.
conditional branching and loop). A language also typically supports exception
handling, controlling parallel executions and input/output processing.

However, non-functional properties such as availability, resiliency, data
integrity, security, observability, recoverability and reliability become important
factors when programming in distributed systems environments. In a distributed
environment, a single use case may involve many services hosted on different
servers. It is possible that one or more of those services become unavailable in
certain time periods. In such situations, it should be possible to identify failed
services and reroute requests to alternative services if possible or handle the error
situation gracefully without causing major disruption to the overall operation.
Furthermore, if a critical operation failed due to some reason, the system should
guarantee the integrity of itself as well as all interacting systems. For example,
assume that a system is handling travel arrangements for a conference involving
multiple external services for airline tickets, conference registration and hotel
reservations. If an air ticket could not be reserved on required dates after regis-
tering for the conference, it may be required to cancel the conference registration,
which in turn should adjust expected participants for relevant tracks and seating
requirements. If all these functions are handled by services, a failure at invoking
the airline service should trigger cancellation actions in conference registration
service and all relevant services invoked by conference registration service.

Another important aspect is the reliable delivery of messages in an environ-
ment where any component can fail, and the number of messages produced per
unit time by a sending component may not match the number of messages that
can be consumed per unit time by its receiving component. In such situations,
a system that sends a message should have a guarantee that the target system
will receive the message even if that system is not available at that moment.

A more critical non-functional requirement from the workflow perspective is
the interruptibility, which ensures to resume work from the last checkpoint after
a system failure. Depending on the check pointing behavior, a system can avoid
redoing expensive operations and prevent unnecessary compensating actions.
As an example, assume that an order handling process invokes an inventory
service to allocate goods to be shipped. Further, assume that the inventory ser-
vice involves some manual tasks and hence takes few days to complete. Now if
the order handling process crashes (e.g. due to an unexpected shutdown of the
server) after receiving the response from the inventory service, whole state of
the process would be lost. If interruptibility is not supported, order process has
to be started from the beginning after the server restart, which in turn invokes
the inventory service again causing few days of delay. Additionally, some com-
pensation action is required to deallocate previously allocated goods. None of
these problems would arise if recoverability is supported by the order processing
system, which can create a checkpoint immediately after receiving the response
from the inventory service, thus allowing the system to resume from that check-
point after a failure.
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Such non-functional properties are not available in most of the current pro-
gramming languages as they are not developed for systems integration. In order
to overcome limitations of current programming languages, integration develop-
ers have to use middleware systems such as workflow engines, enterprise service
buses, messages brokers or transaction managers. A typical integration use case
may require functionality offered by many of these systems. Furthermore, func-
tionality provided by middleware systems alone is not sufficient to address most
integration use cases forcing developers to build solutions by combining code
written in programming languages with middleware systems. This often results
in complex solutions consisting of disparate set of systems that require diverse
skill sets and infrastructure.

2 Language Philosophy

Ballerina aims at simplifying integration development by bringing in key features
required for systems integration such as efficient communications over multiple
protocols, resiliency, recoverability, and transactions, into a programming lan-
guage. Therefore, developers can develop integration and workflow style solutions
in the same way as any other application. For example, if it is necessary to invoke
an HTTP endpoint within a program, a developer may create an endpoint with
necessary resiliency parameters such as retry interval, retry count and failure
threshold, and invoke the endpoint. Ballerina runtime will handle all necessary
details such as invoking the endpoint without blocking OS threads, taking spec-
ified actions on endpoint failures and facilitating recovery from runtime failures.
Integration features offered by Ballerina are discussed in later sections.

Ballerina can be used to develop many integration solutions. Developers can
utilize its service publishing capabilities over multiple protocols to develop micro-
services. They can combine its service publishing capabilities with message pro-
cessing and endpoint features to develop micro-integrations. Furthermore, micro-
workflows can be developed using features such as recoverability, compensating
transactions and ability receive multiple inputs. All these solutions result in exe-
cutable Ballerina programs which can be executed in stand-alone mode without
any middleware support.

For many years we observed repeatedly that, when faced with a complex inte-
gration problem, various stakeholders often draw a sequence diagram to develop
a solution to their problem. Hence, a sequence diagram is a suitable visual repre-
sentation that has a shared meaning among integration programmers and archi-
tects.

Ballerina uses UML sequence diagrams (SDs) to build integration solutions.
The Ballerina editor includes a visual and a textual view side by side. Program-
mers can switch between either view in the middle, apply changes in any of the
views, and lossless conversion happens immediately. This enables the user to
build the integration logic either using a visual syntax or using textual syntax.

Another key aspect is to use automatic analysis and intelligent predictions to
reduce the burden on the developer. Unlike middleware implemented separately



Bringing Middleware to Everyday Programmers with Ballerina 17

from general purpose languages, Ballerina has access to the whole program and
can fully control its execution. Therefore, it can perform automatic analysis
effectively and optimize the execution of a program. Among examples are locks
that will be automatically acquired and released allowing maximal concurrency,
auto tuning thread pools, and taint checking built into the language.

3 Language Elements

A detailed description of Ballerina can be found in the language specification
[14]. In this section, we will explore some of its key features.

A typical program includes a service or a main program. Both main pro-
gram and resource is built with many statements. Each statement may define
data types, call functions, define and create workers, and run control statements
such as loops and conditions. Furthermore, Ballerina supports annotations to
associate configurations or additional behaviors with language constructs.

3.1 Type System

Ballerina type system includes three types of values: (i) simple values such as
booleans and integers, (ii) structured values such as maps and arrays and (iii)
behavioral values like functions and streams. Ballerina considers JSON and XML
as native structured types simplifying the handling of message payloads used in
most integration scenarios.

In addition to the above, union, optional and any types are supported. Union
type allows a variable to contain values of more than one type. This is useful for
example for a function to return a string or an error depending on the processing
outcomes. Optional indicates that a variable can be null. Variables of any type
can be assigned with values of any type defined in Ballerina type system, making
it useful for scenarios where the type of the variable is not known at development
type.

3.2 Connectors and Endpoints

Interactions with external APIs and services is a fundamental requirement of
integration. Ballerina uses connectors to program interactions with external enti-
ties. Such entities can be generic HTTP endpoints, databases or specific services
such as Twitter, GMail, etc. A connector can be initialized by providing a con-
figuration required for the corresponding external service. For example, a simple
HTTP connector initialization would look like:

endpoint http:Client taxiEP {

url: "http://www.qtaxies.com"

};

Once initialized, any action supported by the connector can be invoked by
providing appropriate parameters as below:
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taxiEP -> get("/bookings");

The connector concept was introduced in order to differentiate network calls
from other function invocations, so that Ballerina developer is aware of associ-
ated concerns such as latency, probability of failures and security implications.
In fact, Ballerina addresses some of these concerns using resiliency features dis-
cussed in Sect. 4.5. In addition to the connectors shipped with Ballerina, it is
possible to develop custom connectors for any programmable endpoint and use
them in the same way as any other existing connector.

3.3 Error Handling

Programming languages handle errors in two ways. The code can either stop
the execution of the normal flow or return the details back into upper levels to
handle or recover from the error. Languages like Java can support both the above
methods by throwing exceptions. However, if it is recoverable, it is expensive to
unwind and do exception processing, and it is considered an anti-pattern to
throw exceptions in the normal execution flow.

In such cases, languages like Java can return error details (without throwing
exceptions), which must be checked at upper level. However, if upper levels forget
to check it, it will lead to errors.

Ballerina handles both above cases by introducing a first-class error concept
which can both be returned and thrown. Thrown errors behave just like excep-
tions and cause the call stack to be unwound until a matching catcher is found.
However, the language forces the upper levels to check the return value for errors.
It is done by returning a union type of type T|error. The error part has to be
handled using a match expression or explicitly declaring that the error is not
important at assignment via T| . Unless this is done, the compiler will complain
when the program tries to access the value of an union type.

3.4 Ability to Inject Values into a Running Executions

Once a program instance is started, it may be necessary to get additional inputs
after completing certain steps. Such inputs can come from other parallel flows
of the same program instance or from external systems. The former case can
be implemented by most programming languages using shared variables with
appropriate synchronization mechanisms. For example, in Java a thread can wait
on an object to be notified by another thread once required data is available.
Ballerina facilitates parallel executions based on a construct named worker as
explained in Sect. 5.1. Accordingly, it provides an inter worker communication
method to pass variables among workers as below:

function f1() {

worker w1 {

string city = "NY";

city -> w2;
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}

worker w2 {

string location;

location <- w1;

}

}

In the above example, worker w2 waits for an input from worker w1 and
once the input is available, assigns it to a variable named location.

The more complex scenario is receiving intermediate inputs from external
systems. In this scenario, a process instance is already started and it expects an
external input in order to continue. Furthermore, there can be many instances
of the same program running at the same time. Therefore, the main challenge
here is to identify the correct process instance to deliver the message. A pro-
gram instance can be identified either using a unique instance identifier or using
a combination of variables whose values will be unique to an instance. Such
combinations of variables are called correlation variables. The latter approach
is more flexible as it does not force external systems to be aware of program
instance identifiers. Instead, such systems can just send messages including val-
ues for correlation variables, which are, in most cases, business variables such as
customer identifiers, order numbers, etc. Many workflow systems use this cor-
relation variable based approach for receiving intermediate inputs [19]. Inspired
by this, Ballerina brings a similar concept to programming language level by
allowing programs to receive intermediate inputs, where the Ballerina runtime
environment correlates incoming messages with relevant program instances based
on variables defined in the program flow. The below code fragment shows how
a Ballerina program can receive the location of a customer:

string customer = "smith";

json correlationVars = {"custId": customer};

queue:Message result = custEP -> receive(correlationVars);

string location = result.getTextMessageContent();

Any Ballerina program can send messages to such intermediate reception
points by providing values for correlation variables as below:

string city = "NY";

queue:Message loc = custEP.createTextMessage(city);

json correlationVars = {"custId": "smith" };

loc.setCorrelationID(correlationVars.toString());

custEP -> send(loc);

Thus, it is possible to write Ballerina programs that get messages from any
source such as HTTP services, JMS or file systems and trigger other Ballerina
programs waiting on intermediate inputs. An advantage of this approach is the
flexibility on how external systems can send correlated messages. For example, if
an external system can only send JMS messages, it is possible to write a Ballerina
program to receive JMS messages and trigger a waiting Ballerina program.
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4 Non-functional Properties

4.1 Security

Ballerina guarantees security for sensitive parameters using a compiler level taint
checking mechanism. There can be functions and connector actions that take sen-
sitive parameters such as SQL queries or file paths. Assigning untrusted values
into those parameters can cause major security vulnerabilities such as SQL injec-
tion attacks. In order to prevent such vulnerabilities, Ballerina programmers can
mark relevant parameters with the @sensitive annotation as below:

function selectData(@sensitive string query, string params)

returns string { .. }

If a tainted variable (i.e. a variable that may contain an untrusted value) is
assigned to a parameter marked with @sensitive annotation, Ballerina compiler
will produce an error. Furthermore, sensitivity of parameters is automatically
inferred when calling functions. This can be illustrated using the below sample
code:

function getAddress(string username) {

string query = "select address from user" +

"where uid = ’" + username + "’";

string address = selectData(query, null);

}

In this case, username parameter of the getAddress function is also con-
sidered sensitive by the compiler as its value is used to derive the sensitive
query parameter of the invoked selectData function. Similarly, functions can
mark return values as tainted to indicate that they are not safe to be used as
sensitive parameters. This is done using the @tainted annotation as below:

function readUsername() returns @tainted string { ... }

4.2 Distributed ACID Transactions

Being an integration language, Ballerina programs have to interact with many
external systems including databases, message brokers and other services, which
are often required to be grouped into a single unit of work. Therefore, Ballerina
programs have to support distributed transactions involving all participating
entities to ensure integrity of the corresponding integration scenarios. Ballerina
language provides constructs to mark transaction boundaries to coordinate the
joint outcome of invoked endpoints based on a 2PC protocol. Below is an example
of a transaction within a Ballerina program:

transaction with retries = 0, oncommit = commitFunc, onabort = abortFunc

{

_ = bankDB -> update("UPDATE ACCOUNT SET BALANCE = (BALANCE - ?)" +
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"WHERE ID = ?", 1000, ‘user1’);

match depositMoney("acc1", 1000) {

error depositError => {

abort;

}

() => isSuccessful = true;

}

}

In this example, the update action of a database connector (i.e. bankDB) is
invoked to decrease the amount to be transferred. However, if the depositMoney
function fails, the transaction is aborted so that Ballerina runtime will rollback
the database transaction as well. In addition to coordinating transactions of
invoked endpoints, Ballerina programs can participate in distributed transac-
tions as well. If a Ballerina program B1 invokes another Ballerina program B2
within a transaction, B2 automatically participates in the transaction initiated
by B1. If B2 also defines a transaction, B2 ’s transaction will not be commited
until B1 is ready to commit. Similarly, if B2 invokes another Ballerina program
B3, B1 ’s transaction is propagated to B3 as well (transaction infection).

4.3 Compensation-Based Transactions

Compensation is another technique of maintaining integrity [20], especially for
long running interactions or interactions that do not support ACID semantics.
Distributed ACID transactions mentioned above are inherently subject to block-
ing. This is not be suitable for tasks that span longer time periods (more than
several seconds). Instead, compensation-based mechanisms allow each partici-
pating entity to commit work immediately. In addition, each such entity has to
provide a corresponding compensation action, which will be triggered if the over-
all task fails. Such compensation mechanisms are implemented in many work-
flow systems and Ballerina language introduces this concept at programming
language level. In workflow languages such as BPMN, compensation actions
can be associated with BPMN activities using compensation boundary events.
However, programming language statements are too fine grained as compens-
able units. Therefore, a grouping construct named scope is introduced (like in
BPEL), so that compensation actions can be associated with a scope containing
multiple statements. Scopes can be nested. A construct named compensate is
introduced to trigger compensations of completed scopes. It can be invoked with
or without a scope name. If a scope name is given, only the named scope and its
child scopes are compensated. If a scope name is not given, all completed scopes
within the current scope are compensated. Compensation actions are triggered
in the reverse of the completion order. Following is a Ballerina code snippet with
compensations:

scope s1 {

scope s2 {

...
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} compensation(var2, var3) { ... }

scope s3 {

result = ...

} compensation(var4) { ... }

if (result == -1) {

compensate();

}

} compensation (var1) { ... }

In the above example, if the compensation is triggered, compensation actions
of scopes s3 and s2 are invoked in that order. However, the compensation actions
of scope s1 will not be invoked as s1 is not completed at the time of compensa-
tion.

4.4 Interruptibility

Compiled Ballerina programs run on Ballerina Virtual Machine (BVM) as dis-
cussed in Sect. 5. BVM supports interruptibility by persisting the state of running
programs. A persisted state is a special kind of checkpoint. If a connector devel-
oper (not Ballerina programmer) has indicated that a certain connector action
should not be repeated after a recovery, BVM makes a checkpoint whenever a
program completes that action. Such actions can include invocations of external
services or database operations. For example, if a service is invoked to reserve a
ticket, it should not be re-invoked when the invoking program is resumed after
a failure. Similarly, if a connector developer has indicated that an action can
take long time to complete, BVM makes a checkpoint before a program invokes
that action. An example of such action is the waiting for a reception of an inter-
mediate input as mentioned in Sect. 3.4. As such operations can take long time
periods, there is more probability of failure at those points. Therefore, check-
pointing before starting such operations allows BVM to resume programs from
those points in case of a failure. Furthermore, Ballerina has a language element
named checkpoint in order to allow programmers to define checkpoints anywhere
within a program. If the BVM stops due to any reason (e.g. server crash) and
is subsequently restarted, it will resume all program executions from the last
available checkpoint.

When a Ballerina program is invoked as an HTTP resource, the program can
send a reply back to the client using an HTTP response message. However, if the
BVM is restarted, the underlying TCP connection with the client will have been
terminated and BVM will not get a connection to send the HTTP response. In
this scenario, a client can resend the original request, which will be correlated
by the BVM with the corresponding program instance. Then once the program
reaches the replying point, it will reply using the new correlated connection.
If the program has reached the replying point before receiving the correlating
request, the program state will be saved until such request is received. Thus,
Ballerina supports request-response behavior for long running flows even after
system failures.
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4.5 Resiliency

Distributed environments that Ballerina programs are expected run may con-
tain unreliable networks, failure prone servers, overloaded systems, etc. In order
to facilitate development of robust programs for such environments, Ballerina
provides a set of resiliency features, namely circuit breaking, failing over, load
balancing and retrying with timeouts. Circuit breaking allows programmers to
associate suspension policies with connectors so that connectors stop sending
messages to unresponsive endpoints if suspension criteria is met. For example,
an HTTP connector can be configured to suspend further requests for 5 min if
more than 5% of requests fail within 30 s.

Similarly, failover configurations can be associated with connectors to select
alternative endpoints if one endpoint fails. Load balancing configuration specifies
a set of endpoints and a load balancing algorithm, so that requests are distributed
among specified endpoints according to the given algorithm. This is useful to
avoid overloading backend systems, especially where a dedicated load balancer
is not available. Finally, a retry configurations can be defined for connectors to
force the connector to retry sending the request in case of a failure.

5 Architectural Aspects

Ballerina is a compiled language. Ballerina compiler takes Ballerina programs
as input and generates intermediate code. This intermediate code can be exe-
cuted in Ballerina Virtual Machine (BVM). The Ballerina compiler performs
syntax checks and transforms programs into an intermediate format containing
instructions understood by the BVM. The BVM performs the fetch-, decode-,
execute-cycle acting as a CPU for Ballerina intermediate code. In addition to
executing instructions, the BVM performs tasks such as listening for incoming
messages, concurrency control, exception handling and transaction management.

5.1 Thread Model

Ballerina is a parallel language and natively support parallel executions. Each
execution of a resource or a main program has implicit workers. However, workers
may be created explicitly, they can safely talk to each other, synchronize data,
and support complex scenarios such as fork and join based on corresponding
language syntax.

A worker can be considered as a sequence of Ballerina instructions with a
storage to store variables, input arguments and return values used within those
instructions. BVM can execute a worker by assigning it to an OS thread. A
worker that needs to be executed synchronously is run in the same thread as
its invoker (e.g. synchronous function calls). Asynchronously executed workers
are assigned to new threads taken from a thread pool. BVM executes a worker
in its assigned OS thread until a blocking instruction is reached (e.g. sleep or
connector invocation). At this point, BVM saves the context of the worker in an
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appropriate callback function and releases the assigned OS thread. Therefore,
the OS thread previously assigned for the blocked worker will become available
to run an unblocked worker. Once the blocking action returns and its callback
is invoked, the callback function gets the saved worker context and lets BVM to
execute it by assigning an OS thread.

Each Ballerina function can have one or more workers. Ballerina programmers
can define workers explicitly within a function as below:

function f1() {

worker w1 { ... }

worker w2 { ... }

}

In this case, workers w1 and w2 will be executed in parallel. If workers are
not defined within a function, a default worker is associated with it by the BVM.
In addition to the workers associated with functions, Ballerina provides fork/join
constructs to trigger parallel flows as below:

fork {

worker w1 { ... }

worker w2 { ... }

} join (all) { ... }

Furthermore, it is also possible to start any function asynchronously by using
the start keyword as below:

future<int> result = start f2();

...

int value = await result;

In this case, the future statement immediately returns without waiting for
f2 to complete. Then the Ballerina program can call await at any point later in
the program to wait for the function to complete and get the result.

A common problem in parallel programs is to handle shared data safely.
Ballerina supports this via a lock statement. Ballerina goes beyond languages like
Java by automatically analyzing the locked data structures, figuring out minimal
shared scope, and then locking at that level to allow maximal concurrency.

5.2 Non-blocking I/O

Ballerina supports non-blocking I/O without any additional overhead for pro-
grammers. From a programmer’s perspective, I/O calls work in a blocking man-
ner, so that the statement immediately after the I/O call is executed only
after the I/O call returns with a response. An invoking program can access
the response immediately as shown below:

var result = clientEndpoint -> get("/get?test=123");

io:println(result);
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However, according to the thread model discussed in Sect. 5.1, BVM releases
the underlying OS thread whenever an I/O call is made and stores the program
state in a memory structure along with next instruction pointer. When the result
of the I/O call is available, BVM allocates a new thread from its thread pool to
continue the saved program state. Therefore, Ballerina programmer sees it as a
blocking I/O call although OS threads are not blocked.

5.3 Observability

Observability is a measure of how well internal states of a system can be inferred.
Monitoring, logging, and distributed tracing can be used to reveal the inter-
nal state of a system to provide observability. Ballerina becomes observable by
exposing itself via these three methods to various external systems allowing them
to monitor metrics such as request count and response time statistics, analyze
logs, and perform distributed tracing. It follows open standards when exposing
observability information so that any compatible third party tool can be used
to collect, analyze and visualize information.

6 Measurements

Performance is a critical factor for integration software, as a typical deployment
may have to connect with many external systems and process thousands of
requests per second. These requests may be sent by hundreds of different clients.
Two commonly used measurements for evaluating performance are latency and
throughput. Latency of a request is the round trip time between sending a request
to a system and receiving a response. Throughput is the number of requests that
can be processed by a system in a unit time.

We compared these two measurements of Ballerina with those of WSO2 ESB
for different concurrency levels. A basic integration scenario of receiving a mes-
sage from a client over HTTP, sending it to a backend system, receiving the
response from the backend and sending the response back to the client is consid-
ered for these tests. A Message of size 1kB is used and zero backend processing
time is simulated (i.e. backend responds immediately). Tests are conducted on
Intel Core i7-3520M 2.90GHz 4 machines with 8 GB RAM and JVM heap size
of 2 GB is allocated. Ballerina/WSO2 ESB, client (JMeter2) and the backend
(WSO2 MSF4J3) are run on three separate machines. Results for latency and
throughput are shown in Fig. 1(a) and (b) respectively:

According to the results, Ballerina outperforms ESB at all concurrency lev-
els. Ballerina can process a request in 5 ms for 200 concurrent clients whereas
ESB takes 10 ms for the same scenario. Performance difference is also significant
for throughput, where Ballerina shows around 24000 transactions per second
(TPS) for 200 concurrent clients while ESB shows only around 14000 TPS.

2 https://jmeter.apache.org.
3 https://wso2.com/products/microservices-framework-for-java.

https://jmeter.apache.org
https://wso2.com/products/microservices-framework-for-java
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(a) Variation of latency with num-
ber of concurrent clients

(b) Variation of throughput with
number of concurrent clients

Fig. 1. Comparison of Ballerina with ESB

These results indicate that Ballerina can process requests faster and serve more
requests concurrently without considerably degrading performance, which is a
desirable property for integration systems.

7 Conclusion and Outlook

The main objective of the Ballerina project is to create a programming language
for integration. Therefore, in addition to providing general purpose programming
constructs, Ballerina has built-in support for a broad set of integration features.
Such features include efficient service invocations, listening for incoming connec-
tions, transactions, support for multiple protocols and simplified database access.
By recognizing the possible long running nature of certain integrations, some fea-
tures of workflow systems were absorbed into Ballerina. As a result, persistence
based interruptibility is introduced to support recovery from unexpected fail-
ures during long-running workflows. Furthermore, compensation is introduced
to support long-running transactions. Then, the ability to receive intermediate
inputs with correlations were implemented, so that a single Ballerina program
can receive messages from any number of channels. Combining all these fea-
tures, Ballerina can be used as a programming language for programming short
running integrations as well as long-running workflows.

As future work, we are planning to improve the current Ballerina workflow
implementation to production ready state. In addition, once Ballerina constructs
equivalent to other critical BPMN constructs are introduced, a (partial) mapping
from BPMN to Ballerina can be performed. By extending this idea, it is possible
to develop a BPMN editor, which generates Ballerina code that can run in the
BVM.

From the runtime perspective, we are planning to implement the BVM using
the LLVM infrastructure in order to increase performance.
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Abstract. We introduce open tests to support iterative test-driven pro-
cess modelling. Open tests generalise the trace-based tests of Zugal et
al. to achieve modularity : whereas a trace-based test passes if a model
exhibits a particular trace, an open test passes if a model exhibits a
particular trace up to abstraction from additional activities not relevant
for the test. This generalisation aligns open tests better with iterative
test-driven development: open tests may survive the addition of activi-
ties and rules to the model in cases where trace-based tests do not. To
reduce overhead in re-running tests, we establishing sufficient conditions
for a model update to preserve test outcomes. We introduce open tests
in an abstract setting that applies to any process notation with trace
semantics, and give our main preservation result in this setting. Finally,
we instantiate the general theory for the DCR Graph process notation,
obtaining a method for iterative test-driven DCR process modelling.

Keywords: Test-driven modelling · Abstraction · Declarative
DCR graphs

1 Introduction

Test-driven development (TDD) [4,17] is a cornerstone of agile software develop-
ment [8] approaches such as Extreme programming [3] and Scrum [25]. In TDD,
tests drive the software development process. Before writing any code, developers
gather and translate requirements to a set of representative tests. The software
product is considered complete when it passes all tests.

In [28,29] Zugal et al. proposed applying the TDD approach to process mod-
elling, introducing the concept of test-driven modelling (TDM). Like in TDD,
the modeller in TDM first defines a set of test cases then uses these test cases
to guide the construction of the model. A test case in this setting consists of a
trace of activities expected to be accepted by the model.
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Specifically, Zugal et al. proposed a test-driven modelling methodology where
the model designer first constructs a set of process executions (traces) that will
be used as test cases. The model designer then constructs the process model by
repeatedly updating the model to make it satisfy more tests. Once all tests pass,
the model is complete.

This methodology benefits the end-user by allowing him to focus on specific
behaviours of the model that should be allowed in isolation, without having to
immediately reason about all possible behaviours. By eventually arriving at a
model where all tests pass, he is ensured that all desired behaviour is supported;
and should a previously passing test fail after a model update, he knows that
this update is wrong.

Process modelling notations can be roughly divided into two classes: declar-
ative notations [10,14,16,20,22,23], which model what a process should do, e.g.
as a formal description the rules governing the process; as opposed to impera-
tive process models, which model how a process should proceed, e.g. as a flow
between activities. Zugal et al. argued [28,29] that TDM is particularly useful for
the declarative paradigm, where understanding exactly which process executions
the model allows and which it does not requires understanding potential non-
trivial interplay of rules. In this setting, TDM is helpful to both constructing the
model in a principled way (incrementally add declarative rules to satisfy more
tests), as well as to recognize when the model is becoming over-constrained (when
previously passing tests fail after a model extension). The commercial vendor
DCR Solutions has implemented TDM in this sense in their commercial DCR
process portal, dcrgraphs.net [18].

Unfortunately, TDM falls short of TDD in one crucial respect: its test cases
are insufficiently modular and may cease to adequately model requirements as
the model evolves. Consider a requirement “payout can only happen after man-
ager approval”, and suppose we have a model passing the test case:

〈Approval,Payout〉 (1)

Now suppose that, following the iterative modelling approach, we refine the
model to satisfy also the only tangentially related requirements that “approval
requires a subsequent audit” and “payout cannot happen before an audit”. That
is, the model would have a trace:

〈Approval,Audit,Payout〉 (2)

Crucially, while the requirement “payout can only happen after manager
approval” is still supported by the refined model, the test case (1) intended
to express that requirement no longer passes.

In the present paper we propose open tests: A generalisation of the “test
cases” of [28,29] that is more robust under evolution of the model. Open tests
formally generalise [28,29]: An open test comprises a trace as well as a context,
a set of activities relevant to that test. This context will always contain the
activities of the trace, and will often (but not always) be the set of activities
known when the test was defined. For example, if we generalise the test (1) to an

http://dcrgraphs.net
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open test with the same trace and context {Approval,Payout}, then the extended
model which has the trace (2) passes this open test, because, when we ignore
the irrelevant activity Audit, the traces (1) and (2) are identical.

In practice, one will use open tests in a similar way as regular trace-based
tests; the core TDM methodology does not change. The difference comes when
the specification of a model changes, for example because of changes in real-world
circumstances such as laws or business practices, or because one wants to add
additional detail to the model. Using simple trace-based tests, one would need to
update each individual test to make sure that they still accurately represent the
desired behaviour of the system. With open tests one only needs to change those
tests whose context contains activities that are directly affected by the changes.
Because of the modularity introduced by open tests, any test not directly affected
by the changes will continue to work as expected. This also means that open
tests are much better suited for regression testing : it is possible to make small
changes to a model and continue to rely on previously defined tests to ensure
that unrelated parts continue to work as intended.

We define both positive and negative open tests. A positive open test passes
iff there exists a model trace whose projection to the context is identical to the test
case. A negative test passes iff for all model traces, the projection to the context
is different from the test case. Note that positive open tests embody existential
properties, and negative open tests universal ones.

We instantiate the approach of open tests for the Dynamic Condition
Response (DCR) Graph process notation [10,14] and provide polynomial time
methods for approximating which open tests will remain passing after a given
model update. This theoretical result makes the approach practical: When the
relevant activities are exactly those of the model, an open test is the same as
a test of [28,29]. From there, we iteratively update the model verifying at each
step in low-order polynomial time that the open tests remain passing.

Altogether, we provide the following contributions:

1. We give a theory of process model testing using open tests (Sect. 2). This the-
ory is general enough that it is applicable to all process notations with trace
semantics: it encompasses both declarative approaches such as DECLARE or
DCR, and imperative approaches such as BPMN.

2. We give in this general theory sufficient conditions for ensuring preservation
of tests (Proposition 16). This proposition is key to supporting iterative test-
driven modelling: it explains how a test case can withstand model updates.

3. We apply the theory to DCR graphs, giving a sufficient condition ensuring
preservation of tests across model updates (Theorems 30 respectively 33).

Related Work. Test-driven modelling (TDM) was introduced by Zugal et al.
in [28,29] as an application of test-driven development to declarative business
processes. Their studies [28] indicate in particular the that simple sequential
traces are helpful to domain experts in understanding the underlying declarative
models. The present approach generalises that of [28,29]: We define and study
preservation of tests across model updates, alleviating modularity concerns while
preserving the core usability benefit of defining tests via traces.
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Connections between refinement, testing-equivalence and model-checking was
observed in [6]. But where we consider refinements guaranteeing preservation of
the projected language, the connection in [6] uses that a refinement of a state
based model (Büchi-automaton) satisfies the formula the state based model was
derived from. Our approach (and that of [12]) has strong flavours of refinement.
Indeed, the iterative development and abstract testing of system models in the
present paper is related to the substantial body of work on abstraction and
abstract interpretation, e.g., [1,7,9]. In particular, an open test can be seen as
a test on an abstraction of the system under test, where only actions in the
context of the test are visible. In this respect, the abstraction is given by string
projection on free monoids. We leave for future work to study the ramifications of
this relationship and the possibilities of exploiting it in employing more involved
manipulations than basic extensions of the alphabet in the process of iterative
development, such as, e.g., allowing splitting of actions.

The synergy between static analysis and model checking is also being inves-
tigated in the context of programming languages and software engineering [13].
In particular there have been proposals for using static analysis to determine
test prioritisation [19,27] when the tests themselves are expensive to run. Our
approach takes the novel perspective of analysing the adaptations to a model
(or code), instead of analysing the current instance of the model.

2 Open Tests

In this section, we introduce open tests in the abstract setting of trace languages.
The definitions and results of this section apply to any process notation that has a
trace semantics, e.g., DECLARE [23], DCR graphs [10,12,14], or BPMN [21]. In
the following sections, we instantiate the general results of this section specifically
for DCR graphs.

Definition 1 (Test case). A test case (c,Σ) is a finite sequence c over a set
of activities Σ. We write dom(c) ⊆ Σ for the set of activities in c, i.e., when
c = 〈e1. . . . .en〉 we have dom(c) = {e1, . . . , en}.
As a running example, we iteratively develop a process for handling reimburse-
ment claims. The process we eventually develop conforms to Sect. 42 of the Dan-
ish Consolidation Act on Social Services (Serviceloven) [5]. The process exists to
provide a citizen compensation for lost wages in the unfortunate circumstances
that he must reduce his working hours to care for a permanently disabled child.

Example 2. Consider the set of activities Σ = {Apply,Document,Receive},
abbreviating respectively “Apply for compensation”, “Document need for com-
pensation”, and “Receive compensation”. We define a test case t0:

t0 = (〈Apply,Document,Receive〉, Σ) (3)

Intuitively, this test case identifies all traces, over any alphabet, whose projection
to Σ is exactly 〈Apply,Document,Receive〉.
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Open test cases come in one of two flavours: a positive test requires the
presence of (a representation of) a trace, whereas a negative test requires the
absence of (any representation of) a trace.

Definition 3 (Positive and negative open tests). An open test comprises
a test case t = (c,Σ) and a polarity ρ in {+,−}, altogether written t+ respec-
tively t−.

Example 4. Extending our previous example, define a positive and negative open
test as follows:

t+0 = (〈Apply,Document,Receive〉, {Apply,Document,Receive}+ (4)

t−1 = (〈Receive〉, {Document,Receive})− (5)

Intuitively, the positive test t+0 requires the presence of some trace that projects
to exactly 〈Apply,Document,Receive〉. The negative requires that no trace, when
projected to {Document,Receive}, is exactly Receive, that is, this test models
the requirement that one may not Receive compensation without first providing
Documentation.

To formalise the semantics of open tests we need a system model representing
the possible behaviours of the system under test. In general, we define a system
as a set of sequences of activities, that is, a language.

Definition 5. A system S = (L,Σ) is a language L of finite sequences over a
set of activities Σ.

We can now define under what circumstances positive and negative open
tests pass. First we introduce notation.

Notation. Let ε denote the empty sequence of activities. Given a sequence
s, write si for the ith element of s, and s|Σ defined inductively by ε|Σ =
ε, (a.s)|Σ = a.(s|Σ) if a ∈ Σ and (a.s)|Σ = s|Σ if a �∈ Σ. E.g,
if s = 〈Apply,Document,Receive〉 is the sequence of test t0 above, then
s|{Document,Receive} = 〈Document,Receive〉 is the projection of that sequence. We
lift projection to sets of sequences point-wise.

Definition 6 (Passing open tests). Let S = (L,Σ′) be a system and t =
(c,Σ) a test case. We say that:

1. S passes the open test t+ iff there exists c′ ∈ L such that c′|Σ = c.
2. S passes the open test t− iff for all c′ ∈ L we have c′|Σ �= c.

S fails an open test tρ iff it does not pass it.

Notice how activities that are not in the context of the open test are ignored
when determining if the system passes.
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Example 7 (System S, Iteration 1). Consider a system S = (L,Σ) with activities
Σ = {Apply,Document,Receive} and as language L the subset of sequences of
Σ∗ such that the Receive is always preceded (not necessarily immediately) by
Document, and Apply is always succeeded (again not necessarily immediately)
by Receive.

Positive tests require existence of a trace that projects to the test case.
This system S passes the test t+0 for t0 = (〈Apply,Document,Receive〉, Σ) as
defined above, since the sequence c′ = 〈Apply,Document,Receive〉 in L has
c′|Σ = 〈Apply,Document,Receive〉.

Negative tests require the absence of any trace that projects to the test
case. S also passes the test t−1 for t1 = (Receive, {Document,Receive}) since if
there were a c′ ∈ L s.t. c′|{Document,Receive} = Receive that would contradict that
Document should always appear before any occurrence of Receive.

Finally, consider the following positive test.

t+2 = (Apply, {Apply,Receive})+

The System S fails this test t+2 , because every sequence in L that contains Apply
will by definition also have a subsequent Receive, which would then appear in
the projection.

We note that a test either passes or fails for a particular system, never both; and
that positive and negative tests are dual: t+ passes iff t− fails and vice versa.

Lemma 8. Let S = (L,Σ) be a system and t a test case. Then either (a) S
passes t+ and fails t−; or (b) S fails t+ and S passes t−.

Example 9 (Iteration 2, Test preservation). We extend our model of Example 7
with the additional requirement that some documentation of the salary reduction
is required before compensation may be received. To this end, we refine our
system (L,Σ) to a system S′ = (L′, Σ′ = Σ ∪ {Reduction}) where Reduction
abbreviates “Provide documentation of salary reduction”, and L′ is the language
over Σ′∗ that satisfies the original rules of Example 7 and in addition that Receive
is always preceded by Reduction.

The explicit context ensures that the tests t+0 , t−1 , t+2 defined in the previous
iteration remain meaningful. The system S′ no longer has a trace

〈Apply,Document,Receive〉
because Reduction is missing. Nonetheless, S′ still passes the test t+0 , because S′

does have the trace:

c′ = 〈Apply,Document,Reduction,Receive〉 ∈ L′

The projection c′|Σ = 〈Apply,Document,Receive〉 then shows that t+0 passes S′.
Similarly, S′ still passes the test t−1 since for any c′ ∈ L′, if c′|Σ = 〈Receive〉

then c′ = 〈c0,Receive, c1〉 for some c0, c1 ∈ Σ′\Σ, but that contradicts the
requirement that Document must appear before any occurrence of Receive.
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We now demonstrate how open tests may be preserved by model extensions
where the trace-based tests of Zugal et al. [28,29] would not be.

Example 10 (Non-preservation of non-open tests). We emphasize that if we
interpret the trace s = 〈Apply,Document,Receive〉 underlying the test t+0 as
a test in the sense of [28,29], that test is not preserved when we extend the
system from (L,Σ) to (L′, Σ′): The original system L has the behaviour s, but
the extension L′ does not.

Example 11 (Iteration 2, Additional tests). We add the following additional tests
for the new requirements of Iteration 2.

t−3 = (〈Apply,Document,Receive〉, Σ′)−

Note that the trace of t3 is the same as the original test t0; the two tests differ
only in their context. This new test says that in a context where we know about
the Reduction activity, omitting it is not allowed.

In these particular examples, the tests that passed/failed in the first itera-
tion also passed/failed in the second. This is not generally the case; we give an
example.

Example 12 (Iteration 3). The reduction in salary may be rejected, e.g. if the
submitted documentation is somehow unsatisfactory. In this case, compensation
must be withheld until new documentation is provided. We model this by adding
an activity Rejection to the set of activities Σ′ and constrain the language L′

accordingly. Now the system will pass the test t+2 = (Apply, {Apply,Receive})+

defined above, because it has a trace that contains Apply but no Receive: the
sequence in which the documentation of reduced salary is rejected.

We now turn to the question how to “run” an open test. Unlike the tests of
Zugal et al., running an open test entails more than simply checking language
membership. For positive tests we must find a trace of the system with a suitable
projection, and for negative tests we must check that no trace has the test trace
as projection.

First, we note that if the context of the open test contains all the activities of
the model under test, it is in fact enough to simply check language membership.

Lemma 13. Let S = (L,Σ) be a system, let t = (c,Σ′) be a test case, and
suppose Σ ⊆ Σ′. Then: 1. t+ passes iff c ∈ L. 2. t− passes iff c /∈ L.

Second, we show how checking whether an open test passes or fails in the
general case reduces to the language inclusion problem for regular languages.

Proposition 14. Let S = (L,Σ) be a system, let t = (〈c1, . . . , cn〉, Σ′) be a
test case. Define the set of irrelevant activities I = Σ \ Σ′ as those activities
in the system but not in the test case. Assume wlog I = {i1, . . . , im}, and let
ri = (i1| · · · |im)∗ be the regular expression that matches zero or more irrelevant
activities. Finally, define the regular expression rc = ri c1 ri · · · ri cn ri. Then:
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1. S passes the positive test t+ iff lang(rc) ∩ L �= ∅, and
2. S passes the negative test t− iff lang(rc) ∩ L = ∅.
Example 15. Consider again S′ of Example 9, and the test case t+0 of Example 2:

S′ = (L′, Σ′ = {Apply,Document,Receive,Reduction})

t+0 = (〈Apply,Document,Receive〉, {Apply,Document,Receive}+

In the notation of Proposition 14, we have I = {Reduction}, ri = Reduction∗ and
by that Theorem, t+0 passes the system S′ because S′ has non-empty intersection
with the language defined by the regular expression:

Reduction∗ Apply Reduction∗ Document Reduction∗ Receive Reduction∗

Lemma 13 and Proposition 14 explain how to “run” open tests, they apply
directly for any process notation with trace semantics. Language inclusion for
regular languages is extremely well-studied: practical methods exist for comput-
ing such intersections from both the model-checking and automata-theory com-
munities. For certain models these methods may be sufficient; for example in the
case of BPMN where models tend to be fairly strict and allow little behaviour, it
could be feasible to always rely on model checking. However, for models that rep-
resent large state spaces, which is particularly common for declarative notations,
this will not suffice and we will need to reduce the amount of model checking
required.

The key insight of open tests is that oftentimes, changes to a model will pre-
serve open test outcomes, obviating the need to re-check tests after the change.
The following Proposition gives general conditions for when outcomes of positive
(resp. negative) tests for a system S are preserved when the system is changed
to a new system S′.

Proposition 16. Let S = (L,Σ) and S′ = (L′, Σ′) be systems, and let t =
(ct, Σt) be a test case. Assume that Σ′ ∩ Σt ⊆ Σ′ ∩ Σ. Then:

1. If L′|Σ ⊇ L and S passes t+, then so does S′.
2. If L′|Σ ⊆ L and S passes t−, then so does S′.

In words, the assumption Σ′ ∩ Σt ⊆ Σ′ ∩ Σ states that the changed system
S′ does not introduce activities appearing in the context of the test that did
not already appear in the original system S. Condition 1 (resp. 2) expresses
that positive (resp. negative) tests are preserved if the language of the original
system S is included in (resp. including) the language of the changed system
S′ projected to the activities in the original system. Now, if one can find static
properties of changes to process models for a particular notation that implies
the conditions of Proposition 16 then these properties can be checked instead of
relying on model-checking to infer preservation of tests. We identify such static
properties for the Dynamic Condition Response (DCR) graphs [10,12,14] process
notation in Sect. 4. First however, we recall the syntax and semantics of DCR
graphs in the next section.
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3 Dynamic Condition Response Graphs

DCR graphs is a declarative notation for modelling processes superficially similar
to DECLARE [22,23] or temporal logics such as LTL [24] in that it allows for
the declaration of a set of temporal constraints between activities.

One notable difference is that DCR graphs model also the run-time state of
the process using a so-called marking of activities. The marking consists of three
finite sets (Ex,In,Re) recording respectively which activities have been executed
(Ex), which are currently included (In) in the graph, and which are required (Re)
to be executed again in order for the graph to be accepting, also referred to as
the pending events. The marking allows for providing semantics of DCR graphs
by defining when an activity is enabled in a marking and how the execution of
an enabled activity updates the marking. Formally, DCR graphs are defined as
follows.

Definition 17 (DCR Graph [14]1). A DCR graph is a tuple (E,R,M) where

– E is a finite set of activities, the nodes of the graph.
– R is the edges of the graph. Edges are partitioned into five kinds, named and

drawn as follows: The conditions (→•), responses (•→), inclusions (→+),
exclusions (→%) and milestones →�.

– M is the marking of the graph. This is a triple (Ex,Re, In) of sets of activities,
respectively the previously executed (Ex), the currently pending (Re), and the
currently included (In) activities.

Next we recall from [14] the definition of when an activity is enabled.

Notation. When G is a DCR graph, we write, e.g., E(G) for the set of activities
of G, Ex(G) for the executed activities in the marking of G, etc. In particular,
we write M(e) for the triple of boolean values (e ∈ Ex, e ∈ Re, e ∈ In). We write
(→•e) for the set {e′ ∈ E | e′ →• e}, write (e•→) for the set {e′ ∈ E | e •→ e′}
and similarly for (e→+), (e→%) and (→�e).

Definition 18 (Enabled activities [14]). Let G = (E,R,M) be a DCR graph,
with marking M = (Ex,Re, In). An activity e ∈ E is enabled, written e ∈
enabled(G), iff (a) e ∈ In and (b) In∩ (→•e) ⊆ Ex and (c) (Re∩ In)∩ (→�e) = ∅.
That is, enabled activities (a) are included, (b) their included conditions have
already been executed, and (c) have no pending included milestones.

Executing an enabled activity e of a DCR graph with marking (Ex,Re, In)
results in a new marking where (a) the activity e is added to the set of executed
activities, (b) e is removed from the set of pending response activities, (c) the
responses of e are added to the pending responses, (d) the activities excluded by

1 In [14] DCR graphs model constraints between so-called events labelled by activities.
To simplify the presentation, we assume in the present paper that each event is
labelled by a unique activity and therefore speak only of activities.
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e are removed from included activities, and (e) the activities included by e are
added to the included activities.

From this we can define the language of a DCR graph as all finite sequences
of activities ending in a marking with no activity both included and pending.

Definition 19 (Language of a DCR Graph [14]2). Let G0 = (E,R,M) be
a DCR graph with marking M0 = (Ex0,Re0, In0). A trace of G0 of length n is a
finite sequence of activities e0, . . . , en−1 such that for all i such that 0 ≤ i < n,
(i) ei is enabled in the marking Mi = (Exi,Rei, Ini) of Gi, and (ii) Gi+1 is
a DCR graph with the same activities and relations as Gi but with marking
(Exi+1,Rei+1, Ini+1) = (Exi ∪{ei}, (Rei\{ei})∪(ei •→), (Ini\(ei →%))∪(ei →+)).

We call a trace of length n accepting if Ren ∩ Inn = ∅. The language lang(G0)
of G0 is then the set of all such accepting traces. Write Ĝ for the corresponding
system Ĝ = (lang(G),E) (viz. Definition 5). When no confusion is possible, we
denote by simply G both a DCR graph and its corresponding system Ĝ.

Example 20 (DCR Iteration 1). We model the Sect. 42 process of Example 2 in
Fig. 1a as a DCR graph. This model is simple enough that it uses only the
response and condition relations which (in this case) behave the same as the
response and precedence constraints in DECLARE. The condition from Docu-
ment to Receive models the requirement that documentation must be provided
before compensation may be received. The response from Apply to Receive models
that compensation must eventually be received after it has been applied for. The
marking of the graph is (∅, ∅, {Document,Receive}), i.e. no activities have been
executed, no activities are yet pending responses and all activities are included.
(The activity Receive is grey to indicate that it is not enabled).

Example 21 (DCR Iteration 2). Following Example 9, we extend the iteration
1 model of Fig. 1a to the iteration 2 model in Fig. 1b. We model the new
requirement that documentation must be provided before compensation may
be received by adding a new activity Reduction and a condition relation from
Reduction to Receive.

Example 22 (DCR Iteration 3). Following Example 12, we extend the iteration
2 model of Fig. 1b to the iteration 3 model in Fig. 1c. To model the rejection
of documentation, we add the activity Rejection and exclude-relations between
Rejection and Receive. This models the choice between those two activities: Once
one is executed, the other is excluded and no longer present in the model. To
model subsequent re-submission, we add an include relation from Reduction to
Rejection and Receive: if new documentation of salary is received, the activi-
ties Rejection and Receive become included once again, re-enabling the decision
whether to reject or pay.

Example 23 (DCR Iteration 3, variant). To illustrate the milestone relation, we
show an alternative to the model of Fig. 1c in Fig. 1d. Using a response relation
2 In [14] the language of a DCR graph consists of both finite and infinite sequences.

To simplify the presentation, we consider only finite sequences in the present paper.
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from Receive to Reduction we model that after rejection, documentation must
be resubmitted; and by adding a milestone from Reduction to Receive we model
that compensation may not received again while we are waiting for this new
documentation.

Fig. 1. DCR Graph models of the Sect. 42 of Examples 2–12.

4 Iterative Test-Driven Modelling for DCR Graphs

In this Section, we show how Proposition 16 applies to DCR graphs, and exem-
plify how the resulting theory supports iterative test-driven DCR model develop-
ment by telling us which tests are preserved by model updates. We consider the
situation that a graph G′ extends a graph G by adding activities and relations.
Recall the notation M(e) = (e ∈ Ex, e ∈ Re, e ∈ In).

Definition 24 (Extensions). Let G = (E,R,M) and G′ = (E′,R′,M′) be DCR
graphs. We say that G′ statically extends G and write G � G′ iff E ⊆ E′ and R ⊆
R′. If also e ∈ E implies M(e) = M′(e), we say that G′ dynamically extends G
and write G � G′.

Our main analysis technique will be the application of Proposition 16. To this
end, we need ways to establish the preconditions of that Theorem, that is:

lang(G′)|E ⊇ lang(G) (†)
lang(G′)|E ⊆ lang(G) (‡)
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Example 25. Consider the graphs I1 of Fig. 1a and I2 of Fig. 1b. Clearly I1 �
I2 since I2 contains all the activities and relations of I1. Moreover, since the
markings of I1 and I2 agree, also I1 � I2. Similarly, I2 � I3 and I2 � I ′

3, where
I3 and I ′

3 are the graphs of Figs. 1c and 1d. On the other hand, neither I3 � I ′
3,

since the former graph has activities not in the latter, nor I ′
3 � I3, since the

former graph has relations (e.g., the milestone) not in the latter.

We note that DCR activity execution preserves static extensions, i.e. if G � G′

and an activity e is enabled in both G and G′ then G1 � G′
1, if G1 and G′

1 are the
results of executing e in G and G′ respectively. Dynamic extension is generally
not preserved by execution, because an execution might make markings between
the original and extended graph differ on the original activities, e.g., if G′ adds
an exclusion, inclusion or response constraint between activities of E.

4.1 Positive Tests

We first establish a syntactic condition for a modification of a DCR graph to
preserve positive tests. The condition will be, roughly, that the only new relations
are either (a) between new activities, or (b) conditions or milestones from new
to old activities. For the latter, we will need to be sure we can find a way to
execute enough new activities to satisfy such conditions and milestones. To this
end, we introduce the notion of dependency graph, inspired by [2].

Definition 26 (Dependency graph). Let G = (E,R,M) be a DCR graph,
and let e, f, g ∈ E be activities of G. Write e → f whenever e →• f ∈ R or
e →� f ∈ R and →∗ for the transitive closure. The dependency graph D(G, e)
for e is the directed graph which has nodes {f | g →∗ e ∧ g •→∗ f} and an edge
from node f to node g iff f → g or f •→ g in G.

With the notion of dependency graph, we can define the notion of “safe”
activities, intuitively those that can be relied upon to be executed without having
undue side effects on a given (other) set of nodes X. The principle underlying
this definition is inspired by the notion of dependable activity from [2].

Definition 27 (Safety). Let G = (E,R,M) be a DCR graph, let e ∈ E be an
activity of G, and let X ⊆ E be a subset of the activities of G. We say that e is
safe for X iff

1. D(G, e) is acyclic,
2. no f ∈ D(G, e) has an include, exclude, or response relation to any x ∈ X.
3. for any f ∈ D(G, e), if f has a condition or milestone to some f ′ ∈ E, then

f ′ is reachable from f in D(G, e).

The notion of safe activity really captures activities that can reliably be
discharged if they are conditions or milestones for other activities. We use this
to define a notion of transparent process extensions: a process extension which
we shall see preserves positive tests.
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Definition 28 (Transparent). Let G = (E,R,M) and G′ = (E′,R′,M′) be
DCR graphs with G � G′. We say that G′ is transparent for G iff for all e, f ∈ E
and e′, f ′ ∈ E′ we have:

1. if e′Rf ′ ∈ R′ for R ∈ {→•,→�} then either e′Rf ′ ∈ R or (a) e′ �∈ E, (b) e′

is safe for E, and (c) E(D(G′, e′)) ⊆ E′ \ E,
2. for R ∈ {→+,→%, •→} we have eRf ∈ R′ iff eRf ∈ R.
3. for R ∈ {→+, •→} we have if eRe′ ∈ R′ or e′ ∈ Re(G′) then e′ ∈ E

We rephrase these conditions more intuitively. Call an activity e ∈ E an old
activity, and an activity e′ ∈ E′ \ E a new activity. The first item then says
that we can never add conditions or milestones from old activities and only
add a condition or milestone to an old activity when the new activity is safe,
that is, we can rely on being able to discharge that milestone or condition. The
second item says that we cannot add exclusions, inclusions or responses between
old activities. The third says that we also cannot add inclusions or responses
from old to new activities, or add a new activity which is initially pending in
the marking, which could cause the new graph to be less accepting than the old.
Inclusions, exclusions and responses may be added from a new to an old activity;
the interplay of condition 1 of Definition 28 and condition 2 of Definition 27 then
implies that this can only happen if the new activity is not in the dependency
graph of any old activity. The reason is, that such constraints can be vacuously
satisfied since the new activity at the source of the constraint is irrelevant with
respect to passing any of the positive tests.

Example 29. It is instructive to see how violations of transparency may lead
to non-preservation of positive tests. Consider a DCR graph with activi-
ties A,B and no relations. Note that this graph passes the open test t+ =
(〈A,B〉, {A,B})+. Consider two possible updates. (i) Adding a relation B →• A
(a condition between old activities) would stop the test from passing. So would
adding an activity C and relations B →• C →• A. (ii) Adding a relation B •→ A
causes t to end in a non-accepting state, stopping the test t from passing.

Theorem 30. Let G � G′ with G′ transparent for G, and let t+ = (ct, Σt)+ be
a positive test with Σt ⊆ E. If G passes t then so does G′.

Example 31 (Preservation). Consider the change from the graph I1 of Fig. 1a to
the graph I2 of Fig. 1b: We have added the activity Reduction and the condition
Reduction →• Receive. In this case, I2 is transparent for I1: The new activity
Reduction satisfies Definition 28 part (1c): even though a new condition depen-
dency is added for Receive, the dependency graph for the new Receive remains
acyclic. By Theorem 30, it follows that any positive test whose context is con-
tained in {Apply,Document,Receive} will pass I2 if it passes I1. In particular, we
saw in Example 7 that I1 passes the test t+0 , so necessarily also I2 passes t+0 .

4.2 Negative Tests

For negative tests we must establish the inclusion (‡) stated after Definition 24.
This inclusion was investigated previously in [11,12], with the aim of establishing
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more general refinement of DCR graphs. Definition 24 is a special case of refine-
ment by merging, investigated in the above papers. Hence, we use the sufficient
condition for such a merge to be a refinement from [12] to establish a sufficient
condition, exclusion-safety for an extension to preserves negative tests.

Definition 32 (Exclusion-safe). Suppose G = (E,R,M) and G′ = (E′,R′,M′)
are DCR graphs and that G′ dynamically extends G. We say that G′ is exclusion-
safe for G iff for all e ∈ E and e′ ∈ E′ we have that:

1. if e′ →% e ∈ R′ then e′ →% e ∈ R.
2. if e′ →+ e ∈ R′ then e′ →+ e ∈ R.

Theorem 33. Suppose G � G′ are DCR graphs with G′ exclusion-safe for G,
and suppose t− = (ct, Σt)− is a negative test with with Σt ⊆ E. If G passes t
then so does G′.

Example 34 (Application). Consider again the change from I1 to I2 in Fig. 1a
and b. Since neither contains inclusions or exclusions, clearly I2 is exclusion-safe
for I1. By Theorem 33 it follows that any negative test whose context is contained
in {Apply,Document,Receive} which passes I1 will also pass I2. In particular, the
negative test t−1 = (〈Receive〉, {Document,Receive})− of Example 7 passes I1, so
by Theorem 33 it passes also I2. Similarly but less obviously, any negative test
with context included in {Apply,Document,Reduction,Receive} which passes I2
must also pass I ′

3 (Fig. 1d).

Example 35 (Non-application). The changes two from I1 to I2 and from I2 to
I3 (Figs. 1a, 1b and 1c), where amongst other changes we have added an activity
Rejection and a relation Rejection →% Receive, both violate exclusion-safety.

In this case, we can find a negative test that passes I1 and I2 but not I3:
t−2 = 〈Apply〉, {Apply,Receive}−. It passes both I1 and I2, because in both of
these, Apply leaves Receive pending, whence one needs to execute also Receive to
get a trace of the process. But in I3, we can use Rejection to exclude the pending
Receive. So I3 has a trace 〈Apply,Rejection〉, and the projection of this trace to
the context {Apply,Receive} of our test is the string 〈Apply〉: The test fails in I3.

4.3 Practical Use

To perform iterative test-driven development for DCR graphs using open tests,
we proceed as follows. When tests are defined, we normally include all activities
of the model under test in the context, and will be able to run them as standard
tests, cf. Lemma 13. As we update the model, we verify at each step that the
update preserves existing tests using Theorem 30 or 33. Should a model update
fail to satisfy the prerequisites for the relevant Theorem, we “re-run” tests using
model-checking techniques such as Proposition 14. We refer the reader to [15,26]
for details on model-checking for DCR graphs.

The prerequisites of both Theorem 30 and 33 are effectively computable.

Theorem 36. Let G � G′ be DCR graphs. It is decidable in time polynomial in
the maximum size of G,G′ whether (1) G′ is exclusion-safe for G and (2) G′ is
transparent for G.
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5 Conclusion and Discussion

We introduced a general theory for testing abstractions of process models based
on a notion of open tests, which extend the test-driven modelling methodology
of [28,29]. In particular, we gave sufficient conditions for ensuring preservation of
open tests across model updates. We applied the theory to the concrete declar-
ative notation of DCR graphs and gave sufficient static transparency conditions
on the updates of a DCR graph, ensuring preservation of open tests.

While the general theory applies to any process notation with trace seman-
tics, the static conditions for transparency will need to be defined for the par-
ticular process notation at hand. Consider for example DECLARE [23]. The
monotonicity of the semantics implies that adding more constraints will only
remove traces from the language, and removing constraints will only add traces
to the language. It is thus straightforward to prove that, if the set of activities is
not changed, then adding respectively removing a constraint will satisfy part (1)
respectively (2) of Proposition 16 and consequently positive respectively negative
tests will not need to be re-checked. Further static conditions can be obtained
by considering the constraints individually. Here, one source of complexity is the
fact that DECLARE allows constraints that implicitly quantify over all possible
activities. For instance, if a DECLARE model has the chain succession relation
between two activities A and B, then A and B always happen together in the
exact sequence A.B with no other activities in-between. Now, if the model is
extended by adding condition constraints from A to a new activity C and from
C to B, then the test A.B will fail even when considered in the open context
{A,B}. Another source of complexity is simply that DECLARE allows many
more constraints than DCR. We leave for future work to further investigate
sufficient conditions for transparency for DECLARE.

Acknowledgements. We are grateful to the reviewers for their help not only to
improve the presentation but also to identify interesting areas of future work.
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Abstract. General purpose process modeling approaches are meant to
be applicable to a wide range of domains. To achieve this result, their
constructs need to be general, thus failing in capturing the peculiarities
of a particular application domain. One aspect usually neglected is the
representation of the items on which activities are to be executed. As a
consequence, the model is an approximation of the real process, limiting
its reliability and usefulness in particular domains.

We extend and formalize an existing declarative specification for pro-
cess modeling mainly conceived for the construction domain. In our app-
roach we model the activities and the items on which the activities are
performed, and consider both of them in the specification of the flow of
execution. We provide a formal semantics in terms of LTL over finite
traces which paves the way for the development of automatic reasoning.
In this respect, we investigate process model satisfiability and develop
an effective algorithm to check it.

Keywords: Multi-instance process modeling
Satisfiability checking of a process model · Construction processes

1 Introduction

Process modeling has been widely investigated in the literature, resulting in
approaches such as BPMN, Petri Nets, activity diagrams and data centric
approaches. Among the known shortcomings of these approaches: (i) they need
to be general in order to accommodate a variety of domains, inevitably failing in
capturing all the peculiarities of a specific application domain [3,9,12]; (ii) they
predominantly focus on one aspect between control flow and data, neglecting the
interplay between the two [5]; (iii) process instances are considered in isolation,
disregarding possible interactions among them [1,16].

As a result, a process model is just an abstraction of a real process, limiting
its applicability and usefulness in some application domains. This is particularly
the case in application domains characterized by multiple-instance and item-
dependent processes. We identify as multiple-instance those processes where sev-
eral process instances may run in parallel on different items, but their execution
c© Springer Nature Switzerland AG 2018
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cannot be considered in isolation, for instance because there are synchronization
points among the instances or because there are limited resources for the pro-
cess execution. With item-dependent we identify those processes where activities
are executed several times but on different items (that potentially differ from
activity to activity) and items are different one from the other.

The need of properly addressing multiple-instance and item-dependent pro-
cesses emerged clearly in the context of some research projects [4,6] in the con-
struction domain. In this context, a process model serves as a synchronization
mean and coordination agreement between the different companies simultane-
ously present on-site. Besides defining the activities to be executed and the
dependencies among them, aspects that can be expressed by most of the exist-
ing modeling languages, there is the need of specifying for each activity the items
on which it has to be executed, where items in the construction domain corre-
spond to locations. In this sense, processes are item-dependent. Processes are also
multi-instance since high parallelism in executing the activities is possible but
there is the need to synchronize their execution on the items (e.g, to regulate the
execution of two activities in the same location). The aim is not only to model
these aspects, but also to provide (automatic) tools to support the modeling and
the execution. This requires a model to rely on a formal semantics.

In this paper we address the problem of multi-instance and item-dependent
process modeling, specifically how to specify the items on which activities are
to be executed and how the control flow can be refined to account for them.
Rather than defining “yet another language”, we start from an existing informal
language that has been defined in collaboration with construction companies and
tested on-site [4,19] in a construction project (Fig. 1). We refined it by taking
inspiration from Declare [2], and propose a formal semantics grounded on Linear
Temporal Logic (LTL) where formulas are evaluated over finite traces [8].

Concerning the development of automatic tools, we propose an algorithm
for satisfiability checking, defined as the problem of checking whether, given
a process model, there is at least one execution satisfying it. Satisfiability is a
prerequisite for the development of further automatic reasoning, such as the gen-
eration of (optimized) executions compliant to the model. We also developed a
web-based prototype acting as a proof-of-concept for graphical process modeling
and satisfiability checking [21]. The developed language and technique can be
generalized to other application domains such as manufacturing-as-a-service [17],
infrastructure, ship building and to multi-instance domains [16] such as trans-
port/logistic, health care, security, and energy.

The paper presents the related work in Sect. 2, a formalization for process
models and for the modeling language in Sect. 3, an excerpt of a real construc-
tion process model [7] in Sect. 4, the satisfiability problem in Sect. 5, and our
algorithm and an implementation to check it in Sect. 5.2.

2 Related Work

The role of processes in construction is to coordinate the work of a number of
companies simultaneously present on-site, that have to perform different kinds
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of work (activities) in shared locations (items). Coordination should be such
that workers do not obstruct each other and such that the prerequisites for a
crew to perform its work are all satisfied when it has to start. For example,
in the construction of a hotel it should be possible to express that wooden
and aluminum windows must be installed respectively in the rooms and in the
bathrooms, and that in the rooms the floor must be installed before the windows
(not to damage them).

The adoption of IT-tools in construction is lower compared to other indus-
tries, such as manufacturing [15]. The traditional and most adopted techniques
are the Critical Path Method (CPM) and the Program Evaluation and Review
Technique (PERT). They consider the activities as work to be performed, focus-
ing on their duration and the overall duration of a schedule. However, they do not
account for the locations where to execute the activities and the location-based
relationships between them [14]. As a result, a process representation abstracts
from important details causing [22]: (i) the communication among the compa-
nies to be sloppy, possibly resulting in different interpretations of a model; (ii)
difficulties in managing the variance in the schedule and resources; (iii) imprecise
activity duration estimates (based on lags and float in CPM and on probability
in PERT); (iv) inaccurate duration estimates not depending on the quantity of
work to be performed in a location and not accounting for the expected pro-
ductivity there. As a result, project schedules are defined to satisfy customer or
contractual requirements, but are rarely used during the execution for process
control [14].

Gantt charts are a graphical tool for scheduling in project management.
Being graphical they are intuitive and naturally support the visualization of
task duration and precedences among them. However, a Gantt chart already
represents a commitment to one particular schedule, without necessarily relying
on a process model. A process model explicitly captures the requirements for
the allowed executions, thus supporting a more flexible approach: in case of
delay or unforeseen events any re-schedule which satisfies the model is a possible
one. Besides this limitation, Gantt charts are general-purpose and when applied
to construction fail in naturally representing locations (which consequently are
also not supported by IT-tools such as Microsoft Project) and have a limited
representation of the precedences (only constraining two tasks, rather than, for
instance, specifying constraints for tasks by floor or by room and so on). Flow-
line diagrams are also a visual approach for process schedules, which explicitly
represent locations and production rates. However, they also do not rely on an
explicit process model. More recently, BIM-based tools have been developed.
They are powerful but also require a big effort and dedicated resources to use
the tool and align a BIM model with the construction site [10]. These aspects
limit their use by small/medium sized companies.

From the business process literature one finds the standard BPMN. Its nota-
tion supports the representation of multi-instance activities and of data objects.
However, the connection between the control flow and the data object is under-
specified [5]: items and their role in ruling the control flow are not expressed
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Fig. 1. Process modeling workshop with construction companies and the resulting
model.

explicitly. Other approaches [1,3] consider both the flow and the data and
the process instances can synchronize via the data objects. The Instance Span-
ning Constraints [16] approach considers multiple instances and the constraints
among them. To the best of our knowledge, none of these approaches has been
applied to execution processes in construction (note that [3] has been applied
to construction but not to the execution process, which requires to account for
higher level of details). Their adoption would require adaptations and exten-
sions, such as representation of the items and considering them in the execution
flow. Similar considerations hold for Declare [2], although it supports a variety
of constraint types.

In the context of a research [4] and a construction project [19], a new approach
for a detailed modeling and management of construction processes was developed
in collaboration with a company responsible for facade construction. An ad-
hoc and informal modeling language was defined, with the aim of specifying
the synchronization of the companies on-site and used as a starting point for
the daily scheduling of the activities. To this aim, both activities and locations
had to be represented explicitly. The process model of the construction project,
depicted in Fig. 1, was defined collaboratively by the companies participating
in the project and was sketched on whiteboards. The resulting process allowed
the companies to discuss in advance potential problems and to more efficiently
schedule the work. The benefit was estimated in a 8% saving of the man hours
originally planned and some synchronization problems (e.g., in the use of the
shared crane) were discovered in advance and corresponding delays were avoided.

By applying the approach in the construction project some requirements
emerged, mainly related to the ambiguity of the language (which required addi-
tional knowledge and disambiguations provided as annotations in natural lan-
guage). The main requirements were: (i) besides the activities to be performed,
also the locations where to execute them need to be represented in a structured
and consistent way; (ii) to capture the desired synchronization, the specification
of the flow of execution must be refined, so that not only activities are consid-
ered, but also the locations. For instance, when defining a precedence constraint
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between two activities it must be clear whether it means that the first must
be finished everywhere before the second can start, or whether the precedence
applies at a particular location i.e. floor, room and so on; (iii) the representa-
tion of more details complicates the process management, which would benefit
from the development of (automatic) IT supporting tools. In the next section
we provide a formalization for process modeling in construction, paving the way
for automatic tool development.

3 Multi-instance and Item-Dependent Process Modeling

Our formalism foresees two components for a process model: a configuration
part, defining the possible activities and items, and a flow part, specifying which
activity is executed on which item, and the constraints on the execution. We
illustrate these parts for the construction domain, although the formalization is
domain-independent. As an example, we use an excerpt of a real process for a
hotel construction [7].

3.1 Process Model

In this section we describe the two components of a process model.

Configuration Part. The configuration part defines a set of activities (e.g.,
excavation, lay floor) and the items on which activities can be performed (e.g.,
locations).

For the item representation, we foresee a hierarchical structure where the
elements of the hierarchy are the attributes and for each of them we define
a range of possible values. The attributes to consider depend on the domain.
In construction a possible hierarchy to represent the locations is depicted in
Fig. 2, and the attributes are: (i) sector (sr), which represents an area of the
construction site such as a separate building (as possible values we consider B1
and B2); (ii) level (l), with values underground (u1), zero (f0) and one (f1); (iii)
section (sn), which specifies the technological content of an area (as possible
values we consider room r, bathroom b, corridor c and entrance e); and (iv)
unit (u), which enumerates locations of similar type (we use it to enumerate
the hotel rooms from one to four). Other attributes could be considered, such
as wall, with values north, south, east and west, to identify the walls within a
section (which is important when modeling activities such as cabling and piping).
The domain values of an attribute can be ordered, for instance to represent an
ascending order on the levels (u1< f0< f1). We call item structure a hierarchy
of attributes representing an item.

In process models, e.g. in manufacturing and construction, it is common to
conceptually divide a process into phases, where the activities to be performed
and the item structure may be different. Common phases in construction are
the skeleton and interior , requiring respectively a coarser representation of the
locations and a more fine-grained. Accordingly, in Fig. 2, an item for the skeleton
phase is described in terms of sector and level only, with sector B1 having three
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Fig. 2. Representation of the items in the hotel case study. (Color figure online)

levels and sector B2 only two. To express this, we define for each phase the
item structure, as a tuple of attributes, and a set of item values defining the
allowed values for the items. Accordingly, the item structure for the skeleton
phase is 〈sector, level〉 and the possible values for sector B1 are 〈B1,u1〉, 〈B1, f0〉,
〈B1, f1〉, while for B2 they are 〈B2,u1〉, 〈B2, f0〉. Thus, an item is a sequence of
values indexed by the attributes. For the interior item values see Fig. 2.

More formally, a configuration C is a tuple 〈At, P 〉, where: (i) At is the set of
attributes each of the form 〈α,Σα, α↑〉, where α is the attribute name, Σα is the
domain of possible values, and α↑ is a linear total order over Σα (for simplicity,
we assume all attributes to be ordered); (ii) P is a set of phases, each of the
form 〈Ac, Is, Iv〉, where Ac is a set of activities; Is = 〈α1, ..., αn〉 is the item
structure for the phase and Iv ⊆ Σα1 × ... × Σαn

is the set of item values.

Flow Part. Based on the activities and on the items specified in the configura-
tion part, the flow part specifies on which items the activities must be executed,
for instance to express that in all levels of each sector, ‘wooden window instal-
lation’ must be performed in all rooms, while ‘aluminum window installation’
in the bathrooms. We call task an activity a on a set of items I, represented as
〈a, I〉, where I is a subset of the possible item values for the activity’s phase. We
use 〈a, i 〉 for an activity on one item i .

Additionally, a process model must define ordering constraints on the execu-
tion of the activities. For instance, one may want to specify that the construction
of the walls proceeds from bottom to top or that the floor must be installed before
the windows. In the original language, the ordering constraints were declarative,
i.e., not expressing strict sequences but constraints to be satisfied. By represent-
ing the items on which activities are performed in a structured way, it is possible
to specify the scope at which a precedence between two tasks applies, that is to
say whether: (i) one task must be finished on all items before progressing with
the other; or (ii) once a task is finished on an item, the other can be performed
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on the same item (e.g. once the floor is installed in a room, the installation of
the windows can start in that room); or (iii) the precedence applies to groups
of items (e.g. once the floor is laid everywhere at one level, the windows can be
installed at that level). This level of detail was one of the identified requirements
(Sect. 2). In the original language from which this approach started, indeed, the
scope of precedences was provided as disambiguation notes in natural language.

In Sect. 3.2 we describe our extension of the language and provide a formal
semantics in terms of LTL over finite traces. Formally, a flow part F is a tuple
〈T,D〉, where T and D are sets of tasks and dependencies.

3.2 A Formal Language for Constraint Specification

In this section we define a language to support the definition of dependencies
on task execution, i.e. the process flow. We consider a task execution to have
a duration. So, for a task 〈a, i 〉 we represent its execution in terms of a start
(start(a, i)) and an end (end(a, i)) event. An execution is then a sequence of
states, each of which is defined as the set of start and end events for different
tasks, that occurred simultaneously.

Our language defines a number of constructs for the specification of execution
and ordering constraints on task execution. For each construct we provide an LTL
formula1 which captures the desired behavior by constraining the occurrence of
the start and end events for the activities on the items. For instance, to express
a precedence constraint between two tasks, the formula requires the end of the
first task to occur before the start of the second. For each of them we also
propose a graphical representation meant to support an overall view of the flow
part. Figure 3 shows an excerpt of the flow part for our motivating scenario.
Intuitively, each box is a task where the color represents the phase, the label
the activity and the bottom matrix the items. The columns of the matrix are
the item values and the rows are the attributes of the item structure. Arrows
between the boxes represent binary dependencies among the tasks and can be
of different kinds. The language and its graphical representation are inspired by
Declare [2].

Execute. As described previously, the flow part specifies a set of tasks which
need to be executed. This is captured by specifying an execute dependency
executes(t), for each task of the flow part. It is graphically represented by drawing
a box and formally an executes(t) constraint for t = 〈a, I〉 is defined as:

∀i ∈ I ♦ start(a, i )

Ordered Execution. In some cases it is necessary to specify an order on the
execution of an activity on a set of items, for instance, to express that the
concrete must be poured from the bottom level to the top one. To express

1 In LTL, �a, ♦a and ©a mean that condition a must be satisfied (i) always, (ii)
eventually in the future, and (iii) in the next state. Formula a U b requires condition
a to be true until b.
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Fig. 3. Excerpt of the process model for the hotel case study. (The * denotes all possible
values for the attribute). (Color figure online)

this requirement we define the ordered execution construct having the form
ordered execution(〈a, I〉,O). This constraint specifies that the activity ‘a’ must
be executed on all items in I following the order specified in O. We express O
as a tuple of the form 〈α1o1, ..., αmom〉 where αi is an attribute and oi is an
ordering operator among ↑ or ↓. The expression αi↑ refers to the linear total
order of the domain of α (defined in the configuration), while αi↓ refers to its
inverse. Given the set of items I, these are ordered according to O in the follow-
ing way. The items are partitioned so that the items with the same value for α1

are in the same partition set. The resulting partition sets are ordered according
to α1o1. Then, each partition set is further partitioned according to α2 and each
resulting partition set is ordered according to α2o2, and so on for the remaining
operators. This iterative way of partitioning and ordering defines the ordering
relation <O,I , based on which precedence constraints are defined to order the
execution of the activity a on the items.

As an example, consider the task Concrete Pouring (CP) in Fig. 3. To spec-
ify that it must be performed from bottom to top, we graphically use the label
<: l↑, which corresponds to the constraint ordered execution(〈CP, I〉, l↑), mean-
ing that the items I are partitioned according to their values for the level (regard-
less of the sector), and then ordered. As a result, the activity must be per-
formed at level u1 before progressing to f0 (and then f1). Formally, a constraint
ordered execution(〈a, I〉,O) is:

executes(〈a, I〉) and ∀〈i1, i2〉 ∈<O,I precedes(〈a, {i1}〉, 〈a, {i 2}〉)

Precedes (Auxiliary Construct). The formula above relies on the precedes(〈a, Ia〉,
〈b, Ib〉), auxiliary construct which requires an activity a to be executed on a set
of items Ia before an activity b (potentially the same) is performed on any item
in Ib. Formally:



56 E. Marengo et al.

∀i a ∈ Ia, i b ∈ Ib ¬start(b, i b) U end(a, i a)

Not Interrupt (Auxiliary Construct). Another requirement is the possibility to
express that the execution of an activity on a set of items is not interrupted by
other activities. For instance, to express that once the lay floor activity starts
at one level in one sector, no other task can be performed at the same level
and sector, we have to express that the execution of the task on a group of
items must not be interrupted, and that we group and compare the items by
considering their values for sector and level only (abstracting from section and
unit). To this aim, we introduce the auxiliary construct not interrupt(T1, T2)
which applies to sets of tasks T1 and T2 and specifies that the two sets of tasks
cannot interrupt each other: either all tasks in T1 are performed before the tasks
in T2 or the other way around (we consider sets of tasks because this will be
useful later in the definition of the alternate precedence constraint). Formally,
not interrupt(T1, T2) is defined as:

∀t1 ∈ T1, t2 ∈ T2 precedes(t1, t2) or ∀t1 ∈ T1, t2 ∈ T2 precedes(t2, t1)

Projection Operator. To compare two items by considering only some of the
attributes of their item structure, we introduce the concept of scope. The scope
is a sequence of attributes used to compare two items. For instance, given
a scope s = 〈sector, level〉, we can say that the items 〈B1, f1, room, 1〉 and
〈B1, f1,bathroom, 1〉 are equal under s. In this case, we say that the two items
are at the same scope. For the comparison, we define the projection operator to
project an item on the attributes in the scope.

Definition 1 (Projection Operator Πs). Given an item i = 〈v1, .., vn〉 and
a scope s = 〈αj1 , .., αjm〉, the projection of i on s is Πs(i) = 〈vj1 , .., vjm〉 with
vjh = αjh(i).

This means, in particular, that for the empty scope s = 〈〉, we have Π〈〉(i) =
〈〉, and thus ∀i , i ′ Π〈〉(i) = Π〈〉(i ′). When applied to a set of items I, the result
of the projection operator with scope s is the set (without duplicates), obtained
by applying the projection operator to every item i ∈ I. In other words, it is
the set of possible values for the attributes in s, w.r.t. the items in I.

Exclusive Execution. An exclusive execution constraint exclusive execution
(〈a, Ia〉, s) expresses that once an activity is executed on an item at scope s, no
other activity can be performed on items at the same scope. Formally, the task
has to be executed and for every other task having an item at scope s, the two
tasks must not interrupt each other.

For a scope s = 〈αj1 , .., αjm〉, let πs = 〈vj1 , .., vjm〉 be a tuple of values
for the attributes in s. We use the selector operator σπs(I) to select the items
in I having the values specified in πs for the attributes s. Formally, exclu-
sive execution(〈a, Ia〉, s) is:2

2 The result of Πs(Ia) is the set of possible values for the attributes in s considering
Ia. For each of them we select the items in Ib that are at the same scope, and we
apply the not interrupt.



Construction Process Modeling 57

executes(〈a, Ia〉) and ∀〈b, Ib〉 ∈ T and 〈b, Ib〉 	= 〈a, Ia〉,
∀πs ∈ Πs(Ia),∀i b ∈ σπs(Ib) not interrupt({〈a, σπs(Ia)}〉, {〈b, {i b}〉})

As a special case, when s = 〈〉 the execution of the entire task cannot be inter-
rupted. By default, tasks have an exclusive constraint at the finest-granularity
level for the items, i.e. two activities cannot be executed at the same time on
the same item.

An exclusive execute constraint (except the default at the item scope) is
represented with a double border box and the scope is specified in the slot
labeled with ex. In Fig. 3, lay floor has an exclusive execution constraint ex :(sr,l)
for sector and level.

We now introduce binary dependencies that specify ordering constraints
between pairs of tasks. By representing also the items, we can specify prece-
dences at different scopes: (i) task (a task must be finished on all items before
the second task can start); (ii) item scope (once the first task is finished on an
item, the second task can start on the item); (iii) between items at the same
scope (e.g. a task must be performed in all locations of a floor before another
task can start on the same floor). This is visualized by annotating a binary
dependency (an arrow) with the sequence of attributes representing the scope.
When no label is provided, the task scope is meant. In Fig. 3, the dependency
between concrete pouring and lay floor is at task level, while the one between
lay floor and wooden window installation is labeled with sr,l, to represent the
scope 〈sector, level〉: given a sector and a level, the activity lay floor must be
done in every section and unit before wooden windows installation can start in
that sector at that level.

Precedence. A precedence dependency precedence(〈a, Ia〉, 〈b, Ib〉, s) expresses
that an activity a must be performed on a set of items Ia before an activity
b starts on items Ib. The scope s defines whether this applies at the task, item,
or item group.

∀πs ∈ Πs(Ia) ∩ Πs(Ib) precedes(〈a, σπs(Ia)〉, 〈b, σπs(Ib)〉)

The formula above expresses that for the items at the same scope in Ia and Ib,
activity a must be executed there before activity b. If s = 〈〉 activity a must be
performed on all its items before activity b can start (task scope).

Alternate Precedence. Let us consider the example of the scaffolding instal-
lation and the concrete pouring: once the scaffolding is installed at one level,
the concrete must be poured at that level before the scaffolding can be
installed to the next level. This alternation is captured by the dependency alter-
nate(〈a, Ia〉, 〈b, Ib〉, s), which is in the first place a precedence constraint between
a and b. It also requires that once a is started on a group of items at a scope
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(σπs(Ia)), then b must be performed on its items at the same scope (σπs(Ib)),
before a can progress on items at a different scope (σπ′

s
(Ia)):3

precedence(〈a, Ia〉, 〈b, Ib〉, s) and ∀πs, π
′
s ∈ Πs(Ia) ∩ Πs(Ib), πs 	= π′

s

not interrupt({〈a, σπs(Ia)〉, 〈b, σπs(Ib)〉}, {〈a, σπ′
s
(Ia)〉, 〈b, σπ′

s
(Ib)〉})

Graphically, an alternate precedence is represented as an arrow (to capture
the precedence), and an X as a source symbol, to capture that the source task
cannot progress freely, but it has to wait for the target task to be completed on
items at the same scope.

Chain Precedence. Finally, let us consider the case in which the execution of
two tasks must not be interrupted by other tasks on items at the same scope.
For instance, the tasks excavation and secure area must be performed one after
the other and no other tasks can be performed in between for each sector. Note
that the dependency types defined before declaratively specify an order on the
execution of two tasks but do not prevent other tasks to be performed in-between.
To forbid this we define the chain precedence dependency chain(〈a, Ia〉, 〈b, Ib〉, s),
which, as the alternate precedence, builds on top of a precedence dependency.
Additionally, it requires that the execution of the two tasks on items at the
same scope is not interrupted by other tasks executing on items at the same
scope. The formula considers all tasks different from t1 = 〈a, Ia〉 and t2 = 〈b, Ib〉
sharing items at the same scope. For this it specifies a not interrupt constraint.
Formally,

precedence(〈a, Ia〉, 〈b, Ib〉, s) and ∀πs ∈ Πs(Ia) ∩ Πs(Ib),
∀ t3 = 〈c, Ic〉 ∈ T, s.t. t3 	= t1 and t3 	= t2

∀i ∈ σπs(Ic) not interrupt({〈c, {i}〉}, {〈a, σπs(Ia)〉, 〈b, σπs(Ib)〉})

Graphically, it is represented as a double border arrow.

4 Process Modeling for the Hotel Scenario

The model of the hotel case study consists of roughly fifty tasks. Figure 3 reports
an excerpt showing some activities of the skeleton (blue) and interior phases
(green). The item structure for the skeleton phase is defined in terms of sector sr
and level l, while the interior consists of sector, level, section sn, and unit number
u (see Fig. 2).

The task Excavation belongs to the skeleton phase and must be performed
on sectors B1 and B2, in both cases at the underground level u1. The activity
Secure Area must also be performed in both sectors, but at the underground
3 The projection operator is applied to Ia and Ib and only projections πs and π′

s that are
in common are considered. For every distinct πs and π′

s either a and b are performed
on items at scope πs without being interrupted by executing a and b on items at
scope π′

s, or vice versa.
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and ground floor f0. For security reasons, once the excavation is finished in one
sector, the area must be secured for that sector before any other task can start.
This is expressed with a chain precedence dependency at scope sr (sector), graph-
ically represented as double bordered arrow. Additionally, while performing the
activities, their execution in a sector cannot be interrupted by other activities.
This is expressed with an exclusive execution at scope sector (ex: sr) for both
tasks, represented as double border box.

Only after the area has been secured everywhere, the concrete pouring
can start. This is expressed with a precedence at the task scope (graphically an
arrow without label). The concrete can be poured proceeding from the bottom
to the top floor, captured by an ordered constraint (<: l ↑). Note that this task
has an exclusive constraint ex: UNIT, i.e. an exclusive constraint at the finest
granularity level, which expresses that two activities cannot be performed simul-
taneously on the same item. For all tasks the same exclusive execution at the
item scope is assumed and it is not graphically highlighted. It is represented
with a double border box when a coarser scope is specified.

Once the concrete has been poured at the underground level of one sector,
the pipes for the water can be connected before the excavation is filled, and
after this the task Scaffolding installation can start, proceeding from the
bottom to the top. Once the scaffolding is installed at one level, the concrete
must be poured at that level, in order to be able to install the scaffolding for the
next level. This requirement is expressed by the alternate precedence at scope
sr, l (graphically, with an arrow starting with an X).

When the concrete pouring task is finished everywhere, the lay floor task
can start (which belongs to the interior phase). This task must be performed
before the installation of the wooden windows, which is foreseen in all rooms,
so not to damage them. This is captured by the precedence constraint between
Lay Floor and Wooden Window Installation at scope sr, l. To be more
efficient, the lay floor task has an exclusive execution constraint at scope sr, l.
Since aluminum windows are less delicate than wooden ones, their installation
does not depend on the lay floor task.

To support the graphical definition of a process flow, we implemented a web-
based prototype [21] (see the master’s thesis [20]), which we used to produce
Fig. 3. The prototype and the graphical language support the overall view of a
process model.

5 Satisfiability Checking

When developing a tool requiring inputs from the user, one cannot assume that
the provided input will be meaningful. Specifically, one cannot assume that a
given model is satisfiable, that is there exists at least one execution satisfy-
ing it. Relying on LTL semantics would allow us to perform the check using
model checking techniques. However, as reported in the experiment description
(Sect. 5.2) this takes more than 2 min for a satisfiable model with 8 tasks and
9 dependencies. In this section, we describe a more effective algorithm and its
performance evaluation by means of experiments.
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5.1 How to Check for Satisfiability

An execution is a sequence of states defined in terms of start and end events.

Definition 2 (Execution). Let E be the set of start and end events for
the tasks of a process model. A process execution ρ of length n is a function
ρ : {1, .., n} → 2E.

There are some properties of interest that an execution is expected to satisfy
in reality: (i) start-end order: a start event is always followed by an end event;
(ii) non-repetition: an activity cannot be executed more than once on the same
item, and start and end events never repeat; (iii) non-concurrence: at most one
task at a time can be performed on an item. All these properties can be expressed
in LTL.4 We say that an execution ρ is a well-defined execution if and only if it
satisfies all of these three properties.

Definition 3 (Possible Execution). A well-defined execution ρ is a possible
execution for a process model if and only if

(i) all events occurring in ρ are of activities and items of the configuration part;
(ii) for all tasks 〈a, I〉 in the flow part, the task 〈a, i〉 is executed in ρ for all

i ∈ I;
(iii) ρ satisfies all the ordering constraints specified in the flow part.

The observation underlying the algorithm that checks statisfiability is that,
since all our dependencies relate the end of a task with the start of another
one (end-to-start), it holds that if there is a possible execution, then there is one
where all activities on an item are atomic, that is, each start event is immediately
followed by the corresponding end event. Moreover, if there is such an execution,
then there even exists a sequential one where no atomic activities take place at
the same time. Therefore, it is sufficient to check for the existence of sequential
executions of atomic activities.

The algorithm relies on an auxiliary structure that we call activity-item (AI)
graph. Intuitively, in an AI-graph we represent each activity to be performed
on an item as a node 〈a, i 〉, conceptually representing the execution of a on
i . Ordering constraints are then represented as arcs in the graph. This allows
us to characterize the satisfiability of a model by the absence of loops in the
corresponding AI graph.

Let us first consider P-models, which are process models with precedence and
ordering constraints only. Given a P-model M, we denote the corresponding AI-
graph as GM = 〈V,A〉, where for each task t = 〈a, I〉 in the flow part and for
each item i ∈ I there is an AI node 〈a, i〉 ∈ V , without duplicates; for each
precedence and ordering constraint we introduce a number of arcs in A among
AI nodes in V . For instance, a precedence constraint between two tasks at the

4 start-end order: �(start(a, i) → ©♦end(a, i));
non-repetition: �(start(a, i) → ©�¬start(a, i))∧ �(end(a, i) → ©�¬end(a, i));
non-concurrence: �(start(a, i) → ¬start(a′, i) U end(a, i)), where a �= a′.
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task scope is translated into a set of arcs, linking each AI node corresponding to
the source task to each AI node corresponding to the target task. A precedence
constraint at the item scope is translated into arcs between AI nodes of the two
activities on the same items.

Theorem 1. A P-model M is satisfiable iff the graph GM is cycle-free.

Proof (Idea). If GM does not contain cycles, the nodes can be topologically
ordered and the order is a well-defined execution satisfying all ordering con-
straints in M. A cycle in GM corresponds to a mutual precedence between two
AI nodes, which is unsatisfiable.

We now consider general models, called G-models, where all types
of dependency are allowed. First, let us consider an exclusive constraint
exclusive execution(〈a, Ia〉, s). It requires for each scope πs ∈ Πs(Ia), that the
execution of a on the items in the set σπs(Ia) is not interrupted by the execution
of other activities at the same scope. Considering an activity b to be executed on
an item i b at the same scope (i.e., Πs(i b) = πs), the exclusive constraint is not
violated if the execution of b occurs before or after the execution of a on all items
in σπs(Ia). We call exclusive group a group of AI nodes, whose execution must
not be interrupted by another node. We connect this node and the exclusive
group with an undirected edge, since the execution of the node is allowed either
before or after the exclusive group. Then, we look for an orientation of this edge,
such that it does not conflict with other constraints, i.e., it does not introduce
cycles. With chain and alternate precedences, we deal in a similar way. Indeed,
both require that the execution of two tasks on a set of items is not interrupted
by other activities (chain) or by the same activity on other items (alternate).

To represent a not interrupt constraint in a graph we introduce disjunctive
activity-item graphs (DAI-graphs) inspired by [11]. Given a G-model M, the
corresponding DAI-graph is DM = 〈V,A,X,E〉, where 〈V,A〉 are defined as
in the AI-graph of a P-model,5 X ⊆ 2V is the set of exclusive groups, and
E ⊆ V × X is a set of undirected edges, called disjunctive edges, connecting
single nodes to exclusive groups. A disjunctive edge can be oriented either by
creating arcs from the single node to each node in the exclusive group or vice
versa, so that all arcs go in the same direction (i.e., either outgoing from or
incoming to the single node). An orientation of a DAI-graph is a graph that
is obtained by choosing an orientation for each edge. We say that a disjunctive
graph is orientable if and only if there is an acyclic orientation of the graph.

Theorem 2. A G-model M is satisfiable iff the DAI-graph DM is orientable.

Proof (Idea). If DM is orientable, there exist a corresponding acyclic oriented
graph. Then, there exists a well-defined execution satisfying all precedence con-
straints (see Theorem 1). The non interrupt constraints are satisfied by con-
struction of DM. If DM is not orientable, a topological order satisfying all the
constrains does not exist (see [20]).
5 Including also the directed arcs to represent the precedence constraints of the chain

and alternate dependencies (see the formalization in Sect. 3.2).
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5.2 An Implementation for Satisfiability Checking

Algorithm. To check for the orientability of a DAI-graph DM = 〈V,A,X,E〉 we
develop an algorithm that is based on the following observations.

Cycles. If the graph GM = 〈V,A〉 contains a cycle, then DM is not orientable.
Simple edges. Disjunctive edges where both sides consist of a single node,

called simple edges, can be oriented so that they do not introduce cycles (see
the thesis [20]).

Resolving. Consider an undirected edge between a node u and an exclusive set
of nodes S ∈ X. If there is a directed path from u to a node v ∈ S (or the
other way around), then there is only one way to orient the undirected edge
between v and S without introducing cycles. We call this operation resolving.

Partitioning. Sometimes, one can partition a DAI-graph DM into DAI-
subgraphs such that DM is orientable if and only if each of these DAI-
subgraph is orientable. Then each such subgraph can be checked indepen-
dently.

Let us discuss the partitioning operation in more detail. Given DM =
〈V,A,X,E〉, we are looking for a partition of the node set V into disjoint sub-
sets, the partition sets, satisfying two conditions: (i) nodes of an exclusive group
belong all to the same subset; (ii) there are no cycles among the subsets, that is,
by abstracting each subset to a single node and preserving the arcs connecting
different subsets, there is no subset that can be reached from itself. It is possible
to prove for such partitions that the original DAI-graph is orientable if and only
if each partition set, considered as a DAI-graph, is orientable [20]. Intuitively, if
the partition sets do not form a cycle, then they can be topologically ordered,
and the AI nodes in each partition set can be executed respecting the order.
Since an exclusive group is entirely contained in one partition set, execution
according to a topological order also satisfies the exclusive constraint.

To obtain such a partition, we temporarily add for each pair of nodes in an
exclusive group two auxiliary arcs, connecting them in both directions. Then we
compute the strongly connected components (SCCs) of the extended graph and
consider each of them as a partition set. (It may be that there is only one of
them.) After that we drop the auxiliary arcs. This construction ensures that (i)
an exclusive group is entirely contained in a SCC; and (ii) there are no cycles
among the partition sets because a cycle would cause the nodes to belong to the
same partition set.

Below we list our boolean procedure Sat that takes as input a DAI-graph
D and returns “true” iff D is orientable. It calls the subprocedure NDSat that
chooses a disjunctive edge and tries out its possible orientations.
procedure Sat(D)

drop all simple edges in D
resolve all orientable disjunctive edges in D
if D contains a cycle then

return false
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else partition D, say into D1, . . . ,Dn

if NDSat(Di) = true for all i ∈ {1, . . . , n} then
return true

else return false

procedure NDSat(D)
if D has a disjunctive edge e then

orient e in the two possible ways, resulting in D+, D−
return Sat(D+) or Sat(D−)

else return true
Sat itself performs only deterministic steps that simplify the input, discover

unsatisfiability, or divide the original problem into independent subproblems.
After that NDSat performs the non-deterministic orientation of a disjunctive
edge. Since the calls to NDSat at the end of Sat are all independent, they can
be run in parallel.

Experiments. We ran our experiments on a desktop PC with eight cores Intel i7-
4770 of 3.40 GHz. We tested the performance of NuSMV, a state-of-the-art model
checker, on a process model similar to the one reported in Fig. 3, consisting of 8
tasks and 9 dependencies, resulting in a DAI-graph of 236 nodes. The NuSMV
model checker with Bounded Model Checking took 2 min 35 s on a satisfiable
model. We also considered different inconsistency scenarios: (i) a DAI-graph with
a cycle (ii) an acyclic DAI graph that is non-orientable; (iii) a DAI-graph similar
to case (ii), but with an increased number of nodes. On all these unsatisfiable
cases, we aborted the check if exceeding 1 h.

Table 1. Experimental results.

Model Tasks Dependencies Nodes Arcs Edges Time (ms)

Satisfiable 8 9 236 9415 524 27

Cyclic 8 9 236 10003 521 5

Non-orientable 12 14 244 9435 574 10

Non-orientable 12 14 424 15131 1740 23

Non-orientable 60 75 2, 120 76, 103 10, 635 598

120 173 4, 240 168,681 42,470 1,189

180 296 6,360 361,969 95,505 3,682

300 623 10,600 674,584 265,175 14,199

360 822 12,720 948,099 381,810 24,223

480 1,291 16,960 1,436,759 678,680 55,866

720 2,562 25,440 3,082,925 1,526,820 379,409

960 4,187 33,920 5,217,426 2,714,160 OOM

We implemented our algorithm in Java and tested it on the same variants
of the hotel scenario on which we tested the model checker. The results are
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reported in Table 1 (top). As can be seen, the implementation outperforms the
NuSMV model checker both in the satisfiable and unsatisfiable variants. In order
to understand the performance of the implementation w.r.t. the model size, we
performed some experiments by increasing the number of tasks and dependen-
cies in the non-orientable variant of the model. We chose this variant because it
is the most challenging for the algorithm, which has to find a partition and non-
deterministically chose an orientation for the undirected edges. The results are
shown in Table 1 (bottom). On a model of 180 tasks, which we believe represents
an average real case scenario, the performances are still acceptable (around 4 s).
The implementation took around 1 min on a model of 480 tasks, which is accept-
able for an offline check. It ran out of memory (OOM) on a model of 960 tasks
(too many for most of real cases). More details on the experiments are reported
in the thesis [20]. The web-based prototype [21] that we developed implements
the satisfiability checking and the export of the NuSMV file of a process model.

6 Conclusions and Future Work

This work presents an approach for process modeling that represents activities,
items and accounts for both of them in the control flow specification. We inves-
tigate the problem of satisfiability of a model and develop an effective algorithm
to check it. The algorithm has been implemented in a proof-of-concept prototype
that also supports the graphical definition of a process model [18,21].

The motivation for developing a formal approach for process modeling
emerged in the application of non-formal models in real projects [4,19], which
resulted in improvements and cost savings in construction process execution.
This opens the way for the development of automatic tools to support construc-
tion process management. In this paper we presented the statisfiability checking,
starting from which we are currently investigating the automatic generation of
process schedules, optimal w.r.t. some criteria of interest (e.g., costs, duration).
To this aim we are investigating the adoption of constraint satisfaction and
(multi-objective) optimization techniques. We are also investigating the use of
Petri Nets for planning [13]. We will apply modeling and automatic scheduling
to real construction projects in the context of the research project COCkPiT [6].

Acknowledgments. This work was supported by the projects MoMaPC, financed
by the Free University of Bozen-Bolzano and by COCkPiT financed by the European
Regional Development Fund (ERDF) Investment for Growth and Jobs Programme
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Abstract. Declarative business process models that are centered
around artifacts, which represent key business entities, have proven useful
to specify knowledge-intensive processes. Currently, declarative artifact-
centric process models need to be designed from scratch, even though
existing model fragments could be reused to gain efficiency in designing
and maintaining such models. To address this problem, this paper pro-
poses an approach for composing model fragments, abstracted into fea-
tures, into fully specified declarative artifact-centric process models. We
use Guard-Stage-Milestone (GSM) schemas as modeling language and
let each feature denote a GSM schema fragment. The approach supports
feature composition at different levels of granularity. Correctness crite-
ria are defined that guarantee that valid GSM schemas are derived. The
approach is evaluated by applying it to an industrial process. Using the
approach, declarative artifact-centric process models can be composed
from existing model fragments in an efficient and correct way.

1 Introduction

In many business processes, data items are being processed in a non-routine way
by knowledge workers. Such data-driven processes are knowledge-intensive [10],
since expert knowledge is required to make progress for individual cases. Appli-
cation domains are case management [1,28,29] and emergency management [10].
Artifact-centric process models are a natural fit to model data-driven pro-
cesses [8,21]. An artifact represents a real-world business entity, such as Product
or Order, about which data is processed and for which activities are performed.

Data-driven business processes are much more unpredictable than traditional
activity-centric processes. The structure of a data-driven process model depends
on the case data that is being processed [10]. Knowledge workers play a key role
in determining this structure while performing the process. Given their expertise,
they have a lot of freedom in deciding how to process individual cases. This suits
a declarative specification of processes [15], in which workers have more freedom
in performing processes than with a procedural specification. Several declarative
process modeling languages have been proposed in the past years [15], including
the Guard-Stage-Milestone (GSM) language for artifacts [9,17].
c© Springer Nature Switzerland AG 2018
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Designing declarative artifact-centric process models is currently done in an
inefficient way. Such models need to be developed from scratch, even though they
could be defined by reusing fragments in existing models. Since similar fragments
need to be specified again and again for new artifact-centric process models, the
design process is inefficient. Also, maintenance of the different process models is
inefficient, since each occurrence of a fragment across different process models
needs to be maintained separately, so updates need to be replicated.

To address this problem, this paper proposes a feature-oriented approach
for composing declarative artifact-centric process models. A feature denotes a
fragment of a declarative artifact-centric process model. The approach formally
defines how to compose features into declarative artifact-centric process models.
From the same set of features, different artifact-centric process models can be
composed that share common fragments. The approach supports reuse of those
common fragments across different declarative artifact-centric process models.

We use Guard-Stage-Milestone (GSM) [17] as declarative modeling language
for business artifacts. GSM is well-defined [9], thus providing a sound basis for
the approach. Next, its core modeling constructs have been adopted in the OMG
Case Management Model and Notation (CMMN) [7,21]. Therefore, the results
can provide a stepping stone towards managing variability for CMMN models.

The approach is inspired by feature-oriented design in software product
lines [2,23]. Features are used to distinguish common and variable parts in soft-
ware artifacts [2] and this way support reuse of software artifacts [5]. Similar
to feature-oriented composition for software product lines, the approach sup-
ports composition at different levels of granularity [3]. Key difference is that
the approach considers the syntactic and semantic level of business artifacts,
whereas software product lines only consider the syntactic level of software arti-
facts [2,23]. Section 7 discusses related work, also from the area of BPM, in more
detail.

The paper is organized as follows. Section 2 presents a running example and
also introduces GSM schemas [9], which Sect. 3 formally defines. Section 4 defines
the feature composition approach while Sect. 5 presents correctness criteria that
guarantee that the compositions are valid GSM schemas. Section 6 evaluates
the feasibility and potential gain of the approach by applying it to an industrial
process that has several variants. Section 7 discusses related work. Section 8 ends
the paper with conclusions.

2 Motivating Example

To motivate the use of the feature-oriented composition approach and to infor-
mally introduce GSM schemas, we first present an example. It is based on a
real-world process from an international high tech company. The example is
revisited in Sects. 3 and 4 to illustrate key definitions.

In the process, business criteria for a partner contract are assessed: first
data about the partner is gathered and pre-checked, and next a detailed check
is performed to decide whether the criteria should be changed or not. If new
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Initial Data 
Gathering

Detailed 
Check

IDGS DCU

DCS
PCS

Business 
Performance 
Evaluation 

Check

BPECS

BPECU
PCU

Preliminary Check

Fig. 1. Base GSM schema Business Criteria Assessment (BCAbase)

Table 1. Stages and sentries for BCAbase in Fig. 1. ‘;’ separates different sentries

Stage Plus sentries (guards) Minus sentries (closing)

Initial Data Gathering E:StartAssessment ;
E:AdditionalInfo

IDGS

Preliminary Check IDGS PCS ; PCU ;
E:AdditionalInfo

Business Performance
Evaluation Check

+Preliminary Check BPECS ; BPECU ;
-Preliminary Check

Detailed Check PCS DCS ; DCU

information arrives before the business criteria have been assessed, the data is
gathered anew and the business criteria check is restarted, if applicable. Figure 1
shows a graphical representation of a GSM schema that models this process.
Each rounded rectangle represents a stage, in which work is performed. Each
circle represent a milestone, which is a business objective. A milestone is typically
achieved by completing the work in a stage, represented by putting the milestone
on the right border of the stage. The status of each stage and milestone is
represented by a Boolean attribute, which is true (false) if the stage is open
(closed) or the milestone is achieved (invalid). Stages and milestones change
status if certain conditions, called sentries, are met (Tables 1 and 2). Each stage
has plus sentries, called guards, that specify when it is opened and minus sentries
that specify when it is closed, which could be never (false). Each guard of a
stage is visualized as a diamond. Each milestone has plus (minus) sentries that
specify when it is achieved (invalidated). Sentries can refer to external or internal
events. External events are named events (prefix E:) or completion events of
atomic stages (prefix C:). Internal events denote status changes of stages and
milestones; a status can become true (prefix +) or false (prefix -). Besides status
changes, sentries can refer to the statuses of stages and milestones; for instance,
the minus sentry of stage Initial Data Gathering closes the stage if the status of
milestone IDGS is true (achieved). Section 3 gives more details on GSM schemas.

The company has offices in different geographic regions, each of which has its
own flavor of the process. This results, among others, in three basic variations
for the preliminary check in this process (see Table 3). These variations can be
combined in a concrete variant, yielding in total eight variants, one of which is
the base process in Fig. 1, in which none of the variations has been chosen.
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Table 2. Milestones and sentries for BCAbase in Fig. 1

Milestone Full name Plus sentries (achieving) Minus sentries
(invalidating)

IDGS Initial Data Gathering
Successful

C:Initial Data Gathering E:AdditionalInfo

BPECS Business Performance
Evaluation Check
Successful

C:Business Performance
Evaluation Check ∧
BP good

E:AdditionalInfo

BPECU Business Performance
Evaluation Check
Unsuccessful

C:Business Performance
Evaluation Check
∧¬BP good

E:AdditionalInfo

PCS Pre-checks Successful BPECS false

PCU Pre-checks Unsuccessful BPECU false

DCS Detailed Check Successful C:Detailed Check ∧ . . . false

DCU Detailed Check
Unsuccessful

C:Detailed Check ∧ . . . false

Table 3. Variations of BCAbase

1 Business performance is checked if the company has more than 300 employees

2 The credit is checked as part of the preliminary check

3 The addressable market is checked as part of the preliminary check

Specifying these eight variants in separate process models leads to redun-
dancy, both regarding the models and the modeling process. In that case modi-
fying one common element like milestone PCS in those eight variants has to be
done eight times rather than once. Moreover, drawing each of the eight models
has to be done from scratch, since there is no reuse.

To address these problems, we develop an approach based on the technique of
feature-oriented composition, well known from Software Product Lines [2]. The
same feature can be reused in different compositions. In this paper, a feature
denotes a GSM schema, which can be either fully or partially defined (a schema
fragment). The GSM schema fragments for variations 1 and 2 in Table 3 are
presented and discussed in Sect. 4.

A key challenge is how to compose features that denote GSM schema frag-
ments. In Sect. 4, we define a binary feature composition operator ‘•’ that sup-
ports composition at different levels of granularity [2]. A coarse-grained feature
composition adds new stages and milestones to a GSM schema. A fine-grained
feature composition modifies sentries of existing stages or milestones. Feature
composition for GSM schemas requires both granularity levels to be of practical
value. For instance, for the variations in Table 3, the coarse-grained feature for
variation 2 (defined in Sect. 4) specifies extra work, so it needs to introduce addi-
tional stage and milestones to the base schema, while the fine-grained feature for
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variation 1 (also defined in Sect. 4) needs to modify the plus sentries of Business
Performance Evaluation Check and PCS in the base schema.

Designing a new GSM schema variant based on this approach comes down to
selecting the relevant features and defining their composition order. The GSM
schema variant is then automatically derived by composing the GSM schema
fragments corresponding to the selected features in the defined order. This way,
the approach shields designers from the complexity of designing GSM schemas
and allows them to quickly generate different variants from a set of fragments.
Maintaining the variants is efficient, since an update to a shared fragment can
be propagated automatically to all the affected variants by recomposing them.

3 GSM Schemas

Syntax. A GSM schema [9] consists of data attributes and status attributes.
A status attribute is a Boolean variable that denotes the status of a stage or
milestone. For a status attribute of a stage, value true denotes that the stage is
open, value false that the stage is closed. For a status attribute of a milestone,
value true denotes that the milestone is achieved, value false that the milestone
is invalid.

Event-Condition-Action rules define for which event under which condition
a status attribute changes value (action). The event-condition part of a rule is
called a sentry. The event of a sentry is optional. We distinguish between external
and internal events. An external event signifies a change in the environment. It
is either a stage completion event C:S, where S is an atomic stage, as defined
below, or a named external event E:n, where n is an event name. An internal
event signifies a change in value of a status attribute a: internal event +a denotes
that a becomes true, −a that a becomes false. For instance, +Preliminary Check
in Table 1 is an internal event that signifies that stage Preliminary Check gets
opened. The condition of a sentry is a Boolean expression that can refer to data
attributes or status attributes. The action of each rule is that a status attribute
becomes true or false. Given these two distinct actions, we distinguish between
two types of sentries. A plus sentry defines when a stage becomes open or a
milestone gets achieved. A minus sentry defines when a stage is closed or a
milestone gets invalid.

Stages and milestones can be nested inside other stages. A milestone cannot
contain any other milestone or stage. We require that the nesting relation induces
a forest, i.e., the nesting relation is acyclic and if a stage or milestone is nested
in two other stages S1, S2, then either S1 is nested in S2 or S2 in S1. Stage
completion events only exist for the most nested stages, which are called atomic.

We next formally define GSM schemas. We assume a global universe U of
named external events and attributes, partitioned into sets of named external
events UE , data attributes Ud, stage attributes US , and milestone attributes Um.

Definition 1 (GSM schema). A GSM schema is a tuple Γ = (A = Ad ∪AS ∪
Am, E = Eext ∪ Ecmp,�,R = R+ ∪ R−), where
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– Ad ⊆ Ud is a finite set of data attributes;
– AS ⊆ US is a finite set of stage attributes;
– Am ⊆ Um is a finite set of milestone attributes;
– Eext = { E:n | n ∈ Ev } is a finite set of named external events, where

Ev ⊆ UE;
– Ecmp = { C:S | S ∈ AS ∧ S is atomic } is the set of stage completion events;
– �⊆ (AS ∪ Am)×AS is a partial order on stages and milestones that induces

a forest, i.e., if a1 � a2 and a1 � a3, then a2 � a3 or a3 � a2;
– R+, R− are functions assigning to each status attribute AS ∪Am non-empty

sets of sentries (see Definition 2). For a ∈ AS ∪ Am, R+(a) is the set of
plus sentries that define the conditions when to open stage a ∈ AS or achieve
milestone a ∈ Am, while R−(a) is the set of minus sentries that define the
conditions when to close stage a ∈ AS or invalidate milestone a ∈ Am.

Stage S is atomic if there is no other stage S′ ∈ AS such that S′ � S. The
definition of � ensures that milestones are atomic by default. Relation � is
visually depicted using nesting. For instance, Business Performance Evaluation
Check � Preliminary Check and BPECS � Preliminary Check in Fig. 1.

Each sentry ϕ in set R+(a), where a ∈ AS ∪ Am, maps into an Event-
Condition-Action rule “ϕ then+a”, where sentry ϕ is the Event-Condition part
and action +a denotes for a ∈ AS that stage a gets opened and for a ∈ Am

that milestone a gets achieved. Each sentry ϕ in set R−(a) maps into a rule
“ϕ then−a”, where action −a denotes for a ∈ AS that stage a gets closed and
for a ∈ Am that milestone a gets invalid. For example, the plus sentry for
milestone BPECS (cf. Table 2) is C:Business Performance Evaluation Check Suc-
cessful ∧ BP good; the corresponding Event-Condition-Action rule is C:Business
Performance Evaluation Check Successful ∧ BP good then+BPECS. Each sen-
try in set R+(a) or R−(a) is sufficient for triggering a status change in the stage
or milestone a.

For the definition of sentries, we assume a condition language C that includes
predicates over integers and Boolean connectives. The condition formulas may
refer to stage, milestone and data attributes from the universe of attributes U .

Definition 2 (Sentry). A sentry has the form τ ∧ γ, where τ is the event-part
and γ the condition-part. The event-part τ is either empty (trivially true), a
named external event E ∈ UE, a stage completion event C:S, where S ∈ US is
an atomic stage, or is an internal event +a or −a, where a ∈ US ∪Um is a stage
or milestone attribute. The condition γ is a Boolean formula in the condition
language C that refers to data attributes in Ud and status attributes in US ∪ Um.
The condition-part can be omitted if it is equivalent to true.

Note that a sentry in a GSM schema Γ may or may not refer to attributes that
are defined in A. This distinction leads to two disjoint classes of GSM schemas.

Definition 3 (Base schema; schema fragment). Let Γ = (A, E ,�,R) be a
GSM schema. Then Γ is a base schema if each sentry in R only refers to data
and status attributes in A and events in E. Otherwise, Γ is a schema fragment.
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Performance 

Evaluation Check

+BPECS
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+PCU -Preliminary Check

+Detailed Check -Business Performance 
Evaluation Check

Fig. 2. Event-relativized dependency graph for C:Business Performance Evaluation
Check (Fig. 1)

Each sentry in a base schema is “grounded”, i.e., it can be evaluated in the
context of the schema. A sentry ϕ in a schema fragment can be non-grounded,
i.e., referring to a data or status attribute not defined in the schema fragment.
By composing the schema fragment with a base schema or other schema frag-
ments, defined in the next section, sentry ϕ becomes grounded. The GSM schema
presented in Sect. 2 is a base schema; Sect. 4 shows example schema fragments.

Semantics and Well-formedness. In a state of the GSM schema Γ , each attribute
in A has been assigned a value. Initially, all status attributes are false. An
incoming external event E ∈ E , i.e., a stage completion event or a named
external event, is processed as follows [9]. Event E can carry in its payload
new values for some data attributes; first, these new values are assigned to
the relevant data attributes in Ad. Next, one or more Event-Condition-Action
rules are fired. Each fired rule changes the value of a status attribute a. If a
becomes false, internal event −a is generated; if a becomes true, internal event
+a is generated. Generated internal events may trigger additional rules to be
fired. Eventually a new state is reached, in which no rules can be applied. In
this new state, the next incoming external event can be processed. The full
effect of processing an incoming external event is called a Business step, or
B-step for short [9,17]. For instance, suppose stage Business Performance Evalu-
ation Check is open and milestones BPECS and BPECU are invalid. If comple-
tion event C:Business Performance Evaluation Check with payload (BP good,true)
is processed, in the B-step data attribute BP good is assigned true, milestone
BPECS is achieved, so stage Business Performance Evaluation Check is closed and
milestone PCS is achieved, which means stage Detailed Check gets opened; no
further rules can be applied.

The rules need to be processed for each B-step in an order that ensures that
each rule for a stage or milestone attribute a is only evaluated if the event-
and condition-parts of the rule are stable, so the stage and milestone attributes
referenced in those parts do not change value in the B-step after the rule for a has
been processed. Therefore, the rules of these referenced stages and milestones are
processed before the rule for a. The processing order of rules must be acyclic. To
check this, for each external event E ∈ E an event-relativized dependency graph,
denoted erDG(E), can be constructed [9]. The graph contains E plus all internal
events (in)directly caused by E. An edge from E or �a1, for � ∈ {+,−}, to +a2

(to −a2) is inserted if a plus (minus) rule for a2 either (i) contains a1 in the
condition-part, or (ii) contains either E, or +a1, if �=+, or −a1, if �=−, in
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the event-part. Figure 2 shows the event-relativized dependency graph for event
C:Business Performance Evaluation Check of BCAbase, defined in Sect. 2.

Definition 4. Let Γ be a GSM schema. Γ is well-formed if for each event E ∈
E, the event-relativized dependency graph erDG(E) is acyclic [9].

4 Feature Composition

In this section, we introduce and define feature composition. A feature is a
specific functionality of a software artifact that is discernible for an end user [2].
In this paper, each feature denotes a GSM schema. If a feature corresponds to a
base GSM schema, we call it complete, since it is executable by itself. Otherwise,
the feature corresponds to a GSM schema fragment and we call it partial, since
composition with other features is required to derive a base GSM schema, which
can be executed.

To define feature composition, we use a function composition operator ‘•’ [5],
also known as superimposition [3]. Let Γ comp be a (partial) feature composition
and Γ add a new feature. Both Γ comp and Γ add denote GSM schemas. Then GSM
schema Γ add •Γ comp is the result of adding, also called applying, Γ add to Γ comp.
In Γ add • Γ comp, the entire schema of Γ add is embedded into Γ comp. Sentries
of stages and milestones that are defined in Γ comp are redefined (overridden by
Γ add) in Γ add • Γ comp, if these stages and milestones also are in Γ add.

In some cases, the sentries in the schemas of Γ comp and Γ add for a common
stage or milestone should be merged rather than overridden. To specify merging,
we use an additional keyword orig in conditions of sentries of GSM schemas.
Given a feature composition Γ add • Γ comp, if a sentry of Γ add contains keyword
orig, this refers to the original definition of the sentry according to Γ comp. For
instance, if a milestone m has a plus sentry orig ∧ x = 10 in Γ add and m has a
plus sentry E:n ∧ y < 5 in Γ comp, then orig refers to E:n ∧ y < 5. Consequently,
orig can only be used in sentries for stages and milestones that belong to both
Γ comp and Γ add.

Example. The example in Sect. 2 has one complete feature, base GSM schema
BCAbase, and three partial features, one for each variant in Table 3. The sen-
tries for the GSM schema fragments F1 and F2 of variants 1 and 2, respec-
tively, are shown in Tables 4 and 5. Feature F1 only refers to stage, mile-
stone and data attributes that have been defined already in BCAbase. In
F1 there are two plus sentries for PCS. The semantically equivalent sentry
orig∨(IDGS∧employee count<300) is not allowed, since it is not sentry compos-
able (defined in Sect. 5). The minus sentries in F1 are not redefined, indicated
with orig.
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PCSCredit
Check

CCS

CCU
PCU

Preliminary Check

Fig. 3. GSM schema for partial
feature Credit Check (F2)

The GSM schema for feature F2 does intro-
duce new attributes (see Fig. 3): stage attribute
Check Credit, milestone attributes CCS and CCU,
and data attribute rating. Since the base schema
does not contain these new stage and mile-
stones, their plus and minus sentries cannot use
orig. However, these sentries may refer to stages
or milestones not present in the fragment. For
instance, the plus sentry of new stage Check Credit refers to milestone IDGS,
which is not part of F2.

Definition. In the formal definition of ‘•’, sentries in Γ add may contain the
keyword orig in the condition-part. Given sentries ϕ and ψ, sentry ϕ[orig/ψ] is
the result of replacing each occurrence of orig in ϕ by (ψ).

Definition 5 (Feature composition). Let Γ comp be a base GSM schema and
Γ add a GSM schema fragment that is added to Γ comp. Sentries of Γ add can
use the keyword orig in their condition-parts. Then Γ add ·Γ comp is the GSM
schema Γ = (A = Ad ∪ AS ∪ Am, E = Eext ∪ Ecmp,�,R = R+ ∪ R−) where

Table 4. Sentries for partial feature F1. S = Stage; M = Milestone

Type Name Plus sentries Minus sentries

S Business Performance
Evaluation Check

orig ∧ employee count ≥ 300 orig

S Preliminary Check orig orig

M PCS IDGS ∧ employee count < 300 ; orig orig

M PCU orig orig

Table 5. Sentries for partial feature F2. S = Stage; M = Milestone; CCS=Credit Check
Successful; CCU=Credit Check Unsuccessful

Type Name Plus sentries Minus sentries

S Check Credit IDGS CCS ; CCU;-Preliminary Check

S Preliminary Check orig orig

M CCS C:Credit Check ∧ rating ≥ 8 +Check Credit

M CCU C:Credit Check ∧ rating < 8 +Check Credit

M PCS orig ∧ CCS orig

M PCU orig ; CCU orig
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– Ad = Acomp
d ∪ Aadd

d ;
– AS = Acomp

S ∪ Aadd
S ;

– Am = Acomp
m ∪ Aadd

m ;
– Eext = Ecomp

ext ∪ Eadd
ext ;

– Ecmp = Ecomp
cmp ∪ Eadd

cmp;
– �=�comp ∪ �add;
– for each a ∈ A,

R+(a) =

⎧
⎨

⎩

{ϕ[orig/ψ] | ϕ ∈ Radd
+ (a), ψ ∈ Rcomp

+ (a)} , if a ∈ Acomp ∩ Aadd

Rcomp
+ (a) , if a ∈ Acomp \ Aadd

Radd
+ (a) , if a ∈ Aadd \ Acomp

R−(a) =

⎧
⎨

⎩

{ϕ[orig/ψ] | ϕ ∈ Radd
− (a), ψ ∈ Rcomp

− (a)} , if a ∈ Acomp ∩ Aadd

Rcomp
− (a) , if a ∈ Acomp \ Aadd

Radd
− (a) , if a ∈ Aadd \ Acomp

Most lines in the definition above use simple set union. The definition of R is
most involved. The basic principle is that if a stage or milestone a is defined in
only one of the two input GSM schemas, the sentries for a in the composition Γ
are those of the input schema. If a occurs in both input schemas, the sentries for
a in Γ add override the sentries for a in Γ comp. Using orig, the original sentries
in Γ comp can be reused in the definition of the overridden sentries in Γ .

The GSM schema resulting from the composition F1•BCAbase (Table 6) illus-
trates that using the ‘•’ operator, sentries can be merged with the original sen-
tries (the plus sentry of Business Performance Evaluation Check in F1 has been
merged with the one in BCAbase) and added to the original sentries (the plus
sentry for PCS in F1 has been added to the plus sentry for PCS in BCAbase).

Table 6. Sentries of F1 • BCAbase for the stages and milestones that are both in F1

and BCAbase. S= Stage; M = Milestone

Type Name Plus sentries Minus sentries

S Business Performance
Evaluation Check

+Preliminary Check ∧
employee count ≥ 300

BPECS ; BPECU ;
-Preliminary Check

S Preliminary Check IDGS PCS ; PCU ;
E:AdditionalInfo

M PCS IDGS ∧ employee count
< 300 ; BPECS

false

M PCU BPECU false

Discussion. If more than two features are composed, they are ordered in a
composition chain. For instance, a possible chain is F1 • F2 • BCAbase. Operator
‘•’ (Definition 5) requires that the righthand feature is complete. Therefore ‘•’
is right associative.

The ordering of features in a composition chain influences the outcome. In
other words, the feature composition operator ‘•’ is not commutative. A simple
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example to illustrate this: consider Γ12 = F1 •F2 •BCAbase versus Γ21 = F2 •F1 •
BCAbase. In Γ12, one of the plus sentries for PCS is IDGS∧employee count < 300.
while in Γ21 the corresponding plus sentry is IDGS∧employee count < 300∧CCS.
The first sentry allows PCS to become true while CCS is false, which is obviously
not desirable. So in this example, feature F1 should be applied before F2, so the
valid composition order is F2 • F1 • BCAbase.

In general, there are two options to handle this issue: either define correctness
conditions that guarantee that ‘•’ is commutative or help designers to live with
this lack of commutativity. Defining additional correctness conditions that guar-
antee that ‘•’ is commutative would obviously have to rule out features F1 and
F2, which are perfectly valid. We therefore favor the other option. In particular,
it is useful to define additional dependency constraints between features that
help designers to manage the correct sequencing of features, if multiple need to
be applied to derive an artifact-centric process model. The feature composition
chain then has to respect these dependencies.

5 Correctness

The outcome of feature-oriented composition of two GSM schemas may be a
structure that is not a GSM schema or not a well-formed GSM schema. We
define constraints in this section that ensure that feature-oriented composition
produces (well-formed) GSM schemas.

From a syntax point of view, two constraints need to be satisfied. First, the
hierarchies of Γ add and Γ comp should be composable to ensure that the resulting
relation �, defined in Definition 5, is a hierarchy.

Definition 6 (Hierarchy composable). Let Γ comp be a base GSM schema
and Γ add be a GSM schema fragment that is added to Γ comp. The hierarchies of
Γ comp and Γ add are composable if the following conditions are met:

– For each pair a1, a2 ∈ (Acomp
S ∪ Acomp

m ) ∩ (Aadd
S ∪ Aadd

m ), where a1 
= a2,
a1 �comp a2 iff a1 �add a2.

– For each pair a1, a2 ∈ Aadd
S ∪ Aadd

m , if a1 �add a2 and a2 
∈ Acomp
S ∪ Acomp

m

then a1 
∈ Acomp
S ∪ Acomp

m .
– For each pair a1, a2 ∈ Aadd

S ∪ Aadd
m , if a1 �add a2 and a2 ∈ Acomp

S ∪ Acomp
m

then a2 is not atomic in Γ comp.

S
S1

S2

Fig. 4. Base schema (S1, S) and
fragment schema (S2, S) that are
not hierarchy composable

The first condition states that for stages
and milestones that are shared between
Γ comp and Γ add the hierarchy relations
�comp and �add are consistent. The sec-
ond condition rules out that a new stage is
inserted by Γ add in the middle of the hierar-
chy of Γ comp. For instance, the condition is
violated for Fig. 4; if the hierarchies are com-
posed, stage S gets two parents. The third
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condition is that inserting a new stage inside an existing stage S is allowed,
provided S is not atomic in Γ comp. If S is atomic in Γ comp, then S generates
a completion event C:S, which is not generated if S is not atomic. Hence, the
condition ensures that rules triggered by C:S in Γ comp are also triggered in
Γ add • Γ comp. Under these conditions, the hierarchy relation in the composition
Γ add • Γ comp is consistent with the hierarchy relations in both Γ add and Γ comp.

The second constraint is that the sentries must be composable if orig is used,
i.e., merged sentries for R as defined in Definition 5 satisfy the sentry syntax of
Definition 2.

Definition 7 (Sentry composable). Let Γ comp be a base GSM schema and
Γ add be a GSM schema fragment that is added to Γ comp. A sentry ϕ ∈ Radd(a),
where a ∈ Aadd

S ∪Aadd
m , is sentry composable if the following conditions are met:

– If ϕ contains orig, then a ∈ Acomp
S ∪ Acomp

m .
– If ϕ contains orig and has a non-empty event-part, then

• if ϕ ∈ Radd
+ (a), then each rule in Rcomp

+ (a) has an empty event-part;
• if ϕ ∈ Radd

− (a), then each rule in Rcomp
− (a) has an empty event-part.

– If ϕ contains orig and has an empty event-part, then ϕ is in conjunctive
normal form and orig only occurs as conjunct in ϕ.

– If ϕ references a stage or milestone a that is not in Aadd, then a ∈ Acomp.

The first condition in the definition ensures that if a sentry ϕ for a uses orig,
then the attribute a exists in the base GSM schema. This way, orig can always
be substituted by another sentry. The second and third condition ensure that a
sentry for a in the base GSM schema and a sentry for a in the schema fragment
can be composed properly into a new sentry of the form τ ∧ γ. For instance, if a
sentry ϕ in Γ add uses orig and is triggered by a completion event C:S, then the
sentry of Γ comp referred to by orig should have no trigger event. Note that a
sentry of the form orig∨ϕ, which is ruled out by the third condition, is equivalent
to pair of sentries orig and ϕ. Thus, this condition does not diminish expressive
power. The fourth condition makes sure that each sentry in the schema fragment
becomes grounded.

Under these two constraints, the result of feature composition is guaranteed
to be a GSM schema.

Lemma 1. Let Γ comp be a base GSM schema and Γ add be a GSM schema frag-
ment such that Γ = Γ add ·Γ comp. If Γ comp and Γ add have composable hierar-
chies and each rule in Γ add is sentry composable, then Γ is a GSM schema.

Proof. (Sketch.) We focus on showing that each sentry in Γ satisfies the syntax
defined in Definition 2. Suppose a sentry ϕ = τ1 ∧ γ1 from Γ add contains orig.
By Definition 5, orig is contained in γ1. By the first condition of Definition 7,
a ∈ Acomp

S ∪ Acomp
m . We prove that the new sentry is of the form τ ∧ γ (cf.

Definition 2). There are two cases.

(a) Sentry ϕ has a non-empty event-part τ1. By the second condition of Defini-
tion 7, any sentry ψ = τ2 ∧ γ2 from Γ comp that orig is substituted with, has
an empty event-part, so the new sentry is τ1 ∧ γ′

1, where γ′
1 = γ1[orig/γ2].
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(b) Sentry ϕ has an empty event-part τ1. Let ψ = τ2∧γ2 be the sentry from Γ comp

that orig is substituted with. Either the sentry ψ has an empty event-part,
in which case the new sentry is γ1[orig/γ2]. Or the sentry ψ has a non-empty
event-part. By the third condition of Definition 7, γ1 is in conjunctive normal
form with orig as a conjunct. Let γmin be γ1 minus the conjunct orig. The
new sentry is τ2 ∧ γ2 ∧ γmin. ��
Though Lemma 1 shows under which conditions Γ is a GSM schema, it might

be that Γ is not well-formed due to a cycle in an event-relativized dependency
graph for some event E. Such a cycle is caused by a different processing order of
the rules (in)directly triggered by E in Γ comp and Γ add. To rule out such cycles,
we introduce a third constraint: the ordering of status attributes in both Γ add

and Γ comp is consistent for each event E, so it is not the case that a1 before a2

in Γ comp yet a2 before a1 in Γ add while processing E. This can be checked by
inspecting all the event-relativized dependency graphs of both Γ add and Γ comp.

Definition 8. (Consistent rule orderings). Let Γ comp be a base GSM
schema and Γ add a GSM schema fragment that is added to Γ comp. Then Γ comp

and Γ add have consistent rule orderings if for each event E the orderings
of status attributes in erDGcomp

Γ (E) and erDGadd
Γ (E) are compatible, so for

a1, a2 ∈ Acomp ∩ Aadd, a1 before a2 in erDGcomp
Γ (E) implies a2 not before a1 in

erDGadd
Γ (E).

If the third constraint is satisfied too, then composition Γ is guaranteed to
be a well-formed GSM schema.

Lemma 2. Let Γ comp be a well-formed base GSM schema and Γ add be a well-
formed GSM schema fragment such that Γ = Γ add ·Γ comp. If Γ comp and Γ add

have composable hierarchies, each sentry in Γ add is sentry composable, and
Γ comp and Γ add have consistent rule orderings, then Γ is well-formed.

Proof. By Lemma 1, Γ is a GSM schema. Suppose Γ is not well-formed. By
Definition 4 there is an event E such that erDG(E) contains a cycle between
nodes a1 and a2. Since Γ comp and Γ add are well-formed, the event-relativized
dependency graphs for E in Γ comp and Γ add are acyclic. Hence, in one graph the
ordering is a1 before a2, in the other a2 before a1. Therefore, Γ comp and Γ add

have inconsistent rule orderings. ��

6 Evaluation

To evaluate the feasibility and potential gain of the approach, we applied the
approach to model variants of a real-world process of an international high tech
company with offices in different regions of the worlds. In the process the expired
due diligence qualification of a business partner of the company is renewed. The
company has defined a standard due diligence process, but offices in certain
regions can use their own variant of the process. The standard process and the
variants had been modeled before in separate GSM schemas [30].
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Based on the existing GSM schemas for this process, we defined a base schema
DDPbase for the standard process and four features that refine the base schema:
FDDP
1a , FDDP

1b , FDDP
2 , and FDDP

3 ; all are available in an online appendix [11]. The
first two features are alternatives. Similar to F1 (Table 4) and F2 (Table 5), each
fragment schema of a feature uses orig as sentry or as conjunct of a sentry to
specify the connection between the base schema and the fragment schema.

Table 7. Descriptive statistics of due diligence process and its variants

GSM

schema

Feature

composition

#

Stages

#

Milestones

#

Sentries

Overlap with DDPbase in:

%

Stages

%

Milestones

#

Sentries

%

Sentries

Base

schema

DDPbase 9 15 60

Variant 1 FDDP
1a • DDPbase 10 16 66 90 93 59 89

Variant 2 FDDP
1b • DDPbase 11 17 71 82 88 59 83

Variant 3 FDDP
2 • DDPbase 10 16 65 90 93 60 92

Variant 4 FDDP
3 • DDPbase 10 16 66 90 93 60 91

Table 7 shows descriptive statistics of the base schema and four different
variants that are derived by applying each of the four features to the base schema.
Each variant is equivalent to an existing variant [30]. Note that the base schema
is embedded in each of the variants. Hence, there is an overlap between each
variant and the base schema. For instance, the first variant shares 9 out of 10
stages and 15 out of 16 milestones with the base schema. Variant 1 and 2 each
have a sentry that is derived from a sentry of the base schema; the corresponding
sentry in the feature uses conjunct orig. Hence, for variants 1 and 2, 59 sentries
of the base schema appear in the variant rather than 60.

Table 7 shows that the overlap between the variants is huge. If the variants are
modeled separately, this causes maintenance problems. For instance, changing
the name of a milestone m shared by all four variants needs to be done four
times. By using features, this overlap can be managed efficiently. The milestone
m needs to be updated only once, for the base schema. The change is then
propagated to the variants derived from the base schema by recomposing them.
Another benefit of the approach is that many more variants can be derived than
just the ones in Table 7. In total 3 * 2 * 2 = 12 variants (incl. the base schema) can
be derived, without modifying any of the fragment schemas or the base schema.

To conclude, the preliminary evaluation on a real-world process shows that
by using the approach, variants in a family of GSM schemas can be expressed as
feature compositions. Using features avoids duplicates and thus eases the design
and maintenance of declarative artifact-centric process variants.

7 Related Work

For artifact-centric process models, no directly related work on composition of
model fragments exists. The general problem of designing artifact-centric process
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models, either by defining a methodology for specifying declarative business arti-
facts [6] or by defining an automated synthesis of artifact-centric process mod-
els [13,14,20,24] has been addressed. The feature-oriented composition approach
facilitates reuse of model fragments and the generation of different but related
variants, rather than designing a single artifact-centric process model.

Alternatives to artifact-centric process models are object-aware process mod-
els [18,25] and case management models [1,22,28] (though artifact-centric pro-
cess models can be used for case management too [12,21]). For one of these
alternatives, an approach has been defined for composing production case man-
agement models out of procedural process models [22]. Composition at a fine-
grained level (overriding) is not supported and features are not used.

Variability has been well studied for activity-centric business processes.
Recent surveys [4,19] describe the state of the art in variability modeling from
the angles of procedural modeling languages [19] and of different phases of the
business process life cycle [4], which includes procedural modeling languages. The
surveyed mechanisms for modeling variability [4,19] are specific to procedural,
flowchart-like languages (e.g. specializing activities [19]). Variability support for
declarative, activity-centric business processes has been developed [27], but all
variants are encoded in a single declarative process model from which a process
variant is generated by hiding activities and omitting constraints, rather than
composing a process variant from fragments in a modular fashion using fea-
tures. Another survey [26] lists papers that have applied variability techniques
from software product lines, such as feature models, to activity-centric, proce-
dural business processes. To the best of our knowledge, there is no related work
that applies feature composition to declarative or procedural process models.

In earlier work [12], we defined the change operations insertion and dele-
tion for monotonic GSM schemas (each attribute can be written only once
during an execution) without hierarchy. An alternative approach for deriving
GSM schema variants can be defined by using the GSM change operations in
combination with Provop [16], an existing approach for managing variability in
procedural process models in terms of change operations. Though that alterna-
tive approach allows reducing a base schema, not possible with feature-oriented
composition, it is restricted to monotonic GSM schemas without hierarchy, while
the feature-oriented composition approach supports non-monotonic, hierarchical
GSM schemas.

In software engineering, features have been applied both at the level of mod-
eling languages [23] and programming languages [2]. The feature-oriented design
approach defined in Sect. 4 resembles most closely the feature composition app-
roach for software artifacts developed by Batory et al. [5] and extended by Apel
et al. [3]. That approach also uses a composition operator (called superimposi-
tion [3]) and supports merging of method bodies using an orig-like construct.
Since merging of GSM schemas can result in incorrect schemas, we consider
correctness issues, which are ignored for software artifacts [3,5].
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8 Conclusion

The main contribution of this paper is a formally defined, feature-oriented app-
roach for composing declarative artifact-centric process models. The approach
defines how to compose features that denote GSM schemas, some of which are
partially specified, into completely specified GSM schemas. Correctness criteria
are defined that guarantee that valid GSM schemas are derived. The approach
supports reuse of model fragments. The approach has been evaluated by apply-
ing it to a GSM schema of an industrial process. Using the approach, declarative
artifact-centric process models can be designed in an efficient and correct way.

One direction for further work is evaluating the approach in more case stud-
ies. Another direction is developing tool support for the approach based on an
existing feature composition tool like FeatureHouse [3].
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Abstract. The increasing adoption of modelling methods contributes
to a better understanding of the flow of processes, from the internal
behaviour of a single organisation to a wider perspective where several
organisations exchange messages. In this regard, BPMN collaboration is
a suitable modelling abstraction. Even if this is a widely accepted nota-
tion, only a limited effort has been expended in formalising its seman-
tics, especially for what it concerns the interplay among control features,
data handling and exchange of messages in scenarios requiring multiple
instances of interacting participants. In this paper, we face the problem
of providing a formal semantics for BPMN collaborations including mul-
tiple instances, while taking into account the data perspective. Beyond
defining a novel formalisation, we also provide a BPMN collaboration
animator tool faithfully implementing the formal semantics. Its visuali-
sation facilities support designers in debugging multi-instance collabora-
tion models.

1 Introduction

Nowadays, modelling is recognised as an important practice also in support-
ing the continuous improvement of IT systems. In particular, IT support for
collaborative systems, where participants can cooperate and share information,
demands for a clear understanding of interactions and data exchanges. To ensure
proper carrying out of such interactions, the participants should be provided with
enough information about the messages they must or may send in a given con-
text. This is particularly important when multiple instances of interacting par-
ticipants are involved. In this regard, BPMN [1] collaboration diagrams result
to be an effective way to reflect how multiple participants cooperate to reach a
shared goal.

Even if widely accepted, a major drawback of BPMN is related to the com-
plexity of the semi-formal definition of its meta-model and the possible misunder-
standing of its execution semantics defined by means of natural text description,
sometimes containing misleading information [2]. This becomes a more promi-
nent issue as we consider BPMN supporting tools, such as animators, simulators
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and enactment tools, whose implementation of the execution semantics may not
be compliant with the standard and be different from each other, thus under-
mining models portability and tools effectiveness.

To overcome these issues, several formalisations have been proposed, mainly
focussing on the control flow perspective (e.g., [3–7]). Less attention has been
paid to provide a formal semantics capturing the interplay between control fea-
tures, message exchanges, and data. These perspectives are strongly related,
especially when a participant interacts with multi-instance participants. In fact,
to achieve successful collaboration interactions, it is required to deliver the mes-
sages arriving at the receiver side to the appropriate instances. As messages
are used to exchange data between participants, the BPMN standard fosters
the use of the content of the messages themselves to correlate them with the
corresponding instances. Thus, the data perspective plays a crucial role when
considering multi-instance collaborations. Despite this, no formal semantics that
considers all together these key aspects of BPMN collaboration models has been
yet proposed in the literature.

In this work, we aim at filling this gap by providing an operational seman-
tics of BPMN collaboration models including multi-instance participants, while
taking into account the data perspective, considering both data objects and
data-based decision gateways. Moreover, we go beyond the mere formalisation,
by developing an animator tool that faithfully implements the proposed for-
mal semantics and visualises the execution of multi-instance collaborations. It is
indeed well recognised that process animators play an important role in enhanc-
ing the understanding of business processes behaviour [8] and that, to this aim,
the faithful correspondence with the semantics is essential [9], although it is
not always supported [10]. Visualisation of model execution via an animator
allows to understand the collaboration history, its current state (also in terms
of data-object values) and possible future executions [11]. This is particularly
useful in case of models that are not implemented yet [12]. Our tool, called
MIDA, supports model designers in achieving a priori knowledge of collabora-
tions behaviour. This can allow them to spot erroneous interactions, which can
easily arise when dealing with multiple instances, and hence to prevent undesired
executions.

To sum up, the major contributions of this paper are:

– The definition of a formal semantics for BPMN collaborations considering
control flow elements, multi-instance pools, data objects and data-based deci-
sion gateways. Besides being useful per se, as it provides a precise understand-
ing of the ambiguous and loose points of the standard, a main benefit of this
formalisation is that it paves the way for the development of tools supporting
model analysis.

– The development of the MIDA tool for animating BPMN collaboration mod-
els. MIDA animation features result helpful both in educational contexts,
for explaining the behaviour of BPMN elements, and in practical modelling
activities, for debugging errors common in multi-instance collaborations.
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The rest of the paper is organised as follows. Section 2 provides the motiva-
tions underlying the work, and presents our running example. Section 3 intro-
duces the formal framework at the basis of our approach. Section 4 shows how
the formal concepts have been practically realised in the MIDA tool. Section 5
compares our work with the related ones. Finally, Sect. 6 closes the paper with
lessons learned and opportunities for future work.

2 The Interplay Between Multiple Instances, Messages
and Data Objects in BPMN Collaborations

To precisely deal with multiple instances in BPMN collaboration models, it
is necessary to take into account the data flow. Indeed, the creation of process
instances can be triggered by the arrival of messages, which contain data. Within
a process instance, data is stored in data objects, used to drive the instance execu-
tion. Values of data objects can be used to fill the content of outgoing messages,
and vice versa, the content of incoming messages can be stored in data objects.
We clarify below the interplay between such concepts. To this aim, we introduce
a BPMN collaboration model, used as a running example throughout the paper,
concerning the management of the paper reviewing process of a scientific con-
ference (this is a revised version of the model in [13, Sect. 4.7.2] and [14]). The
example concerns the management of a single paper, which is revised by three
reviewers; of course, the management of all papers submitted to the conference
requires to enact the collaboration for each paper.

The collaboration model in Fig. 1 combines the activities of three partici-
pants. The Program Committee (PC) Chair organises the reviewing activities.
For the sake of simplicity, we assume that the considered conference has only
one chair. A Reviewer performs the reviewing activity and, since more than
one reviewer takes part in this, he/she is modelled as a process instance of a
multi-instance pool. Finally, the Contact Author is the person who submitted
the paper to the conference. The reviewing process is started by the PC chair,
who assigns the paper to each reviewer (via a multi-instance sequential activity
with loop cardinality set to 3 according to the number of involved reviewers
for each paper). The paper is passed to the PC chair process by means of a
data input. After all reviews are received, and combined in the Reviews data
object, the chair starts their evaluation. According to the value of the Evalu-
ation data object, the chair prepares the acceptance/rejection letter (stored in
the Letter data object) or, if the paper requires further discussion, the decision
is postponed. Discussion interactions are here abstracted and always result in an
accept or reject decision. The chair then sends back a feedback to each reviewer,
attaches the reviews to the notification letter, and sends the result to the contact
author.

In this scenario, data support is crucial to precisely render the message
exchanges between participants, especially because multiple instances of the
Reviewer process are created. In fact, messages coming into this pool might
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Fig. 1. Paper reviewing collaboration model.

start a new process instance, or be routed to existing instances already under-
way. Messages and process instances must contain enough information to deter-
mine, when a message arrives at a pool, if a new process instance is needed or, if
not, which existing instance will handle it. To this aim, BPMN makes use of the
concept of correlation: it is up to each single message to provide the informa-
tion that permits to associate the message with the appropriate (possibly new)
instance. This is achieved by embedding values, called correlation data, in the
content of the message itself. Pattern-matching is used to associate a message
to a distinct receiving task or event. In our example, every time the chair sends
back a feedback to a reviewer, the message must contain information (in our case
reviewer name and paper title) to be correlated to the correct process instance
of Reviewer.

According to the BPMN standard, data objects do not have any direct effect
on the sequence flow or message flow of processes, since tokens do not flow along
data associations [1, p. 221]. However, this statement is questionable. Indeed,
on the one hand, the information stored in data objects can be used to drive
the execution of process instances, as they can be referred in the conditional
expressions of XOR gateways to take decisions about which branch should be
taken. On the other hand, data objects can be connected in input to tasks. In
particular, the standard states that “the Data Objects as inputs into the Tasks act
as an additional constraint for the performance of those Tasks. The performers
[...] cannot start the Task without the appropriate input” [1, p. 183]. In both
cases, a data object has an implicit indirect effect on the execution, since it can
drive the decision taken by a XOR gateway or act as a guard condition on a task.
For instance, in our running example, according to the value of the Evaluation
data object, the conditional expression What is the decision? is evaluated and a
branch of the XOR split gateway is chosen. As another example, the task Send
Results can be executed only if an acceptance or rejection letter is stored in the
Letter data object.
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Fig. 2. Structures of data objects (a) and messages (b) of the paper reviewing example.

Concerning the content of data objects, the standard left underspecified its
structure, in order to keep the notation independent from the kind of data struc-
ture required from time to time. We consider here a generic record structure,
assuming that a data object is just a list of fields, characterised by a name and
the corresponding value. Of course, a field can be used to represent the state of
a data object. More complex XML-like structures, which are out of the scope of
this work, can be anyway rendered resorting to nesting. The structure in terms
of fields of the data objects used in our running example is specified in Fig. 2(a).
Messages are structured as well; the structure of the messages specified in our
example is shown in Fig. 2(b). Values can be manipulated and inserted into data
object fields via assignments performed by tasks.

Guards, assignments, and structure of data objects and messages are not
explicitly reported in the graphical representation of the BPMN model, but are
defined as attributes of the involved BPMN elements. We provide information
on their definition and functioning in Sect. 3, and show how MIDA users can
specify them in Sect. 4.

3 A Formal Account of Multi-instance Collaborations

In this section we formalise the semantics of BPMN collaborations supporting
multiple instances. We focus on those BPMN elements, informally presented
in the previous section, that are strictly needed to deal with multiple instanti-
ation of collaborations, namely multi-instance pools, message exchange events
and tasks, and data objects; additionally, in order to define meaningful collabo-
rations, we also consider some core BPMN elements, whose preliminary formal-
isation has been given in [15,16].

To simplify the formal treatment of the semantics, we resort to a textual rep-
resentation of BPMN models, which is more manageable for writing operational
rules than the graphical notation. Notice that we do not propose an alternative
modelling notation, but we just define a Backus-Naur Form (BNF) syntax of
BPMN model structures.

Textual Notation of BPMN Collaborations
We report in Fig. 3 the BNF syntax defining the textual notation of BPMN
collaboration models. This syntax only describes the structure of models, without
taking into account all those aspects that come into play to describe the model
semantics, such as token distribution and messages. In the proposed grammar,
the non-terminal symbols C, P and A represent Collaboration Structures, Process
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Fig. 3. BNF syntax of BPMN collaboration structures.

Structures and Data Assignments, respectively. The first two syntactic categories
directly refer to the corresponding notions in BPMN, while the latter refers
to list of assignments used to specify updating of data objects. The terminal
symbols, denoted by the sans serif font, are the typical elements of a BPMN
model, i.e. pools, events, tasks and gateways.

We do not provide a direct syntactic representation of Data Objects. The evo-
lution of their state during the model execution is a semantic concern (described
later in this section). Thus, syntactically, only the connections between data
objects and the other elements are relevant. They are rendered by references
to data objects within expressions, used to check when a task is ready to start
(graphically, the task has a connection incoming from the data object), to update
the values stored in a data object (graphically, the task has a connection out-
going to the data object), and to drive the decision of a XOR split gateway. A
data object is structured as a list of fields; the field f of the data object named
d is accessed via d.f.

Intuitively, a BPMN collaboration model is rendered in our syntax as a col-
lection of pools, each one specifying a process. Formally, a collaboration C is a
composition, by means of the ‖ operator, of pools either of the form pool(p, P )
(for single-instance pools) or miPool(p, P ) (for multi-instance pools), where p is
the name that uniquely identifies the pool, and P is the enclosed process. At
process level, we use e ∈ E to uniquely denote a sequence edge, while E ∈ 2E a set
of edges. For the convenience of the reader, we refer with ei to the edge incoming
in an element, with eo to the outgoing edge, and with eenb to the (spurious) edge
denoting the enabled status of a start event.

In the data-based setting we consider, messages may carry values. Therefore,
a sending action specifies a list of expressions whose evaluation will return a
tuple of values to be sent, while a receiving action specifies a template to select
matching messages and possibly assign values to data object fields. Formally, a
message is a pair m : ṽ, where m ∈ M is the (unique) message name (i.e., the
label of the message edge), and ṽ is a tuple of values, with v ∈ V and ·̃ denoting
tuples (i.e., ṽ stands for 〈v1, . . . , vn〉). Sending actions have as argument a pair of
the form m : ˜exp. The precise syntax of expressions is deliberately not specified,
it is just assumed that they contain, at least, values v and data object fields d.f.
Receiving actions have as argument a pair of the form m : t̃, where t̃ denotes a
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Fig. 4. Textual representation of the running example (an excerpt).

template, that is a sequence of expressions and formal fields used as pattern to
select messages received by the pool. Formal fields are data object fields identified
by the ?-tag (e.g., ?d.f) and are used to bind fields to values. In order to store
the received values and allow their reuse, we associate to each message in the
receiving process a data object, whose name coincides with the message name.
Data objects are associated to a task by means of a conditional expression, which
is a guard enabling the task execution, and a list of assignments A, each of which
assigns the value of an expression to a data field. When there is no data object
as input to a task, the guard is simply true, while if there is no data object in
output to a task the list of assignments is empty (ε).

The XOR split gateway specifies guard conditions in its outgoing edges, used
to decide which edge to activate according to the values of data objects. This
is formally rendered as a function G : E → EXP mapping edges to conditional
expressions, where EXP is the set of all expressions that includes the distin-
guished expression default referring to the default sequence edge outgoing from
the gateway (it is assigned to at most one edge). When convenient, we will deal
with function G as a set of pairs (e, exp).

The correspondence between the syntax used here to represent multi-instance
collaborations and the graphical notation of BPMN is exemplified by means
of (an excerpt of) our running example in Fig. 4, while the detailed one-to-one
correspondence is reported in the companion technical report [17]. In the textual
notation, to support a compositional approach, each sequence (resp. message)
edge in the graphical notation is split in two parts: the part outgoing from the
source element and the part incoming into the target element; the two parts are
correlated by the unique edge name. Notably, even if our syntax would allow to
write collaborations that cannot be expressed in BPMN, we only consider those
terms that are derived from BPMN models.
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Semantics of BPMN Collaborations
The syntax presented so far represents the mere structure of processes and col-
laborations. To describe their semantics, we mark sequence edges by means of
tokens [1, p. 27]. In particular, we enrich the structural information with a notion
of execution state, defined by the state of each process instance (given by the
marking of sequence edges and the values of data object fields) and the store of
the exchanged messages. We call process configurations and collaboration con-
figurations these stateful descriptions, which produce local and global effects,
respectively, on the collaboration execution.

Formally, a process configuration has the form 〈P, σ, α〉, where: P is a process
structure; σ : E → N is a sequence edge state function specifying, for each
sequence edge, the current number of tokens marking it (N is the set of natural
numbers); and α : F → V is the data state function assigning values (possibly
null) to data object fields (F is the set of data fields and V the set of values).
We denote by σ0 (resp. α0) the edge (resp. data) state where all edges are
unmarked (resp. all fields are set to null). The state obtained by updating in
σ the number of tokens of the edge e to n, written as σ · [e �→ n], is defined as
follows: (σ · [e �→ n])(e′) returns n if e′ = e, otherwise it returns σ(e′). The update
of data state α is similarly defined. To simplify the definition of the operational
rules, we introduce some auxiliary functions to update states. Function inc :
Sσ × E → Sσ (resp. dec : Sσ × E → Sσ), where Sσ is the set of edge states,
updates a state by incrementing (resp. decrementing) by one the number of
tokens marking an edge in the state. They are defined as inc(σ, e) = σ · [e �→
σ(e) + 1] and dec(σ, e) = σ · [e �→ σ(e) − 1]. These functions extend in a natural
ways to sets E of edges. Function reset : Sσ × E → Sσ, instead, updates an
edge state by setting to zero the number of tokens marking an edge in the state:
reset(σ, e) = σ · [e �→ 0]. We use the evaluation relation eval ⊆ EXP × Sα × V

to evaluate an expression over a data state. This is a relation, not a function,
because an expression may contain non-deterministic operators and, in such
a case, its evaluation results in one of the possible values for that expression
with respect to the given data state. Notation eval(exp, α, v) states that v is
one of the possible values resulting from the evaluation of the expression exp
on the data state α. This relation is not explicitly defined, since the syntax of
expressions is deliberately not specified; we only assume that eval(default, α, v)
implies v = false for any α. The relation extends to tuples component-wise.
Finally, relation upd ⊆ Sα × A

n × Sα, where Sα is the set of data states and
A is the set of assignments, is used to update data object values. Notation
upd(α,A, α′) states that α′ is one of the possible states resulting from the update
of α with assignment A. The relation is inductively defined as follows: for any
α, upd(α, ε, α); upd(α, d.f := exp, α · [d.f �→ v]) with v such that eval(exp, α, v);
and upd(α, (A1, A2), α′′) with α′′ such that upd(α′, A2, α

′′) and α′ such that
upd(α,A1, α

′).
A collaboration configuration has the form 〈C, ι, δ〉, where: C is a collabora-

tion structure; ι : P → 2Sσ×Sα is the instance state function mapping each pool
name (P is the set of pool names) to a multiset of instance states (ranged over
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by I and containing pairs of the form 〈σ, α〉); and δ : M → 2V
n

is a message state
function specifying, for each message name m, a multiset of value tuples repre-
senting the messages received along the message edge labelled by m. Function δ
can be updated in a way similar to σ, enabling the definition of the following aux-
iliary functions. Function add : Sδ ×M×V

n → Sδ (resp. rm : Sδ ×M×V
n → Sδ),

where Sδ is the set of message states, allows updating a message state by
adding (resp. removing) a value tuple for a given message name in the state:
add(δ,m, ṽ) = δ · [m �→ δ(m)+{ṽ}] and rm(δ,m, ṽ) = δ · [m �→ δ(m)−{ṽ}], where
+ and − are the union and substraction operations on multisets. Finally, the
instance state function ι can be updated in two ways: by adding a newly created
instance or by modifying an existing one: newI (ι, p, σ, α) = ι·[p �→ ι(p)+{〈σ, α〉}]
and updI (ι, p, I) = ι · [p �→ I].

Let us go back to our running example. The scenario in its initial state is
rendered as the collaboration configuration 〈(pool(ppc, Ppc) ‖ miPool(pr, Pr) ‖
pool(pca, Pca)), ι, δ〉 where: ι(ppc) = {〈σ, α〉} with σ = σ0 · [eenb �→ 1] and α =
α0 · [Paper.title, . . . ,Paper.body �→ title, . . . , text]; and ι(pr) = ι(pca) = H. The
α function of the ppc instance is initialised with the content of the Paper data
input.

The operational semantics is defined by means of a labelled transition sys-
tem (LTS), whose definition relies on an auxiliary LTS on the behaviour of
processes. The latter is a triple 〈P,L,→〉 where: P, ranged over by 〈P, σ, α〉,
is a set of process configurations; L, ranged over by �, is a set of labels; and
→⊆ P × L × P is a transition relation. We will write 〈P, σ, α〉 �−→ 〈P, σ′, α′〉 to
indicate that (〈P, σ, α〉, �, 〈P, σ′, α′〉) ∈→. Since process execution only affects
the current states, and not the process structure, for the sake of readability we
omit the structure from the target configuration of the transition. Similarly, to
further improve readability, we also omit α when it is not affected by the tran-
sition. Thus, for example, a transition 〈P, σ, α〉 �−→ 〈P, σ′, α〉 can be written as
〈P, σ, α〉 �−→ σ′. The labels � used by the process transition relation have the
following meaning. Label τ denotes an action internal to the process, while !m : ṽ
and ?m : ẽt, A denote sending and receiving actions, respectively. Notation ẽt
denotes an evaluated template, that is a sequence of values and formal fields.
Notably, the receiving label carries information about the data assignments A
to be executed, at collaboration level, after the message m is actually received.
Label new m : ẽt denotes taking place of a receiving action that instantiates a
new process instance (i.e., it corresponds to the occurrence of a start message
event in a multi-instance pool). The meaning of internal actions is as follows: ε
denotes an internal computation concerning the movement of tokens, while kill
denotes taking place of the termination event.

An excerpt of the operational rules defining the transition relation of the
processes semantics is given in Fig. 5 (we present here the rules for the BPMN
elements used in our running example; we refer to [17] for a complete account).
Rule P -Start starts the execution of a (single-instance) process when it has
been activated (i.e., the enabling edge eenb is marked). The effect of the rule is
to increment the number of tokens in the edge outgoing from the start event
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Fig. 5. BPMN process semantics.

and to reset the marking of the enabling edge. Rule P -End instead is enabled
when there is at least one token in the incoming edge of the end event, which
is then simply consumed. Rule P -StartRcv starts the execution of a process by
producing a label denoting the creation of a new instance and containing the
information for consuming a received message at the collaboration layer (see rule
C -CreateMi in Fig. 6). Rule P -XorSplit1 is applied when a token is available in
the incoming edge of a XOR split gateway and a conditional expression of one
of its outgoing edges is evaluated to true; the rule decrements the token in the
incoming edge and increments the token in the selected outgoing edge. Notably,
if more edges have their guards satisfied, one of them is non-deterministically
chosen. Rule P -XorSplit2 is applied when all guard expressions are evaluated
to false; in this case the default edge is marked. Rule P -XorJoin is activated
every time there is a token in one of the incoming edges, which is then moved to
the outgoing edge. Rule P -Task deals with tasks, possibly equipped with data
objects. It is activated only when the guard expression is satisfied and there
is a token in the incoming edge, which is then moved to the outgoing edge.
The rule also updates the values of the data objects connected in output to
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the task. Rule P -TaskRcv is similar, but it produces a label corresponding to
the consumption of a message. In this case, however, the data updates are not
executed, because they must be done only after the message is actually received;
therefore, the assignment are passed by means of the label to the collaboration
layer. Rule P -TaskSnd sends a message, updates the data object and moves the
incoming token to the outgoing edge. The produced send label is used to deliver
the message at the collaboration layer. We consider tasks with atomic execution;
relaxation of this requirement is shown in [17]. Finally, rule P -Int1 deals with
interleaving in a standard way for process elements.

Now, the labelled transition relation on collaboration configurations for-
malises the message exchange and the data update according to the process
evolution. The LTS is a triple 〈C,Lc,→c〉 where: C, ranged over by 〈C, ι, δ〉, is a
set of collaboration configurations; Lc, ranged over by l, is a set of labels; and
→c⊆ C × Lc × C is a transition relation. We apply the same readability simplifi-
cations we use for process configuration transitions. Labels l are as follows: τ is
an internal action, !m : ṽ is a sending action, and ?m : ṽ and new m : ṽ are receiving
actions. Notably, at collaboration level the receiving labels just keep track of the
received message. To define the collaboration semantics, an auxiliary function is
needed: match(ẽt, ṽ) is a partial function performing pattern-matching on struc-
tured data (like in [18]), thus determining if an evaluated template ẽt matches a
tuple of values ṽ. A successful matching returns a list of assignments A, updating
the formal fields in the template; otherwise, the function is undefined.

The relevant operational rules defining the transition relation of the collabo-
ration semantics are given in Fig. 6 (the full account is in [17]). Rule C -CreateMi
deals with instance creation in the multi-instance case. An instance is created
if there is a matching message; as result, the assignments for the received data
are performed, and the message is consumed. The created instance is added to
the multiset of existing instances of the pool. The (omitted) single-instance case
is similar, except that the instance is created only if no instance exists for the
considered pool (ι(p) = H). The next three rules allow a single pool to evolve
according to the evolution of one of its process instances 〈P, σ, α〉. In particu-
lar, if the process instance performs an internal action (rule C -InternalMi) or
a receiving/delivery action (rules C -ReceiveMi or C -DeliverMi), the pool per-
forms the corresponding action at collaboration layer. As for instance creation,
rule C -ReceiveMi can be applied only if there is at least one matching mes-
sage. Recall indeed that at process level the receiving labels just indicate the
willingness of a process instance to consume a received message, regardless the
actual presence of messages. The delivering of messages is based on the correla-
tion mechanism: the correlation data are identified by the template fields that
are not formal (i.e., those fields requiring specific matching values). Moreover,
when a process performs a sending action, the message state function is updated
in order to deliver the sent message to the receiving participant. Finally, rule
C -Int1 permits interleaving the processes execution.

It is worth noticing that the semantics has been defined according to a global
perspective. Indeed, the overall state of a collaboration is collected by functions ι
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and δ of its configuration. On the other hand, the global semantics of a collabora-
tion configuration is determined, in a compositional way, by the local semantics
of the involved processes, which evolve independently from each other. The use
of a global perspective simplifies (i) the technicalities required by the formal
definition of the semantics, and (ii) the implementation of the animation of the
overall collaboration execution. The compositional definition of the semantics,
anyway, would allow to easily pass to a purely local perspective, where state
functions are kept separate for each process.

4 The MIDA Animation Tool

In this section, we present our BPMN animator tool MIDA (Multiple Instances
and Data Animator) and provide details about its implementation and use.
MIDA is based on the Camunda bpmn.io web modeller. More precisely, we
have integrated our formal framework into the bpmn.io token simulation plug-
in. The MIDA tool, as well as its source code, user guide and examples, are
freely available from http://pros.unicam.it/mida/.

MIDA is a web application written in JavaScript. Its graphical interface,
shown in Fig. 7, is conceived as a modelling environment. It allows users to create
BPMN models using all the facilities of the Camunda modeller. In particular,
data/message structures, guards and assignments can be specified by using the
Property Panel, which permits accessing element attributes. This information is
stored in appropriate elements of the standard XML representation of the BPMN
model. When the animation mode is activated, by clicking the corresponding
button, one or more instances of the desired processes can be fired. To do this,

Fig. 6. BPMN collaboration semantics.

http://pros.unicam.it/mida/
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Fig. 7. MIDA web interface.

users have to press the play button depicted over each fireable start event. This
creates a new token labelled with a number uniquely representing a process
instance. Tokens will cross the model following the rules induced by our formal
semantics. The execution of a process instance terminates once all its tokens
cannot move forward. We refer to the MIDA’s user guide for more details on
the practical use of the tool.

MIDA animation features may be an effective support to business process
designers in their modelling activities, especially when multi-instance collabo-
rations are involved. Indeed, in this context, the choice of correlation data is
an error-prone task that is a burden on the shoulders of the designers. For
example, let us consider the Reviewer participant in our running scenario; if
the template within the task for receiving the feedback would not properly
specify the correlation data (e.g., t̃3 = 〈?Feedback.reviewerName, ?Feedback.title,
?Feedback.evaluation〉), the feedback messages could not be properly delivered.
Indeed, each Reviewer instance would be able to match any feedback message,
regardless the reviewer name and the paper title specified in the message. Thus,
the feedback messages could be mixed up. Fortunately, MIDA allows to detect,
and hence solve, this correlation issue. Similarly, MIDA helps designers to detect
issues concerning the exchange of messages. In fact, malformed or unexpected
messages may introduce deadlocks in the execution flow, which can be easily
identified by looking for blocked tokens in the animation. For instance, in the
running example a feedback message without the evaluation field would be never
consumed by a receiving task of the Reviewer instances. Finally, since our ani-
mation is based on data object values, also issues due to bad data handling can
be detected using MIDA. For instance, let us suppose that the Discuss task in
PC Chair would not be in a loop, but it would have its outgoing edge directly
connected to the XOR join in its right hand side. After the execution of the
Discuss task, the task Send Feedback would be performed, and the task Send
Results would be activated. However, the guard of the latter task would not
be satisfied, because the Letter data object would not be properly instantiated.
This would cause a deadlock, which can be found out by using MIDA.
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To sum up, the MIDA tool can support designers in debugging their multi-
instance collaboration models, as it permits to check the evolution of data, mes-
sages and processes marking while executing the models step-by-step. Like in
code debugging, the identification of the bug is still in charge of the human user.

5 Related Work

In this section we discuss the most relevant attempts in formalising multiple
instances and data for BPMN models. We then compare MIDA with other
animation tools.

On Formalising Multiple Instances and Data. Many works in the litera-
ture attempted to formalise the core features of BPMN. However, most of them
(see, e.g., [3–7]) do not consider multiple instances and data, which are the focus
of our work. Considering these features in BPMN collaborations, relevant works
are [19–22]. Meyer et al. in [19] focus on process models where data objects are
shared entities and the correlation mechanism is used to distinguish and refer
data object instances. Use of data objects local to (multiple) instances, exchange
of messages between participants, and correlation of messages are instead our
focus. In [20], the authors describe a model-driven approach for BPMN to include
the data perspective. Differently from us, they do not provide a formal semantics
for BPMN multiple instances. Moreover, they do not use data in decision gate-
ways. Moreover, Kheldoun et al. propose in [21] a formal semantics of BPMN
covering features such as message-exchange, cancellation, multiple instantiation
of sub-processes and exception handling, while taking into account data flow
aspects. However, they do not consider multi-instance pools and do not address
the correlation issue. Semantics of data objects and their use in decision gate-
ways is instead proposed by El-Saber and Boronat in [22]. Differently from us,
this formal treatment does not include collaborations and, hence, exchange of
messages and multiple instances. Considering other modelling languages, YAWL
[23] and high-level Petri nets [24] provide direct support for the multiple instance
patterns. However, they lack support for handling data. In both cases, process
instances are characterised by their identities, rather than by the values of their
data, which are however necessary to correlate messages to running instances.

Regarding choreographies, relevant works are [25–27]. Gómez-López et al. [25]
study the choreography problem derived from the synchronisation of multiple
instances necessary for the management of data dependencies. Knuplesch et al.
[26] introduces a data-aware collaboration approach including formal correctness
criteria. However, they define the data perspective using data-aware interaction
nets, a proprietary notation, instead of the wider accepted BPMN. Improving
data-awareness and data-related capabilities for choreographies is the goal of
Hahn et al. [27]. They propose a way to unify the data flow across participants
with the data flow inside a participant. The scope of data objects is global to
the overall choreography, while we consider data objects with scope local to
participant instances, as prescribed by the BPMN standard. Apart from the
specific differences mentioned above, our work differs from the others for the
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focus on collaboration diagrams, rather than on choreographies. This allows us
to specifically deal with multiple process instantiation and messages correlation.

Finally, concerning the correlation mechanism, the BPMN standard and,
hence, our work have been mainly inspired by works in the area of service-
oriented computing (see the relationship between BPMN and WS-BPEL [28]
in [1, Sect. 14.1.2]). In fact, when a service engages in multiple interactions, it
is generally required to create an instance to concurrently serve each request,
and correlate subsequent incoming messages to the created instances. Among the
others, the COWS [18] formalism captures the basic aspects of SOC systems, and
in particular service instantiation and message correlation à la WS-BPEL. From
the formal point of view, correlation is realised by means of a pattern-matching
function similar to that used in our formal semantics.

Business Process Animation. Relevant contributions about animation of
business processes are proposed by Allweyer and Schweitzer [12], and by Sig-
navio and Visual Paradigm. Differently from us, in their implementations they
do not fully support the interplay between multiple instances, messages and
data. Allweyer and Schweitzer propose a tool for animating BPMN models that,
however, only considers processes, as it discards message exchanges, both seman-
tically and graphically. In addition, gateway decisions are performed manually by
users during the animation, instead of depending on data. The animator of the
Signavio modeller allows users to step through the process element-by-element
and to focus completely on the process flow. However, it discards important ele-
ments, such as message flows and data objects. Hence, Signavio animates only
non-collaborative processes, without data-driven decisions, which instead are key
features of our approach. Finally, Visual Paradigm provides an animator that
supports also collaboration diagrams. This tool allows users to visualise the flow
of messages and implements the semantics of receiving tasks and events, but it
does not animate data evolution and multiple instances.

6 Concluding Remarks

This paper aims at answering the following research questions:

RQ1: What is the precise semantics of multi-instance BPMN collaborations?
RQ2: Can supporting tools assist designers to spot erroneous behaviours related
to multiple instantiation and data handling in BPMN collaborations?

The answer to RQ1 is mainly given in Sect. 3, where we provide a novel opera-
tional semantics clarifying the interplay between control features, data, message
exchanges and multiple instances. The answer to RQ2 is instead given in Sect. 4,
where we propose MIDA, an animator tool, based on our formal semantics,
that provides the visualisation of the behaviour of a collaboration by taking
into account the data-based correlation of messages to process instances. We
have shown, on our running example, that MIDA supports the identification
of erroneous interactions, due e.g. to incorrect data handling or wrong message
correlation.
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We conclude the paper by discussing lessons learned, and the assumptions
and limitations of our approach, also touching upon directions for future work.

Lessons Learned. The BPMN standard has the flavour of a framework rather
than of a concrete language, because some aspects are not covered by it, but
left to the designer [13]. For example, the standard left underspecified the inter-
nal structure of data objects: “Data Object elements can optionally reference a
DataState element [...] The definition of these states, e.g., possible values and
any specific semantics are out of scope of this specification” [1, p. 206]. This gap
left by the BPMN standard must be filled in order to concretely deal with data
in our formalisation, and hence in the animation of BPMN collaboration models.
To this aim, we consider a generic record structure for data objects. Similarly,
the expression language operating on data is left unspecified by the standard.
This is not an issue for the formalisation, but the expression language has to
be instantiated in the concrete implementation of the animator. In MIDA, for
the sake of simplicity, we resort to the expression language of JavaScript, as this
is the programming language used for implementing the tool. It conveniently
allows, for example, to define expression operators that randomly select a value
from a given set, which are used to define non-deterministic behaviours in our
running example (see, e.g., operator assignscore() used by the Prepare Review
task).

In addition, the lack of a formal semantics in the standard may lead to dif-
ferent interpretations of the tricky features of BPMN. In this work we aim at
clarifying the interplay between multiple instances, messages and data objects.
In particular, the standard provides an informal description of the mechanism
used to correlate messages and process instances [1, p. 74], which we have for-
malised and implemented by following the solution adopted by the standard for
executable business processes [28].

Assumptions and Limitations. Our formal semantics focusses on the com-
munication mechanisms of collaborative systems, where multiple participants
cooperate and share information. Thus, we have left out those features of BPMN
whose formal treatment is orthogonal to the addressed problem, such as timed
events and error handling. To keep our formalisation more manageable, multi-
instance parallel tasks, sub-processes and data stores are left out too, despite
they can be relevant for multi-instance collaborations. We discuss below what
would be the impact of their addition to our work.

Let us first consider multi-instance tasks. The sequential instances case, as
shown in the formalisation of our running example, can be simply dealt with as a
macro; indeed, it corresponds to a task enclosed within a ‘for’ loop. The parallel
case, instead, is more tricky. It is a common practice to consider it as a macro
as well, which can be replaced by tasks between AND split and join gateways
[3,23], assuming to know at design time the number of instances to be generated.
However, this replacement is no longer admissible when this kind of element is
used within multi-instance pools [17], thus requiring a direct definition of the
formal semantics of multi-instance parallel tasks.
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Similar reasoning can be done for sub-processes, which again are not mere
macros. In fact, in general, simply flattening a process by replacing its sub-
process elements by their expanded processes results in a model with different
behaviour. This because a sub-process, for example, delimits the scope of the
enclosed data objects and confines the effect of termination events. Therefore, it
would be necessary to explicitly deal with the resulting multi-layer perspective,
which adds complexity to the formal treatment. The formalisation would become
even more complex if we consider multi-instance sub-processes, which would
require an extension of the correlation mechanism.

Moreover, we do not consider BPMN data stores, used to memorise shared
information that will persist beyond process instance completion. Providing a
formalisation for data stores would require to extend collaboration configurations
with a further state function, dedicated to data stores. Moreover, the treatment
of data assignments would become more intricate, as it would be necessary to dis-
tinguish updates of data objects from those of data stores, which affect different
data state functions in the configuration.

Finally, values of data objects can be somehow “constrained” by assign-
ments. Indeed, as mentioned above in the Lessons learned paragraph, assignment
expressions can restrict the set of possible values that can be assigned to a data
object field. Moreover, guard expressions of tasks or XOR split gateways can
check if data object values respect given conditions. However, such constraints
imposed on data object values are currently “hidden” in the expressions and,
hence, in their evaluation. Assignments could be extended with an explicit defi-
nition of constraints in order to ease their specification and make more evident
the effects of assignments on data values.

Future Work. We plan to continue our programme to effectively support mod-
elling and animation of BPMN multi-instance collaborations, by overcoming the
above limitations. More practically, we intend to enlarge the range of functional-
ities provided by MIDA, especially for what concerns the data perspective, and
improve its usability. Moreover, we plan to exploit the formal semantics, and
its implementation, to enable the verification of properties using, e.g., model
checking techniques.
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Abstract. Time-aware business process models capture processes where
temporal properties and constraints have to be suitably managed to
achieve proper completion. Temporal aspects also constrain how deci-
sions are made in processes: while some constraints hold only along
certain paths, decision outcomes may be restricted to satisfy temporal
constraints. In this paper, we present time-aware BPMN processes and
discuss how to: (i) add temporal features to process elements, by con-
sidering also the impact of events on temporal constraint management;
(ii) characterize decisions based on when they are made and used within
a process; (iii) specify and use two novel kinds of decisions based on
how their outcomes are managed; (iv) deal with intertwined temporal
and decision aspects of time-aware BPMN processes to ensure proper
execution.

1 Introduction and Motivation

Time-awareness is undeniably a crucial property of business processes [13,24]. In
the last years, temporal features of process models have been widely considered
and studied with a focus on different intertwined aspects. Among them, we
mention the modeling and checking of temporal constraints at design time [6,
13,17,23], the management of uncertainty for task duration [9], the modular
design of time-aware processes [24], the specification of time patterns [20], and
the modeling of temporal constraints in Business Process Model and Notation
(BPMN) [5,8,12].

In general, temporal features of process models have to be dealt with by
considering how they relate to the semantics of process elements. Particularly,
decision tasks and events [22] are important concepts to consider jointly with
temporal constraints, as they represent points in the process flow where informa-
tion is acquired and used to determine the following flow of process execution.
Indeed, information about decisions is used by exclusive gateways to choose one
among alternative execution flows, based on the evaluation of conditions previ-
ously set by decision tasks or related to event occurrence.

Thus, during execution time-aware processes have to face two different kinds
of uncertainty, one related to activity duration, which is known only after activity
completion, the other one stemming from the outcomes of decision tasks and
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from events that determine which process path to follow. Such uncertainties are
solved only when tasks have been executed and events have occurred.

At design time, given a time-aware business process model, it is desirable
to know whether it is possible to execute it in a correct way, by considering all
the possible combinations of activity durations and decision outcomes. However,
such durations and outcomes are not under the control of a process engine. In
this scenario, if an engine can plan the execution of future steps considering only
the history of already executed elements and made decisions, and guaranteeing
that all the specified temporal constraints are satisfied, we say that the process
is dynamically controllable.

In this paper, we propose a new time-aware well-structured process model
based on BPMN [22] to handle the subtle relations between temporal constraints
and decisions and show how to check if process cases can be executed successfully.
The main novelties of our approach can be summarized as follows: (i) we add
temporal features to process elements, considering also the impact of event occur-
rence on temporal constraint management, (ii) we discuss the relation between
the making and the use of decisions, (iii) we conceptually distinguish two novel
types of decisions, (iv) we describe how to deal with both the uncertainty related
to the effective duration of executed activities and the uncertainty related to deci-
sions made during the process execution, (v) we define the notion of dynamic
controllability (DC) for such processes, and (vi) we show a mapping of time-aware
well-structured BPMN processes onto suitable temporal constraint networks to
check the dynamic controllability of such processes.

1.1 A Motivating Example Taken from the Clinical Domain

As a motivating scenario, let us consider the management of patients diagnosed
with knee osteoarthritis (OA). The process diagram of Fig. 1 shows some impor-
tant treatment steps, excerpt from widely adopted clinical practice guidelines [2].
The core of the diagram is designed by using BPMN [22], which is enriched with
different kinds of temporal constraints, such as activity/gateway durations, event
waiting times, sequence flow delays, and relative temporal constraints.

Knee OA is a common degenerative joint disease involving cartilage and
nearby tissues [2].

In Fig. 1 we focus on pharmacologic treatment, thus leaving nonpharmaco-
logic treatment represented as collapsed subprocess NonPhTr. Moreover, we spec-
ify a type only for decision tasks: those representing human decision-making are
given type user, while tasks enclosing a detailed decision logic are of type busi-
ness rule.

Prior to prescribing treatments, a physician in charge must Check Contraindi-
cations (business rule task T0) to commonly administered drugs, such as parac-
etamol, Non-Steroidal Anti-Inflammatory Drugs (NSAIDs), and opioids. Being
potentially life-threatening, absolute contraindications are precisely defined in
clinical guidelines to avoid misinterpretation (hence the use of a business rule
task).
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Fig. 1. BPMN process diagram showing the main steps for treating knee osteoarthritis.
If not specified, the granularity of temporal ranges in the diagrams is minute.

Depending on the assessed drug tolerance, different treatments are prescribed,
in a stepwise manner. The Core Treatment (task T1) is essentially based on
paracetamol. To improve pain control, topical preparations may be added dur-
ing core treatment. In Fig. 1 the need for topical treatment is represented by
non-interrupting event TT, which leads to the Topical Treatment itself (task T2).
However, paracetamol is often insufficient, even if combined with topical treat-
ment. Thus, a Patient Evaluation (task T3) is scheduled afterwards. If symptoms
persist (gateway 1s), an advanced treatment must be prescribed. The choice
(gateway 2s) of the best treatment for the patient depends on the contraindi-
cations evaluated in T0. In case of contraindications, intra-articular therapy is
preferred. Among existing alternatives, intra-articular hyaluronic acid (iaHA)
and platelets-rich plasma (iaPRP) have shown similar efficacy [16]. Therefore,
during Therapy Evaluation (user task T4) the physician can choose the ther-
apy among the available ones. This decision differs from those made in T0 and
T3 since not all of the possible outcomes are required to be available at run-
time to guarantee that the process can be executed successfully. Indeed, it is
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sufficient that at least one of the available therapies iaHA and iaPRP can be
chosen. Then, gateway 3s uses the decision made in T4 to route the process flow
towards either T5 or T6. If there are no contraindications, NSAIDs drugs (task
T7) may be administered. However, severe adverse drug reactions (ADRs) may
occur while taking NSAIDs: if an ADR is reported, the treatment is immediately
interrupted. In Fig. 1, this scenario is captured by signal boundary event ADR,
whose occurrence interrupts task T7 and leads to Therapy Re-evaluation (task
T8).

The example shows how process execution relies also on temporal and deci-
sion aspects. On the one hand temporal constraints must be satisfied to guaran-
tee that the process is completed successfully. On the other hand, decision tasks
determine which process path is preferred over another.

2 Characterization of Time-Aware BPMN Processes

In this section, we introduce temporal aspects, distinguish the two types of deci-
sions that characterize the novel time-aware BPMN and discuss their relations.
Then, we propose the notion of dynamic controllability for time-aware BPMN
processes. Hereinafter, we consider only well-structured processes as they offer
several advantages in terms of comprehension, modularity, and robustness [6,11,
for a detailed discussion].

2.1 Specification of Temporal Properties and Constraints

Here, we enrich BPMN processes by adding a temporal dimension to a rele-
vant subset of BPMN elements and suitable temporal constraints based on con-
cepts presented in [6,9,23]. The obtained time-aware BPMN fosters the tempo-
ral characterization of tasks, gateways, events, sequence flow edges, and time
lags between process elements. We describe the introduced temporal aspects by
referring to the example of Fig. 1 and borrowing the notions of “activity/event
activation” and “event triggering/handling” from the BPMN standard [22].

– Activities have a duration attribute represented as a range [x, y]G with
0 < x < y < ∞, where x/y is the minimum/maximum allowed time span for
an activity to go from state “started” to “completed” [20] and G (Granularity)
stands for the time unit used (e.g., seconds,. . . ). At run-time, the real duration
of an activity cannot be fixed by the process engine, but only observed after
who is in charge of executing it completes the activity (contingent duration).
Process engine takes into account the real duration to properly enact the
following elements. Who is in charge of executing the activity must observe
the two bounds x and y.
For example, T3 has a duration [5, 10]min: physicians in charge of T3 may
take between 5 and 10 min to execute it.

– Intermediate catching events have a temporal property, [x, y]G with 0 ≤
x ≤ y < ∞, representing the minimum/maximum amount of time during
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which they may be triggered (event waiting time). When x is 0, it means
that the event may be triggered as soon as it is activated. y is the upper
bound on the amount of time allowed for event triggering that prevents the
process to wait infinitely for the occurrence of an event. Since the triggering
of an event is not controlled by the process engine, the actual event waiting
time is only known at run-time. When a catching event is attached to the
boundary of an activity, its waiting time is implied by the duration of the
activity. Specifically, if activity T has a duration [x, y]mG and a boundary
event e, then the event waiting time for e must be [0, y′]mG where y′ < y and
mG is the minimum time granularity considered in the process. This ensures
that e cannot occur at the T completion instant as required by [22]. For
practicality, in case of coarser granularity the model admits y′ ≤ y assuming
that y′ is always before y after the conversion to the minimum granularity.
As an example, task T7, having duration [1, 5] days, and boundary event ADR,
having waiting time [0, 5] days: in this case, since days are coarser than minutes
(the minimum granularity), the upper bounds coincide. If e is non-interrupting
(e.g. TT in Fig. 1), BPMN requires that the duration of the associated activity
includes the duration of all non-interrupting event handlers [22]. As discussed
later, such specification can be satisfied by combining the described temporal
properties, thus allowing designers to think about the elementary temporal
characterization of activities.

– Gateways and sequence flow also have a duration range of the form [l, u]
G, with 0 ≤ l ≤ u ≤ ∞. However, in this case, the process engine plans the
real execution time for such elements by choosing a suitable value of the range.
A range associated to a sequence flow edge connecting an element A to an
element B is called sequence flow delay because it represents the possibility
for the process engine to delay the enacting of B after A is completed. For
example, between T1 and T3 there is a delay of [0, 7] days: considering the
decision in T0 and the completion time of T1, the engine could reduce this
delay even to 0 to guarantee that following tasks can be executed without
constraint violations. If a designer does not set a duration, it is assumed to
be [0,∞]mG.

– Relative constraints are depicted in Fig. 1 as dashed edges that connect
any two process nodes [9]. Relative constraints limit the time distance between
the starting/ending instants of two elements and have the form IS [u, v]IFG,
where IS is the starting (S)/ending (E) instant of the first element, while IF

is the starting/ending instant of the second one [9]. For example, the time
distance between the end of task T0 and the beginning of task T4 is given
by E[4, 13]S days meaning that, if iaHA or iaPRP are needed, the decision of
which one to prescribe must be made after at least 4 days and before 13 days
from the completion of T0. To deal with event instantaneity, we choose to
always adopt the notation IS to denote the triggering instant of one event.
For example, constraint S[5, 50]S days represents the overall minimum and
maximum process durations and holds between events Z and E.
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2.2 Specification of Decisions: A Novel View on Decision Outcomes

The modeling decisions associated to processes is becoming increasingly impor-
tant. Here, we offer a novel view on decision tasks, based on where and how their
outcomes are used in a process.

In our proposal, decisions are made in decision tasks and any following exclu-
sive gateway may use the outcome of such decisions to route the process flow [22].
In this way, there is a greater flexibility compared to the assumption that deci-
sions are made by a decision task immediately preceding the exclusive gate-
way [1]. Moreover, allowing a decision to be made at any place prior to an
exclusive gateway, may increase temporal flexibility during process execution.
For example, T0 determines the therapies contraindicated for a certain patient,
thus affecting which process path is taken at gateway 2s. If the outcome of T0

is that NSAIDs are contraindicated then, to guarantee that at least one of T5

and T6 can be chosen, the delay [0, 7]days between T1 and T3 must be set to 3
days at the most, for not precluding the possibility to satisfy also the overall
duration constraint S[5, 50]S days. Otherwise, a delay of 7 days can be allowed.
Decision tasks and corresponding gateways are given the same coloring scheme
to highlight the connection between where decisions are made and where they
are used. W.l.o.g, we assume that exclusive gateways are binary, i.e., they only
have two alternative outgoing sequence flows. Indeed, if a decision has n alter-
native outcomes, these can be evaluated by setting a proper sequence of �log n�
exclusive gateways.

Beside decision tasks and exclusive gateways, interrupting boundary events,
such as ADR of Fig. 1, may also represent decisions as their occurrence deter-
mines the enactment of an alternative, exception flow. However, being their
triggering instantaneous, interrupting boundary events always represent points
in the process where a decision is made and used at the same time.

Beside their position, decisions may be distinguished at a conceptual level
based on the availability of their outcomes during process run-time. In general,
a process should be guaranteed to be executable for any possible combination
of decision outcomes also with respect to the temporal constraints. Since such
requirement can be very strict, sometimes it reasonable to relax it by admitting
that some paths are not executable at run-time if temporal constraints cannot be
satisfied. In other words, it is reasonable to reduce the possible outcomes of some
decisions in order to guarantee that the process can be completed successfully.

In this regard, we propose a novel perspective aimed to conceptually distin-
guish decisions based on how their outcomes may be chosen at run-time.

Some decisions represent the response of the process to conditions that are
dictated by the context in which the process is executed, such as data-based con-
ditions or event occurrence. At run-time the process must always be guaranteed
to run any of such alternative outcomes. We refer to decisions of this kind as
observations: A decision is called observation when the number of its possible
outcomes cannot be reduced at run-time. Task T0 makes an observation: Physi-
cians must determine which drugs are contraindicated based on well-documented
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evidence. For every possible outcome (alternative flows in 2s), the process must
be executable for any possible duration of other process tasks.

Conversely, for some decisions it is possible to limit their outcomes at run-
time if this can help to execute the process successfully. In this case, the choice
of the outcomes is still arbitrary, but the set of possible outcomes can be reduced
considering the past execution of previous elements. It must be ensured that at
least one outcome is always allowed. To denote that the decision is guided by the
limitation of its outcomes we refer to decisions of this kind as guided decisions:
A decision is a guided decision when its possible outcomes can be reduced at run-
time to comply with temporal constraints. In Fig. 1, T4 makes a guided decision.
Since iaHA and iaPRP have similar efficacy and safety, physicians may suggest
one or the other without the need for both to always be available when the
decision is made. At run-time, if T4 has been enacted 13 days after T0 (in case
that TT is triggered at day 5 and T2 lasts 7 days), then T6 cannot be allowed as
its execution could violate the upper bound of the process duration constraint
S[5, 50]S; therefore, T4 can only select iaHA task.

In Fig. 1, symbol ? next to the task type icon denotes decision tasks that make
observations, and symbol ! denotes tasks that make guided decisions. Decisions
based on the occurrence of boundary events are always observations.

2.3 Controllability of a Time-Aware BPMN Process

From a temporal perspective, executing a time-aware BPMN process P means: (i)
to schedule the starting time of all elements, (ii) to set the duration of gateways
and sequence flow delays, and (iii) to determine which are the allowed outcomes
of a guided decision before enacting the corresponding decision task. The values
of observations in P are not known in advance as they are incrementally revealed
over time as decision tasks are executed. Similarly, the durations of activities are
only known as the activities complete. Therefore, a dynamic execution of P must
react to observations and contingent durations in real time. A viable execution is
one that guarantees that all relevant constraints–those holding in the paths being
executed–will be satisfied no matter which observation outcomes and durations
are revealed over time. A time-aware BPMN process with a dynamic and viable
strategy is called dynamically controllable (DC).

3 Dynamic Controllability Checking

In this section, we show how to determine if a time-aware BPMN schema is DC.
First, we introduce a temporal-constraint model, called Conditional Simple Tem-
poral Network with Uncertainty and Decision (CSTNUD) [26], that results to be
a well-founded model for representing and reasoning about temporal constraints;
then, we show how to verify the dynamic controllability of a process model P
using a corresponding CSTNUD SP .
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3.1 A Short Introduction to CSTNUD

In general, a temporal-constraint network can be viewed as a graph in which
nodes represent real-valued variables and edges represent binary constraints on
variables. The kind of binary constraint that can be attached to edges charac-
terizes the network and its expressive power. For example, in a Simple Temporal
Network (STN) [10] (T , C), where T is a set of real-valued variables, called
time-points, and C is a set of binary constraints, each constraint has the form
(Y −X ≤ δ), where X,Y ∈ T and δ ∈ R. When it is possible to assign a value to
each time-point of a STN such that all constraints are satisfied, then the STN
is said to be consistent.

By executing a temporal-constraint network we mean that the assignment of
values to time-points is made by an (executing) engine incrementally following
an execution strategy. An execution strategy determines the schedule to apply.
For example, if an STN S has a solution, the earliest execution strategy schedules
S assigning to each time-point its earliest possible execution time.

In [7], Hunsberger et al. proposed Conditional Temporal Network with Uncer-
tainty (CSTNU), that extends STNs including scenarios [14] and contingent
links [21]. A scenario specifies which time-points and constraints to consider
during an execution and it is represented by a conjunction of propositional liter-
als. The value of each proposition is unveiled during the execution (environment
decides its value). A contingent link is a special kind of temporal constraint hav-
ing the form, (A, x, y, C), where A and C are time-points, and 0 < x < y < ∞.
Typically, it assumed that a contingent link is activated when A is executed.
Then, the value for setting C is decided by the environment not by the engine.
However, C is guaranteed to execute such that the temporal difference, C −A, is
between x and y, i.e., the contingent link is satisfied. Contingent links are used
to represent actions with uncertain durations.

In [3] the authors propose CSTN with Decisions (CSTND), a generalization
of STN with scenarios (CSTN) that allows some of the propositional variables
to be assigned not by the environment, but by the engine executing the network.
In [26] CSTND are generalized incorporating contingent links. The resulting
network is called a CSTNU with Decisions (CSTNUD).

In the following we combine and extend concepts from earlier work [3,7,14,
26].

Definition 1 (Label representing scenario). Let P be a set of propositional
letters. A label � over P is a conjunction, � = l1∧· · ·∧lk, of literals li ∈ {pi,¬pi}
on distinct variables pi ∈ P. The empty label is denoted by �. For labels, �1 and
�2, if �1 |= �2, we say �1 entails �2. P∗ denotes the set of all labels over P.

Definition 2 (CSTNUD). A Conditional STN with Uncertainty and Decision
is a tuple, 〈T ,P, CP,DP, C,OT ,O,L〉, where:
– T is a finite set of temporal variables or time-points;
– P is a finite set of propositional variables, i.e., boolean variables;
– (CP,DP) is a partition of P into contingent propositional variables

(observations) CP and controllable propositional variables (decisions) DP;
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Fig. 2. An example of CSTNUD. b, e and h are relative to B!, E? and H!, respectively.

– C is a finite set of labeled constraints, each of the form, (l ≤ Y − X ≤ u, �),
where: X,Y ∈ T ; l ≤ u; l, u ∈ R; and � ∈ P∗;

– OT ⊆ T is the set of disclosing time-points; and
– O : P → OT is a bijection that associates each p ∈ P to a disclosing time-

point O(p) ∈ OT , i.e., to a time-point that, when executed, determines the
disclosure of value of the associated proposition variable. If p ∈ CP, then its
O(p) is called an observation time-point; otherwise a decision time-point.

– L is a set of contingent links each of the form (A, x, y, C, �), where: 0 < x <
y < ∞; A,C ∈ T are the activation and contingent time-points; � ∈ P∗; and
distinct contingent links have distinct contingent time-points.

When an observation time-point is executed, the environment assigns a truth
value to the corresponding observation; however, when a decision time-point is
executed, the decision is assigned a truth value by the engine. P ! represents
the decision time-point associated to decision p, while Q? the observation time-
point associated to observation q. As shown in [4], w.l.o.g. in Definition 2 only
constraints are labeled, not time-points.

Viewed as a graph, a CSTNUD edge represents either a labeled constraint or a

contingent link. In particular, each edge having the form X
〈[l, u], �〉

Y represents
a labeled constraint, (l ≤ Y −X ≤ u, �), and it is called also standard edge; each
edge having the form A

〈[x, y], �〉
C represents the labeled contingent link (A, x, y,

C, �), and it is called contingent. The pair 〈[l, u], �〉 is called labeled range/value.
If between two time-points there exist more labeled constraints, the standard
edge connecting them has more labeled ranges, one for each labeled constraint.

Figure 2 shows a CSTNUD having 7 time-points of which 2 are contingents
and 3 are disclosing time-points. Contingent link (B!, 3, 7, E!, b) is activated only
if decision b is true, while contingent link (E?, 3, 5, S,¬e) is activated only if
observation e is false. For example, if (B!, 3, 7, E!, b) is executed (b true), and
it lasts 7, and the observation e results true, for executing the network without
violating the constraint between B! and I2 is necessary to set decision h to false.

In [26], the execution semantics of a CSTNUD is given as a two-player game in
which Pl1 models the executing agent and Pl2 models the environment, assumed
as the most powerful possible player. A game runs in turns: at any time instant t,
there exist two turns: the Pl1 turn, T1(t), and the Pl2 one, T2(t), occurring after
T1(t). At each turn, a player may decide to make k move(s), with 0 ≤ k < ∞.
A Pl1 move is either the execution of a non-contingent time-point X or the
assignment of a truth-value to a decision d. A Pl2 move is either the execution
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of a contingent time-point C or the assignment of a truth-value to a observation p.
Pl2 is guaranteed to always have full information on what Pl1 has done before.
During the game, the conjunction of truth-values of propositional variables is
represented by the label �cps . Pl1 wins the game when there are no more time-
points to execute and for each constraint (l ≤ Y − X ≤ u, �) ∈ C such that
�cps |= �, then the execution times S(X) of X and S(Y ) of Y satisfy the
constraint l ≤ S(Y )−S(X) ≤ u. Pl2 wins otherwise. We denote by σi a winning
strategy if Pli wins the game by following σi. Informally, a CSTNUD has the
dynamic controllability property if Pl1 has a winning strategy that is based only
on the history of past moves made in the game. The history is defined in terms of
execution sequence, the ordered sequence of executed time-points and assigned
propositions [26]. Usually, Z1(Z2) represents an execution sequence of Pl1 (Pl2)
and σ1(Z1, t)(σ2(Z2, t)) represents a moved-based strategy that tells a player to
make a move at time instant t only if the move is applicable at t [26].

Definition 3 (Dynamic Controllability [26]). A CSTNUD is dynamically
controllable (DC) if Pl1 has a winning strategy such that for any t > 0 and any
pair of execution sequences Z1, Z2, if σ2(Z1, t

′) = σ2(Z2, t
′) for 0 ≤ t′ < t, then

σ1(Z1, t) = σ1(Z2, t).

In [26] a DC checking algorithm for CSTNUDs based on Timed Game Automata
(TGA) is proposed, while a DC checking algorithm based on constraint propa-
gation for a sub class of CSTNUDs is presented in [3].

3.2 Mapping Time-Aware BPMN onto CSTNUD

To verify the dynamic controllability of a process model P , it is convenient
to transform it into an CSTNUD SP using the transformation rules depicted in
Tables 1 and 2. Such rules are described in the proof of Theorem 1. The obtained
SP may be checked for DC by applying one of the available algorithms for DC
checking [3,26]. The following theorem shows that the process model P results
to be DC if and only if SP is DC.

Theorem 1. Given a time-aware BPMN process P , there exists a CSTNUD SP

such that P is dynamically controllable if and only if SP is DC.

Proof. W.l.o.g., we assume that all temporal ranges have the same base gran-
ularity mG. In case that P contains ranges with different time granularities,
it is possible to convert them to mG. Tables 1 and 2 give the mapping of the
elements that can be used to transform a time-aware BPMN fragment into the
corresponding CSTNUD. By applying the proposed mappings to P , one can sim-
ply verify that the obtained SP represents all precedence relations and temporal
constraints of P . Let us consider each mapping in detail.

– Task/Subprocess. Each task A is transformed into two CSTNUD time-points,
AS and AE , representing its start and end instants. The duration range, [x, y],
is converted to the contingent link (AS , x, y, AE , �). The label � is determined
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Table 1. Mapping of time-aware BPMN fragments to CSTNUDs.

considering the (possible) XORSplit/XORJoin gateways that are present in
the path, Π, from the start event to A in P : (i) Initialize � = �; (ii) For each
(possible) XORSplit i in Π associated to proposition p, add p or ¬p to �
according to the branch present in Π; (iii) For each (possible) XORJoin i

in Π associated to proposition p, remove any p literal from �. The obtained
label represents the scenario in SP where AS and AE have to be executed and
their contingent link observed. The mapping of a subprocess onto a CSTNUD
is equivalent.

– Decision Task (observation). The conversion is analogous to the one of
a task as for its duration attribute. As regards the observation made, it is
necessary to represent all the possible outcomes by adding to SP a suitable
number of observation time-points. In particular, if an observation of a deci-
sion task A in P can assume n distinct values, then, in SP there must be
�log n� propositions, associated to new A?1, . . . , A?�log n� observation time-
points. In this way, each A outcome is represented by a proper combination
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of truth-values of such �log n� propositions. A?1, . . . , A?�log n� are added in
sequence after the CSTNUD time-point AE . The temporal distance between
A?1, . . . , A?�log n� and AE is set to 0 to constrain that the observation values
are available at the same instant in which AE is executed.

– Decision Task (guided decision). The conversion is analogous to the one
of a decision task making an observation. In this case, however, the possible
outcomes of a decision task are represented using decision time-points instead
of observation ones to capture the semantics associated to guided decisions.

– ANDSplit/ANDJoin gateways. The conversion is analogous to the one of a task.
In this case, however, duration attribute [x, y] is converted to a standard edge
as gateways are executed by the process engine.

– XORSplit/XORJoin gateways. The conversion is analogous to the one of an
ANDSplit/ANDJoin as regards its duration attribute. As for scenario, if �
is the scenario in which a XORSplit is present, then all converted elements
located in its true outgoing flow will have a label entailing �p, while all con-
verted elements located in its false outgoing flow will have a label entailing
�¬p, where p is the proposition associated to the considered XORSplit. In case
of XORJoin, the process is reverse: the scenario label is updated removing p
literal.

– Sequence Flow Delay. A sequence flow edge having temporal delay [l, u] is
converted to a standard edge having 〈[l, u], �〉 as labeled range.

– Intermediate Event. Since the temporal range of an intermediate event rep-
resents the waiting time allowed for event triggering, its mapping is analogous
to the one of a task. Moreover, the end time-point IE? is also an observation
time-point associated to a proper proposition i for representing if the event
occurred (true value). In this way, the semantics of the CSTNUD fragment is
the following: the execution of IE? reveals if the event occurred or not and,
in case of occurrence, the execution time of IE? is the exact instant in which
the event occurred.

– Boundary Interrupting Event. This conversion can be split in two parts
that work in parallel, one for task A and one for interrupting event B. y′ < y
as required by BPMN [22]. Task A and event B are mapped using the previ-
ous mappings for tasks and intermediate events, respectively. The contingent
links associated to A and B must start at the same time: in Table 1, BS

is at distance 0 from AS . In SP , after BE?, there are time-points and con-
straints related to the temporal characterization of subprocess BP (represent-
ing exception handling) that are labeled by �b to represent the fact that they
must be considered only in case B occurs. Both AE and BPE are connected
to time-point that represents the original exclusive gateway assumed
instantaneous for simplicity.

Since the value of an observation cannot be constrained in any way, the
obtained CSTNUD fragment allows also the representation (and reasoning) of
cases that are not possible in a real process run. For example, in the CSTNUD it
is possible that (i) the contingent link associated to B lasts more than the con-
tingent link associated to A, (ii) the proposition b is set true and, therefore, (iii)
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all temporal constraints associated to the interruption branch must be observed.
But this case cannot occur in a real run of P because all interrupting events
must occur prior to task completion [22]. Therefore, the dynamic controllability
of this CSTNUD fragment guarantees the dynamic controllability of the original
fragment containing Boundary Interrupting Event even for execution cases that
can never occur. On the other hand, since it is necessary to guarantee the con-
trollability for any possible combination of task duration and event occurrence,
all real cases are simpler cases of the real worst case in which A completes at its
maximum and B occurs at the last possible instant and BP completes at its max-
imum, that it is captured by the this conversion. In case that there exist some
relative constraints (explained below) involving the start/end of task BP or the
end of task A, in their corresponding CSTNUD edges, labels have to be adjusted
considering literals b/¬b to guarantee that the edges are considered in the right
scenarios. For example, in the edge associated to a relative constraint involving
the end instant of A, the label must contain also ¬b because the constraint has
to be considered only when A is not interrupted.

– Boundary Non-Interrupting Event. The conversion is analogous to the one
of a boundary interrupting event. In this case, however, there is a small com-
plication given by the fact that the BPMN semantics dictates that, in case
of event occurrence, task A (cf. Table 1) must wait the completion of event
handler represented by BP for reaching state “complete” [22]. Thus, to prop-
erly represent such temporal constraint in the CSTNUD, it is necessary to
add a join time-point after AE . has to be executed after AE and BPE

in case the event occurred (proposition b is true) and immediately after AE

in case the event did not occur. Such behavior is ensured by associating two
temporal ranges to the edge AE → : 〈[0,∞], �b〉 represents the delay to
observe in case the event occurred (b is true), while 〈[0, 0], �〉 represents the
0 delay in case the event did not occur. After , there is the delay 〈[0, ε1], �〉
corresponding to the sequence flow delay associated to the flow outgoing of
A in the BPMN fragment.

– Relative Constraints. Let us consider a relative constraint 〈IF〉[l, u]〈IS〉
between two elements A and B, where IF and IS represent the kind of instants
to be considered, i.e., S or E. In Table 2, A and B are tasks for space reasons,
but they can be any combination of tasks, subprocesses, gateways and events.
A relative constraint is converted to a CSTNUD edge between the time-points
associated to instants AIF and BIS with labeled range 〈[l, u], �〉. If �A/�B is
the scenario where A/B are mapped, then � must satisfy � |= �A�B , i.e.,
relative constraints can be defined only in consistent scenarios.

As introduced above, a time-aware BPMN process is dynamically controllable
if it is possible to execute it by satisfying all relevant constraints while reacting in
real time to (i) the observation values that occur, (ii) tasks/subprocess durations,
and (iii) event occurrences.

According to the two-player semantics of CSTNUDs, a CSTNUD is dynam-
ically controllable if it is possible to execute it in a way such that, no matter
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Table 2. Mapping of relative constraints between BPMN elements to CSTNUDs. For
brevity, only tasks are exemplified but it is possible to consider any pair of elements.

how the execution of any contingent link turns out and any observations turns
out (Pl2 execution strategy), it is possible to set a sequence of decisions and to
schedule all non-contingent time-points in real time (Pl1 strategy) satisfying all
relevant constraints.

Considering the provided mapping and, in particular, the mapping of process
fragments containing boundary events, it is a matter of definitions to verify that,
given a process diagram P and its corresponding CSTNUD SP , the dynamic
controllability in SP implies the dynamic controllability in P and vice-versa. �

4 Discussion and Related Work

Our approach is general and can be extended to other BPMN elements. For
example, delays can be easily applied also to message flows while the concepts
of duration and relative constraints can be applied to loop activities with some
conditions. Moreover, we could easily include absolute temporal constraints. Our
proposal of decision modeling can also be used to represent inclusive gateways.
It would simply require to extend the mapping shown in Table 1.

The adoption of the CSTNUD model seems to be the more promising for
checking a time-aware BPMN process considering techniques different from TGA
as done in other proposals [5,25]. Indeed, while in [26] the author proposed a
first CSTNUD DC checking algorithm based on TGA (The decision problem of
reachability-time games in TGA with at least two clock is in EXP [15]), in [3] the
problem of checking the DC of a CSTNUD was proven to be PSPACE-complete.
Moreover, the authors proposed more efficient algorithms for checking the DC
of some subclasses of CSTNUDs and this efficiency seems to be preserved for
more general CSTNUD instances [3].

A significant analysis of temporal constraint modeling for process-aware infor-
mation systems is presented in [20], where language-independent time patterns
are defined, formalized, and their relevance is empirically shown.

As for modeling temporal constraints by means of BPMN or related exten-
sions, relevant proposals are presented in [5,8,12,23,25]. In [25], the authors
proposed an extension of BPMN for representing activity/process durations and
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resource constraints and show how to check if a process satisfies or not busi-
ness requirements by using TGA. In [5] authors adopted the same verification
approach for another extension of BPMN including more kinds of temporal con-
straints, while in [12] the authors proposed an encoding of timed business pro-
cesses into the Maude language for automatically verifying properties of a simpler
extension of BPMN where only task timeouts and sequence flow delays can be
expressed. All these proposals lack of a formal characterization of decisions and
do not address how such decisions and temporal constraints can be modeled in
the corresponding TGA/Maude language, which is indeed an important chal-
lenge. Finally, they do not consider events and their temporal characterization.
In [8] the authors presented a modular approach to express various nuances
of activity duration by combing BPMN elements in suitable blocks aimed to
enhance re-use. Despite duration violations are managed, the authors did not
consider the formal verification of the proposed cases. In [23], authors devised
a process model enriched with temporal conditions in the formulation of condi-
tional constructs, in particular XOR-splits and loops, and provided the related
notions of schedule and controllability. The idea that a XOR-split/loop can check
a temporal condition is quite interesting but they do not consider the issue of
verifying process cases containing such rich elements.

In [18] authors introduced controlled violations (based on relaxation vari-
ables) of activity durations and proposed an approach based on constraint sat-
isfaction to determine the best schedule for process while minimizing the cost
of violations. Their approach does not consider events and different kinds of
decisions.

Finally, in [19] the authors discuss user decisions made in knowledge-intensive
processes by comparing them to decisions based on history data which cannot be
freely made. Despite sharing the same concept of “freedom to decide”, the pro-
posed guided decisions limit their outcomes at run-time only when it is necessary
to guarantee a successful execution.

5 Conclusions

In this paper, we presented a novel extension of time-aware BPMN where events
can be temporally characterized and decisions are distinguished into two types.

As regards temporal characterization, we proposed to distinguish between
durations that can be limited by a process engine and durations that become
known only at run-time. As regards decisions, we proposed that they can be
made and used in different points in the process to allow a greater flexibility with
respect to temporal constraints. Moreover, they can be of two kinds: observations,
for which the process has to be guaranteed to run for all possible outcomes, and
guided decisions, for which the number of possible outcomes can be reduced at
run-time to ensure a successful execution.

At application level, it is important to have processes that can be executed
reacting to already executed activities, event occurrences and past decisions;
we formalized this property as dynamic controllability for time-aware BPMN
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processes. For verifying whether a BPMN process is dynamically controllable,
we propose to map it onto a corresponding CSTNUD instance, whose dynamic
controllability is likely to be checked by algorithms beyond the common adopted
TGA model checking approach.
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Abstract. Declarative process mining is the set of techniques aimed at extract-
ing behavioural constraints from event logs. These constraints are inherently of
a reactive nature, in that their activation restricts the occurrence of other activ-
ities. In this way, they are prone to the principle of ex falso quod libet: they
can be satisfied even when not activated. As a consequence, constraints can be
mined that are hardly interesting to users or even potentially misleading. In this
paper, we build on the observation that users typically read and write temporal
constraints as if-statements with an explicit indication of the activation condi-
tion. Our approach is called Janus, because it permits the specification and veri-
fication of reactive constraints that, upon activation, look forward into the future
and backwards into the past of a trace. Reactive constraints are expressed using
Linear-time Temporal Logic with Past on Finite Traces (LTLp f ). To mine them
out of event logs, we devise a time bi-directional valuation technique based on
triplets of automata operating in an on-line fashion. Our solution proves efficient,
being at most quadratic w.r.t. trace length, and effective in recognising interest-
ingness of discovered constraints.

Keywords: Process mining · Declarative processes · Temporal logics
Separation theorem · Automata theory

1 Introduction

Declarative process mining is the set of techniques aimed at extracting and validat-
ing temporal constraints out of event logs, i.e., multi-sets of finite traces. The seman-
tics of these constraints are typically expressed using Linear Temporal Logic on Finite
Traces (LTL f ) over activities occurring in traces. Examples of declarative process mod-
elling languages are Declare [23] and DCR Graphs [11]. In Declare, for instance,
Response(a, b) is a constraint applying the parametric template Response to activities a

and b. It imposes that if a occurs in a trace, then b must occur eventually afterwards.
Precedence(c, d) states that if d occurs in a trace, then c must have occurred before.

Constraints are inherently of a reactive nature in that the activation of certain con-
ditions, e.g., the occurrence of a or d, exert restrictions on the occurrence of other
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activities, that is b afterwards and c beforehand in the examples. For this reason, they
are prone to the principle of ex falso quod libet: not activated constraints are satis-
fied. This is a serious problem for the ambition of process mining to provide a precise
understanding into the behaviour of the process. Returning not activated constraints
is hardly interesting to the user or even misleading. A trace, e.g., in which neither a

nor d occur, satisfies both Response(a, b) and Precedence(c, d). To avoid such spurious
results, approaches have been introduced to detect satisfaction vacuity. These are based
on the parsing of the underlying LTL f formulae [14], tailored to language-specific tem-
plates [18], and checking the state-change of accepting automata [20]. Those solutions
hardly provide results that meet the intuition of users who read and write constraints [7],
as they respectively provide different activation criteria depending on how formulae are
written [14], are restricted to the sole standard Declare templates [18], and are bound
to the underlying automata semantics, thus, e.g., considering the occurrence of c, and
not d, as an activation for Precedence(c, d) [20].

Against this background, we introduce the Janus approach. First, with this app-
roach, the user can explicitly define activation conditions directly within the con-
straint formula, similarly to what devised for Compliance Rule Graphs in [17].
The rationale is that users themselves specify what the activation is, thereby mak-
ing explicit what is of interest and what is not. Because constraints are meant to be
activated upon specified conditions, we refer to them as reactive constraints. Second,
we define a degree of interestingness that is computed on traces for such constraints.
These constraints are expressed using Linear-time Temporal Logic with Past on Finite
Traces(LTLp f ) [2,16,22] in a specific form that singles out the activating event, condi-
tions on its past and conditions on its the future. Third, in order to mine these constraints
out of event logs, we automatically derive triples of automata based on the well-known
separation theorem [8], for the analysis of past prefix, current event, and future suffix of
the analysed trace, every time a new activation occurs. Fourth, we integrate these con-
cepts into a time bi-directional constraint evaluation algorithm operating in an on-line
fashion, which inspired us to call this approach Janus. Our solution proves efficient with
at most quadratic complexity w.r.t. trace length, and is effective in terms of separating
interesting from not interesting constraints.

The paper is structured as follows. Section 2 revisits preliminaries, in particular
LTLp f and how to separate its formulae through the separation theorem. Section 3
presents the Janus approach, defining the reactive constraints, their interestingness
degree, and how to verify them using automata theory. Section 4 presents the algorithm
to retrieve the interestingness degree in an on-line fashion. Section 5 evaluates our pro-
posal in comparison with other state of the art process miners, both using synthetic and
real-life logs. Section 6 concludes the paper and identifies directions for future research.

2 Preliminaries

Event Logs. In this paper, we consider a trace as a sequence events t = 〈e1, . . . , en〉,
where n ∈ N is the length of the trace, and events ei belong to an alphabet of symbols
Σ. Function t(i) returns event ei occurring at instant i in the trace. With t[i: j] we identify
a segment (henceforth, sub-trace) extracted from trace t and ranging from instant i to
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Table 1. Some Declare constraints expressed as Reactive Constraints

instant j, where 1 � i � j � n. tR is the reverse of a trace t, i.e., such that t(i) =
tR(n − i + 1) for every 1 � i � n. An event log L = {|t1, t2, . . . , tm|} ∈ M (Σ∗), or log for
short, is a multi-set of traces t j with 1 � j � m, m ∈ N. We shall use a compact notation
denoting the multiplicity of traces with a superscript, e.g., t51 means that t1 occurs 5
times in L.

Example 1. Let L =
{∣∣∣t251 , t152 , t103 , t204 , t55, t206 , t57

∣∣∣
}
be an event log of 100 traces, defined

on the alphabet of events Σ = {a, b, . . . , i}, where t1 = 〈d, f, a, f, c, a, f, b, a, f〉,
t2 = 〈f, e, d, c, b, a, g, h, i〉, t3 = 〈a, d, a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, c〉, t4 =
〈d, b, a, e〉, t5 = 〈a, d, a, c, a〉, t6 = 〈b, c, d, e〉, t7 = 〈b, c, a〉. We have that t1(7) = f,
t1[3:7] = 〈a, f, c, a, f〉, t2R = 〈i, h, g, a, b, c, d, e, f〉.
Declare. Declare is a declarative process modelling language and notation [23]. It
defines a set of standard templates based on [7], abstracting from the actual semantics
used to describe them. In that way the complexity of the underneath logic is hidden to
the user. The template parameters are tasks occurring as events in traces. For example,
ChainPrecedence is a binary template stating that the occurrence of the second task
imposes the first one to occur immediately before. Precedence loosens that condition
requiring the second task to occur any time before the first one. Declare semantics are
rooted in temporal logics. Its standard template set, a part of which is listed in Table 1,
is meant to be extended with custom ones that suit best the user needs [23].

Declare constraints are templates whose parameters are assigned with tasks,
e.g., Precedence(b, a) applies the Precedence template on tasks a, the activation, and
b. Constraints are verified over events of traces. Those that do not violate a con-
straint, satisfy it. In Example 1, e.g., all events of t7 satisfy Precedence(b, a) whereas
ChainPrecedence(b, a) is violated by t7(3). Notice the principle of ex falso quod libet:
both Precedence(b, a) and ChainPrecedence(b, a) are satisfied by t6, where a, namely
the activation, never occurs. This is arguably misleading, and calls for an approach that
considers the reactive nature of constraints, i.e., such that it (i) singles out activations
and (ii) dictates the conditions to check upon activation in the future and past of the
trace. In the literature, constraints are formulated in LTL f as of [3], as listed in Table 1.
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To cater for temporal modalities referring to the past, we resort on an extension of the
syntax of LTL f , namely the one of Linear-time Temporal Logic with Past on Finite
Traces (LTLp f ).
LTLp f . Well-formed LTLp f formulae are built from an alphabet Σ ⊇ {a} of proposi-
tional symbols and are closed under the boolean connectives, the unary temporal oper-
ators◦(next) and 	(previous), the binary temporal operators U(Until) and S (Since):

ϕ� a|(¬ϕ)|(ϕ1 ∧ ϕ2)|(◦ϕ)|(ϕ1 Uϕ2)|(	ϕ)|(ϕ1 Sϕ2).
From these basic operators it is possible to derive: classical boolean abbreviations

True ,False ,∨,→; constant tEnd , verified as ¬◦True , denoting the last instant of the
trace; constant tStart , verified as ¬ 	 True , denoting the first instant of the trace; �ϕ as
True Uϕ indicating that ϕ holds true eventually before tEnd ; ϕ1 Wϕ2 as (ϕ1 Uϕ2)∨�ϕ1,
which relaxes U as ϕ2 may never hold true; �ϕ as True Sϕ indicating that ϕ holds true
eventually in the past after tStart ; �ϕ as ¬�¬ϕ indicating that ϕ holds true from the
current instant till tEnd ; �ϕ as ¬�¬ϕ indicating that ϕ holds true from tStart to the
current instant.

We remark that, w.l.o.g., we consider here the non-strict semantics of U and S [12].
Given a trace t, a LTLp f formula ϕ is satisfied in a given instant i (1 � i � n) by

induction of the following:

t, i |= True ; t, i |= False ; t, i |= a iff t(i) is assignedwith a;

t, i |= ¬ϕ iff t, i |= ϕ; t, i |= ϕ1 ∧ ϕ2 iff t, i |= ϕ1 and t, i |= ϕ2;
t, i |= ◦ϕ iff i < n and t, i + 1 |= ϕ; t, i |= 	ϕ iff i > 1 and t, i − 1 |= ϕ;
t, i |= ϕ1 Uϕ2 iff t, j |= ϕ2 with i � j � n, and t, k |= ϕ1 for all k s.t. i � k < j;

t, i |= ϕ1 Sϕ2 iff t, j |= ϕ2 with 1 � j � i, and t, k |= ϕ1 for all k s.t. j < k � i.

In the following, we will classify ◦, �, �, U as future operators, 	,�,�, S as past
operators, and the following pairs of operators as mirror images: (i)◦ and 	, (ii) � and
�, (iii) � and �, (iv) U and S. We shall also name as mirror image of formula ϕ the
temporal formula obtained by replacing all its operators with their mirror images [25],
henceforth denoted as ϕM.

Definition 1 (Pure temporal formula [8]). A LTLpf formula ϕ is named: pure past
(ϕ�) if it contains only past operators; pure present (ϕ�) if it contains no temporal
operators at all; pure future (ϕ�) if it contains only future operators.

For example, ϕ� = �(aS(�b)), ϕ� = a ∧ b ∨ c, and ϕ� = �(�a ∨ (◦b)U c) are pure
past, pure present, and pure future formulae, respectively. We argue that separating for-
mulae into ones that refer to the sole past, future, or present, allows for a bi-directional
on-line analysis of sub-traces at activation time. The separation theorem, first introduced
in [8], proves that such a separation can be obtained.

Theorem 1 (Separation theorem (adapted from [8])). Any propositional temporal
formula written with U, S,◦, and 	 operators can be rewritten as a boolean combina-
tion of pure temporal formulae.
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The constructive proof of Theorem 1 in [8] provides a syntactic procedure to pull
out 	, S from the scope of◦,U in LTLp f formulae, and vice-versa. It thus provides the
base substitution rules such that their recursive application brings to the decomposition
of a LTLp f formula in pure temporal formulae. We capture this notion as follows.

Definition 2 (Temporal separation, separated formula). Let ϕ be a LTLpf formula
over Σ. A temporal separation is a functionS : LTLpf → 2LTLpf×LTLpf×LTLpf . Indicating
ϕ�, ϕ�, and ϕ� respectively as pure past, present, and future formulae, defined over Σ
as per Definition 1,S (ϕ) = {(ϕ�, ϕ�, ϕ�)1, . . . , (ϕ�, ϕ�, ϕ�)m} is such that

ϕ ≡
m∨

j=1

(ϕ� ∧ ϕ� ∧ ϕ�) j.

We call separated formula any element in the co-domain ofS (ϕ).

For example, (	b ∨ �c) ≡ ((	b) ∧ (True ) ∧ (True ))
∨
((True ) ∧ (True ) ∧ (�c)).

Fig. 1. An automaton
verifying

Automata. A (deterministic finite-state) automaton is a rooted
finite-state labelled transition system A = (Σ, S , δ, s0, S F) ∈
A, where: Σ is the alphabet S is a finite non-empty set of
states; δ : S × Σ → S is a (total) transition function; s0 is
the initial state; S F ⊆ S is the set of accepting states. An
automaton accepts a trace t = 〈e1, . . . , en〉 if a walk of tuples
〈(s0, e1, s1), . . . , (sn−1, en, sn)〉, namely a replay, exists such that
si = δ(si−1, ei) for 1 � i � n and sn ∈ S F. We shall name si
in tuple (si−1, ei, si) as current state of the replay at instant i.
The set of all traces accepted by A is named language of A,
denoted as L (A). Figure 1 depicts an automaton whose lan-
guage consists of all traces of length n � 2 having b as its sec-
ond event. Considering the event log of Example 1, it accepts only t4 = 〈d, b, a, e〉.
Reportedly approaches exist that build automata verifying any formula of Linear Tem-
poral Logic(LTL) [26], Linear-time Temporal Logic with Past(LTLp) [9,24], or LTL f

[2] on traces: such automata accept all and only the traces such that all events satisfy a
formula ϕ. We indicate them as Aϕ. The automaton of Fig. 1, e.g., verifies ◦b. Notice
that automata verification considers whole traces as either satisfying or violating a for-
mula.

3 The Janus Approach

Here we present the concepts upon which our approach is built, beginning with the core
notion of Reactive Constraints (RCons). RCons are meant to bear the interestingness
semantics, because the role of activation is singled out from the rest of exerted condi-
tions: only if the activation α “triggers” the constraint and a LTLp f formula ϕ is verified
on the trace, then its fulfilment is interesting.
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Definition 3 (Reactive Constraint (RCon)). Given an alphabet Σ, let α ∈ Σ ∪
{tStart , tEnd } be an activation, and ϕ be a LTLpf formula over Σ. A Reactive Constraint
(RCon) Ψ is a pair (α, ϕ ) hereafter denoted as Ψ 	 α� ϕ . We denote the set of all
RCons over Σ as R.

In the following, we will assume traces, automata, LTLp f formulas and RCons to be
all defined over a shared alphabet Σ. Constraints of declarative process languages such
as Declare can be expressed as RCons, as shown in Table 1. For example, the RCon
corresponding to Precedence(d, a) is a� �d. Activations in constraints are identified
according to the classification of [5]. RCons can include non-standard Declare con-
straints such as a � (	b ∨ �c), which imposes that if an event a occurs in a trace,
either b immediately precedes it, or c eventually occurs after. We say that a activates the
RCon.

We remark that although ϕ is a LTLp f formula, semantics of RCons detach from
classical LTLp f in that every occurrence of α triggers a new verification of ϕ on the
trace.

Definition 4 (Activator, triggering trace). Given a trace t ∈ Σ∗ of length n and an
instant i s.t. 1 � i � n, an RCon Ψ = α � ϕ is activated at i if t, i |= α. Event
t(i) is then named activator of Ψ . A trace in which at least an activator of Ψ exists, is
triggering for Ψ .

Consider, e.g., the event log from Example 1 and Ψ = a � �d, i.e.,
Precedence(d, a) in Declare. Ψ is activated in trace t4 = 〈d, b, a, e〉 by t4(3); in trace
t5 = 〈a, d, a, c, a〉 it is activated by t5(1), t5(3), and t5(5); in trace t6 = 〈b, c, d, e〉 it is
never activated; in trace t7 = 〈b, c, a〉 is activated by t7(3). Therefore t4, t5, and t7 are
triggering for Ψ .

Definition 5 (Interesting fulfilment). Given a trace t ∈ Σ∗ of length n, an instant i
s.t. 1 � i � n, and an RCon Ψ = α � ϕ , Ψ is interestingly fulfilled at i if t, i |=
α and t, i |= ϕ . The RCon is violated at instant i if t, i |= α and t, i |= ϕ . Otherwise,
the RCon is unaffected.

Consider again Example 1 and Ψ = a � �d. In trace t4 the RCon is interestingly
fulfilled by t4(3); in trace t5 it is interestingly fulfilled by t5(3) and t5(5), and violated
by t5(1); in trace t6 it is unaffected at all instants, i.e., neither interestingly fulfilled nor
violated; in trace t7 it is violated by t7(3). We remark that instants at which a Declare
constraint is satisfied can be such that the corresponding RCon is unaffected, i.e., when
t, i |= ϕ but t, i |= α.

3.1 Measuring the Interesting Fulfilments of a Reactive Constraint on a Log

Because each activator triggers a new check for the RCon, the degree of interestingness
of a trace is analysed at the level of events as follows.



Interestingness of Traces in Declarative Process Mining: The Janus LTLp f Approach 127

Definition 6 (Interestingness degree). Given a trace t ∈ Σ∗ and an RCon Ψ = α�
ϕ , we define the interestingness degree function ζ : R × Σ∗ → [0, 1] ⊆ R as follows:

ζ(Ψ, t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

|{i : t, i |= α and t, i |= ϕ }|
|{i : t, i |= α}| if |{i : t, i |= α}| � 0;

0 otherwise.

Intuitively the interestingness degree measures the percentage of activations leading
to (interesting) fulfilment within the trace. For instance, the interestingness degree of
Ψ = a � �d in t5 = 〈a, d, a, c, a〉 is ζ(Ψ, t5) = 0.667, because it is interestingly
fulfilled by 2 activators out of 3. All the 20 activators of Ψ in t3 = 〈a, d, a, . . . , a, c〉 lead
to interesting fulfilment, except one (the first a event). Therefore ζ(Ψ, t3) = 0.950.

Next, we introduce the computation of two measures for the whole event log, adapt-
ing the classical definition of [1]: support measures how often the constraint is (inter-
estingly) satisfied in the whole event log; confidence quantifies how the constraint is
satisfied in the triggering traces in the event log.

Definition 7 (Support). Given an event log L = {|t1, t2, . . . , tm|} ∈ M (Σ∗), and an RCon
Ψ ∈ R, we define as support of Ψ on L the function σ : R ×M (Σ∗)→ [0, 1] ⊆ R

calculated as the average of interestingness degree values of Ψover all traces t j ∈ L,
with 1 � j � m:

σ(Ψ, L) =

⎧⎪⎪⎨⎪⎪⎩

∑m
j=1 ζ(Ψ,t j)

|L| if |L| > 0;

0 otherwise.

Definition 8 (Confidence). Given an event log L = {|t1, t2, . . . , tm|} ∈ M (Σ∗) and an
RCon Ψ ∈ R, let L̃ =

{∣∣∣t̃1, t̃2, . . . , t̃p
∣∣∣
}
with 1 � p � m be the portion of L that con-

sists of all the traces triggering Ψ . We define the confidence of Ψ on L the function
κ : R ×M (Σ∗)→ [0, 1] ⊆ R as the average of interestingness degree values of Ψover
the triggering traces t̃ j ∈ L̃:

κ(Ψ, L) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

∑p
j=1 ζ(Ψ,t̃ j)

|L̃| if |L̃| > 0;

0 otherwise.

As seen above, e.g., the interestingness degree of the RCon of Precedence(d, a),
Ψ = a � �d, is ζ(Ψ, t5) = 2

3 = 0.667. Averaging the interestingness degree of
Precedence(d, a) on all traces (including their multiplicities), we obtain the sup-
port σ(Ψ, L), which amounts to (1× 25)+ (1× 15)+ (0.95× 10)+ (1× 20)+ (0.67× 5)+ (0× 20)+ (0× 5)

100 =

0.728. The value of confidence κ(Ψ, L) is (1× 25)+ (1× 15)+ (0.95× 10)+ (1× 20)+ (0.67× 5)+ (0× 5)
80 =

0.910, thus higher than support, because Ψ is not activated in trace t6, hence the lower
denominator. Table 2 shows in detail the interestingness degree, support, and confidence
of constraints Precedence(d, a) and a� (	b∨�c) on the event log seen in Example 1.

Considering each activation independently to compute interestingness degree, sup-
port and confidence, allows for higher resilience to noise in event logs. This is particu-
larly evident in t3, in which 19 occurrences of a, the activation, are preceded by d, thus
fulfilling the constraint. Only the first a leads to violation. Considering the whole trace
as fulfilling or not, as in [18,19], would lead to an interestingness degree of 0, instead of
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Table 2. Interestingness degree, support, and confidence of RCons on an example log

0.95, thus decreasing support and confidence too. Because the constraints returned by
discovery techniques are those that have a support and confidence above user-defined
thresholds, that could lead to a loss of information.

3.2 An Automata Approach to Reactive Constraint Verification

Once an RCon Ψ = α � ϕ is activated, its fulfilment relies on the verification of
the LTLp f formula ϕ at the instant of activation. As seen in Theorem 1 it is possible
to separate a LTLp f formula into sub-formulae, each containing either only past, only
future, or no temporal operators. Therefore its verification can be decoupled by splitting
the trace in two independent sub-traces: one from the beginning to the activator, with
which the sole past operators are verified, and one from the activator on, concerning
only future operators.

Lemma 1 Given a pure past formula ϕ�, a pure present formula ϕ�, a pure future
formula ϕ�, a trace t ∈ Σ∗ of length n and an instant i s.t. 1 � i � n, the following hold
true:
t, i |= ϕ� ≡ t[1,i], i |= ϕ�; t, i |= ϕ� ≡ t[i,i], i |= ϕ� t, i |= ϕ� ≡ t[i,n], i |= ϕ�.
The lemma follows from definition of LTLp f semantics. For example, evaluating
ϕ� = �d on t2 = 〈f, e, d, c, b, a, g, h, i〉 from Example 1 at instant i = 6 is equivalent
to evaluating it on t2[1:6] = 〈f, e, d, c, b, a〉 at i, because ϕ� concerns only the prefix of t2.
Instead ϕ� = �c at i concerns only the suffix, t2[6 : 9] = 〈a, g, h, i〉.
Theorem 2 (Trace sub-valuation). Given a LTLpf formula ϕ , a trace t ∈ Σ∗ of length
n and an instant i s.t. 1 � i � n, we have that t, i |= ϕ if and only if t[1:i], i |= ϕ�,
t[i:i], i |= ϕ�, and t[i:n], i |= ϕ� for at least a (ϕ�, ϕ�, ϕ�) ∈ S (ϕ ).

The proof follows from Theorem 1 and Lemma 1. Consider, e.g., the RCon
Ψ = a � (	b ∨ �c). It follows that ϕ = 	b ∨ �c and S (ϕ ) = {(	b,True ,True ),
(True ,True ,�c)}. Applying Theorem 2 on t2 = 〈f, e, d, c, b, a, g, h, i〉 from Example 1,
we have that t2, 6 |= ϕ if (i) 〈f, e, d, c, b, a〉, 6 |= 	b or (ii) 〈a, g, h, i〉, 6 |= �c, aside of
True formulae which are trivially satisfied. Because the first holds true, we conclude
that ϕ is satisfied by t2(6).
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Table 3. Graphical representation of the separated automata set of a� (	b ∨ �c)

As seen in Sect. 2, a formula ϕ can be verified on a trace t by checking whether
t is accepted by automaton Aϕ . Given a LTLp f formula ϕ and its temporal separation
S (ϕ), we thus introduce the notion of separated automata set, namely a set of triples of
automata, each verifying a triple of pure temporal formulae inS (ϕ).

Definition 9 (Separated automata set (sep.aut.set)). Given a LTLpf formula ϕ we
define as separated automata sep.aut.set A��� ∈ 2A×A×A the set of triples A��� =
(A�, A�, A�) ∈ A × A × A such that A� = Aϕ� , A� = Aϕ� , and A� = Aϕ� for every
(ϕ�, ϕ�, ϕ�) ∈S (ϕ ). We denote as separation degree D the number of triples ofA���.
Considering the latest example A��� =

{(
A	b, ATrue , ATrue

)
, (ATrue , ATrue , A�c)

}
, the

separation degree is 2. Table 1 lists the separation degrees of some RCons of Declare.
In light of the above, we derive from Theorem 2 the following.

Theorem 3 (Trace sub-valuation through automata). Given a LTLpf formula ϕ, its
sep.aut.set A���, a trace t ∈ Σ∗ of length n, and an instant i s.t. 1 � i � n, we have that
t, i |= ϕ if and only if t[1:i] ∈ L (A�), t[i:i] ∈ L (A�) and t[i:n] ∈ L (A�) for at least a
(A�, A�, A�) ∈ A���.

In the example, the application of Theorem 3 entails that a� (	b ∨ �c) is inter-
estingly fulfilled by t2(6) if t2[1:6] = 〈f, e, d, c, b, a〉 ∈ L

(
A	b
)
or t2[6:9] = 〈a, g, h, i〉 ∈

L (A�c).

Past Automata Reversion. To the best of our knowledge, there is no available tech-
nique to build automata that verify LTLp f formulae. We thus exploit Theorem 2 to rely
on the readily available techniques for LTL f , i.e., without past operators, as described
in [2]. To this extent, we rely on mirror images and reversed automata.

Lemma 2. Let t ∈ Σ∗ be a trace of length n and tR its reverse. Given a pure past formula
ϕ�, and its mirror image ϕ�M, we have that t, n |= ϕ� iff tR, 1 |= ϕ�M.

The proof follows from the semantics of future and past operators of LTLp f
provided in Sect. 2. For instance, verifying ϕ� = �d on t2 = 〈f, e, d, c, b, a, g, h, i〉
from Example 1 at instant i = 9 is equivalent to verifying ϕ�M = �d on t2R =
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〈i, h, g, a, b, c, d, e, f〉 at i = 1. Notice that this holds for sub-traces too, thus verifying
ϕ� on t2 at instant i = 6 is equivalent to verifying ϕ�M over t2[1:6]R = 〈a, b, c, d, e, f〉 at
i = 1 in the light of Lemma 1.

It follows from Lemma 2 that any pure past formula can be seen as a pure future
one on a reversed trace. Therefore the automaton verifying the mirror image of ϕ� can
be used for verification on the reversed trace, as stated in the following.

Corollary 1. Let Aϕ�M be the automaton verifying ϕ�M. Then t, n |= ϕ� iff tR ∈ L
(
Aϕ�M
)
.

Notice that ϕ�M is a pure future formula, therefore Aϕ�M can be built by applying
the technique of [2] for LTL f . Furthermore, it is possible to transform the obtained
automaton in order to read directly the original trace t thanks to the property of closure
under reversion of regular languages [13].

Definition 10 (Reversed automaton [13]). Given a trace t ∈ Σ∗, its reverse tR, and the
automaton A ∈ A, the reversed automaton←−A ∈ A is an automaton such that A accepts

t if and only if
←−
A accepts tR, i.e., t ∈ L (A) iff tR ∈ L

(←−
A
)
.

From Lemma 2 and Corollary 1 we derive the following.

Theorem 4 (Valuation through reversed automaton of mirror image). Let ϕ� be a
pure past formula and ϕ�M its mirror image. Let Aϕ�M ∈ A be the automaton verifying

ϕ�M. Given a trace t ∈ Σ∗ of length n, we have that: t, n |= ϕ� iff t ∈ L
(←−
Aϕ�M

)
.

Consider the RCon Ψ = a� (	b∨�c) and the pure past formula of its sep.aut.set
ϕ� = 	b. It is activated by t2(6). Its mirror image is ϕ�M = ◦b. With automaton Aϕ�M,
depicted in Fig. 1, we can verify ϕ�M over trace t2[1:6]R = 〈a, b, c, d, e, f〉 at i = 1, thereby
verifying ϕ� over t2[1:6] as per Lemma 2. Thanks to Theorem 4, ϕ�M can be verified on

t2[1:6] with the reversed automaton
←−
Aϕ�M, depicted in the top-left corner of Table 3.

We remark that in this way the pure past formulae of sep.aut.sets can be verified by
parsing sub-traces from the beginning of the trace till the activator event.

4 The Janus Algorithm

Algorithm 1 shows the pseudo-code of our on-line technique to compute the interesting-
ness degree ζ(Ψ, t) of a RCon Ψ with respect to a trace t. Its fundamental data structure
is a set of pairs, each associating an automaton to its current state, as the replay of the
trace proceeds. We call it Janus state and denote it as J .

More specifically, only future automata of sep.aut.sets are considered. The naı̈ve
approach would indeed parse trace t, and apply the check of Theorem 3 whenever Ψ
is activated. This is an impractical solution, because it requires the replay of prefix
t[1:i] and suffix t[i:n] on the respective automata at every instant of activation i. We save
computation time by keeping track of the past valuation state, so that at each activation
it is already known, thus improving on the sub-valuation of pure past formulae ϕ�. We
rely on the fact that automata preserve the history of replays in the reached state: if at
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Algorithm 1: Computing the interestingness degree of an RCon Ψ = α� ϕ on
trace t, given the sep.aut.setA���of ϕ
1 O ← empty bag ;
2 foreach event t(i) ∈ t do
3 foreach A� ∈ A��� do perform transition t(i) on A�;
4 if t(i) = α then // Activation triggered

5 J ← empty set of pairs ; // J stores the replay-state of future automata for one activation

6 foreach (A�, A�, A�) ∈ A��� do
7 if A� is in an accepting state and A� accepts 〈t(i)〉 then
8 Take A� = (Σ, S �, δ�, s�0 , S

�
F ) and add (s�0 , A

�) to J
9 add J to O; // O collects replay-states for all activations

10 foreach J ∈ O do
11 foreach (s�, A�) ∈ J do s� ← δ�(s�, t(i)) // Perform t(i) on A� and save state ;

12 if |O| > 0 then return

∣∣∣∣
{
J∈O : at least a (s� ,A�)∈J is s.t. s�∈S�F

}∣∣∣∣
|O| else return 0 ;

instant i the current state of A� is si, then at i + 1 it is known that si+1 = δ(si, t(i + 1)).
To this extent, the algorithm requires all past automata A� to be already reversed as per
Theorem 4.

The runtime of the algorithm will be explained considering as input: (i) t = t1 =
〈d, f, a, f, c, a, f, b, a, f〉 from Example 1, (ii) Ψ = a� (	b ∨ �c), and (iii) the sep.aut.set{(
A�	b, A

�
True , A

�
True

)
,
(
A�True , A

�
True , A

�
�c

)}
of ϕ , with past automaton A�	b already reversed

as depicted in Table 3. Let i denote the current instant in the following.
At lines 1–2,a bag of Janus statesO is initialised, to store the states of current replays

for the verification of pure future formulae. Every replay is triggered by the occurrence
of an activation, thus every Janus state refers to an activator. Thereupon, trace t is parsed
one event at a time starting with the left-first one, e.g., t(1) = d. We remark that no
knowledge is assumed on the subsequent events of the trace, as per the on-line setting.

At line 3, past automata replay t performing each transition t(i) as it is read, i.e.,
not waiting for the activation to occur. By contrast, future automata will begin with
independent replays at each occurrence of an activator. Therefore every A� automaton
starts a replay from i = 1. At line 4, the activator is captured, as, e.g., when i is equal to
3, 6, and 9, i.e., when t(i) = a. Consequently at line 5 a new Janus state J is initialised
to store information on the new replay. At line 7 it is checked that, for every triple in
the sep.aut.set, (i) A� is in an accepting state, and (ii) A� accepts the trace made of the
current event. If this is the case the replay on the future automaton of the triple, A�,
can start. At line 8 the pair consisting of A� and its initial state s�0 is added to J . In
the example, the triple

(
A�	b, A

�
True , A

�
True

)
at i = 3 and i = 6 has A�	b not accepting the

prefix t[1:i] because t(i − 1) � b. On the contrary, the replay of A� can start at i = 9. For
what the triple

(
A�True , A

�
True , A

�
�c

)
is concerned, A��c always starts a new replay because

A�True and A�True accept any trace.
We remark that for A� no state is retained because the scope of a pure present for-

mula is limited to a single event. Notice that because every triple (A�, A�, A�) ∈ A���
represents a conjunctive formula, if A� is not in an accepting state then the activation
leads the entire triple to violation, regardless of the replay on A�.
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The new Janus state J is added to O at line 9. In the example, at i = 9, O ={{(
s1, A��c

)}
,
{(
s0, A��c

)}
,
{(
s0, A��c

)
,
(
s0, A�True

)}}
. At lines 10–11 all states in every J ∈

O are updated by executing the current transition on their respective future automata.
For example, upon the reading of t(5) = c,

{(
s0, A��c

)}
is updated to

{(
s1, A��c

)}
.

An event in a trace interestingly fulfils an RCon if, upon activation, at least a triple
(A�, A�, A�) is such that A�, A�, and A� all accept the respective sub-traces, as per
Theorem 3. By construction, this holds true if at least a future automaton in J is in
its accepting state at the end of the replay. To measure the interestingness degree of
the RCon, we thus compute the ratio between the number of all such Janus states
and the cardinality of O at line 12. For instance, at i = 10, O = {J1,J2,J3} ={{(

s1, A��c
)}
,
{(
s0, A��c

)}
,
{(
s0A��c

)
,
(
s0, A�True

)}}
and |O| = 3. Only J1 and J3 contain

automata in accepting states, therefore ζ(Ψ, t) = 2
3 = 0.667.

Computational Cost. To compute the asymptotic computational cost, we consider the
worst case scenario, occurring when at each instant (i) Ψ is activated, and (ii) all past
and present automata are in an accepting state. In such a case, given an event log L,
a trace t of length t, an RCon Ψ = α � ϕ for which the sep.aut.set A��� of ϕ is
generated with separation degree D, the cost of verifying Ψ on t is:

n∑

j=1

(D + (n − j)D) = nD + D
n∑

j=1

(n − j) = Dn

(
1 +

(n − 1)
2

)
.

The cost is linear in the number of activations, as each one requires a single replay of
the trace for every automaton. For each activation only trace suffixes are replayed, owing
to our optimisation over past formulae, hence the 1/2 factor. For D � n, the upper-bound
is O(n2), which is comparable to state-of-the-art techniques [6,19]. Because every trace
of L is parsed singularly, the cost is O(|L|). Finally, denoting as m the maximum amount
of parameters of a template, the cost isO(|Σ |m) because constraints are verified for every
permutation of symbols in alphabet Σ. For standard Declare, e.g., m = 2.

5 Evaluation

A proof-of-concept implementation of our technique has been developed for experi-
mentation. It is available for download at https://github.com/Oneiroe/Janus. We com-
pare Janus to other declarative process mining techniques, highlighting specific prop-
erties and scenarios through synthetic logs. Thereafter, we evaluate our tool against a
real-world event log and compare the output to a reference model.

5.1 State-of-the-art Declarative Process Mining Approaches

The following state-of-the-art declarative process discovery algorithms have been con-
sidered for comparison: (i) Declare Maps Miner (DMM) [18], the first declarative pro-
cess miner, based on the replay of traces on automata; (ii) Declare Miner2(DM2) [19],
adopting Declare-specific heuristics to improve on original DMM performance; (iii)

https://github.com/Oneiroe/Janus
https://github.com/Oneiroe/Janus
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Table 4. Characteristics of declarative process mining approaches

MINERful(Mf) [6], building a knowledge base of task co-occurrence statistics, so as to
mine Declare constraints via queries; (iv)MINERful Vacuity Checker (Mf-Vchk) [20],
extendingMf to include semantical vacuity detection. Criteria for comparison reflect the
goals of our research. They are: (i) extendibility over custom templates beyond standard
Declare, (ii) capability of performing the analysis on-line, (iii) characterisation of con-
straint interestingness, and (iv) granularity of support and confidence measures with
respect to the event log. Table 4 summarizes the outcome of our comparison.

Extendibility. Declare has been introduced as a language to be extended by users with
the addition of custom templates [23]. DMM allows indeed for the check of any LTL f

formula. On the other hand Mf and DM2 work only with the Declare standard template
set. Any new constraint outside this scope needs to be hard-coded into the framework.
Janus allows for the check of any LTLP f formula expressing an RCon.

On-Line Analysis. By design, only DMM and Mf-Vchk can be employed in on-line
settings like run-time monitoring, as well as Janus, whilst DM2 and Mf operate off-line.

Interestingness. The core rationale of interestingness is to distinguish whether a con-
straint is not only satisfied but also activated in the trace. DMM and DM2 provide ad-
hoc solutions only for the Declare standard template set, because for each template the
activation condition is hard-coded. Mf checks only the satisfaction of constraints. Mf-
Vchk instead relies on a semantical vacuity detection technique independent from the
specific constraint or language. Nevertheless it provides misleading results with con-
straints involving implications in the past such as Precedence. In Janus, RCons are such
that the activation is singled out in their formulation itself and its occurrence treated
as a trigger in their semantics, so as to overcome those issues by design and address
interestingness.

Granularity. DMM and DM2 calculate the support as the percentage of fully com-
pliant traces. Similarly, Mf-Vchk calculates it as the percentage of traces that non-
vacuously satisfy the constraint. Mf calculates support as the percentage of activations
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leading to constraint satisfaction over the entire event log, therefore the analysis is at
the level of single events. Janus support mediates between them as it is computed as the
average of interestingness degree values over the traces in the log.

5.2 Comparative Evaluation over Synthetic Logs

Synthetic logs have been constructed to show the behaviour of mining techniques in
specific scenarios highlighting how the differences seen in Sect. 5.1 influence the dis-
covery outcome. Table 5 summarizes the results.

Table 5. Results of experiments over synthetic logs for comparative evaluation

False positives Numerous activations in trace Partial satisfaction

Supp. Triggering tr.s Discarded tr.s Violating tr.s Supp. Supp.

Mf 1.000 1000 0 0 0.848 0.941

Mf-VChk 0.881 881 119 0 0.100 0.875

DMM/DMM2 0.231 231 769 0 0.100 0.875

Janus 0.231 231 769 0 0.100 0.979

False Positives. Columns 2–5 of Table 5 show the results of an experiment con-
ducted on a synthetic log of 1000 traces, simulating a model consisting only of
Precedence(d, a). The event log, built with the MINERful log generator [4], has a high
amount of non-triggering traces for that constraint: 231 traces contain a and d, 650 only
d, 119 neither a nor d. The goal of this experiment is to show the distinction between
interestingness and non-vacuity. Mf has natively no vacuity nor interestingness detec-
tion mechanisms. Both DMM and Janus recognise correctly the triggering traces, and
discard the remaining ones when computing support. As said, the vacuity detection
approach of Mf-Vchk shows instead misleading results with constraints involving a
time-backward implication. In this case, it recognises as non-vacuous those traces that
contain d, with or without any a. From a vacuity-detection perspective, it is logically
correct because if d occurs, the constraint is satisfied regardless of the occurrence of
a. Nevertheless, it is misleading because the activation of Precedence(d, a) is a, not
d. Traces without a-events satisfy the constraint without any occurrence of the activa-
tion, and should not be considered as interesting – hence the name of the experiment,
“False positives”. Janus prevents false positives thanks to the semantics of Reactive
Constraints.

Numerous Activations in Trace. Column 6 of Table 5 shows the support of
Precedence(d, a) on event log L =

{∣∣∣t11, t92
∣∣∣
}
, with t1 = 〈da . . . a〉 and t2 = 〈a〉. Trace t1

satisfies the constraint and consists of a sequence of 50 a-events following a single d,
but its multiplicity in the log is 1. Trace t2 violates the constraint, and its multiplicity
is 9. The goal is to show the misleading influence of the number of activations in a
trace on support calculation. DMM, DM2, Mf-Vchk, and Janus are not influenced by
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(a) Mf (b) Mf-Vchk (c) DMM, DM2

Fig. 2. Comparison of support values between Janus and state-of-the-art algorithms

the number of activations in t1 because they compute support as an average over whole
traces. Mf is instead highly influenced by t1, because it contains the majority of the
constraint activations, despite the higher multiplicity of t2. We argue that the rate of
interesting fulfilments per trace, not the their total amount in the event log, should be
considered. Janus follows this rationale.

Partial Satisfaction. Column 7 of Table 5 shows the support of Precedence(d, a) on
event log L =

{∣∣∣t11, t42, t33
∣∣∣
}
, with t1 = 〈a, d, a, a, a, a, a〉, t2 = 〈d, a, a〉, and t3 = 〈d, a〉.

Activations lead to fulfilment in all cases except the first event of t1. Slight violations
are common in real-life logs, thus there is the risk of losing valuable information if
entire traces are discarded for that. The goal is to show how the discovery techniques
behave in such situations. MF overcomes this issue owing to its support calculation at
the granularity level of events. DMM and Mf-Vchk instead discard completely those
traces because of the single violation. Janus assigns a lower interestingness degree to
t1, but does not discard it.

With synthetic event logs we have shown that Janus is capable of discerning inter-
esting fulfilments, is resilient to noise, and balances the number of activations with the
multiplicity of traces for support calculation. Next we show insights on the application
of Janus on a real-world event log.

5.3 Evaluation on a Real-Life Event Log

Healthcare processes are known to be highly flexible [11], thus being suitable for declar-
ative process modelling approaches [23]. The real-life log referred to as Sepsis 1 has
been thus analysed. It reports the trajectories of patients showing symptoms of sepsis in
a Dutch hospital. The model mined by Janus with support threshold equal to 10% and
confidence threshold equal to 94% consists of the following constraints:

1 https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460.

https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
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Init(ER Registration) Alt.Precedence(ER Registration, ER Triage) Alt.Precedence(Admission NC,Return ER)

Alt.Precedence(ER Triage, ER Sepsis Triage) Alt.Precedence(ER Triage,Return ER) Precedence(ER Triage, Admission NC)

RespondedExistence(IV Antibiotics, Lactic Acid) Alt.Precedence(Admission IC,CRP) Precedence(ER Triage, Admission IC)

RespondedExistence(IV Liquid, IV Antibiotics) Alt.Precedence(Leucocytes,Release A) Alt.Response(ER Registration, ER Triage)

RespondedExistence(IV Liquid, Lactic Acid) Alt.Precedence(ER Triage,Release A) Alt.Response(ER Registration, Leucocytes)

Precedence(ER Registration,CRP) Alt.Precedence(CRP,Return ER) Alt.Precedence(ER Sepsis Triage, IV Antibiotics)

Precedence(ER Registration, Leucocytes) Alt.Precedence(Admission IC, Leucocytes) Alt.Precedence(Leucocytes,Return ER)

Precedence(ER Registration, Admission IC) Alt.Precedence(CRP,Release A) Alt.Response(ER Triage, ER Sepsis Triage)

Alt.Response(ER Registration,CRP)

We remark that all constraints comply with the normative process model reported
in [21], which was designed iteratively with the help of domain experts. To check con-
formance of the mined model with the event log we have utilised the Declare Replayer
plug-in [15], yielding fitness equal to 98%.

Figure 2 compares the output of Janus with the one of other declarative process min-
ing techniques. Figure 2(a) shows that in absence of a dedicated mechanism, support is
a metric that is not sensitive to interestingness. Indeed Mf assigns a support of 1.0 to
several constraints to which Janus attributes a value ranging from 0.0 to 1.0, whereby
the latter accounts for interestingness as shown throughout this paper. The semantical
vacuity detection of Mf-Vchk partially solves this issue, as it can be noticed in Fig. 2(b).
Still there are constraints assigned with a support of about 1.0 by Mf-Vchk against a
value spanning over the whole range from 0.0 to 1.0 as per Janus. As expected, they
are those constraints that have a time-backward component. For example, the support
of ChainPrecedence(Leucocytes,Release C) on the log is 0.948 for Mf-Vchk, and 0.008
for Janus. However, other tasks than Leucocytes can immediately precede Release C as
per the reference model of [21]. The constraint is indeed rarely activated, i.e., Release C

occurs in 0.024% of the traces in the log, as opposed to Leucocytes, occurring in 0.964%
of the traces and thus causing the misleading result of Mf-Vchk. Figure 2(c) shows that
the Declare-tailored vacuity detection technique of DMM and DM2 prevents uninter-
esting constraints to be returned. Nevertheless, the support computation based solely on
trace satisfaction of DMM and DM2 makes the assigned support be a lower bound for
Janus.

The time taken by Janus to mine the event log amounted to 9s on a machine
equipped with an Intel Core i5-7300U CPU at 2.60GHz, quad-core, Ubuntu 17.10
operating system. The timing is in line with existing approaches that tackle vacuity
detection: 3 s for DM2, 9 s for Mf-Vchk, and 270 s for DMM on the same machine.

6 Conclusion

In this paper, we have described Janus, an approach to model and discover Reactive
Constraints on-line from event logs. With the Janus approach users can single out
activations in the constraint expressions, namely the triggering conditions. Thereby
interesting constraint fulfilments are discerned from the uninteresting ones by check-
ing whether the activation occurred. Experimental evidence on synthetic and real-life
event logs confirms its compatibility with previous Declare discovery techniques, yet
improving on the capability of identifying interestingly fulfilled constraints.
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For our research outlook we aim at enriching RCons by allowing for activations
expressed as temporal logic formulae rather than propositional symbols, inspired
by [3] and [17]. It is in our plans to integrate the MONA tool [10] for the automatic gen-
eration of automata for verification, as suggested in [27]. We will also study the applica-
tion of Janus on run-time monitoring and off-line discovery tasks. Furthermore, future
work will include the analysis of other declarative languages such as DCR graphs [11],
and of multi-perspective approaches encompassing time, resources, and data. To that
extent, we will employ metrics beyond support and confidence.
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Abstract. Performance is central to processes management and event
data provides the most objective source for analyzing and improving per-
formance. Current process mining techniques give only limited insights
into performance by aggregating all event data for each process step. In
this paper, we investigate process performance of all process behaviors
without prior aggregation. We propose the performance spectrum as a
simple model that maps all observed flows between two process steps
together regarding their performance over time. Visualizing the perfor-
mance spectrum of event logs reveals a large variety of very distinct pat-
terns of process performance and performance variability that have not
been described before. We provide a taxonomy for these patterns and a
comprehensive overview of elementary and composite performance pat-
terns observed on several real-life event logs from business processes and
logistics. We report on a case study where performance patterns were
central to identify systemic, but not globally visible process problems.

Keywords: Process mining · Performance analysis · Visual analytics

1 Introduction

Performance analysis is an important element in process management relying
on precise knowledge about actual process behavior and performance to enable
improvements [11]. Descriptive performance analysis has been intensively studied
within process mining, typically by annotating discovered or hand-made models
with time-related information from event logs [1–3,23] as illustrated in Fig. 1
(left). These descriptive models provide aggregate measures for performance over
the entire data such as average or maximum waiting times between two process
steps. Models for predicting waiting times until the next step or remaining case
duration learned from event data distinguish different performance classes or
distribution functions based on case properties [4,5,12,15].

However, these techniques assume the timed-related observations to be taken
from stationary processes that are executed in isolation, i.e., that distribution
c© Springer Nature Switzerland AG 2018
M. Weske et al. (Eds.): BPM 2018, LNCS 11080, pp. 139–157, 2018.
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Fig. 1. Performance analysis using a graph-based model (left) and the performance
spectrum (right); see online version for colored figures.

functions describing performance of a case do not change over time and do not
depend on other cases. These assumptions are often made by a lack of a more
precise understanding of the (changes in) process performance across cases and
over time.

In this paper, we consider the problem of descriptive analytics of process
behavior and performance over time. In particular, we aim to provide a com-
prehensive description of raw process behavior without enforcing prior aggre-
gation of data. Note that Fig. 1 (left) only shows aggregates performance and
no temporal patterns or changes over time. The objective of this comprehensive
description is to identify patterns, trends, and properties of interest without the
representational bias of an algorithm or a particular formal model.

We approach the problem through visual analytics which employs structuring
of data in a particular form that, when visualized, allows offloading the actual
data processing to the human visual system [7] to identify patterns of interest for
subsequent analysis. We propose a new simple model for event data, called the
performance spectrum and a corresponding visualization. Figure 1 (right) shows
the performance spectrum of the data used to the discover the model in Fig. 1
(left) over a 20 month period. The performance spectrum describes the event
data in terms of segments, i.e., pairs of related process steps; the performance of
each segment is measured and plotted for any occurrences of this segment over
time and can be classified, e.g., regarding the overall population.

The visualization in Fig. 1 (right) shows that different cases perform very
differently due to systematic and unsystematic variability of performance in the
different steps over time and synchronization of multiple cases. We implemented
this visualization in an interactive exploration tool (ProM package “Performance
Spectrum”) allowing for zooming, filtering, and performance classification and
aggregation of the data.
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Exploring the performance spectrum of real-life logs typically reveals numer-
ous, novel patterns in process performance and behavior as shown in Fig. 1 (right)
that cannot be seen in process models as in Fig. 1 (left). To enable documenting
and conceptualizing these patterns for further analysis, we propose a taxonomy
for describing elementary patterns in the performance spectrum. We evaluated
the performance spectrum and the taxonomy on 12 real-life logs of business and
logistics processes. Numerous elementary patterns as well as larger patterns com-
posed of elementary ones recur throughout different event logs. We show how
these patterns reveal novel insights into the interplay of control-flow, resource,
and time perspective of processes. The performance spectrum of real-life logs
reveals that performance in a case may be dependent on the performance of
other cases, performance generally varies over time (non-stationary), and many
processes exhibit temporary or permanent concept drift. We report on a case
study performed with Vanderlande Industries to identify control-flow problems
in very large logistics processes. Further, we found that each process has a char-
acteristic signature of the patterns in its performance spectrum and that similar
signatures indicate extremely similar processes not only in control-flow but also
in the performance perspective.

The remainder of this paper is structured as follows. We discuss work related
to performance analysis in Sect. 2. We formally define the performance spectrum
in Sect. 3 and introduce the taxonomy for patterns in the performance spectrum
in Sect. 4. We report on our evaluation on real-life event logs in Sect. 5 and
discuss our findings and future work in Sect. 6.

2 Related Work

Analysis of process performance from event data can be divided into descriptive,
predictive, and visual analysis, which we summarize here; see [12] for an extensive
discussion.

Commonly, process performance is described by enhancing a given or dis-
covered process model with information about durations of activities (nodes
in a model) or waiting times between activities (edges in a model) [1]. In the
visualization, each node and edge can be annotated with one aggregate perfor-
mance measure (avg., sum, min, max) for all cases passing through this node
or edge, as illustrated in Fig. 1 (left). Visualization of performance on a model
is more accurate if the discovery algorithm takes the underlying performance
information into account [8,18]. A non-fitting log can be aligned to a model to
visualize performance [2]. More detailed visualization of performance requires
more dimensions. Wynn et al. [23] plot different process variants (with different
performance) into a 3-dimensional space “above” the process model. Transition
system discovery allows to split occurrences of an activity based on its context
and visualize performance each context separately [3].

Performance prediction for the remaining time until completion of a given
case can be predicted by regression models [5], by annotating transition system
states with remaining times [4], by learning a clustering of transition system
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states [6], by combining models for prediction of the next activity in a case with
regression models [12]. Completion time of the next activity can be predicted
by training an LSTM neural network [22], or by learning process models with
arbitrary probability density functions for time delays through non-parametric
regression from event logs [14] that can also be used for learning simulation
models to predict performance [15,17]. These models predict performance of a
single case based on case-specific features. Performance of cases synchronizing
on shared resources can be analyzed through simulation models [16] or from
queuing models [19] learned from event logs. Synchronization in batch activities
can be studied through queue models [13], or through aggregating event logs
into a matrix [10].

The above techniques assume that probability densities for time delays are
stationary for the whole process (do not change over time) or only depend
on the individual case (isolation between cases). Techniques for describing
the performance of all cases construct simpler models through stronger aggre-
gation [3]. Also, the recent temporal network representation abstracts non-
stationary changes in performance over time [18]. Techniques for predicting per-
formance of a single case construct more complex models for higher precision,
e.g., [22]; precision increases further when more assumption are dropped, e.g.,
different distribution functions [15], queues [19], non-stationarity [12]. No cur-
rent model learning technique can describe process performance without mak-
ing assumptions about the data. However, the results of this paper show that
in particular stationarity and isolation of cases do not hold in the performance
perspective.

Assumptions and representational bias of models can be avoided through
visualization and visual analytics [7]. Dotted Chart [21] plots all events per case
(y-axis) over time (x-axis) allowing to observe arrival rates and seasonal patterns
over time. Story graphs [20] plot a case as poly-line in a plane of event types (y-
axis) and time (x-axis) allowing to observe patterns of similar cases wrt. behavior
and performance over time but convolutes quickly with many crossing lines.

In Sect. 3 we propose a model and visualization that avoids the problems
of [20] in describing the performance of each process step without assumptions
about the data (except having a log of discrete events). The visualization shall
reveal where a process violates typical assumption about performance such as non-
stationarity or cases influencing each other; we provide a taxonomy to describe
these phenomena in Sect. 4.

3 Performance Spectrum

We first establish some basic notations for events and logs, and then introduce
our model to describe the performance of any observable dynamic process over
time.

Let A be a set of event classifiers; A is usually the set of activity names, but it
may also be the set of resource names, or a set of locations. Let (T,≤,+, ·, 0) be a
totally ordered set (with addition +, multiplication ·, and 0) of timestamps, e.g.,
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the rational numbers Q. An event e = (a, t) ∈ (A×T ) describes that observation
a occurred at time t. A trace σ ∈ (A × T )∗ is a finite sequence of related events.
An event log L ∈ B((A × T )∗) is a multi-set of traces. For σ = 〈e1, . . . , en〉, we
write |σ| = n and σi = ei, i = 1, . . . , n.

The goal of the performance spectrum is to visualize the performance of
process steps over time. We call (a, b) ∈ A × A a process segment describing
a step from activity a to activity b, hand-over of work from resource a to b or
the movement of goods from location a to b. We first formalize the performance
spectrum for a single process segment, and then lift this to views on a process.

Each occurrence of a segment (a, b) in a trace 〈. . . , (a, ta), (b, tb), . . .〉 allows to
measure the time between occurrences of a and b. A histogram H = H(a, b, L) ∈
B(T ) describes how often all the time differences tb − ta between a and b have
been observed in L. In contrast, the performance spectrum S(a, b, L) collects the
actual time intervals (ta, tb) observed in L. To aid recognition of patterns, we
allow users to classify each interval (ta, tb) wrt. other observations. The specific
classification depends on the analysis at hand, for example, the actual duration
t = tb − ta, or whether t = tb − ta is in the 25%-quartile of the histogram H,
or other properties such as remaining time until case completion. Generally, a
performance classification function C ∈ T × T × B((A × T )∗) → C maps any
interval (ta, tb) into a class C(ta, tb, L) = c ∈ C. Figure 1 classifies intervals based
on the quartile of the duration in the histogram.

Definition 1 (Detailed performance spectrum). The performance spec-
trum of a segment (a, b) is the bag of all its observation intervals in a trace σ (in
a log L): S(a, b, σ) = [(ta, tb) | ∃1≤i<|σ|(a, ta) = σi, (b, tb) = σi+1] ∈ B(T ×T ); we
lift S to L by bag union S(a, b, L) =

∑
σ∈L(L(σ) · S(a, b, σ)). The detailed per-

formance spectrum of a segment (a, b) in log L wrt. performance classification C

is S
C(a, b, L) = [(ta, tb, c) | (ta, tb) ∈ S(a, b, L), c = C(ta, tb, L)] ∈ B(T × T × C).

Figure 1 (right) visualizes the detailed performance spectrum S = S(a, b, L) of
six different segments. For each segment (a, b) we fix coordinates ya and yb on
the y-axis and plot each classified observation (ta, tb, c) ∈ S

C(ai, bi, L) as a line
from (ta, ya) to (tb, yb). In Fig. 1 each line is colored based on the quartile of the
duration tb − ta.

The detailed performance spectrum visualizes variability of durations in a
segment across cases and time. To capture and visualize also the amount of
cases of particular performance over time, we define an aggregate performance
spectrum. We group segments into bins of a user-chosen period p depending on
whether they start , stop, or are pending in a bin, and then aggregating the
observations (ta, tb, c) in each bin wrt. their class c (for finitely many classes C),
akin to relational algebra or SQL operations.

Definition 2 (Aggregated performance spectrum). Let S = S(a, b, L) be a
detailed performance spectrum with finite performance classes C = {c1, . . . , ck}.
Let period p ∈ T and grouping g ∈ {start , stop, pending}. The binning of S wrt.
p and g is the sequence of multisets 〈b0, b1, . . .〉 such that for i = 0, 1, . . . holds

– bi = [(ta, tb, c) ∈ S | i · p ≤ ta < (i + 1) · p] if g = start,
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– bi = [(ta, tb, c) ∈ S | i · p ≤ tb < (i + 1) · p] if g = stop, and
– bi = [(ta, tb, c) ∈ S | i · p ≤ tb and ta < (i + 1) · p] if g = pending (the segment

started before the end of the bin, and ends after the start of the bin).

The aggregation of S wrt. p and g is the sequence aggg(S, p) of vectors
〈v0, v1, . . .〉 where each vi = (v1

i , . . . , vj
i , . . . , v

k
i ) ∈ N

k counts how often per-
formance class cj occurred in bin bi: vj

i = |{(ta, tb, c
j) | (ta, tb, c

j) ∈ bi}|.
The aggregated performance spectrum of a segment (a, b) in a log L is then
S
C

g,p(a, b, L) = aggg(SC(a, b, L), p).

An aggregated performance spectrum A of one segment (a, b) can be visualized
as a series of stacked bar-charts as shown in Fig. 7 where the k-th bar starts at
x-coordinate k · p and has width p; the bottom-line of the series of bar-charts is
at y-coordinate yb and the height of all bars is normalized wrt. yb − ya.

Visualizing the performance spectrum of multiple process segments on a 2D
plane requires some compromises. As the x-axis of the plane is used for visualiz-
ing time, we can only visualize control-flow by mapping segments along the single
dimension of the y-axis. This forces to visualize even alternative segments (a, b)
and (b, c) in a sequential manner. To give the user control over this sequential-
ization we let a user specify the (sub-)trace variants Var that shall be mapped
(one after the other) onto the y-axis as in Fig. 1 (right). The notion of a view
provides all parameters for a performance spectrum.

Definition 3 (View). A view V = (Var ,C, g, p) is a set Var of (sub-)trace
variants Var = {σ0, . . . , σk} ⊆ A∗, a performance classification C, a grouping
g ∈ {start , stop, pending , none} and period p ∈ T . The segment sequence of
variant σi = 〈ai

1, a
i
2, . . . , a

i
ni

〉 ∈ Var is seg(σi) = 〈(ai
1, a

i
2), . . . , (a

i
ni−1, a

i
ni

)〉. The
segment sequence of all variants Var is their concatenation, i.e., seg(Var) =
seg(σ1)seg(σ2) . . . seg(σk).

For example, for traces 〈a, b, c, d, e〉, 〈a, b, f, d, e〉, 〈a, b, c, b, f, e〉, the variants
Var = {〈b, c, d, e〉, 〈f, d, e〉} yield the segment sequence seg(Var) = 〈(b, c), (c, d),
(d, e), (f, d), (d, e)〉.

Let L be a log, V = (Var ,C, g, p) be a view. The performance spectrum of
L wrt. V with g = none is the sequence of the detailed performance spectra
along the segment sequence seg(Var): S(L, V ) = 〈SC(a, b, L)〉(a,b)∈seg(Var). The
aggregated performance spectrum of L wrt. V with g 	= none is the sequence of
aggregated spectra Sg,p(L, V ) = 〈SCg,p(a, b, L)〉(a,b)∈seg(Var).

For the visualization in Fig. 1, the segments seg(Var) are mapped to the
y-axis in order of seg(Var) in equidistant steps for some length ydist : in the
i-th segment (ai, bi) = seg(Var)i, ai and bi get y-coordinates ya,i = i · ydist
and yb,i = (i + 1) · ydist . By default any two consecutive segments touch at
yb,i = ya,i+1; an extra gap can be added whenever b 	= a. Figure 7 visualizes the
view of an aggregate performance spectrum.

An optimal definition of Var for a given log is outside the scope of this
paper, and we assume user input. Yet we identified some principles. There are two
canonical trace variants Var for views on a log L. The minimal variant defines the
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most frequent variant in L, visualizing all its process segments consecutively. The
maximal variant includes all individual observed process segments Varmax (L) =
{〈(a, b)〉 | 〈. . . , (a, ta), (b, tb), . . .〉 ∈ L} in no specific order. Mapping segments
consecutively along the y-axis allows to follow the flow of multiple cases over
time as shown in Fig. 1 (right). Choices in a process can be handled by defining
two alternative trace variants in the view; thereby segments (a, b) occurring
multiple times in Var are replicated (with the entire performance spectrum),
allowing to see the flow of the variant through this segment in the performance
context of other variants. Handling loops and concurrency requires event log pre-
processing. Loops can be unrolled through label refinement [9] in the log. In case
of concurrency, analyzing the performance of segment (a, b) with Definition 1
requires filtering from the log all activities concurrent to a and b. In case studies
with Vanderlande, Varmax (L) in combination with a hierarchical naming scheme
of events allowed to visually group and analyze related segments even in very
complex processes (of 10000s of segments).

4 Performance Patterns

Performance spectra of processes may contain an overwhelming amount of infor-
mation and are – for the untrained eye – more difficult to read and interpret than
known visualizations. However processes with similar performance characteris-
tics show similar patterns in their performance spectra, and vice versa, simi-
lar patterns mean similar performance characteristics. Such patterns introduce
a higher abstraction level over ‘plain’ performance spectra, thereby aiding in
description and analysis of performance. Next, we illustrate the idea of patterns
in the performance spectrum distinguishing elementary and composite patterns.
We provide a taxonomy of elementary patterns in Sect. 4.2. We discuss composite
patterns in Sect. 4.3, but posit their systematization in future work.

4.1 Elementary Patterns

Intuitively, a performance pattern is a specific configuration of the lines and bars
in a performance spectrum that (1) is visually distinct within a larger part of
the spectrum, (2) describes a particular performance scenario (of multiple cases
over time), and (3) repeats when this scenario repeats. An elementary pattern
relates to a single segment and cannot be broken down further without loss of
its meaning.

Fig. 2. The elementary pattern shows a
FIFO behavior with constant waiting time

The elementary pattern shown in
Fig. 2 occurred in segment (Insert
Fine Notification, Add penalty) of the
Road Traffic Fines Management (RF)
log1 and consists of many parallel
inclined lines of the same color, cor-
responding to multiple observations distributed over time. Non-crossing lines
1 https://doi.org/10.4121/uuid:270fd440-1057-4fb9-89a9-b699b47990f5.

https://doi.org/10.4121/uuid:270fd440-1057-4fb9-89a9-b699b47990f5
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show a strict FIFO order and identical inclinations show a constant waiting
time for all cases. Variation in density of the lines (and in the height of the
bars of the aggregated performance spectrum) shows continuous, varying work-
load throughout the entire log. Patterns with such characteristics are typical for
highly standardized automated activities with strict time constraints. Note that
existing models describe the performance of this segment as “constant” delay of
60d.

We consider the pattern to be “elementary” in the sense that we cannot
decompose it further without losing its key qualities: single segment, strict FIFO
with constant time, workload is continuous and varying.

4.2 Taxonomy of Elementary Patterns

We observed a great variety of elementary patterns and combinations of patterns
in the performance spectra of real-life processes (see Sect. 5). That makes it
impossible to provide a comprehensive catalog. Nevertheless, we are able to
provide a comprehensive taxonomy of parameters of elementary patterns. It
allows us to completely and unambiguously describe performance of a process
over time in a way that patterns that correspond to similar performance scenarios
have identical descriptions and identical descriptions of patterns mean similar
performance scenarios, while changing the value of any parameter in a pattern
would mean a different performance scenario.

The taxonomy provides parameters to characterize the Shape of lines and
bars in a process in a particular Scope over time; line density and bar height
describe Workload while their color describes Performance. The parameter values
form a hierarchy which is shown together with typical patterns having these
characteristics in Fig. 3. We provide a unique short-hand value [in brackets] for
each parameter, to allow succinct notation of patterns.

Scope parameters capture the place of pattern in the performance spectrum.

– size: one segment [1 seg], one subsequence [1 sub-seq], several subsequences
[>1 sub-seq]

– occurrence: globally [glob], as a local instance [loc]
– repetitions (for patterns occurring in local instance): once [once], regular [reg],

periodic [per=T], arbitrary [arb],
– overlap (for repeating patterns): overlapping [overlap], non-overlapping
– duration: absolute value [D=T]

Size describes the pattern length from the control-flow perspective: a single seg-
ment, a single subsequence or several subsequences of event classifiers. Although
all elementary patterns have size 1 seg, we include this parameter in the tax-
onomy for compatibility with composite patterns. A pattern occurrence can be
either global, when it occurs continuously throughout a segment without clear
boundaries, otherwise it distinctly occurs as a local instance. Pattern instances
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TYPE

detailed combined aggregated

<number of classes>

<subset of classes>

FIFO-variable speed

PERFORMANCE

Classifiers: quar le-based [25%], 
median-propor onal [x·med]

SHAPE ORDER

unordered FIFO LIFO

batching on start batching on end

FIFO-constant speed

batching on start + end

CLASSES PRESENTED

1 >1

as a local instance

REPETITIONS

periodic

regular

Aggrega on func ons: {cases started, cases stopped, cases pending}

peaks

<period=T>

WORKLOAD CHARACTER

continuous sparse

WORKLOAD

SCOPE

DURATION= <abs. value>

once

arbitrary

WORKLOAD  TRENDS
(total / for class C)

steady variable

growing falling

AMOUNT OF WORKLOAD

Zero [0] non-zero [>0]

low medium high

SIZE

segment 1 sub-sequence >1 sub-sequence

OCCURRENCE

globally

overlapping

OVERLAPPING

non-overlapping

drops

Fig. 3. Taxonomy of elementary patterns

may occur once or repeat (1) periodically in particular intervals T , (2) regu-
larly, i.e., seemingly systematic but not periodic, or (3) arbitrarily. Repeated pat-
tern instances can be overlapping or non-overlapping in time. Parameter duration
describes the absolute duration over time (e.g. as an interval in seconds).

Shape parameters describe the appearance of lines and bars in the visualization
of the performance spectrum.

– type: detailed [det], aggregated [agg], combined [comb]
– order: unordered [unord], LIFO [LIFO], FIFO with variable time [FIFO-var],

FIFO with constant time [FIFO-const], batching on start [batch(s)], batching
on end [batch(e)], batching on start and end [batch(s+e)]

A pattern described just in terms of lines (bars) of a detailed (aggregated) perfor-
mance spectrum is detailed (aggregated); if it requires both it is combined. Order
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describes the configuration of lines in a detailed pattern: (1) unordered when lines
irregularly cross each other, (2) LIFO when lines end in reversed order of starting,
(3) FIFO when lines never cross. (3b) Non-crossing lines of variable inclination
mean variable time [FIFO-var], where multiple lines starting (or ending) in a very
short period show multiple cases batching on start (or on end). (3c) Lines of iden-
tical inclination show constant time [FIFO-const], where multiple lines starting
and ending in a very short period (with no lines before/after) show batching on
start and end.

Workload describes the height of bars in aggregated or combined patterns, and
the density of lines in detailed patterns over time.

– aggregation function: segment instances started [start], stopped [stop], cases
pending [pend], see Definition 2

– workload character: continuous [cont], sparse [sparse]
– amount of workload: zero [0], non-zero [>0], low [low], medium [med], high

[high]
– workload trends (for a performance class or in total): can be steady [steady],

variable [var], growing [grows], falling [falls], showing peaks [peak] or drops
[drop]

Workload is characterized by the aggregation function defined in the view of
the performance spectrum (Definition 3). Workload character can be continuous
or sparse (when there are longer gaps between lines or bars), and it is visible
in both detailed and aggregated patterns. Amount of workload is categorized as
zero or non-zero, the latter can be categorized further as low, medium or high in
relation to the maximum number of observations made on a segment (within the
time period p of the view, see Definition 3). The trend over time can be steady
(bars have about same height) or variable, the latter splits further into steadily
growing, falling workload or showing peaks (a few high bars surrounded by lower
bars) or drops.

Performance is described in terms of the performance classes present in the
pattern with respect to the classifier C of the view (Definition 3) chosen by the
user.

– classes presented: 1, > 1, number of classes, subset of classes
– Classifiers: various, we discuss quartile-based [25%] (e.g., all observations

belonging to the 26%–50% quartile), median-proportional [x·med] (e.g., all
observations 2–3 times longer than the median duration)

In the visualization of the performance spectrum, classes are coded by colors.
A monochrome pattern has 1 class presented while a multi-colored one has > 1
classes presented.

Now we show how the taxonomy describes the elementary patterns E1–E3
found in the RF log and highlighted in Fig. 4 (left). Pattern E1 occurs in a single
segment in local instances with a duration of 6 months, instances repeat regularly
and overlap; the detailed pattern shows batching on end in a continuous work-
load for 4 performance classes in a quartile-based classifier. Using the short-hand
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Fig. 4. Three elementary patterns E1, E2, and E3 (left) and two occurrences of a
composite pattern consisting of E1–E3 (right).

notation, we write E1 = [Scope(seg,loc,reg,overlap,D=6mo), Shape(det,batch(e)),
Work(cont), Perf(25%,4 classes)]. Similarly, we can characterize E2 =
[Scope(seg,glob), Shape(det,FIFO-const), Work(sparse), Perf(25%,1 class)] and E3
= [Scope(seg,loc,reg,overlap,D=1mo), Shape(det,batch(s)), Wo(cont), Perf(25%,4
classes)].

In case of creating a catalog of elementary patterns, some additional infor-
mation can be added to pattern descriptions: a unique identifier and name and a
meaning depending on the domain and the chosen event classifier, e.g., resources
in a business process, or physical locations of a material handling system.

4.3 Composite Patterns

In the previous sections, we described performance of single process segments
through elementary patterns. However, the performance spectrum of real-life
processes gives rise to composite patterns comprised of several elementary ones.
While a full taxonomy is beyond the scope of this paper, we outline some basic
principles for describing composite patterns by relating elementary patterns to
each other in their context.

The context of a pattern P1 as shown in Fig. 5(a) consists of (1) observations
earlier and later than P1 in the same process segment, (2) observations before and
after P1 in the control flow perspective, and (3) a distinct pattern P2 occurring
simultaneously to P1 in the same segment. Using this context, the taxonomy
can be extended with further parameters. For instance, observations before and
after can be used to characterize performance of a pattern in context and the
performance variants contained in the same timed period as shown in Fig. 5(b).

PERFORMANCE IN CONTEXT

slower faster

the same

diverse

empty

VARIANTS CONTAINED

1 >1

<number of 
variants>

a er

earlier later

before

P1
P2

context

CONTEXT(a) (b)

Fig. 5. (a) Pattern context, and (b) Context parameters
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Figure 4 (right) shows two instances of a composite pattern consisting of the
elementary patterns E1, E2, and E3, described in Sect. 4.2. E1 and E3 align at a
synchronization point SP, that shows synchronization of multiple cases in a “sand
clock” pattern, while the cases in E2 do not synchronize with the cases in E1
or E3: we can clearly see 2 variants of behavior contained (E1+E3 and E2). The
performance context of the composite pattern is diverse.

The taxonomy of Fig. 3 and the new parameters of Fig. 5 only partially
describe composite patterns. In particular, a comprehensive taxonomy for pre-
cisely describing the alignment of patterns to each other in their context is
subject of future work.

5 Evaluation

We implemented the transformation of logs into detailed and aggregated per-
formance spectra and their visualization through an interactive ProM plug-in in
package “Performance Spectrum”.2 We applied our implementation on 11 real-
life event logs from business processes (BPI12, BPI14, BPI15(1-5), BPI17, Hos-
pital Billing, RF)3 and on 1 real-life log from logistics (BHS) provided by Van-
derlande. We illustrate how the performance spectrum provides detailed insights
into performance for RF; for BHS we report on a case study for identifying per-
formance problems; and we summarize performance characteristics of the 11
business process logs.

5.1 Road Traffic Fine Management Process (RF)

Event Log and View. The RF event log consists of 11 activities, more
than 150.000 cases and 550.000 events over a period of 12 years. We ana-
lyze the 3 trace variants R1-R3 of Fig. 6, which cover > 80% of the
events in the log, by defining a view for the sub-sequences {〈Create Fine,
Payment〉, 〈Create Fine,Send Fine, Insert Fine Notif.,Add penalty,Payment〉,
〈Add penalty,Send for CC〉} and quartile-based performance classes.

First, we discuss the detailed patterns P1-P5 that can be observed in the
performance spectrum of a 2-years period in Fig. 6 which represents behavior
typical for the entire 12-years period. All cases start from activity Create Fine
and continue either with activity Payment (variant R1) or activity Send Fine
(R2 and R3).

P1: Segment S1 Create Fine:Payment globally contains many traces of vari-
able duration, which are continuously distributed over time and can overtake
each other, i.e., P1 = [Scope(seg,glob), Shape(det,unord), Work(cont), Perf(25%,4
classes)]. We can clearly observe that traffic offenders pay at various speeds.

P2: The performance spectrum of Fig. 6 shows that the sub-trace 〈 Create
Fine, Send Fine Insert Fine notification〉 shared by R2 and R3 contains the
2 source code and further documentation available at https://github.com/

processmining-in-logistics/psm.
3 available at https://data.4tu.nl/repository/collection:event logs real.

https://github.com/processmining-in-logistics/psm
https://github.com/processmining-in-logistics/psm
https://data.4tu.nl/repository/collection:event_logs_real
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Fig. 6. Detailed performance spectrum of Road Traffic Fines Management log for
years 2002 and 2003 for trace variants R1: 〈Create Fine,Payment〉, R2: 〈Create Fine,
Send Fine, Insert Fine Notif.,Payment〉, and R3: 〈Create Fine,Send Fine, Insert Fine
Notif.,Add penalty,Send for CC〉.

composite pattern P2 which we already discussed in Sect. 4.3. P2 consists of two
different performance variants. The “sand clock” pattern of E1+E3 of Sect. 4.1
shows that cases are accumulated over a period of 6 months; the period until
Insert fine notification varies from zero up to 4 months. Cases in pattern E2 of
Sect. 4.1 are not synchronized but processed instantly.

P3: The two variants E1+E3 and E2 vanish in the next segment S3 Insert
Fine Notif.:Add penalty where all cases show a strong FIFO behavior: P3 =
[Scope(seg,glob), Shape(det,FIFO-const), Work(cont), Perf(25%,2 classes)]; the
switch from CEST to CET in October shows as a slower performance class
in Fig. 6. After Add penalty, R2 continues with Payment (S5 in Fig. 6) and R3
continues with send for CC (S6 in Fig. 6).

P4: On segment S5 Add penalty :Payment we surprisingly observe emergent
batching on start despite the absence of batching on end in the preceding segment
S4. The “sand-clock” batching in P2 results in groups of “fast” cases which
are forwarded by the FIFO pattern P3 and together create a new batching on
start pattern P4 (similar to E2) in segment S5 that can take months to years to
complete the Payment.

P5: The alternative segment S6 Add penalty :Send for CC shows batch-
ing on end every 12 months for cases that entered the batch 20 to 6
months prior: P5 = [Scope(seg,loc,per= 12mo,D=20mo), Shape(det,batch(e)),
Work(cont), Perf(25%,4 classes)]. The 6-month delay revealed by P5 is man-
dated by Italian law. A unique pattern for this process occurs in segment Add
Penalty :Send Appeal to Prefecture in Fig. 7(b) where a batch on end pattern
occurs only once with a duration of 10 years.
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Fig. 7. Aggregated performance spectrum of Road Traffic Fines Management log
(2000–2012)

Aggregated Patterns are shown in Fig. 7(a), where every bar shows how
many segments start every month. Here we can see patterns related to work-
load, for example, in the first quarter of 2004 we can see a gap pattern of 3
months, gap=[Scope(seg,loc,once,D=3mo), Shape(agg,batch(e)), Work(0)]. This
gap pattern propagates to subsequent segments creating a composite pattern
surrounded by context with much higher load. Figure 7(a) also reveals concept
drift in the control-flow perspective: the medium non-zero workload in segments
Insert Fine Notification:Payment and Payment :Add penalty drops to 0 in 2007
(up to some outliers).

5.2 Baggage Handling System of a Major European Airport (BHS)

Event Log and View. In this case study, we analyzed flows of bags through
a Vanderlande-built baggage handling system (BHS). In the event log, each
case corresponds to one bag, events are recorded when bags pass sensors on
conveyors, and activity names describe locations of sensors in the system. For
1 day of operations, an event log contains on average 850 activities, 25.000–50.000
cases and 1–2 million events.

a1 a2 a3 a4 a5 s

Fig. 8. The path from Check-In counter a1
to sorter entry point s

To provide examples of the BHS
performance spectrum and patterns,
we selected conveyor subsequence
〈a1, a2, a3, a4, a5, s〉 that moves bags
from Check-In counter a1 to a main
sorter entry point s. Cases starting in
a1 correspond to the BHS registering that a passenger put a bag onto the belt
of the Check-In counter. We chose this particular part because (1) any BHS
has such paths and (2) it shows many typical performance patterns of a BHS.
The diagram of the corresponding system part in Fig. 8 shows that more bags
join from other Check-In counters on the way in points a2-5. We first discuss
elementary detailed patterns in the performance spectrum and then show how
their compositions explain complex system behavior.



Unbiased, Fine-Grained Description of Processes Performance 153

a1:a2

a2:a3

a5:s

S1

S2

S3

S4

S5

Y

P1 P2
P1

P3

P2P1Z1

P3

P6
P4

Z1

P3 Z1 P3

P5

L L with context
normal speed 2 mes slower 3 mes slower very slow

other pa erns

a3:a4

a4:a5

P6

Fig. 9. Performance spectrum of bags movements between Check-In counters and the
main sorter

The detailed performance spectrum in Fig. 9 shows events over the period
of 1 h in a median-proportional performance classification. In the first segment
S1 a1 :a2 we can observe pattern P1 (FIFO, constant waiting time, variable
workload, normal performance) and P2 (batching on start and end with very
slow performance). Empty zone Z1 shows zero workload. In BHS, FIFO behavior
is typical for conveyors, where bags cannot overtake each other, and variable
workload is typical for manual operations: a counter’s arrival process depends on
a passenger flow and their service times, which vary from passenger to passenger.
Despite conveyors having constant speed S1 shows not only P1 but also P2 and
Z1: some conveyors were temporarily stopped and all bags on them ‘share’ the
same delay, as in P2.

By looking at S1 alone, we cannot explain causes of the delays in those pattern
instances. But as segments in a BHS are synchronized through movement of
physical objects on conveyors, we can identify the cause by following the control-
flow of Fig. 8. After P4 in S2 we observe Z1 in S3 and S4, both having non-zero
workload earlier (P3) and later (P3,P6), followed by non-zero workload P5 in S5
(FIFO, constant waiting time, high workload, normal performance). This gives
rise to pattern L and its context highlighted in Fig. 9. Reading pattern L from
S4 backwards gives the following interpretation: the conveyors in S3 and/or S4
stopped operation, so bags from S2 could not move further to S3. When S2 was
stopped, S1 also was stopped (point Y), because bags could not enter S2. The
slow cases of P2 and P4 are the bags waiting on a stopped conveyor. This is
called a die-back scenario, where delays or non-operation (in S3,S4) propagate
backwards through the system. When S3 and S4 return to operations, waiting
bags of S1 and S2 (and from other parts that are not included in Fig. 9) resume
their movement. The two times slower performance in P6 shows that S2 and S3
are at their capacity limits in this restart phase until all workload decreased.
Figure 9 shows that Pattern L repeats regularly during the day.
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Table 1. Presence of selected pattern classes in real-life event logs.

BPl12 BPl14 BPl15-1 BPl15-2 BPl15-3 BPl15-4 BPl15-5 BPl17 Hospital H-billing Road fine

unord,low glob glob glob glob glob gob glob glob glob

unord,high glob glob glob

FIFO glob glob glob

FIFO+unord reg glob

FIFO (weekly) glob glob arb glob

batching arb per per reg

workload spikes arb reg

concept drift once once once arb arb arb once reg

sparse work reg reg glob* glob* glob* glob* glob* glob glob

Using the same reasoning as explained above, we identified the root cause
of critical performance problems in the BHS of a large European airport which
could not be identified with existing process mining tools. Our analysis took
one week and was confirmed as correct by experts of Vanderlande who required
several weeks of manual data analysis and years-long experience to identify the
root cause.

5.3 Comparison of Event Logs

We compared the 11 real-life business process event logs regarding the types of
performance patterns they contain. We visualized the performance spectrum of
each log and noted the properties of the immediately visible patterns (in terms
of the taxonomy of Sect. 4.2), see https://github.com/vadimmidavvv/psm for
details.

Table 1 shows the results. We identified combined patterns of unordered
behavior with low and high workload; detailed patterns of FIFO behavior, also
overlaid with an unordered variant, FIFO+unord, and occurring only Mon-Sat,
FIFO(weekly), and various forms of batching. The aggregate patterns showed
workload spikes, concept drift, and sparse work.

The cells in Table 1 indicate for each log the occurrence and repetition values
of the patterns according to the taxonomy of Fig. 3. The logs differ strongly in the
presence and repetition of patterns, indicating that very different performance
scenarios occur in these processes. Interestingly, the BPI15 logs which all relate
to the same kind of process that is being executed in different organizations
all show very similar patterns: glob* for sparse work means that sparse work co-
occurs globally in a synchronized way: a large number of segments show behavior
during exactly the same days.

6 Conclusion

In this paper, we proposed the performance spectrum as a novel visualization of
process performance data in event logs. We project each process step (from one

https://github.com/vadimmidavvv/psm
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activity to the next) in a log over time. By making time explicit and avoiding
aggregation, the performance spectrum reveals non-stationarity of performance
and synchronization of different cases over time. We provided a taxonomy to
isolate and describe various performance phenomena in terms of distinct ele-
mentary and composite patterns. Applying the technique on 12 real-life event
logs validated its usefulness in exploration of data for identifying expected and
unusual performance patterns and in confirming that process performance is
neither stationary nor are cases isolated from each other. Future research is
to automatically identify performance patterns from event logs and annotat-
ing process models with identified patterns. We believe the insights obtained
through visual analysis to be useful in further research on performance predic-
tion: improve queueing-based predictions based on FIFO-related patterns, aid
discovery and identification of batching activities, aid in developing improved
prediction models, simulation models, and prescriptive models that incorporate
insights on non-stationary, or cross-case conformance checking of performance
models. The identified patterns suggest also the need for performance-based fil-
tering and sorting of event data.

Our technique is currently limited by the fact that process logic has to be
flattened into sequences along the y-axis of the visualization, lack of support
for concurrency and choices, and the very large variety of composite patterns
cannot be described well by our taxonomy. Future work comprises the extension
of the taxonomy, enhancement of process models with performance patterns,
identifying “optimal” views for a particular analysis questions, and improved
visualizations to handle concurrency and choices.

Acknowledgements. The research leading to these results has received funding from
Vanderlande Industries in the project “Process Mining in Logistics”. We thank Elena
Belkina for support in the tool development.
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Abstract. Automated process discovery techniques allow us to extract
business process models from event logs. The quality of models discov-
ered by these techniques can be assessed with respect to various criteria
related to simplicity and accuracy. One of these criteria, namely preci-
sion, captures the extent to which the behavior allowed by a process
model is observed in the log. While several measures of precision have
been proposed, a recent study has shown that none of them fulfills a
set of five axioms that capture intuitive properties behind the concept
of precision. In addition, existing precision measures suffer from scala-
bility issues when applied to models discovered from real-life event logs.
This paper presents a family of precision measures based on the idea
of comparing the k-th order Markovian abstraction of a process model
against that of an event log. We demonstrate that this family of mea-
sures fulfils the aforementioned axioms for a suitably chosen value of k.
We also empirically show that representative exemplars of this family
of measures outperform a commonly used precision measure in terms
of scalability and that they closely approximate two precision measures
that have been proposed as possible ground truths.

1 Introduction

Contemporary enterprise information systems store detailed records of the exe-
cution of the business processes they support, such as records of the creation
of process instances (a.k.a. cases), the start and completion of tasks, and other
events associated with a case. These records can be extracted as event logs con-
sisting of a set of traces, each trace itself consisting of a sequence of events
associated with a case. Automated process discovery techniques [3] allow us to
extract process models from such event logs. The quality of process models dis-
covered in this way can be assessed with respect to several quality criteria related
to simplicity and accuracy.

Two commonly used criteria for assessing accuracy are fitness and precision.
Fitness captures the extent to which the behavior observed in an event log is
c© Springer Nature Switzerland AG 2018
M. Weske et al. (Eds.): BPM 2018, LNCS 11080, pp. 158–175, 2018.
https://doi.org/10.1007/978-3-319-98648-7_10
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allowed by the discovered process model (i.e. Can the process model generate
every trace observed in the event log?). Reciprocally, precision captures the
extent to which the behavior allowed by a discovered process model is observed
in the event log. A low precision indicates that the model under-fits the log,
i.e. it can generate traces that are unrelated or only partially related to traces
observed in the log, while a high precision indicates that it over-fits (i.e. it can
only generate traces in the log and nothing more).1

While several precision measures have been proposed, a recent study has
shown that none of them fulfils a set of five axioms that capture intuitive prop-
erties behind the concept of precision [15]. In addition, most of the existing pre-
cision measures suffer from scalability issues when applied to models discovered
from real-life event logs.

This paper presents a family of precision measures based on the idea of
comparing the kth -order Markovian abstraction of a process model against that
of an event log using a graph matching operator. We show that the proposed
precision measures fulfil four of the aforementioned axioms for any k, and all five
axioms for a suitable k dependent on the log. In other words, when measuring
precision, we do not need to explore the entire state space of a process model
but only its state space up to a certain memory horizon.

The paper empirically evaluates exemplars of the proposed family of measures
using: (i) a synthetic collection of models and logs previously used to assess the
suitability of precision measures, and (ii) a set of models discovered from 20 real-
life event logs using three automated process discovery techniques. The synthetic
evaluation shows that the exemplar measures closely approximate two precision
measures that have been proposed as ground truths. The evaluation based on
real-life logs shows that for values of up to k = 5, the kth -order Markovian
precision measure is considerably more efficient than a commonly used precision
measure, namely alignments-based ETC precision [1].

The rest of the paper is structured as follows. Section 2 introduces existing
precision measures and the axioms defined in [15]. The family of Markovian
precision measures is presented in Sect. 3 and evaluated in Sect. 4. Finally, Sect. 5
draws conclusions and directions for future work.

2 Background and Related Work

One of the earliest precision measures was proposed by Greco et al. [8], based
on the set difference (SD) between the model behavior and the log behavior,
each represented as a set of traces. This measure is a direct operationalization
of the concept of precision, but it is not applicable to models with cycles since
the latter have an infinite set of traces.

1 A third accuracy criterion in automated process discovery is generalization: the
extent to which the process model captures behavior that, while not observed in the
log, is implied by it.
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Later, Rozinat and van der Aalst [14] proposed the advanced behavioral
appropriateness (ABA) precision. The ABA precision is based on the compari-
son between the sets of activity pairs that sometimes but not always follow each
other, and the set of activity pairs that sometimes but not always precede each
other. The comparison is performed on the sets extracted both from the model
and the log behaviors. The ABA precision does not scale to large models and it is
undefined for models with no routing behavior (i.e. models without concurrency
or conflict relations) [15].

De Weerdt et al. [7] proposed the negative events precision measure (NE).
This method works by inserting inexistent (so-called negative) events to enhance
the traces in the log. A negative event is inserted after a given prefix of a trace
if this event is never observed preceded by that prefix anywhere in the log.
The traces extended with negative events are then replayed on the model. If
the model can parse some of the negative events, it means that the model has
additional behavior. This approach is however heuristic: it does not guarantee
that all additional behavior is identified.

Muñoz-Gama and Carmona [13] proposed the escaping edges (ETC) pre-
cision. Using the log behavior as reference, it builds a prefix automaton and,
while replaying the process model behavior on top of it, counts the number
of escaping edges, i.e. edges not in the prefix automaton which represent extra
behavior of the process. Subsequently, to improve the robustness of the ETC
precision for logs containing non-fitting traces, the ETC precision evolved into
the alignments-based ETC precision (ETCa) [1] where the replay is guided by
alignments.

Despite its robustness, ETCa does not scale well to real-life datasets. To
address this issue, Leemans et al. [12] proposed the projected conformance check-
ing (PCC) precision. This precision, starting from the log behavior and the model
behavior builds a projected automaton (an automaton where a reduced number
of activities are encoded) from each of them, i.e. Al and Am. These two automata
are then used to generate a third automaton capturing their common behavior,
i.e. Al,m. The precision value is then computed as the ratio between the number
of outgoing edges of each state in Al,m and the number of outgoing edges of the
corresponding states occurring in Am.

Finally, van Dongen et al. [16] proposed the anti-alignment precision (AA).
This measure analyses the anti-alignments of the process model behavior to
assess the model’s precision. An anti-alignment of length n is a trace in the
process model behavior of length at most equal to n, which maximizes the Lev-
enshtein distance from all traces in the log.

In a recent study, Tax et al. [15] proposed five axioms to capture intuitive
properties behind the concept of precision advising that any precision measure
should fulfill these axioms. We start by introducing preliminary concepts and
notations, and then proceed to present the five axioms.
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Definition 1 [Trace]. Given a set of activity labels Σ, we define a trace on
Σ as a sequence τΣ = 〈t1, t2, . . . , tn−1, tn〉, such that ∀1 ≤ i ≤ n, ti ∈ Σ.2

Furthermore, we denote with τi the activity label in position i, and we use the
symbol ΓΣ to refer to the universe of traces on Σ. With abuse of notation,
hereinafter we refer to any t ∈ Σ as an activity instead of an activity label.

Definition 2 [Subtrace]. Given a trace τ = 〈t1, t2, . . . , tn−1, tn〉, with the nota-
tion τ i→j, we refer to the subtrace 〈ti, ti+1, . . . , tj−1, tj〉, where 0 < i < j ≤ n.
We extend the subset operator to traces, i.e., given two traces τ and τ̂ , τ̂ is
contained in τ , shorthanded as τ̂ ⊂ τ , if and only if (iff) ∃i, j ∈ N | τ i→j = τ̂ .

Definition 3 [Process Model Behavior]. Given a process model P (regard-
less of its representation) and being Σ the set of its activities. We refer to
the model behavior as BP ⊆ ΓΣ, where ∀〈t1, t2, . . . , tn−1, tn〉 ∈ BP there
exists an execution of P that allows to execute the sequence of activities
〈t1, t2, . . . , tn−1, tn〉, where t1 is the first activity executed, and tn the last.3

Definition 4 [Event Log Behavior]. Given a set of activities Σ, an event log
L is a finite multiset of traces defined over Σ. The event log behavior of L is
defined as BL = support(L).4

Definition 5 [Precision Axioms].

– Axiom-1. A precision measure is a deterministic function prec : L × P →
R, where L is the universe of event logs, and P is the universe of processes.

– Axiom-2. Given two process models P1, P2 and a log L, if the behavior of L
is contained in the behavior of P1, and this latter is contained in the behavior
of P2, the precision value of P1 must be equal to or greater than the precision
value of P2. Formally, if BL ⊆ BP1 ⊆ BP2 =⇒ prec(L,P1) ≥ prec(L,P2).

– Axiom-3. Given two process models P1, P2 and a log L, if the behavior of L
is contained in the behavior of P1, and P2 is the flower model, the precision
value of P1 must be greater than the precision value of P2. Formally, if BL ⊆
BP1 ⊂ BP2 = ΓΣ =⇒ prec(L,P1) > prec(L,P2).

– Axiom-4. Given two process models P1, P2 and a log L, if the behavior of
P1 is equal to the behavior of P2, the precision values of P1 and P2 must be
equal. Formally, if BP1 = BP2 =⇒ prec(L,P1) = prec(L,P2).

– Axiom-5. Given a process model P and two event logs L1, L2, if the behavior
of L1 is contained in the behavior of L2, and the behavior of L2 is contained
in the behavior of P , the precision value of the model measured over L2 must
be equal to or greater than the precision value measured over L1. Formally, if
BL1 ⊆ BL2 ⊆ BP =⇒ prec(L2, P ) ≥ prec(L1, P ).

Tax et al. [15] showed that none of the existing measures fulfils all the axioms.

2 To enhance the readability, in the rest of this paper we refer to τΣ as τ , omitting
the set Σ.

3 In the case BP = ΓΣ , P corresponds to the flower model.
4 The support of a multiset is the set containing the distinct elements of the multiset.
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3 Markovian Abstraction-Based Precision (MAP)

This section presents a family of precision measures based on kth-order Marko-
vian abstractions. Intuitively, precision measures try to estimate how much of
the behavior captured in a process model can be found in the behavior recorded
in an event log. The computation of our precision measures can be divided into
three steps: (i) abstraction of the behavior of a process model, (ii) abstraction of
the behavior recorded in an event log, and (iii) comparison of the two behavioral
abstractions. We start by defining the kth-order Markovian abstraction, as well
as its features, and then introduce the algorithm to compare a pair of Markovian
abstractions. Finally, we show that our precision measures satisfy four of the five
precision axioms, while the fifth axiom is also satisfied for specific values of k.

3.1 Markovian Abstraction

A kth-order Markovian abstraction (Mk-abstraction) is a graph composed by a
set of states (S) and a set of edges (E ⊆ S×S). In an Mk-abstraction, every state
s ∈ S represents a (sub)trace of at most length k, e.g. s = 〈b, c, d〉, while two
states s1, s2 ∈ S are connected via an edge e = (s1, s2) ∈ E iff s1 and s2 satisfy
the following three properties: (i) the first activity of the (sub)trace represented
by s1 can occur before the (sub)trace represented by s2, (ii) the last activity of
the (sub)trace represented by s2 can occur after the (sub)trace represented by s1,
and (iii) the two (sub)traces represented by s1 and s2 overlap with the exception
of their first and last activity, respectively, e.g. e = (〈b, c, d〉, 〉c, d, e〉). Every state
of an Mk-abstraction is unique, i.e. there are no two states representing the same
(sub)trace. An Mk-abstraction is defined w.r.t. a given order k, which defines
the size of the (sub)traces encoded in the states. An Mk-abstraction contains a
fresh state (denoted as −) representing the sink and source of the Mk-abstraction.
Intuitively, every state represents either a trace of length less than or equal to k or
a subtrace of length k, whilst every edge represents an existing subtrace of length
k+1 or a trace of length less than or equal to k+1. Thus, Mk-abstraction captures
how all the traces of the input behavior evolves in chunks of length k. The
definitions below show the construction of a Mk-abstraction from a given BX ,
and a fundamental property of the Mk-abstractions to show that our precision
measure fulfils the 5 precision axioms.

Definition 6 [kth-order Markovian Abstraction]. Given a set of traces BX ,
the k-order Markovian Abstraction is the graph Mk

X = (S,E) where S is the set
of the states and E ⊆ S × S is the set of edges, such that

– S = {−}∪{τ : τ ∈ BX ∧ |τ | ≤ k}∪{τ i→j : τ ∈ BX ∧ |τ | > k ∧ ∣

∣τ i→j
∣

∣

= k}
– E = {(−, τ) : τ ∈ S ∧ |τ | ≤ k}∪{(τ,−) : τ ∈ S ∧ |τ | ≤ k} ∪ {(−, τ) :

∃τ̂ ∈ BX s.t. τ = τ̂1→k} ∪ {(τ,−) : ∃τ̂ ∈ BX s.t. τ = τ̂ (|τ̂ |−k+1)→|τ̂ |} ∪
{(τ ′, τ ′′) : τ ′, τ ′′ ∈ S ∧ τ ′ ⊕ τ ′′

|τ ′′| = τ ′
1 ⊕ τ ′′ ∧ ∃τ̂ ∈ BX s.t. τ ′

1 ⊕ τ ′′ ⊆ τ̂}5
5 The operator ⊕ is the concatenation operator.
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Theorem 1 [Equality and Containment Inheritance]. Given two sets of
traces BX and BY , and their respective Mk − abstractions Mk

X = (SX , EX)
and Mk

Y = (SY , EY ), any equality or containment relation between BX and BY

is inherited by EX and EY . I.e., if BX = BY then EX = EY , or if BX ⊂ BY

then EX ⊆ EY .

Proof. (Sketch) This follows by construction. Specifically, every edge e ∈ EX

represents either a subtrace τx→y : τ ∈ BX ∧ |τx→y| = k + 1, or it represents
a trace τ : τ ∈ BX ∧ |τ | < k + 1. The last implies that from the same sets of
traces the corresponding Mk-abstractions contain the same sets of edges. ��

Note, however, that the theorem above cannot say anything for the traces
in BY \ BX , i.e. adding new traces to BX does not imply that new edges are
added to EX . As a result the relation BX ⊂ BY guarantees only EX ⊆ EY ,
instead of EX ⊂ EY .

Note that, M1-abstraction is equivalent to a directly-follows graph (a well-
known behavior abstraction used as starting point by many process dis-
covery approaches [5,10,17,18]). Instead, if k approaches to infinite then
M∞-abstraction is equivalent to listing all the traces. The Mk-abstraction of
a process model can be built from its reachability graph by replaying it. The
time complexity of such operation strictly depends on k, and it ranges from
polynomial time (k = 1) to double exponential time for greater values of k.
Instead, the Mk-abstraction of an event log can be built always in polynomial
time, since the log behavior is a finite set of traces.

Table 1. Log L∗.

Traces
〈a, a, b〉
〈a, b, b〉
〈a, b, a, b, a, b〉

One can tune the level of behavioral approximation by
varying the order k of the Mk-abstraction. For example, let
us consider the event log L∗ as in Table 1, and the Process-X
(Px) in Fig. 1c. Their respective M1-abstractions: M1

L∗ and
M1

Px
are shown in Fig. 2d and c. We can notice that M1

L∗ =
M1

Px
, though BPx

is infinite whilst BL∗ is not. This is an
example on how the M1-abstraction can over-approximate
the behavior it represents. However, the increase of k can lead to more accu-
rate representations (decreasing the degree of over-approximation) and thus to
behavioral differences between behaviorally-similar abstractions, e.g., L∗ and Px,
can be detected, see Fig. 3d and c. We remark that for k equal to the length of
the longest trace in the log, the behavioral abstraction of this latter is exact.
However, a similar reasoning cannot be done for the model behavior, since its
longest trace may be infinite.

(a) Flower Proc. (b) Process Y (c) Process X

Fig. 1. Examples of processes in the BPMN language.
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−

a b

(a) 1− 2
8 = 0.75

−

a b

(b) 1− 2
8 = 0.75

−

a b

(c) 1− 0
6 = 1.00

−

a b

(d) -

Fig. 2. From left to right: the M1-abstraction of the Flower Process, Process-Y,
Process-X and the event log L∗. The respective labels report the value of their MAP1.

−
a b

aa bb

ab ba

(a) 1− 12
20 = 0.40

−
a b

aa bb

ab ba

(b) 1− 8
16 = 0.50

−
aa bb

ab ba

(c) 1− 4
12 = 0.66

−
aa bb

ab ba

(d) -

Fig. 3. From left to right, the M2-abstraction of the Flower Process, Process-Y,
Process-X and the event log L∗. The respective labels report the value of their MAP2.

3.2 Comparing Markovian Abstractions

The third and final step of our precision measure is the comparison of the
MK-abstractions of the process model and the event log. In short, given two
Mk-abstractions, we compare them using a weighted edge-based graph matching
algorithm.

Definition 7 [Weighted Edge-based Graph Matching Algorithm
(GMA)]. A Weighted Edge-based Graph Matching Algorithm (GMA) is an algo-
rithm that receives as input two graphs G1 = (N1, E1) and G2 = (N2, E2), and
outputs a mapping function IC : E1 → (E2 ∪ {ε}). The function IC maps pairs
of edges matched by a graph matching algorithm or, if no mapping was found,
the edges in E1 are mapped to ε, i.e., ∀e1, e2 ∈ E1 : IC(e1) = IC(e2) ⇒
(e1 = e2) ∨ (IC(e1) = ε ∧ IC(e2) = ε). A GMA is characterised by
an underlying cost function C : E1 × (E2 ∪ {ε}) → [0, 1], s.t. ∀e1 ∈ E1 and
∀e2 ∈ E2 =⇒ C(e1, e2) ∈ [0, 1] and ∀e1 ∈ E1 =⇒ C(e1, ε) = 1. Hereinafter we
refer to any GMA as its mapping function IC .

Given a GMA IC , an event log L and a process P as inputs, the kth-order
Markovian abstraction-based precision (hereby MAPk) is estimated applying
Eq. 1.

MAPk(L,P ) = 1 − Σe∈EP
C(e,IC(e))
|EP | (1)
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The selected GMA for the implementation of our MAPk is an adaptation
of the Hungarian method [9], where: the cost of a match between two edges is
defined as the average of the Levenshtein distance between the source states and
the target states; and the final matching is the one minimising the total costs of
the matches.

Figure 1 shows three models in BPMN notation. Their respective Markovian
abstractions are captured in Figs. 2a–c and 3a–c, for k = 1 and k = 2. We
can observe that by increasing k, the quality of the behavior approximation
decreases. Consequently, the MAPk achieves a finer result.

Note that each of the proposed precision measures fulfills the properties of
an ordinal scale. Specifically, given an event log L and for a given k, MAPk

induces an order over the possible process models that fit log L . This property
is desirable given that the purpose of a precision measure is to allow us to
compare two possible process models in terms of their additional behavior.

3.3 Proofs of the 5-Axioms

We now turn our attention to show that our Markovian abrastraction-based
precision measure fulfils the axioms presented in Sect. 2. For the remaining part
of the section, let Lx be a log, Px be a process model, and Mk

Lx
= (SLx

, ELx
) and

Mk
Px

= (SPx
, EPx

) be the Mk-abstractions of the log and the model, respectively.

–Axiom-1. MAPk(L,P ) is a deterministic function. Given a log L and a process
P , The construction of Mk

L and Mk
P is fully deterministic for BP and BL (see

Definition 6). Furthermore, being the graph matching algorithm IC deter-
ministic, and being MAPk(L,P ) function of EL, EP and IC (see Eq. 1), it
follows that MAPk(L,P ) is also deterministic with codomain R.

–Axiom-2. Given two processes P1, P2 and an event log L, s.t. BL ⊆ BP1 ⊆
BP2 , then MAPk(L,P1) ≥ MAPk(L,P2). First, the following relation holds,
EL ⊆ EP1 ⊆ EP2 (see Theorem 1). Then, we distinguish two possible cases:
1. if EP1 = EP2 , then it follows straightforward MAPk(L,P1) =

MAPk(L,P2), because MAPk(L,P ) is a deterministic function of EL,
EP and IC (see Axiom-1 proof and Eq. 1).

2. if EP1 ⊂ EP2 , then EL ⊂ EP2 ∧ (|EP2 | − |EP1 |) > 0. In this case, we
show that MAPk(L,P2) − MAPk(L,P1) < 0 is always true, as follows.

1 − Σe2∈EP2
C(e2,IC(e2))
|EP2 |

−
(

1 − Σe1∈EP1
C(e1,IC(e1))
|EP1 |

)

=

Σe1∈EP1
C(e1,IC(e1))
|EP1 |

− Σe2∈EP2
C(e2,IC(e2))
|EP2 |

< 0

For each edge e1 that can be found both in EP1 and EL, the cost
C(e1,IC(e1)) is 0, being IC(e1) = e1. Instead, for each edge e1 that
can be found in EP1 but not in EL, the cost C(e1,IC(e1)) is 1, being
IC(e1) = ε. It follows that the total cost of matching EP1 over L is
Σe1∈EP1

C(e1,IC(e1)) = |EP1 |−|EL|. A similar reasoning can be done for
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the matching of EP2 over L. Indeed, ∀e2 ∈ EP2 ∩EL =⇒ C(e2,IC(e2)) =
0 and ∀e2 ∈ EP2 \ EL =⇒ C(e2,IC(e2)) = C(e2, ε) = 1, therefore
Σe2∈EP2

C(e2,IC(e2)) = |EP2 | − |EL|.
Applying these results to the above inequality, it turns into the following:

|EP1 | − |EL|
|EP1 |

− |EP2 | − |EL|
|EP2 |

=
|EL| (|EP1 | − |EP2 |)

|EP1 | |EP2 |
< 0

This latter is always true, since the starting hypothesis of this second case
is (|EP1 | − |EP2 |) < 0.

–Axiom-3. Given two processes P1, P2 and an event log L, s.t. BL ⊆ BP1 ⊂
BP2 = ΓΣ then MAPk(L,P1) > MAPk(L,P2). For any k ∈ N, the relation
MAPk(L,P1) ≥ MAPk(L,P2) holds for Axiom-2. The case MAPk(L,P1) =
MAPk(L,P2) occurs when Mk

P2
over-approximates the behavior of P2, i.e.

BP1 ⊂ BP2 and EP1 = EP2 . Nevertheless, for any BP1 there always exists
a k∗ s.t. EP1 ⊂ EP2 . This is true since being BP1 strictly contained in BP2 ,
there exists a trace τ̂ ∈ BP2 s.t. τ̂ �∈ BP1 . Choosing k∗ = |τ̂ |, the Mk∗

P2

would produce an edge ê = (−, τ̂) ∈ EP2 s.t. ê �∈ EP1 because τ̂ �∈ BP1 (see
also Definition 6).6 Consequently, for any k ≥ k∗, we have EP1 ⊂ EP2 and
MAPk(L,P1) > MAPk(L,P2) holds, being this latter the case 2 of Axiom-2.

–Axiom-4. Given two processes P1, P2 and an event log L, s.t. BP1 = BP2

then MAPk(L,P1) = MAPk(L,P2). If BP1 = BP2 , then EP1 = EP2 (see
Theorem 1). It follows straightforward that MAPk(L,P1) = MAPk(L,P2)
(see proof Axiom-1 and Eq. 1).

–Axiom-5. Given two event logs L1, L2 and a process P , s.t. BL1 ⊆ BL2 ⊆ BP ,
then MAPk(L2, P ) ≥ MAPk(L1, P ). Consider the two following cases:
1. if BL1 = BL2 , then EL1 = EL2 (see Theorem 1). It follows

MAPk(L2, P ) = MAPk(L1, P ), because MAPk(L,P ) is a deterministic
function of EL, EP and IC (see Axiom-1 proof and Eq. 1).

2. if BL1 ⊂ BL2 , then EL1 ⊆ EL2 (see Theorem 1). In this case, the graph
matching algorithm would find matchings for either the same number or
a larger number of edges between Mk

P and Mk
L2

, than between Mk
P and

Mk
L1

(this follows from EL1 ⊆ EL2). Thus, a smaller or equal number of
edges will be mapped to ε in the case of MAPk(L2, P ) not decreasing the
value for the precision,i.e., MAPk(L2, P ) ≥ MAPk(L1, P ).

In Axiom-3 we showed that there exists a specific value of k, namely k∗,
for which MAPk∗

(Lx, Px) satisfies Axiom-3 and we identified such value being
k∗ = |τ̂ |, where τ̂ can be any trace of the set difference ΓΣ\BPx

. In the following,
we show how to identify the minimum value of k∗ such that all the 5-Axioms are
satified. To identify the lowest value of k∗, we have to consider the traces τ̂ ∈ ΓΣ

such that does not exists a τ ∈ BPx
where τ̂ ⊆ τ . If a trace τ̂ ∈ ΓΣ that is not

a sub-trace of any other trace of the process model behavior (BPx
) is found, by

setting k∗ = |τ̂ | would mean that in the Mk∗
-abstraction of ΓΣ there will be a

state ŝ = τ̂ and an edge (−, τ̂) that are not captured by the Mk∗
-abstraction of

6 Formally, ∃τ̂ ∈ BP2 \ BP1 , s.t. for k∗ = |τ̂ | =⇒ ∃(−, τ̂) ∈ EP2 \ EP1 .
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BPx
. This difference will allow us to distinguish the process Px from the flower

model (i.e. the model having a behavior equal to ΓΣ), satisfying in this way the
Axiom-3. At this point, considering the set of the lengths of all the subtraces
not contained in any trace of BPx

, Z = {|τ̂ | : τ̂ ∈ ΓΣ ∧ � ∃ τ ∈ BPx
| τ̂ ⊆ τ},

we can set the lower-bound of k∗ ≥ min(Z).
Note that the value of k∗ is equal to 2 for any process model with at least

one activity that cannot be executed twice in a row. If we have an activity ̂t
that cannot be executed twice in a row, it means that

∣

∣〈̂t,̂t〉∣∣ ∈ Z and thus we
can set k∗ = 2. In practice, k∗ = 2 satisfies all the 5-Axioms in real-life cases,
since it is very common to find process models that have the above topological
characteristic.

4 Evaluation

In this section, we report on a two-pronged evaluation we performed to assess
the following two objectives: (i) comparing our family of precision measures to
state-of-the-art precision measures; and (ii) analysing the role of the parameter k.

To do so, we implemented the Markovian Abstraction-based Precision
(MAPk) as a standalone open-source tool7 and used it to carry out a qualitative
evaluation on synthetic data and a quantitative evaluation on real-life data.8 All
experiments were executed on an Intel Core i5-6200U @2.30 GHz with 16 GB
RAM running Windows 10 Pro (64-bit) and JVM 8 with 12 GB RAM (8 GB
Stack and 4 GB Heap).

4.1 Qualitative Evaluation

In a previous study, van Dongen et al. [16] showed that their anti-alignment
precision was able to improve on a range of state-of-the-art precision measures.
To qualitatively assess our MAPk, we decided to repeat the experiment carried
out in [16] using the same synthetic dataset. Table 2 and Fig. 4 show the syn-
thetic event log and a model, called “original model”, that was used to generate
eight variants: a single trace model capturing the most frequent trace; a model
incorporating all separate traces; a flower model of all activities in the log; a
model with activities G and H in parallel (Opt. G || Opt. H, see Fig. 5); one
with G and H in self-loop (�G, �H, Fig. 6); a model with D in self-loop (�D,
Fig. 7); a model with all activities in parallel (All parallel); and a model where all
activities are in round robin (Round robin, Fig. 8). Using each log-model pair, we
compared our precision measure MAPk to the precision measures discussed in
Sect. 2 (these include those evaluated by van Dongen et al. [16]), namely: traces
set difference precision (SD), alignment-based ETC precision (ETCa), negative
events precision (NE), projected conformance checking (PCC), anti-alignment
precision (AA). We left out the advanced behavioral appropriateness (ABA) as
7 Available at http://apromore.org/platform/tools.
8 The public data used in the experiments can be found at https://doi.org/10.6084/

m9.figshare.6376592.v1.

http://apromore.org/platform/tools
https://doi.org/10.6084/m9.figshare.6376592.v1
https://doi.org/10.6084/m9.figshare.6376592.v1
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it is not defined for some of the models in this dataset. We limited the order k
to 7, because it is the length of the longest trace in the log. Setting an order
greater than 7 would only (further) penalise the cyclic behavior of the models,
which is not necessary to assess the models’ precision.

Table 2. Test log [16].

Traces #

〈A, B, D, E, I〉 1207

〈A, C, D, G, H, F, I〉 145

〈A, C, G, D, H, F, I〉 56

〈A, C, H, D, F, I〉 23

〈A, C, D, H, F, I〉 28
Fig. 4. Original model [16].

Fig. 5. Opt. G || Opt. H model [16]. Fig. 6. �G, �H model [16].

Fig. 7. �D model [16]. Fig. 8. Round robin model [16].

Table 3 reports the results of our qualitative evaluation.9 To discuss these
results, we use two precision measures as a reference, as these have been advo-
cated as possible ground truths of precision, though none of them satisfies the
axioms in [15]. The first one is AA. This measure has been shown [16] to be
intuitively more accurate than other precision measures. The second one is SD,
as it closely operationalizes the definition of precision by capturing the exact
percentage of model behavior that cannot be found in the log. As discussed in
Sect. 2 though, this measure can only be computed for acyclic models, and uses
a value of zero for cyclic models by design.

From the results in Table 3, we can observe that MAP1 does not penalise
enough the extra behavior of some models, such as the original model, which
cannot be distinguished from the single trace and the separate traces models
9 Some values differ from those in [16] as we used each measure’s latest implementation.
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Table 3. Comparison of different precision measures over synthetic dataset (* indicates
a rounded-down value: 0.000∗ > 0.000).

Process variant Model

traces

(#)

SD ETCa NE PCC AA MAP1 MAP2 MAP3 MAP4 MAP5 MAP6 MAP7

Original model 6 0.833 0.900 0.995 1.000 0.871 1.000 0.909 0.880 0.852 0.852 0.852 0.852

Single trace 1 1.000 1.000 0.893 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Separate traces 5 1.000 1.000 0.985 0.978 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Flower model 986,410 0.000 0.153 0.117 0.509 0.000 0.189 0.024 0.003 0.000 0.000 0.000 0.000

Opt. G || Opt. H 12 0.417 0.682 0.950 0.974 0.800 0.895 0.645 0.564 0.535 0.535 0.535 0.535

�G, �H 362 0.000 0.719 0.874 0.896 0.588 0.810 0.408 0.185 0.080 0.034 0.015 0.006

�D 118 0.000 0.738 0.720 0.915 0.523 0.895 0.556 0.349 0.223 0.145 0.098 0.069

All parallel 362,880 0.000 0.289 0.158 0.591 0.033 0.210 0.034 0.006 0.001 0.000∗ 0.000∗ 0.000∗

Round robin 27 0.000 0.579 0.194 0.594 0.000 0.815 0.611 0.496 0.412 0.350 0.306 0.274

(all have a precision of 1). Also, the values of MAP1 are far away from those of
both AA and SD (with the exception of the simplest models, i.e. single trace and
separate traces). As we increase k, MAPk tends to get closer to AA and to SD,
barring a few exceptions. In particular, the more is the cyclic behavior allowed
by a model, the quicker MAPk tends to zero. In this respect, let us consider
the cyclic models in our datasets: (i) the flower model, (ii) the �G, �H model
(Fig. 6), (iii) the �D model (Fig. 7), and (iv) the round robin (Fig. 8). The value
of our precision measure tends to zero faster in the flower model (k=3) than in
the other cyclic models, because the flower model allows the greatest amount of
cyclic behavior, due to all the possible combinations of activities being permitted.
At k = 7 this is consistent with both SD and AA. Similarly, our measure tends
to zero slower in the round robin model because this model is very strict on
the order in which activities can be executed, despite having infinite behavior.
In fact, it only allows the sequence 〈A,B,C,D, F,G,H, I〉 to be executed, with
the starting activity and the number of repetitions being variable. This is taken
into account by our measure, since even with k = 7 we do not reach a value of
zero for this model, as opposed to SD and AA. This allows us to discriminate
the round robin model from other models with very large behavior such as the
flower model. This is not possible with SD and AA, because both models have
a precision of zero in these two measures. As for the other two cyclic models
in our dataset, MAPk tends to zero with speeds between those of the flower
model and the round robin model, with the �G, �H model being faster to drop
than the �D, due to the former allowing more cyclic behavior than the latter.
Similar considerations as above apply to these two models: even at k = 7 their
precision does not reach zero, which allows us to distinguish these models from
other models such as the all parallel model, which has a very large behavior
(360K+ distinct traces). While in SD the precision of these two models is set
to zero by design, for AA these two models have a precision greater than zero,
though the �G, �H model has a higher precision than the �D model (0.588
vs. 0.523). This is counter-intuitive, since the former model allows more model
behavior not permitted by the log (in terms of number of different traces) than
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the latter model does. In addition, AA penalizes more the round robin model,
despite this has less model behavior than the two models with self-loop activities.
Altogether, these results show that the higher the k, the more the behavioral
differences that our measure can catch and penalise.

In terms of ranking (see Table 4), our measure is the most consistent with
the ranking of the models yielded by both SD (for acyclic models) and AA (for
all models), than all other measures. As discussed above, the only differences
with AA are in the swapping of the order of the two models with self loops,
and in the order of the round robin model. Note that given that both the round
robin and the flower model have a value of zero in AA, the next model in the
ranking (all parallel) is assigned a rank of 3 instead of 2 in MAPk. This is
just the way the ranking is computed and is not really indicative of a ranking
inconsistency between the two measures. Another observation is that the ranking
yielded by our family of metrics remains the same for k > 1. This indicates that
as we increase k, while the extent of behavioral differences we can identify and
penalize increases, this is not achieved at the price of changing the ranking of
the models.

Table 4. Models ranking yielded by the precision measures over the synthetic dataset.

Process variant SD ETCa NE PCC AA MAP1 MAP2 MAP3 MAP4 MAP5 MAP6 MAP7

Original model 7 7 9 8 7 7 7 7 7 7 7 7

Single trace 8 8 6 8 8 7 8 8 8 8 8 8

Separate traces 8 8 8 7 8 7 8 8 8 8 8 8

Flower model 1 1 1 1 1 1 1 1 1 1 1 1

Opt. G || Opt. H 6 3 7 6 6 5 6 6 6 6 6 6

�G, �H 1 5 5 4 5 3 3 3 3 3 3 3

�D 1 6 4 5 4 5 4 4 4 4 4 4

All parallel 1 2 2 2 3 2 2 2 2 2 2 2

Round robin 1 4 3 3 1 4 5 5 5 5 5 5

On average it took less than a second per model to compute MAPk, except
for the all parallel model, for which it took 3.8 s at k = 7, due to the large
number of distinct traces yielded by this model.

4.2 Quantitative Evaluation

In our second evaluation, we used two datasets for a total of 20 logs. The first
dataset is the collection of real-life logs publicly available from the 4TU Cen-
tre for Research Data, as of March 2017.10 Out of this collection, we retained
twelve logs related to business processes, as opposed to e.g. software develop-
ment processes. These include the BPI Challenge (BPIC) logs (2012-17), the

10 https://data.4tu.nl/repository/collection:event logs real.

https://data.4tu.nl/repository/collection:event_logs_real
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Road Traffic Fines Management Process (RTFMP) log, and the SEPSIS log.
These logs record executions of business processes from a variety of domains,
e.g. healthcare, finance, government and IT service management. In seven logs
(BPIC14, the BPIC15 collection, and BPIC17), we applied the filtering technique
proposed in [6] to remove infrequent behavior. The second dataset is composed
of eight proprietary logs sourced from several companies in the education, insur-
ance, IT service management and IP management domains. Table 5 reports the
characteristics of both datasets, highlighting the heterogeneous nature of the
data.

Table 5. Descriptive statistics of the real-life logs (public and proprietary).

First, we discovered different process models from each log, using three state-
of-the-art automated process discovery methods [3]: Split Miner [4] (SM), Induc-
tive Miner [11] (IM), and Structured Heuristics Miner [2] (SHM). Then, we mea-
sured the precision for each model with our MAPk measure, by varying the order
k in the range 2–5. Unfortunately, we were not able to use any of the previous
reference measures, because SD does not work for cyclic models (all models dis-
covered by IM were cyclic) and AA does not scale to real-life models [16]. Thus,
we resorted to ETCa as a baseline, since this is, to date, the most-scalable and
widely-accepted precision measure for automated process discovery in real-life
settings [3].

Table 6 shows the results of the quantitative evaluation. In line with the for-
mer evaluation, the value of MAPk decreases when k increases. However, being
the behavior of the real-life models more complex than the one of the synthetic
models, for some logs (e.g. the BPIC15 logs), it was not possible to compute
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MAP4 and MAP5 for the models discovered by IM. This was due to scalabil-
ity issues, as the models discovered by IM exhibit flower-like behavior (with
more than 50 distinct activities per flower construct). This is reflected by the
very low values of MAP2 and MAP3 for IM. However, we recall that by design,
for small values of k, MAPk compares small chunks of the model behavior to
small chunks of the log behavior. Thus, low values of MAPk can already indi-
cate poorly-precise models. ETCa and MAP5 agreed on the precision ranking
50% of the times. This result is consistent with our qualitative evaluation. Also
in-line with the former evaluation, ETCa showed to be very tolerant to infinite
model behavior, regardless of the type of such behavior. The clearest example
supporting this flaw is the SEPSIS log case. The models discovered by IM and
SM are shown in Figs. 9 and 10. We can see that more than the 80% of the
activities in the IM model are skippable and over 60% of them are inside a long
loop, resembling a flower construct with some constraints, e.g. the first activity
is always the same. Instead, the model discovered by SM, even if cyclic, does not
allow many variants of behavior. Consequently, for the IM model, the value of
MAPk drastically drops when increasing k from 2 to 3, whilst it remains 1 for
the SM model. In constrast, ETCa reports a precision of 0.445 for IM, which is
counter-intuitive considering the flower-like model.

As discussed in Sect. 3, k = 2 is sufficient to satisfy all the 5-Axioms in
practice. However, as we also observe from the results of this second experiment,
higher values of k lead to finer results for MAPk. In fact, the notable drops of
value from k = 2 to k = 3 (e.g. in SEPSIS, BPIC17f and PRT9), confirm that
the 5-Axioms are a necessary but not sufficient condition for a reliable precision
measure [15].

Finally, Tables 7 and 8 report statistics on the time performance of MAPk

and ETCa. We divided the results by public and private logs to allow the
reproducibility of the experiments for the set of public logs. We can see that
MAPk scales well to real-life logs, being quite fast for models with a reason-
able state-space size (i.e. with non-flower constructs), as those produced by SM
and SHM, while ETCa remains slower even when compared to MAP5. How-
ever, as expected, by increasing k the performance of MAPk reduces sharply for
flower-like models, as those produced by IM.

Fig. 9. Model discovered by IM from the SEPSIS log.
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Table 6. Comparison of MAPk results with k = 2–5 using three discovery methods
on 20 real-life logs.

Log BPIC12 BPIC13cp BPIC13inc BPIC14f BPIC151f

Miner SM IM SHM SM IM SHM SM IM SHM SM IM SHM SM IM SHM

ETCa 0.762 0.502 - 0.974 1.000 0.992 0.979 0.558 0.978 0.673 0.646 - 0.880 0.566 -

MAP2 1.000 0.089 0.083 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.775 0.285 1.000 0.020 0.016

MAP3 1.000 0.014 0.021 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.754 0.168 1.000 0.003 0.005

MAP4 0.546 0.002 0.010 1.000 1.000 1.000 1.000 0.990 1.000 1.000 0.750 0.116 1.000 - 0.002

MAP5 0.234 - - 1.000 1.000 1.000 1.000 0.861 1.000 1.000 0.718 - 1.000 - -

Log BPIC152f BPIC153f BPIC154f BPIC155f BPIC17f

Miner SM IM SHM SM IM SHM SM IM SHM SM IM SHM SM IM SHM

ETCa 0.901 0.556 0.594 0.939 0.554 0.671 0.910 0.585 0.642 0.943 0.179 0.687 0.846 0.699 0.620

MAP2 1.000 0.024 0.899 1.000 0.035 0.872 1.000 0.017 0.810 1.000 0.007 0.826 0.764 0.604 0.170

MAP3 1.000 0.003 0.629 1.000 0.004 0.561 1.000 0.002 0.546 1.000 - 0.584 0.533 0.399 0.080

MAP4 1.000 - 0.380 1.000 - 0.310 1.000 - 0.333 1.000 - 0.371 0.376 0.268 0.039

MAP5 1.000 - 0.212 1.000 - 0.154 1.000 - 0.189 1.000 - 0.226 0.255 0.172 0.019

Log RTFMP SEPSIS PRT1 PRT2 PRT3

Miner SM IM SHM SM IM SHM SM IM SHM SM IM SHM SM IM SHM

ETCa 1.000 0.700 0.952 0.859 0.445 0.419 0.985 0.673 0.768 0.737 - - 0.914 0.680 0.828

MAP2 1.000 0.554 0.323 1.000 0.226 0.227 1.000 1.000 0.796 1.000 0.873 1.000 1.000 0.970 0.978

MAP3 1.000 0.210 0.093 1.000 0.051 0.072 1.000 1.000 0.578 1.000 0.633 1.000 1.000 0.843 0.652

MAP4 1.000 0.084 0.027 1.000 0.009 0.021 1.000 1.000 0.386 1.000 0.240 0.438 1.000 0.643 0.328

MAP5 1.000 0.039 0.008 1.000 - - 1.000 1.000 0.241 1.000 - 0.151 1.000 0.529 0.157

Log PRT4 PRT6 PRT7 PRT9 PRT10

Miner SM IM SHM SM IM SHM SM IM SHM SM IM SHM SM IM SHM

ETCa 0.995 0.753 0.865 1.000 0.822 0.908 0.999 0.726 0.998 0.999 0.611 0.982 0.972 0.790 -

MAP2 1.000 1.000 1.000 1.000 0.938 0.984 1.000 0.922 0.973 1.000 0.602 0.680 1.000 0.065 -

MAP3 1.000 1.000 1.000 1.000 0.916 0.946 1.000 0.709 0.742 1.000 0.277 0.294 1.000 0.007 -

MAP4 1.000 1.000 0.972 1.000 0.622 0.641 1.000 0.596 0.700 1.000 0.121 0.098 0.666 0.001 -

MAP5 1.000 1.000 0.854 1.000 0.314 0.318 1.000 0.556 0.673 1.000 0.062 0.029 0.434 0.000∗ -

Table 7. Time performance statistics (in seconds) using the twelve public logs (+
indicates a result obtained on a subset of the twelve logs, due to some of the models
not being available).

Split Miner Inductive Miner Struct. Heuristics Miner

Precision Avg Max Min Total Avg Max Min Total Avg Max Min Total

ETCa 60.0 351.9 0.3 720.3 84.2 642.7 0.1 1009.8 34.0 101.4 0.2 305.9

MAP2 1.9 7.3 0.1 23.2 5.4 15.2 0.1 65.3 6.2 24.4 0.4 74.3

MAP3 2.0 7.7 0.1 22.5 109.6 426.7 0.1 1205.7 18.5 59.9 0.2 203.7

MAP4 3.7 16.9 0.2 44.7 927.9+ 3970.5+ 0.1+ 6495.0+ 102.8 476.2 0.1 1233.7

MAP5 7.3 24.7 0.2 87.9 - - - - 29.8+ 102.2+ 0.2+ 238.1+
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Table 8. Time performance statistics (in seconds) using the eight proprietary logs.

Split Miner Inductive Miner Struct. Heuristics Miner

Precision Avg Max Min Total Avg Max Min Total Avg Max Min Total

ETCa 16.1 106.5 0.2 129.1 16.4 99.2 0.2 114.9 74.3 350.2 0.7 520.1

MAP2 4.8 32.1 0.1 38.3 6.3 35.6 0.1 50.7 10.6 57.6 0.1 85.2

MAP3 7.3 51.3 0.1 58.5 11.4 42.6 0.1 91.2 11.7 55.1 0.1 93.6

MAP4 9.3 58.8 0.1 74.5 121.8 604.7 0.4 974.5 60.9 382.4 0.4 486.9

MAP5 15.3 71.8 0.1 122.4 711.1 4841.7 0.8 4977.6 75.1 267.8 0.7 525.8

Fig. 10. Model discovered by SM from the SEPSIS log.

5 Conclusion

This paper presented a family of precision measures based on the idea of com-
paring the kth -order Markovian abstraction of a process model against that of
an event log using graph matching algorithms. We showed that this family of
precision measures, namely MAPk, fulfils four of the five axioms of precision
of [15] for any value of k and all five axioms for a suitable value of k, dependent
on the event log. The empirical evaluation on real-life logs shows that the exe-
cution times of the MAPk (with k up to 5) are considerably lower than those
of the ETCa precision, which is commonly used to evaluate automated process
discovery techniques. We also showed on synthetic model-log pairs, that the pro-
posed measure approximates two (unscalable) measures of precision that have
been previously advocated as possible ground truths in this field.

Given that our measure abstracts from the model structure and focuses only
on its behavior, though in chunks, the only limitation to its usage is scalability,
which indirectly affects also the quality of the results. Even if MAPk is scalable
for acyclic process models, for cyclic real-life models, MAPk showed to be scal-
able only for low values of k. Despite the evaluation highlights that low k-orders
are sufficient to compare (rank) different models discovered from the same log,
higher values of k may return more accurate results.

Possible avenues for future work include the design of more efficient and
formally grounded instances of this family of precision measures by exploring
alternative behavioral abstractions (besides Markovian ones) and alternative
comparison operators.
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Abstract. Automated process discovery is a branch of process mining
that allows users to extract process models from event logs. Traditional
automated process discovery techniques are designed to produce proce-
dural process models as output (e.g., in the BPMN notation). However,
when confronted to complex event logs, automatically discovered process
models can become too complex to be practically usable. An alternative
approach is to discover declarative process models, which represent the
behavior of the process in terms of a set of business constraints. These
approaches have been shown to produce simpler process models, espe-
cially in the context of processes with high levels of variability. However,
the bulk of approaches for automated discovery of declarative process
models are focused on the control-flow perspective of business processes
and do not cover other perspectives, e.g., the data, time, and resource
perspectives. In this paper, we present an approach for the automated
discovery of multi-perspective declarative process models able to discover
conditions involving arbitrary (categorical or numeric) data attributes,
which relate the occurrence of pairs of events in the log. To discover such
correlated conditions, we use clustering techniques in conjunction with
interpretable classifiers. The approach has been implemented as a proof-
of-concept prototype and tested on both synthetic and real-life logs.

1 Introduction

Process mining is a family of techniques for analyzing business processes start-
ing from their executions as recorded in event logs [20]. Process discovery is the
most prominent process mining technique. A process discovery technique takes
an event log as input and produces a model without using any a-priori infor-
mation. The dichotomy procedural versus declarative when choosing the most
suitable language to represent the output of a process discovery technique has
been largely discussed [15,17]: procedural languages can be used for predictable
processes working in stable environments, whereas declarative languages can be
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used for unpredictable, variable processes working in highly unstable environ-
ments. A still open challenge in the discovery of declarative process models is to
develop techniques taking into consideration not only the control flow perspec-
tive of a business process but also other perspectives like the data, time, and
resource perspectives.

In the current contribution, we present an approach that tries to address
this challenge. We base our approach on Declare a declarative language to
represent business processes [14]. In particular, we use the multi-perspective
extension of Declare, MP-Declare, presented in [5]. The proposed approach
can be seen as a step forward with respect to the one presented in [12]. In this
preliminary work, the discovered models include data conditions to discriminate
between cases in which a constraint is satisfied and cases in which the constraint
is violated. For example, in a loan application process, we could discover a con-
straint telling that the submission of an application is eventually followed by a
medical history check when the submission has an amount higher than 100 000
euros. Otherwise, the medical check is not performed. In the example above, we
have that a response Declare constraint (the submission of an application is
eventually followed by a medical history check) is satisfied only when a certain
condition on the payload of the activation (on the amount associated to the
submission of the application) is satisfied.

In this paper, we present an approach to infer two correlated conditions on
the payloads of the activation (activation condition) and of the target (target
condition) of a constraint. For example, we can discover behaviors like: when
an applicant having a salary lower than 24 000 euros per year submits a loan
application, eventually an assessment of the application will be carried out, and
the type of the assessment is complex. The approach starts with the discovery of
a set of frequent constraints. A frequent constraint is a constraint having a high
number of constraint instances, i.e., pairs of events (one activation and one tar-
get) satisfying it. Starting from the constraint instances of a frequent constraint,
the algorithm clusters the target payloads to find groups of targets with simi-
lar payloads. Then, these groups are used as labels for a classification problem.
These labels together with the features extracted from the activation payloads
are used to train an interpretable classifier (a decision tree). This procedure
allows for finding correlations between the activation payloads and the target
payloads. The proposed technique is agnostic on how the input set of frequent
constraints is derived. In the context of this paper, we identify these constraints
using the semantics of MP-Declare. The approach has been validated with sev-
eral synthetic logs to show its ability to rediscover behaviors artificially injected
in the logs and its scalability. In addition, the approach has been applied to 6
real-life logs in the healthcare and public administration domains.

The paper is structured as follows. Section 2 provides the necessary back-
ground to understand the rest of the paper. Section 3 presents an exemplifying
MP-Declare model. Section 4 illustrates the proposed discovery approach and
Sect. 6 its evaluation. Finally, Sect. 7 provides some related work, and Sect. 8
concludes the paper and spells out directions for future work.
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Table 1. Semantics for Declare templates

Template LTL semantics Activation

Responded existence G(A → (OB ∨ FB)) A

Response G(A → FB) A

Alternate response G(A → X(¬AUB)) A

Chain response G(A → XB) A

Precedence G(B → OA) B

Alternate precedence G(B → Y(¬BSA)) B

Chain precedence G(B → YA) B

Not responded existence G(A → ¬(OB ∨ FB)) A

Not response G(A → ¬FB) A

Not precedence G(B → ¬OA) B

Not chain response G(A → ¬XB) A

Not chain precedence G(B → ¬YA) B

2 Preliminaries

In this section, we first introduce the XES standard (Sect. 2.1), then we give some
background knowledge aboutDeclare (Sect. 2.2) andMP-Declare (Sect. 2.3).

2.1 The XES Standard

The starting point for process mining is an event log. XES (eXtensible Event
Stream) [1,22] has been developed as the standard for storing, exchanging and
analyzing event logs. Each event in a log refers to an activity (i.e., a well-defined
step in some process) and is related to a particular case (i.e., a process instance).
The events belonging to a case are ordered and can be seen as one “run” of the
process (often referred to as a trace of events). Event logs may store additional
information about events such as the resource (i.e., person or device) executing or
initiating the activity, the timestamp of the event, or data elements recorded with
the event. In XES, data elements can be event attributes, i.e., data produced
by the activities of a business process and case attributes, namely data that
are associated to a whole process instance. In this paper, we assume that all
attributes are globally visible and can be accessed/manipulated by all activity
instances executed inside the case.

Let Σ be the set of unique activities in the log. Let t ∈ Σ∗ be a trace over
Σ, i.e., a sequence of activities performed for one process case. An event log E
is a multi-set over Σ∗, i.e., a trace can appear multiple times.

2.2 Declare

Declare is a declarative process modeling language originally introduced by
Pesic and van der Aalst in [14]. Instead of explicitly specifying the flow of the
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interactions among process activities, Declare describes a set of constraints
that must be satisfied throughout the process execution. The possible order-
ings of activities are implicitly specified by constraints and anything that does
not violate them is possible during execution. In comparison with procedural
approaches that produce “closed” models, i.e., all that is not explicitly specified
is forbidden, Declare models are “open” and tend to offer more possibilities
for the execution. In this way, Declare enjoys flexibility and is very suitable
for highly dynamic processes characterized by high complexity and variability
due to the changeability of their execution environments.

A Declare model consists of a set of constraints applied to activities. Con-
straints, in turn, are based on templates. Templates are patterns that define
parameterized classes of properties, and constraints are their concrete instantia-
tions (we indicate template parameters with capital letters and concrete activi-
ties in their instantiations with lower case letters). They have a graphical repre-
sentation understandable to the user and their semantics can be formalized using
different logics [13], the main one being LTL over finite traces, making them ver-
ifiable and executable. Each constraint inherits the graphical representation and
semantics from its template. Table 1 summarizes some Declare templates (the
reader can refer to [21] for a full description of the language). Here, the F, X, G,
and U LTL (future) operators have the following intuitive meaning: formula Fφ1

means that φ1 holds sometime in the future, Xφ1 means that φ1 holds in the
next position, Gφ1 says that φ1 holds forever in the future, and, lastly, φ1Uφ2

means that sometime in the future φ2 will hold and until that moment φ1 holds
(with φ1 and φ2 LTL formulas). The O, and Y LTL (past) operators have the
following meaning: Oφ1 means that φ1 holds sometime in the past, and Yφ1

means that φ1 holds in the previous position.
The major benefit of using templates is that analysts do not have to be aware

of the underlying logic-based formalization to understand the models. They work
with the graphical representation of templates, while the underlying formulas
remain hidden. Consider, for example, the response constraint G(a → Fb). This
constraint indicates that if a occurs, b must eventually follow. Therefore, this
constraint is satisfied for traces such as t1 = 〈a, a, b, c〉, t2 = 〈b, b, c, d〉, and
t3 = 〈a, b, c, b〉, but not for t4 = 〈a, b, a, c〉 because, in this case, the second
instance of a is not followed by a b. Note that, in t2, the considered response
constraint is satisfied in a trivial way because a never occurs. In this case, we
say that the constraint is vacuously satisfied [10]. In [6], the authors introduce
the notion of behavioral vacuity detection according to which a constraint is non-
vacuously satisfied in a trace when it is activated in that trace. An activation
of a constraint in a trace is an event whose occurrence imposes, because of that
constraint, some obligations on other events (targets) in the same trace. For
example, a is an activation for the response constraint G(a → Fb) and b is a
target, because the execution of a forces b to be executed, eventually. In Table 1,
for each template the corresponding activation is specified.

An activation of a constraint can be a fulfillment or a violation for that con-
straint. When a trace is perfectly compliant with respect to a constraint, every



180 V. Leno et al.

Table 2. Semantics for multi-perspective Declare constraints

Template MFOTL semantics

Responded existence G(∀x.((A ∧ ϕa(x)) → (OI(B ∧ ∃y.ϕc(x, y)) ∨ FI(B ∧ ∃y.ϕc(x, y)))))

Response G(∀x.((A ∧ ϕa(x)) → FI(B ∧ ∃y.ϕc(x, y))))

Alternate response G(∀x.((A ∧ ϕa(x)) → X(¬(A ∧ ϕa(x))UI(B ∧ ∃y.ϕc(x, y)))))

Chain response G(∀x.((A ∧ ϕa(x)) → XI(B ∧ ∃y.ϕc(x, y)))

Precedence G(∀x.((B ∧ ϕa(x)) → OI(A ∧ ∃y.ϕc(x, y)))

Alternate precedence G(∀x.((B ∧ ϕa(x)) → Y(¬(B ∧ ϕa(x))SI(A ∧ ∃y.ϕc(x, y))))

Chain precedence G(∀x.((B ∧ ϕa(x)) → YI(A ∧ ∃y.ϕc(x, y)))

Not responded existence G(∀x.((A ∧ ϕa(x)) → ¬(OI(B ∧ ∃y.ϕc(x, y)) ∨ FI(B ∧ ∃y.ϕc(x, y)))))

Not response G(∀x.((A ∧ ϕa(x)) → ¬FI(B ∧ ∃y.ϕc(x, y))))

Not precedence G(∀x.((B ∧ ϕa(x)) → ¬OI(A ∧ ∃y.ϕc(x, y)))

Not chain response G(∀x.((A ∧ ϕa(x)) → ¬XI(B ∧ ∃y.ϕc(x, y)))

Not chain precedence G(∀x.((B ∧ ϕa(x)) → ¬YI(A ∧ ∃y.ϕc(x, y)))

activation of the constraint in the trace leads to a fulfillment. Consider, again,
the response constraint G(a → Fb). In trace t1, the constraint is activated and
fulfilled twice, whereas, in trace t3, the same constraint is activated and fulfilled
only once. On the other hand, when a trace is not compliant with respect to a
constraint, an activation of the constraint in the trace can lead to a fulfillment
but also to a violation (at least one activation leads to a violation). In trace t4,
for example, the response constraint G(a → Fb) is activated twice, but the first
activation leads to a fulfillment (eventually b occurs) and the second activation
leads to a violation (b does not occur subsequently). An algorithm to discrimi-
nate between fulfillments and violations for a constraint in a trace is presented
in [6].

Tools implementing process mining approaches based on Declare are pre-
sented in [11]. The tools are implemented as plug-ins of the process mining
framework ProM.

2.3 Multi-perspective Declare

In this section, we illustrate a multi-perspective version of Declare (MP-
Declare) introduced in [5]. This semantics is expressed in Metric First-Order
Linear Temporal Logic (MFOTL) and is shown in Table 2. We describe here the
semantics informally and we refer the interested reader to [5] for more details.
To explain the semantics, we have to introduce some preliminary notions.

The first concept we use here is the one of payload of an event. Consider,
for example, that the execution of an activity Submit Loan Application
(S) is recorded in an event log and, after the execution of S at timestamp
τS , the attributes Salary and Amount have values 12 500 and 55 000. In this
case, we say that, when S occurs, two special relations are valid event(S) and
pS(12 500, 55 000). In the following, we identify event(S) with the event itself S
and we call (12 500, 55 000), the payload of S.
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Note that all the templates in MP-Declare in Table 2 have two parame-
ters, an activation and a target (see also Table 1). The standard semantics of
Declare is extended by requiring two additional conditions on data, i.e., the
activation condition ϕa and the correlation condition ϕc, and a time condition.
As an example, we consider the response constraint “activity Submit Loan
Application is always eventually followed by activity Assess Application”
having Submit Loan Application as activation and Assess Application as
target. The activation condition is a relation (over the variables corresponding
to the global attributes in the event log) that must be valid when the activation
occurs. If the activation condition does not hold the constraint is not activated.
The activation condition has the form pA(x)∧ra(x), meaning that when A occurs
with payload x, the relation ra over x must hold. For example, we can say that
whenever Submit Loan Application occurs, and the amount of the loan is
higher than 50 000 euros and the applicant has a salary lower than 24 000 euros
per year, eventually an assessment of the application must follow. In case Sub-
mit Loan Application occurs but the amount is lower than 50 000 euros or
the applicant has a salary higher than 24 000 euros per year, the constraint is
not activated.

The correlation condition is a relation that must be valid when the target
occurs. It has the form pB(y) ∧ rc(x, y), where rc is a relation involving, again,
variables corresponding to the (global) attributes in the event log but, in this
case, relating the payload of A and the payload of B. A special type of correlation
condition has the form pB(y)∧rc(y), which we call target condition, since it does
not involve attributes of the activation.

In this paper, we aim at discovering constraints that correlate an activation
and a target condition. For example, we can find that whenever Submit Loan
Application occurs, and the amount of the loan is higher than 50 000 euros
and the applicant has a salary lower than 24 000 euros per year, then eventually
Assess Application must follow, and the assessment type will be Complex
and the cost of the assessment higher than 100 euros.

Finally, in MP-Declare, also a time condition can be specified through
an interval (I = [τ0, τ1)) indicating the minimum and the maximum temporal
distance allowed between the occurrence of the activation and the occurrence of
the corresponding target.

3 Running Example

Figure 1 shows a fictive MP-Declare model that we will use as a running exam-
ple throughout this paper. This example models a process for loan applications
in a bank. When an applicant submits a loan application with an amount higher
than 50 000 euros and she has a salary lower than 24 000 euros per year, even-
tually an assessment of the application will be carried out. The assessment will
be complex and the cost of the assessment higher than 100 euros. This behavior
is described by response constraint C1 in Fig. 1. In case the applicant submits
a loan application with an amount lower than 50 000 euros or she has a salary
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Fig. 1. Running example.

higher than 24 000 euros per year, eventually a simple assessment will be carried
out and the cost of the assessment will be lower than or equal to 100 euros. This
behavior is described by response constraint C3. When an applicant submits a
loan application with an amount higher than 100 000 euros, eventually a com-
plex assessment with cost higher than 100 euros is performed. This behavior is
described by response constraint C2 in Fig. 1. If the outcome of an application
assessment is notified and the result of the outcome is accepted, then this event
is always preceded by an application submission whose applicant has a salary
higher than 12 000 euros per year. This behavior is described by precedence con-
straint C6. Outside the application assessment there are 2 additional checks that
can be performed before or after the assessment: the career check and the medi-
cal history check. A career check with a coverage lower than 15 years is required
if the application assessment is simple (responded existence constraint C5). The
career of the applicant should be checked with a coverage higher than 15 years
if the application assessment is complex (responded existence constraint C4).
If the career check covers less than 5 years, a medical history check should be
performed immediately after and its cost is lower than 100 euros (chain response
constraint C7). If the career check covers more than 5 years, the medical history
check is more complex and more expensive (its cost is higher than 100 euros).
This behavior is described by chain response constraint C8 in Fig. 1.

4 Discovery Approach

The proposed approach is shown in Fig. 2. The approach starts with the discov-
ery of a set of frequent constraints. A frequent constraint is a constraint having a
high number of constraint instances, i.e., pairs of events (one activation and one
target) satisfying it. In addition, for each frequent constraint, also activations
that cannot be associated to any target (representing a violation for the con-
straint) are identified. Feature vectors are extracted from the payloads of these
activations and associated with a label indicating that they correspond to viola-
tions of the constraint (violation feature vectors). (Unlabeled) feature vectors are
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Fig. 2. Proposed approach.

also extracted by using the payloads of targets of the constraint instances iden-
tified in the first phase. These feature vectors are then clustered using DBSCAN
clustering [8] to find groups of targets with similar payloads. Then, these clus-
ters are used as labels for a classification problem. These labels together with
the features extracted from the activation payloads are used to generate a set
of fulfillment feature vectors. Violation and fulfillment feature vectors are used
to train a decision tree. This procedure allows for finding correlations between
the activation payloads and the target payloads. Note that the core part of our
approach (highlighted with a blue rectangle in Fig. 2) is independent of the pro-
cedure used to identify frequent constraints and can be used in combination with
other techniques for frequent constraint mining (also based on semantics that go
beyond MP-Declare).

4.1 Frequent Constraints Discovery

The first step of our discovery algorithm is to identify a set of frequent con-
straints. In particular, the user specifies a Declare template (e.g., response)
and, starting from the input template and the input log, a set of candidate con-
straints is instantiated. To generate the set of candidate constraints, we use the
idea behind the well-known Apriori algorithm presented in [4]. In particular, the
algorithm first searches for frequent individual activities in the input log. We
call the absolute frequency of an activity in the log activity support. Individual
activities with an activity support lower than an input threshold suppmin are
filtered out.

The input template is instantiated with all the possible combinations of fre-
quent activities thus identifying a set of candidate constraints. Note that, unlike
the classical Apriori algorithm that works with unordered itemsets, the order
inside a candidate constraint plays an important role (i.e., Response(S,A) is
not the same as Response(A,S)). In particular, we work with pairs where the
first element is the activation of the constraint and the second element is the
target. At this point, the algorithm evaluates, for each candidate constraint, the
number of its constraint instances in the log. We call this measure constraint sup-
port. In particular, this measure is calculated by creating two vectors idx1 and
idx2 that represent the activation and target occurrences. Then, the algorithm
processes each trace in the input log to find the events corresponding either to
the activation or the target of the candidate constraint, and their indexes are
collected in the corresponding vector. For example, for trace t = SSSASASSA
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and Response(S,A), we have idx1 = (1, 2, 3, 5, 7, 8) and idx2 = (4, 6, 9). Then,
based on the template, the number of constraint instances is computed as follows:

– (Not) Response. For each element idx1i from the activation vector idx1 we take
the first element idx2j from the target vector idx2 that is greater than idx1i.

– (Not) Chain Response. Here, we check the existence of pairs (i,j) from idx1 and
idx2 where j − i = 1.

– Alternate Response. In this case, for each element idx1i from idx1, we take the
first element idx2j from idx2 that is greater than idx1i. However, we identify a
constraint instance only if there are no elements from idx1 that lie between idx1i

and idx2j .
– Precedence. For precedence, chain precedence and alternate precedence, the logic

is almost the same as for their response counterparts. However, for precedence rules,
the idx1 is considered as target vector and idx2 as activation vector. In addition,
the trace has to be reversed.

– (Not) Responded Existence. We associate each element idx1i from the activa-
tion vector idx1, with the first element from the target vector idx2.

If we enumerate the occurrences of S and A in t, we have t =
S1S2S3A1S4A2S5S6A3. The constraint instances of the standard Declare tem-
plates instantiated with activities (A,S) and (S,A) are listed in Tables 3 and 4.
Note that, these procedures can also be used to identify constraint violations
(i.e., activations that cannot be associated to any target). We filter out can-
didate constraint with a support that is lower than suppmin thus obtaining a
set of frequent constraints. The constraint instances of the frequent constraints
are used for creating fulfillment feature vectors. Activations that do not have a
target are used to generate violation feature vectors. We stress again that these
procedures only provide an example of how to identify temporal patterns in a
log. Any semantics (also beyond standard Declare) can be used to identify
frequent constraints.

Table 3. Constraint instances of type (S,A) in trace t

Candidate constraint Constraint instances

Response(S,A) {S1A1}, {S2A1}, {S3A1}, {S4A2}, {S5A3}, {S6A3}
Chain Response(S,A) {S3A1}, {S4A2}, {S6A3}
Alternate Response(S,A) {S3A1}, {S4A2}, {S6A3}
Precedence(S,A) {S3A1}, {S4A2}, {S6A3}
Chain Precedence(S,A) {S3A1}, {S4A2}, {S6A3}
Alternate Precedence(S,A) {S3A1}, {S4A2}, {S6A3}
Responded Existence(S,A) {S1A1}, {S2A1}, {S3A1}, {S4A1}, {S5A1}, {S6A1}
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Table 4. Constraint instances of type (A,S) in trace t

Candidate constraint Constraint instances

Response(A,S) {A1S4}, {A2S5}
Chain Response(A,S) {A1S4}, {A2S5}
Alternate Response(A,S) {A1S4}, {A2S5}
Precedence(A,S) {A1S4}, {A2S5} {A2S6}
Chain Precedence(A,S) {A1S4}, {A2S5}
Alternate Precedence(A,S) {A1S4}, {A2S5}
Responded Existence(A,S) {A1S1}, {A2S1}, {A3S1}

4.2 Feature Vectors Extraction

Violation feature vectors consist of the payloads of activations of frequent con-
straints that do not have a corresponding target and are labeled as “violated”.
Assume to have a constraint instance where the activation Submit Loan Appli-
cation has a payload (12 500, 55 000) (see Sect. 2.3). If this activation cannot
be associated to any target, we generate the violation feature vector:

Vviol = [12 500; 55 000; violated]. (1)

If the same activation is part of a constraint instance of a frequent constraint
with target Assess Application and payload (Complex, 140), we generate the
(unlabeled) fulfillment feature vector:

Vful = [Complex; 140]. (2)

The violation feature vectors are used for interpretable classification (see
Sect. 4.4). Fulfillment feature vectors are used for clustering with DBSCAN.

4.3 Clustering with DBSCAN

Starting from the fulfillment feature vectors, we use the Density Based Spatial
Clustering of Application with Noise (DBSCAN) [8] to find groups of payloads
that are similar.

Given a set of points in some space DBSCAN groups together vectors that
are closely packed, marking as outliers vectors that lie in low-density regions. To
do this, we use the Gower distance

d(i, j) =
1
n

n∑

f=1

d
(f)
i,j , (3)

where n denotes the number of features, while d
(f)
i,j is a distance between data

points i and j when considering only feature f. d
(f)
i,j is a normalized distance. For
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nominal attribute values, we calculate the normalized Edit Levenshtein distance
[9]. Edit distance is a way of quantifying how dissimilar two strings are by count-
ing the minimum number of operations (i.e., removal, insertion, substitution of
a character) required to transform one string into other. The normalized edit
distance is calculated as:

d
(f)
i,j =

EditDistance(x(f)
i , x

(f)
j )

maxEditDistance(x(f)
i , x

(f)
j )

. (4)

For interval scaled attribute values, we use the distance:

d
(f)
i,j =

|x(f)
i − x

(f)
j |

max − min
, (5)

where min and max are the maximum and minimum observed values of attribute
f. For boolean attribute values, we use the distance:

d
(f)
i,j =

{
0, if x

(f)
i = x

(f)
j

1, if x
(f)
i �= x

(f)
j .

(6)

When obtained the clusters, we project the target payload attributes in order
to describe the characteristics of the elements of the clusters. For numerical
attributes, the projection results in the range [min-max], where min and max
are the minimum and maximum values of the attribute. When projecting onto
categorical attributes, we take the most frequent value. For example, Fig. 3a
shows two clusters associated to a frequent constraint with target Assess Appli-
cation. One of them is characterized by the condition Assessment Cost =
[10 − 100] & Assessment Type = Simple, while the second one by the condi-
tion Assessment Cost = [101 − 198] & Assessment Type = Complex. These
clusters/conditions are used as labels to build labeled fulfillment feature vectors.
Assume again to have a constraint instance where the activation Submit Loan
Application has a payload (12 500, 55 000). If this activation is part of a con-
straint instance with target Assess Application and payload (Complex, 140),
we generate the labeled fulfillment feature vector:

V ′
ful = [12 500; 55 000;Cluster2]. (7)

Labeled fulfillment feature vectors and violation feature vectors are used for
interpretable classification using decision trees.

4.4 Interpretable Classification

After having created labeled fulfillment feature vectors and violation feature
vectors, we use them to train a decision tree. The C4.5 algorithm is used to
perform the classification [16]. The data is split in a way that the resulting
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(a) Clusters projections (b) Interpretable classification

Fig. 3. Core steps of the proposed approach.

parts are more homogenous. The algorithm uses entropy and information gain to
choose the split. We can express the overall entropy as:

H(Y ) = −
∑

a∈Dom(Y )

Pr[Y = a] ∗ log2(Pr[Y = a]). (8)

The information gain can be calculated as:

Gain = HS(Y ) −
k∑

i=1

|Si|
|S| ∗ HSi

(Y ), (9)

where |S| the size of the dataset and |Si| is the size of the split i. HS(Y ) denotes
the entropy computed over S and HSi

(Y ) denotes the entropy computed over
Si. The information gain measures how much the split makes the target value
distribution more homogenous. We select the split with maximal information
gain. The splitting is stopped either when information gain is 0 (we will not
improve the results when splitting) or when the size of the split is smaller than
an input support threshold.

Figure 3b shows a decision tree generated from our running example. Correla-
tions in the activation and target payloads are found by correlating the activation
conditions derived from paths from the root to the leaves of the decision tree
with the target conditions labeling each leaf of the decision tree. For example,
from the path highlighted with thicker arcs in Fig. 3b, we can extract the acti-
vation condition Salary ≤ 24000 & Amount > 50000 & Amount ≤ 100000. If
the frequent constraint was a response constraint, the discovery algorithm pro-
duces the MP-Declare constraint Response(Submit Loan Application,
Assess Application) with activation condition Salary ≤ 24000 & Amount >
50000 & Amount ≤ 100000 and target condition Assessment Cost = [101 −
198] & Assessment Type = Complex.
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Each leaf of the decision tree (and therefore each pair of discovered correlated
conditions) is associated with a support and a confidence. Support represents the
number of feature vectors that follow the path from the root to the leaf and that
are correctly classified; confidence is the percentage of vectors correctly classified
with respect to all the vectors following that specific path.

5 Algorithm Complexity

The complexity for generating the set of candidate constraints is O(a2), where
a is the number of distinct activities in the log. To calculate the constraint
support of a candidate, we need O(e) time, where e is the size of the log. Thus,
the complexity of the frequent constraints discovery can be computed as T =
O(ae) + O(a2e) = O(a2e). The complexity of the feature vectors extraction is
the same and equal to O(a2e). The average complexity of DBSCAN algorithm
is O(nlog(n)), and O(n2) in the worst case, when the vectors have one feature
[8]. Thus, the total complexity of the DBSCAN clustering is equal to O(mn2) in
the worst case, where m is the number of features (size of the feature vectors)
and n is the number of feature vectors. Since DBSCAN is applied to all frequent
constraints, its complexity is equal to O(a2mn2). In order to avoid the distances
recomputations, a distance matrix of size (n2 − n)/2 can be used. However, this
needs O(n2) memory. In general, the runtime cost to construct a balanced binary
tree is O(mnlog(n)), where m is the number of features and n is the number
of feature vectors. Assuming that the subtrees remain approximately balanced,
the cost at each node consists of searching through O(m) to find the feature
that offers the largest reduction in entropy. This has a cost of O(mnlog(n))
at each node, leading to a total cost over the entire tree of O(mn2log(n)).1

Considering the fact that we have a2 candidate constraints, the complexity is
O(a2mn2log(n)). Thus, the total complexity of the algorithm is T = O(a2e) +
O(a2e) + O(a2mn2) + O(a2mn2log(n)) = O(a2mn2log(n)).

6 Experiments

The evaluation reported in this paper aims at understanding the potential of the
proposed discovery approach. In particular, we want to examine the capability
of the discovery approach to rediscover behavior artificially injected into a set of
synthetic logs. In addition, we want to assess the scalability of the approach and
its applicability to real-life datasets. In particular, we investigate the following
three research questions:

– RQ1. Does the proposed approach allow for rediscovering behavior artificially
injected into a set of synthetic logs?

– RQ2. What is the time performance of the proposed approach when applied
to logs with different characteristics?

– RQ3. Is the proposed approach applicable in real-life settings?

1 http://scikit-learn.org/stable/modules/tree.html.

http://scikit-learn.org/stable/modules/tree.html


Correlating Activation and Target Conditions 189

Table 5. Experimental results: rediscovery

Template Activation/Target Activation/Target Condition Support Confidence

(C2) Response Submit Loan Application Amount > 100000 0.17 0.99
Assess Application AssessmentCost = [101 − 198] & Assessment Type = Complex

(C3) Response Submit Loan Application Amount ≤ 100000 0.76 0.91
Assess Application Assessment Cost = [10 − 100] & Assessment Type = Simple

(C3) Response Submit Loan Application Salary > 24000 & Amount > 50000 &Amount ≤ 100000 0.15 0.95
Assess Application Assessment Cost = [10 − 100] & Assessment Type = Simple

(C1) Response Submit Loan Application Salary ≤ 24000 & Amount > 50000 &Amount ≤ 100000 0.05 1.0
Assess Application Assessment Cost = [101 − 198] & Assessment Type = Complex

Response Submit Loan Application Amount > 100000 0.09 0.52
Check Career Coverage = [16 − 25]

Response Submit Loan Application Amount ≤ 100000 0.75 0.9
Check Career Coverage = [0 − 20]

Response Submit Loan Application Salary ≤ 12000 0.23 1.0
Notify Outcome Result = Rejected

Response Submit Loan Application Salary > 12000 0.39 0.5
Notify Outcome Result = Accepted

Response Assess Application Assessment Cost > 100 0.23 1.0
Check Medical History Cost = [101 − 199]

Response Assess Application Assessment Cost ≤ 100 0.77 0.99
Check Medical History Cost = [10 − 200]

Response Submit Loan Application Amount > 156868 0.048 0.47
Check Medical History Cost = [128 − 199]

Response Submit Loan Application Amount ≤ 156868 0.76 0.85
Check Medical History Cost = [10 − 200]

(C4) Responded Existence Assess Application Type = Complex 0.22 1.0
Check Career Coverage = [16 − 30]

(C5) Responded Existence Assess Application Type = Simple 0.77 0.99
Check Career Coverage ≤ [0 − 15]

Precedence Submit Loan Application Result = Rejected 0.61 1.0
Notify Outcome Salary = [1022 − 99829] & Amount = [10028 − 249847]

(C6) Precedence Submit Loan Application Result �= Rejected 0.39 1.0
Notify Outcome Salary = [12001 − 99229] & Amount = [10267 − 248013]

Precedence Submit Loan Application Coverage ≤ 15 0.73 0.95
Check Career Salary = [1022 − 99822] & Amount = [10028 − 100000]

Precedence Submit Loan Application Coverage > 15 0.04 0.2
Check Career Salary = [2551 − 24000] & Amount = [160103 − 246486]

Precedence Assess Application Coverage > 15 0.22 1.0
Check Career AssessmentCost = [101 − 198] & AssessmentType = Complex

Precedence Assess Application Coverage ≤ 15 0.77 0.99
Check Career AssessmentCost = [10 − 100] & AssessmentType = Simple

Precedence Check Career Cost > 100 0.46 0.99
Check Medical History Coverage = [6 − 30]

Precedence Check Career Cost ≤ 100 0.33 1.0
Check Medical History Coverage = [0 − 5]

Precedence Submit Loan Application AssessmentCost > 100 0.22 0.99
Assess Application Salary = [1145 − 24000] & Amount = [50246 − 249847]

Precedence Submit Loan Application AssessmentCost ≤ 100 0.76 0.98
Assess Application Salary = [1022 − 99829] & Amount = [10028 − 100000]

(C8) Chain Response Check Career Coverage > 5 0.46 0.99
Check Medical History Cost = [101 − 200]

(C7) Chain Response Check Career Coverage ≤ 5 0.52 1.0
Check Medical History Cost = [10 − 100]

RQ1 focuses on the evaluation of the quality of the constraints returned by
the proposed approach. RQ2 investigates, instead, the scalability of the app-
roach. Finally, RQ3 deals with the validation of the discovery approach in real
scenarios.

6.1 Rediscovering Injected Behavior (RQ1)

The most standard approach to test a process discovery algorithm is to artifi-
cially generate a log by simulating a process model and use the generated log
to rediscover the process model. The log used for this experiment was generated
by simulating the model in Fig. 1. The log contains 1 000 cases with 5 distinct
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(a) Execution Time vs. Num-
ber of Feature Vectors

(b) Execution Time vs. Pay-
load Size

Fig. 4. Experimental results: scalability.

activities (Submit Loan Application, Assess Application, Notify Out-
come, Check Career, Check Medical History).2

The results of the rediscovery are shown in Table 5. The table shows that
the approach manages to rediscover mostly all the constraints that generated
the log. These constraints are among the ones with the highest confidence (0.99
or 1, highlighted in bold) and are explicitly indicated in the table. The only
exception is constraint C3 (including a disjunctive activation condition) that
is included in the behavior described by 2 discovered constraints with a lower
confidence.

6.2 Scalability (RQ2)

The scalability of the approach was tested by generating 5 synthetic logs with
growing number of constraint instances for one specific MP-Declare constraint
C (100, 500, 1 000, 2 000 and 5 000 constraint instances), with a default payload
size of 10 attributes. In addition, we generated 6 synthetic logs with growing
payload sizes (5, 10, 15, 20, 25 and 30 attributes), with a default number of con-
straint instances of 1 000 for C. Figure 4 shows the execution times (in seconds)
needed for the rediscovery of C (averaged over 5 runs). The time required for
the discovery from 5 000 feature vectors (with a payload of size 10) is of around
4 min and the time required for the discovery from 1 000 feature vectors (with a
payload of size 30) is of around 32 s. Therefore, we can say that the execution
times are reasonable when the discovered models are not extremely large.

6.3 Validation in Real Scenarios (RQ3)

For the validation of the proposed approach in real scenarios, we used six datasets
provided for the BPI Challenges 2011 [2] and 2015 [3]. The first dataset is an

2 For generating the log, we used the log generator based on MP-Declare available
at https://github.com/darksoullock/MPDeclareLogGenerator.

https://github.com/darksoullock/MPDeclareLogGenerator
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event log pertaining to the treatment of patients diagnosed with cancer in a
Dutch academic hospital. The remaining five datasets were provided for the
BPI Challenge 2015 by five different Dutch Municipalities. The logs contain
all building permit applications received over a period of four years. The full
results obtained from these logs are not reported here for space limitations and
can be downloaded from3. In the hospital log, the most important correlations
link together medical exams and treatments. In the Municipality logs, there are
several correlations between certain actors and the successful completion of a
request handling.

7 Related Work

Two contributions are available in the literature that are close to the work pre-
sented in this paper. They have been presented in [12,19]. The work in [12] is
similar to the one presented in the current contribution but only consider acti-
vation conditions that discriminate between positive and negative cases without
correlating activation and target conditions.

In [19], the authors present a mining approach that works with Relation-
alXES, a relational database architecture for storing event log data. The rela-
tional event data is queried with conventional SQL. Queries can be customized
and cover the semantics of MP-Declare. Differently from [19], in the current
contribution, we do not check the input log with user-specified queries, but we
automatically identify correlations.

8 Conclusion and Future Work

We presented a technique for the automated discovery of multi-perspective busi-
ness constraints from an event log. The technique allows us to discover conditions
that relate the occurrence of pairs of events in the event log. The technique has
been implemented as an open-source tool4 and evaluated using both synthetic
and real-life logs. The evaluation shows that the technique is able to rediscover
behavior injected into a log and that it is sufficiently scalable to handle real-life
datasets.

As future work, we aim at improving the efficiency of the approach. This can
be done, for example, by using clustering techniques such as Canopy [18] that can
be used when the clustering task is challenging either in terms of dataset size, or
in terms of number of features, or in terms of number of clusters. Finally, the cur-
rent approach works also with pure correlation conditions (involving attributes
of activation and target together). However, these correlations should be speci-
fied manually as features that can possibly be discovered. Techniques based on
Daikon [7] could help to automatically discover this type of conditions.

3 https://bitbucket.org/volodymyrLeno/correlationminer/downloads/results.pdf.
4 Available at https://github.com/volodymyrLeno/CorrelationMinerForDeclare.

https://bitbucket.org/volodymyrLeno/correlationminer/downloads/results.pdf
https://github.com/volodymyrLeno/CorrelationMinerForDeclare
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Abstract. Conformance checking is considered to be anything where
observed behaviour needs to be related to already modelled behaviour.
Fundamental to conformance checking are alignments which provide a
precise relation between a sequence of activities observed in an event log
and a execution sequence of a model. However, computing alignments
is a complex task, both in time and memory, especially when models
contain large amounts of parallelism.

When computing alignments for Petri nets, (Integer) Linear Program-
ming problems based on the marking equation are typically used to guide
the search. Solving such problems is the main driver for the time com-
plexity of alignments. In this paper, we adopt existing work in such a way
that (a) the extended marking equation is used rather than the marking
equation and (b) the number of linear problems that is solved is kept at
a minimum.

To do so, we exploit fundamental properties of the Petri nets and we
show that we are able to compute optimal alignments for models for
which this was previously infeasible. Furthermore, using a large collec-
tion of benchmark models, we empirically show that we improve on the
state-of-the-art in terms of time and memory complexity.
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1 Introduction

Conformance checking is considered to be anything where observed behaviour
needs to be related to already modelled behaviour. Conformance checking is
embedded in the larger contexts of Business Process Management and Process
Mining [2], where conformance checking is typically used to compute metrics
such as fitness, precision and generalization to quantify the relation between a
log and a model.

Fundamental to conformance checking are alignments [3,4]. Alignments pro-
vide a precise relation between a sequence of activities observed in an event
log and a execution sequence of a model. For each trace, this precise relation is
expressed as a sequence of “moves”. Such a move is either a “synchronous move”
referring to the fact that the observed event in the trace corresponds directly to
c© Springer Nature Switzerland AG 2018
M. Weske et al. (Eds.): BPM 2018, LNCS 11080, pp. 197–214, 2018.
https://doi.org/10.1007/978-3-319-98648-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98648-7_12&domain=pdf


198 B. F. van Dongen

the execution of a transition in the model, a “log move” referring to the fact that
the observed event has no corresponding transition in the model, or a “model
move” referring to the fact that a transition occurred which was not observed in
the trace.

Computing alignments is a complex task, both in time and memory, especially
when models contain large amounts of parallelism and traces contain swapped
events. Consider the example in Fig. 1. In this example, the model requires the
process to finish with transitions A and B, while the trace shows them in the
wrong order. The technique of [3,4] will, when reaching the indicated marking,
have to investigate all interleavings of the parallel parts of the model inside the
upper cloud before reaching the conclusion that there is a swap in the end.

A B

<····································, B, A > 

Fig. 1. A model ending in A,B and an exam-
ple trace ending in B,A.

In this paper, we present a tech-
nique to efficiently compute align-
ments using the extended mark-
ing equation which, in the exam-
ple above, would recognize the
swapped activities. We present
related work in Sect. 2 followed by
some preliminaries in Sect. 3. In
Sect. 4, we present alignments as well as our incremental technique for com-
puting them. In Sect. 5 we compare our technique to existing approaches and
discuss time and memory use before concluding the paper in Sect. 6.

2 Related Work

In [13], Rozinat et al. laid the foundation for conformance checking. They
approached the problem by firing transitions in the model, regardless of available
tokens and they kept track of missing and remaining tokens after completion of
an observed trace. However, these techniques could not handle duplicate labels
(identically labelled transition occurring at different locations in the model) or
“invisible” transitions, i.e. τ -labelled transitions in the model purely for routing
purposes.

As an improvement to token replay, alignments were introduced in [4]. The
work proposes to transform a given Petri net and a trace from an event log into
a synchronous product net, and solve the shortest path problem using A� [6]
on the its reachability graph. This graph may be considerable in size as it is
worst-case exponential in the size of the synchronous product, in some cases,
the proposed algorithm has to investigate the entire graph despite of tweaks
identified in [16].

To mitigate these complexity issues, [1,10] proposes decomposition tech-
niques for computing alignments. While this leads to shorter processing times,
these techniques cannot always guarantee optimality of the alignment returned.
Instead, they focus on giving bounds on the cost of the alignment. In [7], the
authors provide techniques to identify misconformance based on sets of labels.
The result is not an alignment.
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Recently approximation schemes for alignments, i.e. computation of near-
optimal alignments, have been proposed in [14]. The techniques use a recursive
partitioning scheme, based on the input traces, and solve multiple Integer Linear
Programming problems. In this paper, we build on the ideas outlined in [14] and
we combine them with the state-of-the-art to compute optimal alignments for
large process models.

Several techniques exist to compute alignments. Planner-based techniques [5]
are available for safe Petri nets. For safe, acyclic models, constraint satisfaction
[8] can be used. When not using a model, but its reachability graph as input,
automata matching [12] can be applied. The models in this paper are safe. How-
ever, they are cyclic and, due to parallelism, the reachability graphs cannot be
computed in reasonable time.

Finally, in [15] the authors provide a pre-processing mechanism to reduce
the complexity of the alignment problem for structured input. This can also be
applied in the context of this paper.

3 Preliminaries

In the context of conformance checking, we generally assume that there is a
global set of activities A. An event log consists of a set of traces where each
event in a trace refers to a specific activity execution. For sake of simplicity, we
assume a log to be a set of sequences of activities and we also assume all sets to
be totally ordered so that, when translating sets to vectors and vice versa, the
translation respects the ordering.

Event Logs. An event log L ⊆ A∗ is a set of sequences over A and σ ∈ L
a trace. We use σ = 〈a, b, c〉 to denote the fact that σ is a sequence of three
activities a, b, c ∈ A. With σ(i) we denote the ith element of σ. Petri nets. Petri
nets provide a modelling language for modelling business processes. Petri nets
consist of places and transitions and exact semantics are provided to describe
the behaviour of a Petri net [11]. In this paper, transitions can be labelled with
activities or be silent, i.e. their execution would not be recorded in an event log.

We define PN = (P, T, F, λ) as a labelled Petri net, where T is a set of
transitions, P is a set of places, F ⊆ P × T ∪ T × P the flow relation and
λ : T → A∪{τ} the labelling function, labelling each transition with an activity
or τ indicating there is no label associated to the transition.

For t ∈ T we use •t = {p ∈ P | (p, t) ∈ F} to denote the preset of t, i.e.
the set of places serving as input of a transition. The postset of t is defined as
t• = {p ∈ P | (t, p) ∈ F}.

A marking m is a multiset of places, i.e., m ∈ B(P ). A transition t ∈ T is
enabled in a marking m if and only if •t ≤ m. Firing transition t in m results
in a new marking m′ = m − •t + t•, i.e., tokens are removed from •t and
added to t•. A marking m′ is reachable from m if there is a sequence of firings
θ = 〈t1, t2 . . . tn〉 that transforms m into m′, denoted by m[θ〉m′. We call θ a
firing sequence. For marking m, we use �m to represent them as column vector,
where for each p ∈ P holds that �m(p) = m(p), i.e. the number of tokens in
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place p in marking m. Similarly, for firing sequence θ, we use �θ to denote the
parikh vector of θ, i.e. a column vector over T with �θ(t) = #0≤i<|θ|θ(i) = t, i.e.
a vector counting the occurrences of each transition in θ. The set of all reachable
markings of a Petri net given an initial marking is called the statespace.

Marking Equation. The structure of a Petri net can be translated into a so-
called incidence matrix.

For Petri net PN = (P, T, F, λ), The incidence matrix C is a matrix with
|P | rows and |T | columns, such that for all t ∈ T and p ∈ P holds that

C(p, t) =

⎧
⎨

⎩

−1 if (p, t) ∈ F and (t, p) 
∈ F
1 if (t, p) ∈ F and (p, t) 
∈ F
0 othwerwise

The incidence matrix can be used to mathematically relate markings through
the so-called marking equation in the following way.

For a firing sequence θ ∈ T ∗ between two markings m1 and m2, i.e. m1[θ〉m2,
the marking equation states that: �m1 + C · �θ = �m2.

The marking equation implies that if there is a firing sequence θ from mark-
ing m1 to marking m2, then this equation holds. The inverse is not necessarily
true, i.e. if �θ provides a solution to this equation, then it is not guaranteed that
there exists a firing sequence θ corresponding to �θ.

Where applicable, we mix sets and multisets by assuming a set is a multiset
containing each element only once. As Petri nets in this paper are used to model
processes, they have a clear initial and final marking.

PM = (PN,mi,mf ) is a process model consisting of a Petri net (P, T, F, λ)
with initial marking mi and final marking mf . We assume there exists σ ∈ T ∗

such that mi[σ〉mf , i.e. the final marking is reachable from the initial marking.

4 An Incremental Technique for Computing Alignments

Given a Petri net and its initial and final marking, the behaviour of the model
can be seen as the set of possible firing sequences leading from the initial to the
final marking. This set is, in many cases, infinite. An event log captures sequences
of activity executions observed in practice and an alignment is a concept able
to express the precise relation between this sequence and the model.

To explain the concept of an alignment, we use a so-called synchronous prod-
uct net. These synchronous produces are specific types of nets, constructed from
the combination of a model and a trace, where the trace is first converted into
a trace model.

Definition 1 (Trace model). Let σ ∈ A∗ be a trace. TN =
((P, T, F, λ),mi,mf ) is a process model called the trace model of σ if and only
if:

– P = {p0 . . . p|σ|},
– T = {t1 . . . t|σ|},
– F = {(pi, ti+1) ∈ P × T | 0 ≤ i < |σ|} ∪ {(ti, pi) ∈ T × P | 0 < i ≤ |σ|},
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– for all 0 < i ≤ |σ| holds λ(ti) = σ(i),
– mi = [p0], and
– mf = [p|σ|].

A trace model is a straightforward translation of a sequence of activities into
a linear Petri net model. Using a process model and a trace model, we define
the synchronous product as follows:

Definition 2 (Synchronous Product). Let PN = (Pm, Tm, Fm, λm) and
PM = (PN,mm

i ,mm
f ) a process model. Furthermore, let σ ∈ A∗ be a trace with

TN = ((P l, T l, F l, λl),ml
i,m

l
f ) its trace model.

The synchronous product SN = ((P, T, F, λ),mi,mf ) is a Process Model,
with:

– P = Pm ∪ P l is the combined set of places,
– T = {(tm, tl) ∈ (Tm∪{�})×(T l∪{�}) | tm 
=� ∨tl 
=� ∨λm(tm) = λl(tl)}

is the set of original transitions merged with synchronous ones,
– F = {((tm, tl), p) ∈ T × P | (tm, p) ∈ Fm ∨ (tl, p) ∈ F l} ∪ {(p, (tm, tl)) ∈

P × T | (p, tm) ∈ Fm ∨ (p, tl) ∈ F l}, is the set of edges,

– for all (tm, tl) ∈ T holds that λ((tm, tl)) =
{

λm(tm) if tm 
=�
λl(tl) if tl 
=� , i.e. λ

respects the original labelling,
– mi = mm

i  ml
i is the combined initial marking, and

– mf = mm
f  ml

f is the combined final marking.

A synchronous product net is a combination of a process model and a trace
model in such a way that for each pair of transitions of which the labels agree, a
synchronous transition is added. Any complete firing sequence of the synchronous
product represents an alignment in which each transition firing represents either
a model move (transitions of the type (tm,�)), a log move (transitions of the
type (�, tl) or a synchronous move (transitions of the form (tm, tl)).

An optimal alignment is an alignment for which a cost function, associating
costs to the firing of each transition, is minimized.

Definition 3 (Optimal alignment). Let SN = ((P, T, F, λ),mi,mf ) be a syn-
chronous product model and let c : T → R≥0 be a cost function associating costs
to each transition in the synchronous product. An optimal alignment γ ∈ T ∗ is a
firing sequence of SN , such that mi[γ〉mf and there is no θ ∈ T ∗ with mi[θ〉mf

and
∑

t∈θ c(t) <
∑

t∈γ c(t). We use c(θ) as shorthand for
∑

t∈θ c(t).

Note that there may be many optimal alignments in the general case, i.e.
alignments with the same minimal costs. Typically, the cost function c is chosen
in such a way that 0 costs are only associated to synchronous transitions, i.e.
transitions (tm, tL) ∈ T for which tM 
=� and tL 
=�. Routing transitions of
the form (τ,�) are typically given a small cost ε > 0, while transitions of the
form (t,�) or (�, t) with t 
= τ receive cost 1. For the work in this paper the
cost function should be chosen such that there are no infinite sets of markings



202 B. F. van Dongen

reachable with the same costs, for which the above cost function provides a
sufficient condition. For models that do not contain infinite sets of markings
reachable through routing transitions only, ε = 0 is a valid assignment, which is
what we use in this paper.

4.1 Underestimation Using the Marking Equation

To compute alignments, we build on a technique introduced in [4] with the
parameter settings optimized according to [16]. This technique is based on A�,
which is a shortest path search algorithm that can be guided towards the desti-
nation using a function that underestimates the remaining costs of the optimal
alignment.

Definition 4 (Underestimation Function). Let PN = ((P, T, F, λ),mi,mf )
be a Process model and let c : T → R≥0 be a cost function. We define h : B(P ) →
R≥0 to be an underestimation function if and only if for all m ∈ B(P ) and σ ∈ T ∗

with m[σ〉mf holds that h(m) ≤ c(σ).

Several underestimation functions exist in literature. The most trivial one is
the function that always returns 0. This function leads to A� behaving like Dijk-
stra’s shortest path algorithm, essentially doing a breadth-first search through
the reachability graph of the synchronous product.

Using the marking equation of the synchronous product, several other under-
estimation functions can be defined.

Definition 5 (ILP-based Underestimation Function). Let PN =
((P, T, F, λ),mi, mf ) be a process model with incidence matrix C and let c :
T → R≥0 be a cost function. We use �c to denote a column vector of the cost
values for each transition, i.e. �c(t) = c(t).

We define hILP : B(P ) → R≥0 as an ILP based underestimation, such that
for each marking m ∈ B(P ) holds that hILP (m) = �cᵀ · �x where �x is the solution
to:

minimize �cᵀ · �x
subject to �m + C · �x = �mf

∀t∈T �x(t) ∈ N

If no solution �x to the linear equation system exists, then hILP (m) = +∞
The ILP-based estimation function uses the marking equation to underesti-

mate the remaining cost to the final marking from any marking reached. Recall
that for any firing sequence, the marking equation has a solution, but not the
other way around. As a consequence, if the marking equation has no solution,
there is no firing sequence to the final marking. Furthermore, by minimizing, we
guarantee to provide a lower bound on the remaining distance.

Theorem 1 (hILP Provides a lower bound on the costs [4]). Let PN =
((P, T, F, λ), mi,mf ) be a process model with incidence matrix C and let c : T →
R≥0 be a cost function. Let m ∈ B(P ) be a marking and γ ∈ T ∗ an optimal firing
sequence such that m[γ〉mf , i.e. no firing sequence θ ∈ T ∗ with m[θ〉mf exists
such that c(θ) < c(γ). We prove that hILP (m) ≤ c(γ).
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Proof. Since γ is a firing sequence, we know that �m + C�γ = �mf (marking
equation). Furthermore, for all t ∈ T �γ(t) = #0≤i<|γ|θ(i) = t ∈ N and �cᵀ ·
�γ = c(γ). Assume �x minimizes the ILP shown in Definition 5 for marking m.
It is trivial that either �cᵀ · �x ≤ �cᵀ · �γ, otherwise �x is not minimizing. Hence
hILP (m) ≤ c(γ).

The estimation function hILP can be used to underestimate the remaining
cost of reaching the final marking in the synchronous product from any marking
reached and is therefore suitable to be used as a heuristic in A�. Unfortunately,
solving the integer linear program for every marking in the model is a complex
task. It is well-known that solving integer linear programs is exponential in the
rank of the matrix, i.e. in the number of transitions and places in the synchronous
product.

Therefore, we relax the constraints a bit and to use a non-integer linear
program to underestimate the remaining cost, i.e. we replace the last line of
Definition 5 by ∀t∈T �x(t) ∈ R≥0 to obtain hLP : B(P ) → R≥0.

Since any integer solution is also a real valued solution, for any marking m
holds that hLP (m) ≤ hILP (m) . Therefore, hLP also provided an underestimate,
but the computational complexity is polynomial in the rank of the matrix.

In practice, as hLP provides a worse underestimate than hILP , more markings
need to be expanded when computing alignments, i.e. with a worse underesti-
mation function, A� investigates a larger part of the search space. However, due
to the fact that most LP solvers use Simplex as a solving technique, it is unlikely
that the actual solutions returned are non-integer for real-life examples.

An important property of both functions is the fact that the vectors �x that
provide the minimum can be used to derive a solution in the next marking of
the search space.

Theorem 2 (Minimizing solutions can be reused). Let PN =
((P, T, F, λ),mi,mf ) be a process model with incidence matrix C and let c :
T → R≥0 be a cost function. Let m,m′ ∈ B(P ) be two markings and �x a vector
minimizing the linear program of Definition 5. Furthermore, let t ∈ T be such
that m[t〉m′ with �x ≥ 1. We show that hILP (m′) = hILP (m) − c(t) with solu-
tion vector �x′ = �x − �1t (where �1t is a vector with 0 on all rows except the row
corresponding to t, which has value 1).

Proof. We prove by contradiction. Let �y be a vector satisfying the constraints
of Definition 5 such that hILP (m′) = �cᵀ · �y < hILP (m) − c(t), i.e. �y provides a
better solution than �x′.

Since m[t〉m′, we know that �m + C ·�1t = �m′ (marking equation). Therefore
�m+C·�1t+C�y = �mf , i.e. �m+C·(�1t + �y) = �mf and since this provides an integer
solution for the linear program, we know hILP (m) ≤ �cᵀ · (�1t + �y). However,
�cᵀ · (�1t + �y) = �cᵀ ·�1t +�cᵀ ·�y = c(t)+�cᵀ ·�y. In other words: hILP (m)−c(t) ≤ �cᵀ ·�y
which contradicts the fact that y provides a better solution than �x′.

It is trivial to see that �x′ is indeed an integer solution to the linear equation
system since �m = �m′ − C · �1t, and therefore �m′ + C · �x − C · �1t = �mf , i.e.
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�m′ + C · (�x − �1t) = �mf and thus �m′ + C · �x′ = �mf . Since �x(t) ≥ 1, �x(t) − 1 =
�x′(t) ≥ 0 and hence �x′ provides a solution to the linear equation system for
hILP (m′).

Note that the proof is analogous for the hLP case. Also there, a new solution
can be derived from a previous one when firing transition t, as long as �x(t) ≥ 1.
By guiding A� to favour markings for which the solution can be reused, the
search time can be improved considerably.

(A,-) (B,-)

(B,-) (A,-)

(A,A)

(B,B)

Fig. 2. Synchronous product for the exam-
ple of Fig. 1.

Unfortunately, even when re-
using solutions, there are scenarios
that are common in practical cases
where A� performs poorly (almost
at worst-case, i.e. exploring the full
reachability graph of the synchronous
product net), for example in the case
of Fig. 2.

This is due to the fact that in all
reachable markings, the solution to the linear equation system suggests that
the two synchronous transitions (A,A) and (B,B) can be executed with cost 0,
while in fact, only two sequences are possible with minimal cost of 2, namely
〈(A,−), (B,B), (−, A)〉 or 〈(B,−), (A,A), (−, B)〉.

The root cause for the poor performance in this case is the use of the mark-
ing equation in the heuristic function. In particular, the fact that the vector
�x minimizing the (integer) linear program does not necessarily correspond to
a realizable firing sequence. In the next subsection, we show how the marking
equation can be extended to improve the solution vectors of the linear program.

4.2 Underestimation Using the Extended Marking Equation

We first consider the marking equation again, but this time we also include the
consumption matrix.

Definition 6 (Consumption Matrix). Let PN = (P, T, F, λ) be a Petri net.
The consumption matrix C− is a matrix with |P | rows and |T | columns, such

that for all t ∈ T and p ∈ P holds that C−(p, t) =
{−1 if (p, t) ∈ F

0 othwerwise

The consumption matrix can be used to guarantee that before the firing of a
specific transition, the necessary tokens are present in a Petri net by extending
the marking equation slightly.

Definition 7 (Extended Marking Equation). Let PN = (P, T, F, λ) be a
Petri net, C its incidence matrix and C− its consumption matrix. Let θ1, θ2 ∈ T ∗

be two firing sequences and m1,m2,m3 three markings, such that m1[θ1〉m2 and
m2[θ2〉m3. Furthermore, assume θ2 = 〈t, . . .〉, i.e. θ2 starts with transition t. The

extended marking equation states that:
�m1 + C · (�θ1 + �θ2) = �m3, and
�m1 + C · �θ1 + C− ·�1t ≥ �0

.
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The second part of the extended marking equation is essentially a translation
of the enabling condition for Petri nets. If a transition is enabled, we know that
each input place contains sufficiently many tokens. The marking reached after
firing any sequence θ1 in the net is determined by the first part of the original
marking equation. The consumption matrix is then used to express that after
consumption of all tokens required by transition t (but before production of
its output tokens), the net does not have any place with a negative number of
tokens.

As with the original marking equation, the reverse does not hold, i.e. not
all solutions for �θ1 and �θ2 that satisfy these conditions correspond to realizable
firing sequences. However, as these conditions are more restrictive, we can use
them in the estimation function for A� if we can identify the point where we
should split between θ1 and θ2. For this, we reason over the original trace.

Theorem 3 (An optimal alignment is at least as long as the
trace). Let SN = ((P, T, F, λ),mi,mf ) be a synchronous product with
PM = ((Pm, Tm, Fm, λm), mm

i , mm
f ) the process model and TN =

((P l, T l, F l, λl),ml
i,m

l
f ) the trace model for trace σ ∈ A∗ it is constructed from.

Let γ ∈ T ∗ be an optimal alignment for some cost function C : T → R≥0.
We show that |γ| ≥ |σ| = |T l|, i.e. the length of the optimal alignment is longer
than the length of the trace σ.

Proof. This follows trivially from the structure of the synchronous product and
the fact that the token from the place initially marked in the trace model needs
to be “transported” to the final place of the trace model in any trace reaching
this final marking.

We use this property of the optimal alignment to provide a better estimation
function. Simply put, we cut the optimal alignment into a number of k predefined
pieces (where k is less or equal to the length of the sequence) and we guarantee
that after consumption of each transition at the start of each subtrace, the
marking is non-negative.

Definition 8 (Underestimation with k subtraces in the initial mark-
ing). Let SN = ((P, T, F, λ),mi,mf ) be a synchronous product model for trace
σ. SN has incidence matrix C and consumption matrix C−. Let c : T → R≥0 be
a cost function and let σ = σ1

◦ . . . ◦σk be a division of the trace into k non-empty
subtraces.

We define hmi
= �cᵀ · ∑

0≤a≤k �xa + �cᵀ · ∑
0≤a<k �ya where �xa and �ya provide

the solution to:

minimize �cᵀ · ∑
0≤i≤k �xi + �cᵀ · ∑

1≤i≤k �yi

subject to �mi + C · �x0 + C · ∑1≤a≤k( �xa + �ya) = �mf (1)
∀1≤a≤k �mi + C · �x0 + C · ∑

1≤b<a( �xb + �yb) + C− · �ya ≥ �0 (2)
∀0≤a≤k ∀t∈T �xa(t) ∈ N (3)
∀1≤a≤k ∀t∈T �ya(t) ∈ {0, 1} (4)
∀1≤a≤k ∀(tm,tl)∈T with tl 
= t(1+

∑
1≤b<a |σb|) �ya((tm, tl)) = 0 (5)

∀1≤a≤k
�1ᵀ · �ya = 1 (6)
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Note that the assumption is that there is at least one alignment, hence this equa-
tion system is guaranteed to have a solution.

The equation system in Definition 8 appears complicated, but is a fairly
straightforward translation of the extended marking equation. Consider an opti-
mal alignment γ ∈ T ∗ for a trace σ of length |σ|. As we know, we can split
this optimal alignment into k ≤ |σ| subtraces, each of which starts with one
transition corresponding to an event from the trace, i.e. γ = γ0◦ . . . ◦γk, where
for 0 < i ≤ k holds that γi = 〈(t, tl), . . .〉 with tl ∈ T l, i.e. γi starts with one
transition that moves the token in the original trace model. γ0 is a (possibly
empty) prefix of transitions of the form (tm,�).

In Definition 8, variables �ya refer to the first transition in each γi, i.e. these
vectors encode the firing of a single transition at the start of each subtrace.
Variables �xa (bound by rule 3) correspond to any other transitions firing (in any
order). These vectors may be empty. Rule 4 guarantees that every element of �ya

is 0 or 1 and rule 5 and 6 ensure that only one element of �ya equals 1 and that
that element corresponds to a transition which is a transition of the synchronous
product corresponding to the start of σa.

Rule 1 is a translation of the original marking equation. It simply states that
when combining the firing of all transitions in all �xa and �ya, the final marking
is reached from the initial marking. Finally, rule 2 uses the extended marking
equation to guarantee that after firing a prefix of transitions γ0 through γa−1,
sufficient tokens are available to fire the first transition in γa (expressed by �ya).

Definition 8 provides again an underestimate for the total cost of an optimal
alignment in the initial marking. It can be generalized to any arbitrary reach-
able marking by assuming that we know how many events of the original trace
remain to be explained, i.e. by adjusting both mi and σ. This information is
generally available by considering the marking of the places in the trace model.
Furthermore, like before, we can relax constraints 3 and 4 from integers to real
valued numbers to reduce the complexity of minimizing the linear inequation
system.

Definition 9 (Underestimation with k subtraces). Let SN = ((P, T, F, λ),
mi, mf ) be a synchronous product model for trace σ. Let m ∈ B(P ) be a marking
in which l events of trace σ are explained and let σ = σ0

◦σ1
◦ . . . ◦σk be a division

of the trace into k + 1 non-empty subtraces, such that the first l events are in
σ0, i.e. k ≤ |σ| − l.

We define hILP,k : B(P ) → R≥0 as an underestimation function, such that
hILP,k (m) = hm following Definition 8.

Like before, we prove that hILP,k indeed provides an underestimation func-
tion, provided that we know, for each marking, how many events have been
explained by the path leading up to this marking. Recall that this information
is trivially derived from the location of the token in the places corresponding to
the trace model.
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Theorem 4 (hILP,k is an underestimation function). Let SN =
((P, T, F, λ),mi, mf ) be a synchronous product model for trace σ and let σ =
σ0

◦σ1
◦ . . . ◦σk be a division of the trace into k+1 non-empty subtraces, such that

the first l events are in σ0.
Let m ∈ B(P ) be a marking in which l events of trace σ are explained. We

prove that for each θ ∈ T ∗ with m[θ〉mf holds that hILP,k(m) ≤ c(θ).

Proof. Let γ ∈ T ∗ be a firing sequence with m[γ〉mf , such that for each θ ∈ T ∗

with m[θ〉mf holds that c(γ) ≤ c(θ), i.e. γ is optimal.
We know that γ = γ0◦ . . . ◦γk such that for 1 ≤ a ≤ k holds that γa = 〈ta, . . .〉

with ta = (tm, tl) and tl = t(1+
∑

0≤b<a |σb|) ∈ T l, i.e. γ can be split into k + 1
subtraces such that all but the first subtrace start with a transition related to an
event in the original trace. We show that γ provides a solution for the inequation
system.

Let �x0 = �γ0 and for all 1 ≤ a ≤ k, let �ya = �1ta
and let �xa = �γa − �ya, i.e.

we translate the subtraces of γ into Parikh vectors, where we separate the first
transitions into vectors �y and the remainder into vectors �x.

It is trivial to see that by definition, conditions 3, 4, and 6 are met by this
translation. Condition 5 is also met, since the only element with value 1 is the
element that satisfies the given condition. Furthermore, Condition 1 is met, since
�m + C · �x0 + C · ∑

1≤a≤k( �xa + �ya) = �m + C · ( �x0 +
∑

1≤a≤k( �xa + �ya)) =
�m + C · �γ = �mf . This is again the marking equation which holds for any
sequence.

Condition 2 is more complicated. Let 1 ≤ a ≤ k and let m′ ∈ B(P ) be
the marking, such that m[γ0, . . . , γa−1〉m′, i.e. m′ is the marking reached after
executing the first a subtraces. We know that �m + C · �x0 + C · (

∑
1≤b<a( �xb +

�yb) = �m′ (again from the marking equation). Furthermore, we know that firing
transition ta is possible in marking m′ as this is the first transition in γa. Hence
�m′ +C− · �ya ≥ �0 which follows from the extended marking equation. Combining
the two yields �m +C · �x0 +C · (∑1≤b<a( �xb + �yb) ≥ −C− · �ya. Therefore �m +C ·
�x0 + C · (

∑
1≤b<a( �xb + �yb) + C− · �ya ≥ �0.

Since γ provides a solution to the inequation system, we know that any
minimal solution has less or equal costs. Hence hILP,k is an underestimation
function.

It is fairly easy to see that any solution in terms of �x and �y to the inequation
system of Definition 8 can be translated into a solution to the equation systems
of Definition 5 in terms of �z by defining �z = �x0 +

∑
1≤a≤k( �xa + �ya). Hence for

any marking m holds that hLP (m) ≤ hILP (m) ≤ hILP,k(m). Furthermore, the
k-variant can also easily be extended to the real domain in which case hLP (m) ≤
hLP,k(m) ≤ hILP,k(m).

This implies that hILP,k provides a better underestimation function than the
previous ones, since it guarantees that if the first vector �x0 corresponds to a
realizable firing sequence, then it reaches a marking that enables the transition
indicated by �y1. So for each splitpoint, the extended marking equations comes
with an additional “guarantee” on a transition being enabled.
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However, this comes at a cost of computational complexity, since the inequa-
tion system has more variables (and constraints). Where Definition 5 has |T |
variables, Definition 8 has (2 ∗ k + 1) ∗ |T | variables (of which many are bound
to 0 by constraint 5).

The observation that there are many more variables involved in the k vari-
ants of the underestimation function leads to the question which value for k
should be chosen. Furthermore, the re-use of solutions of the inequation system
to derive new solutions is not as trivial as it is for the traditional underestima-
tion functions. Therefore, we propose an incremental search technique to find
optimal alignments which combines Theorem 2 with Definition 9.

4.3 Incrementally Extending the Heuristic Function

Using the k-based underestimation function, we propose a special version of the
A� search algorithm which incrementally increases the value of k when needed
and maximizes the reuse of previously computes solution vectors. The basic
principle of the search is simple:

We start in the initial marking mi by computing an underestimate for k = 1.
After solving the inequation system, we remember the solution vector �zmi

=
�x0 +

∑
1≤a≤k( �xa + �ya) as well as the estimate h.

Then, we follow the classical A� algorithm to find the optimal alignment. For
each marking m′ reached by firing transition t in marking m, the new underes-
timate value is computed either exactly if for marking m holds that �zm(t) ≥ 1,
in which case h(m′) = h(m) − c(t) and �zm′ = �zm − �1t, (cf. Theorem 2). If
�zm(t) < 1, then h(m′) = max(0, h(m) − c(t)), but �zm′ =⊥, i.e. the underesti-
mate is decreased, but the solution vector is unknown.

During the A� search, we prioritize markings for which the solution vector is
known and since we monotonously decrease the underestimate with the actual
costs, we know that if we ever have to expand a marking for which the solution
vector is unknown, there are no markings with known solution vectors in the
open set of the search algorithm.

If we do visit a marking with an unknown solution vector, we have reached
a point where the original estimate computed in the initial marking corresponds
to a firing sequence that is guaranteed not to be realizable. In that case, we try
to improve the underestimate function by increasing k and choosing a new way
to split the trace. Here, we consider the maximum number of events already
explained by any marking reached in the search space so-far and we split there,
i.e. if a marking explains a events for k = 1, we restart the procedure from
scratch with k = 2 and σ = σ1

◦σ2 with |σ1| = a.
Suppose that in the next iteration, we encounter an unknown solution vector

again, while we have found a marking explaining b events with b > a, we then
restart with k = 3 and σ = σ1

◦σ2
◦σ3 with |σ1| = a and |σ2| = b − a. If b < a,

then we restart with k = 3 and σ = σ1
◦σ2

◦σ3 with |σ1| = b and |σ2| = a − b.
If we encounter again an unknown solution vector with b = a events

explained, we follow the normal steps in the search, i.e. we compute an exact
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solution for the state and we requeue the state if the new estimate is higher than
the previous estimate.

This procedure incrementally improves the underestimation function used in
the A�. Worst case, this procedure leads to the entire alignment problem being
encoded as a linear program and especially for larger process models, this implies
that the computation time for the initial marking might increase substantially. It
is therefore advised not to use the ILP variant, but the LP variant. In practical
examples, k does not grow so big and in the experiment section, we show that this
procedure can considerably reduce the computation time of finding alignments.

5 Experiments

The procedure outlined in this paper was implemented in ProM as part of the
normal alignment plugins. It requires the user to install the “alignment” package
in which case the incremental algorithm shows up as a advanced variant in the
conformance checking plugin. The input objects as well as the returned objects
are identical to the classical conformance checking, i.e. optimal alignments are
returned.

In this section, we compare the performance of the algorithm with two exist-
ing alignment techniques. First, the classical A� using optimal parameter set-
tings [16] and second the planner-based approach [5]. Note that, for the former,
we use a completely new codebase which is optimized for memory use and also
part of the aforementioned alignment package in ProM. For the latter, we use
the ProM package “PlanningBasedAlignment”1.

We report the CPU times of all three techniques. For the planner, we show
both the time reported by the software, as well as the wallclock time. The lat-
ter is considerably larger due to the overhead of reading and writing files and
instantiating the external planner processed from Python. As the planner can
only be run in a single thread, we conducted all experiments in single-threaded
mode on a 2.8 GHz Intel Xeon W3530 CPU. The tools were given maximum
10 GB of RAM and for the planner, file IO was done on a 2 GB RAM disk in
physical RAM, eliminating slow disk access. The A� variants were bound to 60 s
per trace. The planner does not support a time limit. It was given as much time
as needed and was only terminated after running out of memory (10 GB). The
A� approaches never needed more than 10 MB of memory to store the internal
data structures for a single trace (including the memory used by the LP Solver
LpSolve). The Java VM however needed about 1 GB to store the event logs and
Petri net objects in memory. The total wallclock time to conduct all experiments
(not including the logs for which the planner ran out of memory) was 9 h for
the planner, 5 h for A� and 35 min for incremental A�. The remaining logs took
32 h in A� (however, 45% of the traces timed out after 60 s) and 2 h using our
incremental version.
1 Due to the new codebase, the time performance of A� cannot directly be compared

to the results presented in [5]. Furthermore, the CPU times reported in [5] were
obtained using a proprietary implementation which is not available for download.
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Table 1. Time and memory to align benchmark event logs.

Log Cases Classical A� [16] Incremental A� Planner [5] cost
time (s) (timeout) solved LPs time (s) solved LPs pre (s) src (s) clock (s)

[18] road fines 10,247 0.2 458 0.2 176 4.3 1.6 2,362.4 7,284
[17] bpi12 12,136 7.9 29,089 1.3 759 10.8 43.4 3,111.0 57,727
[19] sepsis 1,051 120.0 440,825 10.7 5,553 1.8 59.6 323.4 2,448

[9] Fitting logs 4,004 4.6 2,935 4.5 2,935 15.2 13.7 1,123.9 53
[9] Noisy logs 16,016 52.6 100,529 21.7 14,155 55.3 237.8 4,671.8 12,111

[20] Fitting log (prBm6) 1,201 5.0 1,126 4.3 1,126 72.6 24.5 679.4 14
[20] Noisy logs 6,506 132,824.2 2,182 24,016,461 8,190.7 47,270 1,465.0 Out of Mem 98,708
[21] Fitting logs 38,019 53.2 25,620 51.5 25,620 326.2 185.1 12,022.5 253
[21] Noisy logs 28,014 15,503.4 11,756,515 488.5 76,857 288.1 575.5 9,618.0 91,603

[20] prAm6 1,201 55.0 29,496 99.2 2,752 64.3 798.3 1,475.1 4,969
[20] prCm6 501 1,780.4 804,518 1,302.7 7,683 31.7 166.1 445.1 12,552
[20] prEm6 1,201 29.1 7,200 60.8 4,800 148.5 Out of Mem 4,880
[20] prFm6 1,201 30,847.8 514 2,702,736 1,354.8 7,878 396.1 Out of Mem 21,425
[20] prGm6 1,201 71,941.9 1,200 18,643,107 1,526.6 13,794 253.4 Out of Mem 26,411
[21] pr1151 l4 2,001 2,467.9 1,457,592 68.9 7,486 26.9 61.4 715.8 9,044
[21] pr191 l4 2,001 3,978.8 2,702,250 126.5 11,707 30.5 94.1 763.7 16,044

Table 1 shows the results for three real life logs, three collections divided
in fitting and non-fitting logs2 and selected individual model/log combinations
from these collections. We show the number of cases and per algorithm, the
time needed to align all traces, the number of traces that reached the timeout
and the number of linear programs solved. The time is the total time needed
to align all traces in the log (including the timed-out ones). If the planner ran
out of memory, we show the pre-processing time (excluding IO) for translating
the traces to PDDL files. For each row, the fastest technique (wallclock time) is
highlighted.

The table shows that for the top three real-life cases, the incremental A�

outperforms the others, mainly due to the significant reduction in number of
LP’s that are solved. For the entire collections, the totals are shown over the full
collection, divided into fitting and noisy event logs. For fitting event logs, the
performance of both A� variants is equal. For noisy logs, the incremental version
is orders of magnitude faster. The planner’s preprocessing time is already higher
than the computation time for both A� variants.

The models from [20] present the worst-case scenario for incremental A�.
These logs are created using swapping of events in various parts of the model.
The incremental A� needs to reach the swapped event, after which a splitpoint
will be introduced. For prAm6 and prEm6, we see that A� is faster despite the
reduction in number of LPs solved, i.e. the CPU can investigate enough states
per second to eliminate the need for incremental A�. This is due to the location
of the swaps in these logs. For prEm6 the planner runs out of memory, but the
pre-processing time (excluding IO) is already higher than the A� time.

For prCm6, a model which does not have a large amount of parallelism, the
planner is fastest in the reported time, but not in wallclock time.

2 Note that the cost are never 0, due to the empty trace that is always included in
the computation. Furthermore, for the largest of these logs, no optimal alignments
could be computed before.
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For prFm6 and prGm6, regular A� runs out of time for many (if not all) of
the traces. This is due to the fact that these models contain vast amounts of par-
allelism and swapped events towards the end of the traces. The full reachability
graph is therefore expanded by A�. Our incremental version however correctly
identifies the swaps and returns optimal alignments, whereas the planner runs
out of memory, probably also due to the parallelism.

Figure 3 shows the relation between the cost of the alignment, the time to
compute the alignment and the memory use for the two A� variants for model
prCm6. The planner is not included here as it does not report the time per
trace, but only the total time for the entire event log. We see that the times
per trace are comparable for the two algorithms (time is plotted on the lefthand
axis, with logarithmic scale). As the costs of the alignments increase, so does the
computation time. The time complexity for this model shows a polynomial trend
in the cost of the alignment, as does the memory use. For regular A� the memory
use is rather low, as markings are not explicitly stored (they are computed when
needed by following the firing sequence back to the root). For incremental A�,
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the memory is dominated by the size of the linear program. For example, the
maximum number of linear programs solved was 31 for model prCm6 with trace
“instance 124” (highlighted). About 6 MB of memory is needed there, mainly
to store the non-zero coefficients of a linear program of 11,688 rows and 10,262
columns in the solver. The total time to compute the optimal alignment was
22 s for incremental A�, of which 16 s was spent in the LP solver (for all 31 LPs
together) and the remaining 6 s on investigating 7,575 markings. For the same
trace, the classical A� searched 9,792 markings and solved 8,706 LPs in 25 s.

In Fig. 4, we show the computation time per trace for the two most complex
event logs in Table 1. For each trace, we plot the time needed to align it in the
model using classic A� (on a logarithmic axis) as well as our incremental version
(again the planner is omitted as it does not report times per trace). These
models contain considerably more parallelism which results in an exponential
time trendline for A�. More interestingly though, the time complexity for the
incremental version shows a cubic trend in both cases. This difference is explained
by the parallelism in the model, which leads to considerable differences in the
percentage of the time that is spent in the LP solver, as well as the number
of solved LPs. The incremental version spends 72% of the computation time
in the solver for pr1151 (70% for pr1912), vs. 99% (99%) for the classical one.
Per trace however, the incremental version solves only 7.0 (4.9) LPs per trace
rather than 953 (1612). The time per solve call is roughly 4.5 times higher for
the incremental version as the linear programs are larger.

The main difference between the various datasets is the length of the traces
compared to the size of the model. As our technique explicitly exploits the trace
to identify split-points, it benefits from long traces in relatively small models.
In [20], the models do not contain loops, so the traces are relatively short (up to
271 events) compared to the model size (up to 429 transitions). In the other
datasets, the trace lengths are up to three times the number of transitions in the
models.

6 Conclusion

Computing optimal alignments is a time consuming task which is essential in
the context of conformance checking. Traditional algorithms for computing opti-
mal alignments use the marking equation borrowed from Petri net theory as an
underestimating heuristic function in the context of an A� search. Unfortunately,
this heuristic is proven to perform poorly in certain cases which cause the A� to
expand nearly the full reachability graph of the Petri net, leading to excessive
computation times.

In this paper, we reconsider the heuristic function by exploiting knowledge
of the traces being aligned. Essentially, we use the original trace to guarantee
progress in the depth of the A� search. We do this by splitting the marking
equation into a number of sub-problems which together provide a more accurate
under estimation of the remaining cost. Rather than starting the search with
the fully split marking equation, we use A� itself to decide when to split the
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marking equation and we show this leads to a considerable reduction in number
of computed linear programs.

The work is implemented in ProM and we use publicly available benchmark
datasets to compare our work to existing techniques, showing significant improve-
ments in computation time. For future work, we develop techniques select appro-
priate splitpoints in advance.
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8. López, M.T.G., Borrego, D., Carmona, J., Gasca, R.M.: Computing alignments
with constraint programming: the acyclic case. In: Proceedings of ATAED, Torun,
Poland, CEUR Workshop Proceedings, vol. 1592, pp. 96–110. CEUR-WS.org
(2016)
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Abstract. The alignment of observed and modeled behavior is an essen-
tial aid for organizations, since it opens the door for root-cause analysis
and enhancement of processes. The state-of-the-art technique for com-
puting alignments has exponential time and space complexity, hindering
its applicability for medium and large instances. Moreover, the fact that
there may be multiple optimal alignments is perceived as a negative sit-
uation, while in reality it may provide a more comprehensive picture of
the model’s explanation of observed behavior, from which other tech-
niques may benefit. This paper presents a novel evolutionary technique
for approximating multiple optimal alignments. Remarkably, the memory
footprint of the proposed technique is bounded, representing an unprece-
dented guarantee with respect to the state-of-the-art methods for the
same task. The technique is implemented into a tool, and experiments
on several benchmarks are provided.

1 Introduction

Current conformance checking techniques strongly rely on alignments: given an
observed trace representing a process instance, to find the best model trace that
resembles it [1]. This way, the best model explanation of the reality is reported,
so that one sees the reality through the model’ perspective. This opens the door
for further techniques, including root-cause analysis, model enhancement and
predictive monitoring.

Since the reality can be explained in many ways, costs need to be defined on
the deviations so that certain explanations are rendered less interesting, coining
the notion of optimal alignment. In spite of this, many different optimal explana-
tions may exist for a given trace, a concept denoted all-optimal alignments in [1].
The derivation of more than one explanation may provide a better, more global,
analysis: for instance, to estimate the precision of a process model in describing
an event log, different metrics are defined in [2] when considering all or just one
optimal alignment.

Due to the existence of concurrency and iteration, the behaviour of under-
lying process models can be exponential, a fact that hampers the application
of the state-of-the-art technique for computing alignments, which is based on
c© Springer Nature Switzerland AG 2018
M. Weske et al. (Eds.): BPM 2018, LNCS 11080, pp. 215–232, 2018.
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exploring the model state space using A∗ search [1]. The situation becomes sig-
nificantly worse in case multiple optimal alignments need to be computed, since
none of the heuristics to speed-up the search is applicable, and therefore the
full exploration of the model’ search space is then unavoidable. It is well-known
(e.g., [3]) that the memory requirements of the A∗-based alignment technique
are the most limiting factor to apply it on the large.

In this paper we propose an evolutionary technique to approximate multi-
ple optimal alignments. We trade-off computation time for memory, i.e., assume
that in some contexts, it is acceptable to spend more time in the computation,
provided that the memory footprint is guaranteed to not exceed a given bound.
To accomplish this, we encode the computation of alignments as a genetic algo-
rithm (GA), where tailored crossover and mutation operators are applied to an
initial population of candidate model explanations. This way, the derivation of
a set of alignments is the result of genetic evolution.

The technique proposed has some weakness that should be reported: first,
it can only provide optimal alignments when certain conditions are satisfied
(variability in the population and genetic convergence). In practice, however,
the number of iterations may be decided a priori, which may be insufficient for
genetic convergence, and the initial population may not contribute to reach opti-
mal solutions. Second, the number of optimal alignments obtained is in practice
inferior to the real number of all optimal alignments, due to the dependence to
the initial population and genetic convergence. Hence, the proposed technique
only approximates several optimal alignments.

In spite of the approximation nature of the technique proposed, we still see
a clear value for several reasons: first, to obtain more than one model expla-
nation of an observed trace may open the door to apply a posteriori root-cause
analysis to identify the most likely explanation, as has been described in [4]. Sec-
ond, the technique proposed represents the first algorithmic alternative to search
for multiple optimal alignments, which can be applied on large instances under
bounded memory. In the same way as GA provided an interesting perspective
for process discovery [5–7], this work contributes to open a research direction for
computing alignments on the large. Third, in contrast to the A∗-based alignment
technique, our technique is non-deterministic in providing alignments, so that
two runs of the method may obtain different result. This may be very useful in
multi-perspective alignments [8]: since control-flow is aligned before other per-
spectives, randomness in the generation of the control-flow alignment will enable
the exploration of a broader solution space in the rest of perspectives.

The paper is organized as follows: in Sect. 2 we provide related work. In
Sect. 3, the necessary ingredients to understand the contents of this paper are
presented. Then in Sect. 4 we describe the encoding as a GA of the problem of
searching several best model explanations. The general framework for approx-
imating multiple optimal alignments is described in Sect. 5. Tool support and
experiments with various benchmarks are reported in Sect. 6. Finally, conclu-
sions and pointers to future work are reported in Sect. 7.
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2 Related Work

The work in [1] proposed the notion of alignment, and developed a technique to
compute optimal alignments for a particular class of process models. For each
trace σ, the approach consists on exploring the synchronous product of model’s
state space and σ. In the exploration, the shortest path is computed using the
A∗ algorithm, once costs for model and log moves are defined. The approach
represents the state-of-the-art technique for computing alignments, and can be
adapted (at the expense of increasing significantly the memory footprint) to
provide all optimal alignments.

Alternatives to the A∗ have appeared very recently: in the approach presented
in [9], the alignment problem is mapped as an automated planning instance.
Unlike the A∗, the aforementioned work is only able to produce one optimal
alignment (not all optimal), but it is expected to consume considerably less
memory. Automata-based techniques have also appeared [10,11]. In particular,
the technique in [10] can compute all optimal alignments. The technique in
[10] relies on state space exploration and determinization of automata, whilst
the technique in [11] is based on computing several subsets of activities and
projecting the alignment instances accordingly.

The work in [12], presented the notion of approximate alignment to alleviate
the computational demands of the current challenge by proposing a recursive
paradigm on the basis of structural theory of Petri nets. In spite of resource
efficiency, the solution is not guaranteed to be executable. A follow-up work
of [12] is presented in [13], which proposes a trade-off between complexity and
optimality of solutions, and guarantees executable properties of results. The
technique in [3], presents a framework to reduce a process model and the event
log accordingly, with the goal to alleviate the computation of alignments. The
obtained alignment, which is called macro-alignment since some of the positions
are high-level elements, is expanded based on the gathered information dur-
ing the initial reduction. Decompositional techniques have been presented [14],
[15] that instead of computing optimal alignments, they focus on the decisional
problem of whereas a given trace fits or not a process model.

3 Preliminaries

3.1 Petri Nets, Event Logs and Parikh Vector Representations
of Traces

A Petri Net [16] is a 3-tuple N = 〈P, T,F〉, where P is the set of places, T is the
set of transitions, P ∩T = ∅, F : (P ×T )∪ (T ×P ) → {0, 1} is the flow relation.
A labeled Petri net (LPN) is a 3-tuple 〈N,Σ, �〉, where N is a Petri net, Σ is an
alphabet (a set of labels) and � : T → Σ ∪ {τ} is a labeling function that assigns
to each transition t ∈ T either a symbol from Σ or the empty symbol τ .

Given an alphabet of events Σ = {a1, . . . , an}, a trace is a word σ ∈ Σ∗ that
represents a finite sequence of events. An event log L ∈ B(Σ∗) is a multiset of
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traces1. |σ|a represents the number of occurrences of a in σ. The Parikh vector of
a sequence of events σ is a function ̂: Σ∗ → N

n defined as σ̂ = (|σ|a1 , . . . , |σ|an
).

Workflow processes can be represented in a simple way by using Workflow
Nets (WF-nets). A WF-net is a Petri net where there is a place start (denoting
the initial state of the system) with no incoming arcs and a place end (denoting
the final state of the system) with no outgoing arcs, and every other node is
within a path between start and end. For the sake of simplicity, in this paper
we assume WF-nets.

3.2 Alignment of Observed Behavior

Fig. 1. Process model M1.

The notion of aligning event log
and process model was intro-
duced by [1]. To achieve an align-
ment between a process model
and a observed trace, we need
to relate moves in the trace to
moves in the model. When some
of the moves in the observed trace can not be mimicked by the model or vice
versa, there is an asynchronous move. When both model and trace agree in the
performed label a synchronous move arises. For instance, consider the model
M1 in Fig. 1, with the following labels, �(t1) = a1, �(t2) = a2, �(t3) = a3 and
�(t4) = a4, and trace σ = a1a1a4a2; two possible alignments between M1 and σ
are:

α1=
a1 a1 ⊥ a4 a2

t1 ⊥ t3 t4 ⊥ α2=
a1 a1 ⊥ a4 a2

⊥ t1 t2 t4 ⊥

The moves are represented in tabular form, where moves in the observed
trace are at the top and moves by model are at the bottom. For example the
first move in α2 is asynchronous: (a1,⊥), and it means that the observed trace
performs a1 while the model does not make any move, i.e., a1 is an inserted
transition. In contrast, the fourth move in α2, (a4, t4), is a synchronous move.
Cost can be associated to alignments, with asynchronous moves having greater
cost than synchronous ones [1]. Given assigned cost values, an alignment with
optimal cost is preferred. Alignments open the door to compute metrics, report
diagnosis, enhance the model, among others.

4 GA for Computing Several Explanations of Observed
Behavior

GA starts by creating an initial population, and then combining the best solu-
tions through operators, to create a new generation of solutions which should be

1 B(Σ) denotes the set of all multisets of the set Σ.
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Fig. 2. Process model M2.

better than the previous generation. As it will be noticed bellow, in some cases
the evaluation of solutions will be adapted depending on the operator applied, so
that the search for solutions can be better guided. A GA approach to a problem
usually starts by encoding a solution which is called a chromosome, and define
functions to evaluate how good it is. Next, generating the initial population of
chromosomes and defining corresponding operators, i.e., crossover and mutation.
In our setting, chromosomes will be potential model traces, which are combined
through tailored crossover and mutation operators.

Given an observed trace σ and WF-net N , a random population of chromo-
somes is first generated (Sect. 4.1). Then, it evaluates each chromosome based on
a specific fitness function2, which considers both the initial model (for measuring
replayability), and the observed trace (for measuring similarity) (see Sect. 4.2).
It then applies traditional crossover and mutation operators, as well as novel
ones defined for this problem, to speed up the process of evolving chromosomes
and convergence (see Sect. 4.3). This process continues until reaching satisfactory
results, or will be stopped by a predefined number of iterations. The detailed
descriptions will be presented in the next sections.

4.1 Generation of the Initial Population

Given an observed trace σ, and WF-net N , the objective of this part is to
generate an initial population. The population size is an important decision,
which often affects the final solution in terms of accuracy and convergence [17].
Also, diversity in the population will help reaching different parts of the solution
space. We rely on previous work for obtaining different model explanations [3,12]:
these methods are based on finding a maximal set of transitions that the model
can reproduce to mimic the observed trace and deriving a Parikh vector thereof.
More in detail, the marking equation of Petri nets is used to solve an Integer
Linear Programming (ILP) model for obtaining the corresponding Parikh vector.

2 As the reader will soon realize, we refer to the term fitness in the genetic algorithms
context.
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The ILP model has some additional constraints and a tailored cost function, that
jointly guide the search for a maximal set with respect to its similarity (in terms
of support) to the observed trace σ. To obtain the traces from the Parikh vector,
we perform linearizations of the Parikh vector, obtained by either replaying it
in the Petri net, or by arbitrary (possibly non-replayable) linearizations that do
not consider the Petri net. Those are the seeds for generating new chromosomes.

For example consider the model in Fig. 2, and the observed trace σ =
a1a3a8a4a2a9a5a6. Some chromosomes with respect to σ could be χ1 = t1t7t11,
χ2 = t1t2t3t9t4t8t10t6t11, χ3 = t2t1t3t8t4t9t10t6t11 and χ4 = t1t7t5t11. It is worth
mentioning that some chromosomes may not be replayable at this stage (e.g.,
χ4 above).

4.2 Evaluation Criteria

In GA’s jargon a fitness function is a particular type of objective function that
prescribes the optimality of a solution (that is, a chromosome) in the corre-
sponding population. Elevated chromosomes, which are the best ones at the cor-
responding time are allowed to breed and mix their datasets by any of several
techniques, producing a new generation that will (hopefully) be even better. An
ideal fitness function correlates closely with the algorithm’s goal, and yet may
be computed quickly. Speed of execution is very important, as a typical GA
must be iterated many times in order to produce a usable result for a non-trivial
problem.

In this paper a chromosome χ is evaluated based on two metrics. The fitness
value of a chromosome χ is summed over the following terms:

f t(χ) = λ1 · fm(χ) + λ2 · fed(χ) (1)

where fm(χ) denotes the ratio of missed tokens3 to the total tokens while χ is
being replayed in the model, and fed(χ) shows the normalized Edit Distance
between χ, and observed trace σ. Both λ1 and λ2 denote the penalization terms
which will be adjusted individually for each genetic operator, as will be discussed
in the next sections. It is clear that the lower value of f t(χ) represents a better
chromosome, i.e., modeled trace, by which the observed trace is mimicked. It
should be pointed out that always having a chromosome χ with small f t(χ) does
not represent a desired or good solution if it is not replayable (i.e., fm(χ) 
= 0).

To get the idea of evaluation criteria consider chromosome χ = t1t2t9t3t8
t4t10t11t6, the model in Fig. 2 and observed trace σ = a2a1a3a9a8a4a26a6; the
number of missed and total tokens while χ is replayed equals to 3 and 23 respec-
tively, thus fm(χ) = 3

23 . Additionally, unreplayable transitions t9, t8 and t11,
are likely to be considered through genetic operators, in the next step of the
proposed approach. Also, the corresponding edit distance, i.e., fed(χ), between
χ ans σ4 is 5. Thereby by selecting λ1, λ2 = 1, the corresponding fitness value is
f t(χ) = 1 ∗ 3

23 + 1 ∗ 5 ≈ 5.130.
3 In Petri net terms, missed tokens represent tokens that hamper the firing of a tran-

sition.
4 Note that indeed the edit distance is computed between σ and �(χ).
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4.3 Genetic Operators

Genetic operators used in GA are analogous to those which occur in the nat-
ural world: survival of the fittest, or selection; reproduction (crossover); and
mutation. When GA proceeds, both the search direction to optimal solution and
the search speed should be considered as important factors, in order to keep a
balance between exploration and exploitation in search space. In general, the
exploitation of the accumulated information resulting from GA search is done
by the selection mechanism, while the exploration to new regions of the search
space is accounted for by genetic operators. In the remainder of this section,
several genetic operators will be proposed. Some of them are inspired from ones
found in analogous problems, whilst new ones are proposed that tend to improve
the evaluation criteria described in the previous section.

Crossover Operators. Crossover is the main genetic operator. It operates
on two chromosomes at a time and generates two new chromosomes by com-
bining both chromosomes’ features. A standard way to achieve crossover is to
choose a random segment at both chromosomes, and generate two new chro-
mosomes as the result of interchanging the two segments among the original
two chromosomes. We apply an adaptation of this standard crossover operator,
denoted Modified Partially-Mapped Crossover (MPMX), for chromosomes hav-
ing the same Parikh vector representation (see Sect. 3.1)5. The intuitive idea
for operating over chromosomes with identical Parikh vector is due to the fact
that the search space is reduced, and in particular the generation of the initial
population is oriented towards satisfying this property. In order to keep Parikh
vector representation of the original chromosomes, some modifications are done
after the segments are interchanged. Let us look at the example in Fig. 3 to illus-
trate the MPMX operator; the initial chromosomes χ1 and χ2 are mixed with
this operator, generating the new chromosomes χ3 and χ4, choosing a segment
between positions 4 and 6.

Fig. 3. The MPMX operator.

To keep the Parikh vector representation of the original chromosomes, some
modifications are performed circularly starting from the first position after the
segment (in the example, position 7). For instance, in χ3 (that arised from χ2

5 The restriction on having the same Parikh vector is for the sake of simplicity of
application.
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inserting the segment from χ1), in the third position t5 is removed since |χ1|t5 = 2
and when we reach this position we already have 2 occurrences of t5.

The next crossover operator, denoted Cross-Insert Crossover (CIX), tries to
guide the search towards chromosomes that are replayable in the model. Still,
the CIX operator works under the assumption of both initial chromosomes have
the same Parikh vector representation. To induce replayability, it focuses on the
parts of a chromosome that are not replayable, and uses the other chromosome
in order to find candidate positions where it may be possible to reply the set of
unreplayable transitions. This is done for each unreplayable transition in each one
of the chromosomes that are merged. For each candidate position, the transition
is moved to that position and the chromosome is shifted accordingly to fill the
space left. For instance, let us look at the two chromosomes χ1 and χ2 in Fig. 4,
and model M2.

Fig. 4. The CIX operator: in the figure, red background means unreplayable positions
of the trace, while green denotes positions in the new chromosomes where unreplayable
transitions have been fixed. Yellow denotes transitions that, in spite of being initially
replayable, due to other moves, they became unreplayable. (Color figure online)

In χ1 the transitions in the third, fifth and the eighth position cannot be
replayed, namely t9, t8 and t11. Transition t9 cannot be moved, since in both
chromosomes it is unreplayable (so there is no candidate position in this case).
However, for transition t8 in χ1 (which is at position 5) there is a candidate
position (position 6, extracted from χ2) to move. Moving t8 to position 6 and
shifting once from position 6 will leave the space in position 6 to put t8 in χ4. A
similar situation happens with t11 position from χ1 to the new position in χ4.
Notice that, as denoted in χ3 in yellow, shifting may introduce new unreplayable
transitions: see t11.

We stress that, since this operator tries to generate more executable offspring
regardless of the corresponding edit distance, in our experiments we assign small
values to λ2 of Eq. 1, to retain the new generated chromosomes in next gener-
ations even if the edit distance has been degraded at the expense of improving
replayability.

Mutation Operators. Mutation applies to a single chromosome, generating a
new chromosome as a modification of the initial one. It is viewed as a background
operator to maintain genetic diversity in the population. Mutation helps escaping
from local minima’s trap and maintains diversity in the population. This part
presents both generic and specific mutation operators related to the problem
considered in this paper.
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As with the crossover operators, we start by adapting a generic one. The
Scramble Mutation (SM) operator simply chooses a segment in the chromosome,
and randomly shuffles it. For instance, in Fig. 5 we show how the operator works.

Fig. 5. Scramble mutation operator (SM).

In contrast, the Mimic Mutation (MM) operator is a specific operator pro-
posed exclusively for the problem at hand. It tries to mimic the observed trace,
by repositioning a transition t as close as possible into the position that �(t)
was observed in σ. Hence, this operator tends to reduce the edit distance to σ
for the mutated chromosome. To implement this idea, we need to reflect on the
observation that, due to the Central Limit Theorem, in the limit the position of
labels in observed traces follows a Normal distribution (with the corresponding
parameters)6. Since we are assuming a considerable amount of observed traces
in the event log, we can compute these distributions for each one of the distinct
labels, using statistical methods like Regression Splines [18]7. This is done only
once, before of applying the genetic algorithm.

Fig. 6. (a) A probability distribution of locations of a9 in σ, (b) Mimic mutation.

Figure 6 shows an example for the observed trace (Fig. 6(a)). In there, the
probability of the position of a9 follows a Normal distribution N(4, 4). It implies
that in practice a9 should be in positions near by position 4.

6 In case we have a limited number of observations, the real distribution can be esti-
mated by traditional methods, like Kernel Smoothing [18].

7 In case of duplicate labels in the traces, the normality assumption may be violated
and therefore the estimation may be less accurate. In spite of this, the distribution
used is only an oracle for generating new locations and does not limit the applicability
or our approach.
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Once the density function of a certain label is known, a random number
following the function will be generated (in the previous example, it should be
around position 4). Once this is obtained, the current position of the event in
the chromosome and the new position are swapped. This explains the mutation
from χ1 to χ′

1 in Fig. 6(b).
For a chromosome χ, and its offspring χ′, since the goal is to mimic the

observed trace, if fm(χ) < fm(χ′) and fed(χ) > fed(χ′) then λ1 and λ2 in Eq. 1
are adjusted so that sometimes χ′ survives in the next iteration. In other words
replayability is overshadowed for this operator. Playing with these parameters
would decrease the risk of getting stuck in a local optimum.

Fig. 7. (a) χ, (b) χ′ after LM on χ to position 7, (c) χ′′

after LM on χ to position 9. (Color figure online)

Launch Mutation (LM).
Up to this point, none
of the mutation operators
above try to improve the
replayable property of
chromosomes. The intu-
itive idea is, for a given
chromosome with an unre-
playable position i, the
transition in i will be
relocated forward (i.e., in
a position j > i) by this
operator. The rationale
behind this policy comes from the idea that in some situations, by delaying
the firing of a transition to a future Petri net marking, enough tokens will be
placed by the transitions occupying positions between i and j − 1. Since the
overall goal of this operator is to improve replayability, we set λ1 < λ2 so that
replayability has more importance to decide survival for the next iteration.

To give a concrete example consider the chromosome in Fig. 7(a), and the
model M2. Unreplayable transitions are highlighted (positions 3, 5 and 8).
Assume that t9 is selected to be mutated with is operator. Figure 7(b) shows
one possible launch mutation from position 3 to position 7. One can see that
transition t9 can now be replayable, as highlighted in green. Unfortunately, this
operator can sometimes introduce new unreplayable transitions, as demonstrated
in Fig. 7(c) for t10.

5 General Framework for Obtaining Multiple Alignments

Given a process model represented as a WF-net, N , and a trace σ, the schema
of the proposed framework is depicted in Fig. 8. Explanations of each part are
provided below:

– Genetic Algorithm Framework: In the initial stage, the genetic approach
described in the previous section is performed. Once finished it generates a
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Fig. 8. Overall description of the general approach to compute alignments.

final population of model traces. Among them, we choose those chromosomes
χ having both fm(χ) = 0 (so, replayable), and minimal fed(χ).

– Computing Alignment Using Dynamic Programming: This part concerns the
computation of alignments between the chromosomes of final population and
σ. The adopted method in this section is a dynamic programming approach
inspired from aligning two sequence of genes [19,20]. The alignments com-
puted are called best alignments, which are not necessarily optimal: this is
due to the lack of guarantees that the model explanations provided in the
previous stage correspond to the optimal model explanation for σ.

5.1 Computing an Alignment Using Dynamic Programming

To compute an alignment between a chromosome like χ and observed trace
σ, the technique presented in this paper is inspired from [20]. This technique
was already applied in [3] for the same task, so we informally describe it here.
Consider an oversimplified example, χ = t3t11t17 with �(χ) = a3a11a17 and σ =
a3a11. To obtain an alignment α between these two sequences, a two-dimensional
table is created, where the first row and first column are filled with the observed
trace and chromosome, respectively, as depicted in Fig. 9(a). The second row
and second column are initialized with numbers starting from 0,−1,−2, ..., they
are depicted in yellow color. The task then is to fill the remaining cells with the
recurrence Eq. (2), in which δ represents the gap penalty8 and s(ti, aj) represents
both the match and mismatch cost between two elements ti and aj which are
modeled and observed trace elements, respectively.

SIM(ti, aj) = MAX

⎧
⎪⎨

⎪⎩

SIM(ti−1, aj−1) + s(ti, aj)

SIM(ti−1, aj) − δ

SIM(ti, aj−1) − δ

s(ti, aj) =

{
β If �(ti) = aj

−β If �(ti) �= aj

(2)
SIM(ti, aj) represents the similarity score between ti and aj .

After filling the matrix, to compute the alignment we start from the bottom right
entry, and compare the value with three possible sources, i.e., top, left and diagonal
to identify from which one of them it came from. If it was fed by a diagonal entry, it
represents a synchronous move between corresponding elements and if it was fed by a
top or left entries then it represents an asynchronous move or a gap. For the mentioned
chromosome and observed trace the computed alignment is shown in Fig. 9(b).

8 The gap penalty represents asynchronous move in our setting.
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Fig. 9. (a) Computing alignment using dynamic programming (b) Obtained alignment.
(Color figure online)

6 Experiments

The approach of this paper has been incorporated into the tool ALI [21]. This section
evaluates the method proposed over the following perspectives: What is its sensitivity
on the number of evolutionary iterations? How does it compares to [1,10] for the mem-
ory and execution time? How does it compares to [1,10] for the quality and quantity
of alignments obtained? What is the impact on the fitness calculation?

The tool has been evaluated over different family of examples from artificial to
realistic, containing transitions with duplicate labels and from well-structured to com-
pletely Spaghetti9. The number of transitions varies between models, i.e., minimum 15
and maximum 429. We also included a real-life benchmark from [9], where a model
was discovered using the Inductive Miner by sampling 10000 observed traces of a Road
Traffic process dataset10, and using the rest of the log for alignment computation. Also,
to examine the proposed approach in dealing with models that contain duplicate labels,
a set of models ML1, . . . , ML5 consisting of duplicate transitions, with the correspond-
ing logs obtained by injecting different degree of noise (25%, 35%, 50% and 75%), were
generated by PLG2 [22]11. The specification of benchmark datasets can be found in [3],
[14], [12], [23]. The results on these benchmarks are compared with the state-of-the-art
technique for computing one optimal alignments [1], since the version for computing
all optimal alignments ran out of memory for all models considered in this paper. We
also compare ALI with a recent technique to compute all-optimal alignments [10].

Configuration of the Genetic Algorithm. Since the decision of the initial population
and the probabilities of operators strongly influences the genetic algorithm, we have
chosen to customize it so that diversity is kept in early stages of the genetic evolution.
It should be stressed that in the general application of genetic algorithms, populations
are significantly larger than the ones considered for this paper, so that the probabilities
for operators have been set accordingly, to avoid that few high-ranked chromosomes
dominate the rest in early stages of the genetic evolution. In the implementation,
the application of crossover had a high probability (80%, and then tuned with the
individual probabilities set by parameters λ1 and λ2), whilst mutation operators were

9 The experiments have been done on Intel Core i7-2.20 GHz computer with 8GB of
RAM.

10 https://data.4tu.nl/repository/uuid:270fd440-1057-4fb9-89a9-b699b47990f5.
11 At the time of generating models for the experiments, PLG2 in fact was unable to

produce models containing duplicate labels from scratch, therefore the generated
models and logs were modified in order to have transitions with duplicate labels.

https://data.4tu.nl/repository/uuid:270fd440-1057-4fb9-89a9-b699b47990f5
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applied with a low probability (5%). In any case, the chosen probabilities are common
when applying genetic algorithms in other scenarios. As we commented in the previous
section, best alignments in our setting correspond to replayable chromosomes with
minimal edit distance to the observed trace among the final population. For each
observed trace a population of 700 chromosomes was generated, and the quality and
quantity of them were compared with state of the art approach at iterations 10,20,30
and 100. We also experimented with population sizes significantly smaller (e.g., 100
chromosomes), and the results obtained were proportional in the main perspectives
considered in this paper: less memory footprint and execution time, but slightly worst
quality.

Execution Times. Figure 10 shows violin plots of execution time (in seconds) for each
model per iteration given an observed trace. Obviously the required execution time
varies from different observed traces and this is why the corresponding distributions
via violin plots are presented. One can see that for big models with large traces (prDm6,
prEm6, prFm6 ), models with many deviations in observed traces (prCm6 ) and models
with many duplicate transitions (ML5), the corresponding distributions are wider due
to more operations made by the proposed operators at any iteration. An important
point should be done: although the computation time per trace (corresponding to mul-
tiplying the execution time per iteration shown in the plot by the number of iterations
performed) is significantly higher with respect to [1], our evaluation is done with a
simple, unoptimized implementation of the technique of this paper.

Fig. 10. Distribution of execution time for an observed trace per iteration.

Fitness Comparison. Table 1 represents the mean square error (MSE) of fitness values
based on metric presented in [1,12], between the best alignments provided by our
technique and the approach in [1] as optimal solutions, respectively. One can see that
the quality of alignments is improved from 10 iterations to 100 iterations for all models.
For models prAm6, prBm6 and prEm6 optimal alignments were found (for some
of them, at iterations 2 and 3 respectively). Comparisons were done only for those
benchmark datasets whenever the approach in [1] could provide solutions. Overall, one
can see that the approach of this paper is very close to the optimal solutions computed
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Table 1. MSE comparison of fitness
values of chromosomes at different iter-
ations and A∗ as the optimal one

Model It.(10) It.(20) It.(30) It.(100)

prAm6 0.0106 0.0055 0.0035 0

prBm6 0.0009 0 0 0

prCm6 0.0776 0.0044 0.0031 0.0012

prEm6 0.0436 0.0353 0 0

M1 0.0571 0.0089 0.0084 0.0046

M2 0.0475 0.0116 0.0094 0.0070

M3 0.0351 0.0341 0.0327 0.0219

M4 0.1980 0.0512 0.0508 0.0398

M5 0.0958 0.0289 0.0226 0.0155

M8 0.0836 0.0384 0.0379 0.0357

M9 0.0725 0.0220 0.0214 0.0203

ML1 0.0775 0.0400 0.0146 0.0091

ML3 0.1864 0.0991 0.0159 0.0142

ML4 0.3113 0.1740 0.0330 0.0251

Bank 0.0013 0.0008 0.0005 0.0002

Doc. 1 0.2912 0.1971 0.0702 0.0698

Doc. 2 0.2581 0.1701 0.0579 0.0570

Road T 0.0036 0.0022 0.0018 0.0014

Table 2. Number of difference alignments
for the best solution found in average

Model It.(10) It.(20) It.(30) It.(100) ATM. A∗
prAm6 1.11 1.21 1.25 1.45 NA

prBm6 1.00 1.15 1.15 1.34 NA

prCm6 1.16 1.52 1.79 3.46 NA

prDm6 1.11 1.33 1.57 1.71 NA

prEm6 1.16 1.43 1.52 1.56 NA

prFm6 1.03 1.17 1.36 1.46 NA

prGm6 1.08 1.30 1.49 1.78 NA

M1 1.94 2.91 3.32 4.32 62.12 (92%)

M2 2.98 4.97 5.89 7.13 320.1 (53%)

M3 1.30 1.98 2.41 2.79 NA

M4 1.00 1.01 1.21 1.62 7.40 (39%)

M5 1.77 2.62 3.44 6.01 114.78 (10%)

M6 1.68 2.34 2.87 4.37 NA

M7 2.05 3.38 4.27 7.12 NA

M8 1.36 1.55 1.71 2.14 7.81 (69%)

M9 1.01 1.02 1.31 1.46 8.32 (30%)

M10 1.02 2.56 3.54 5.23 NA

ML1 1.04 1.15 1.27 1.29 11.78 (34%)

ML2 1.85 2.49 3.38 4.85 NA

ML3 1.75 2.71 3.25 3.60 7.94 (21%)

ML4 1.72 2.98 3.39 5.80 NA

ML5 1.05 1.84 2.42 3.42 NA

Bank 1.08 1.44 1.83 2.66 NA

Doc1 1.00 1.08 2.21 2.70 I/O Error

Doc2 1.00 1.01 1.68 1.98 I/O Error

Road T 1.00 1.01 1.03 1.21 1.41 (100%)

by [1], in spite of several factors like the size of the model and observed traces, presence
of loops, silent transitions and duplicate labels in the model.

Quantity of Best Alignments. Table 2 shows the average number of best alignment
obtained per each observed trace and each model at different number of iterations. In
the last column, we report this number for [10]: NA denotes that the tool was unable to
provide the result due to memory problems. When it can, we also provide in parenthesis
the percentage of the log traces where [10] can find solutions; for instance, for M4, only
39% of the traces have a solution. One sees that these average numbers are improved
from 10 to 100 iterations and this improvements are usually more tangible in models
containing loops, i.e., M1, M2, M3, M7. The approach from [10] usually obtains more
alignments than our method, but that only holds for small or medium instances.

Also, Figs. 11 and 12 show for each model, the violin plots or distribution of number
of best alignment for 30 and 100 iterations, respectively (the corresponding average
values are shown in the fourth and fifth column of Table 2, respectively). When focusing
in the experiment for 100 iterations (Fig. 12), It can be seen from the plot that, for
some models like M1, M2 M5, M7 and ML2, the number of distinct best solutions are
close to 30 for some cases and for Documentflow2 the best solutions are unique.
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Fig. 11. Distribution of number of best solutions for 30 iterations.

Fig. 12. Distribution of number of best solutions for 100 iterations.

Memory Consumption. The memory footprint of the proposed technique and the ones
in [1,10], for all the benchmarks of this paper are represented in Fig. 13, using black,
gray and brown colors, respectively. It must be stressed that the comparison reported in
Fig. 13 provides just an indication of the huge difference in terms of memory footprint
between the technique of this paper and the other techniques: for [1], experiments were
only done for computing one optimal alignment inevitably, since the implementation
for all optimal alignments ran out of memory. In contrast, in Fig. 13 we provide the
results of our technique and the technique in [10] to compute multiple alignments.

One can see that the proposed technique requires considerable less memory than the
other two techniques. Obviously for small and medium models, the memory footprints
are similar. For large models the tendency is inversed: as an example, for prDm6 the
proposed method required around 1.5 GB whereas [1,10] need more than 5.5 GB Notice
that the memory footprint of the proposed approach for computing best alignments is
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Fig. 13. Mem. footprint of our approach (black), [1] (gray), and [10] (brown, thin line).
(Color figure online)

bounded through iterations, and is not sensitive to size of the model and length of the
observed trace. Also, the required memory for the proposed approach is not sensitive
to the labels of transitions i.e., silent or duplicate labels, see ML1, . . . , ML5. The other
two approaches are more sensitive to the aforementioned factors.

7 Conclusion and Future Work

This paper presents a novel approach to compute several approximation of an optimal
alignment. It is based on an evolutionary algorithm, where the memory footprint is
guaranteed to be bounded. Tailored genetic operators have been proposed, which help
guiding the algorithm through the search space of solutions, and speed up convergence
accordingly. The experiments performed on the tool developed witness the quality of
obtained alignments, deriving solutions that are close to optimal ones, and which can
be improved iteratively. Moreover, the quantity of alignments improves considerably as
more genetic iterations are performed. In spite of not having theoretical guarantees on
optimality or replayability, the results show that in practice it is always the case that
replayable, quasi-optimal or optimal solutions are produced. For the future work there
are many possibilities to explore, like introducing more efficient operators, exploring
the parameter setting of the genetic algorithm to boost its application, or devising
mechanism to alleviate the mentioned drawbacks.
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TIN2017-86727-C2-1-R.
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Abstract. Conformance checking is a branch of process mining that
aims to assess to what degree event data originating from the execution
of a (business) process and a corresponding reference model conform to
each other. Alignments have been recently introduced as a solution for
conformance checking and have since rapidly developed into becoming
the de facto standard.

The state-of-the-art method to compute alignments is based on solv-
ing a shortest path problem derived from the reference model and the
event data. Within such a shortest path problem, a cost function is used
to guide the search to an optimal solution. The standard cost-function
treats mismatches in the model and log as equal. In this paper, we con-
sider a variant of this standard cost function which maximizes the num-
ber of correct matches instead. We study the effects of using this cost-
function compared to the standard cost function on both small and large
models using over a thousand generated and industrial case studies.

We further show that the alignment computation process can be sped
up significantly in specific instances. Finally, we present a new algorithm
for the computation of alignments on models with many log traces that
is an order of magnitude faster (in maximizing synchronous moves) com-
pared to the state-of-the-art A* based solution method, as a result of a
preprocessing step on the model.

1 Introduction

Process mining [1] is a field of study involved with the discovery, conformance
checking, and enhancement of processes, using event data recorded during pro-
cess execution. In process discovery, we aim to discover process models based
on traces of executed event data. In conformance checking, we assess to what
degree a process model (potentially discovered) is in line with recorded event
data. Finally, in process enhancement, we aim at improving or extending the
process based on facts derived from event data.
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Modern information systems allow us to track, often in great detail, the
behaviour of the process it supports. Moreover, instrumentation and/or pro-
gram tracing tools allow us to track the behavioural profile of the execution of
enterprise-level software systems [2,3]. Such behavioural data is often referred
to as an event log, which can be seen as a multiset of log traces, i.e. sequences
of observed events in the system. However, it is often the case, due to noise
or under/over-specification, that the observed behaviour does not conform to a
valid process instance, i.e., it deviates from its intended behaviour as specified
by its reference model.

Conformance checking assesses to what degree the event log and model con-
form to each other. Early conformance checking techniques [4] are based on
simple heuristics and therefore, may yield ambiguous/unpredictable results.

Alignments [5,6] were introduced to overcome the limitations of early confor-
mance checking techniques. Alignments map observed behaviour onto behaviour
described by the process model. As such, we identify four types of relations
between the model and event log in an alignment:

1. A log move, in which we are unable to map an observed event, recorded in
the event log, onto the reference model.

2. A model move, in which an action is described by the reference model, yet
this is not reflected in the event log.

3. A synchronous move, in which we are able to map an event, observed in the
event log, to a corresponding action described by the reference model.

4. A silent move, in which the model performs a silent or invisible action
(denoted with τ).

Consider the example model of a simple file reading system given in Fig. 1
and the trace σ = 〈A,D,B,D〉. An alignment for the model and σ is given by
γ0 (top right in Fig. 1). Here, the upper-part depicts the trace and the bottom-
part depicts an execution path described by the model, starting at state p0 and
ending at state p5. The first pair, |A

A |, represents a synchronous move, in which
both the log and the path in the model describe the execution of an A activity.
The next pair, | D

� |, is a log move where the log trace describes the execution of a
D activity that is not mapped to a model move. The skip (�) symbol is used to
represent such a mismatch. Observe that the model remains in the same state.
This is continued by a model move in which the model executes a C activity,
which is not recorded in the trace, i.e., |�

C |. Finally, the alignment ends with
two synchronous moves.

An optimal alignment is an alignment that minimizes a given cost function.
Typically, each type of move gets a value assigned R≥0. The cost of an alignment
is simply the sum of the costs of its individual moves. The most common way to
do this is to assign a cost of 1 to both model and log moves and 0 to synchronous
and silent moves. In practice, the A* shortest path algorithm [7] is often used
for computing optimal alignments.

We argue that the standard cost function is not always the best-suited func-
tion for optimal alignments. Consider the model from Fig. 1 again, with the trace
σ′ = 〈B〉. An optimal alignment using the standard cost function would result
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p0

p1

p2

p3

p4

p5

A: open file

t0 B: parse file

t1

C: incr. counter

t2 D: close file

t3

E: file not found

t4

γ0 =
A D � B D

A � C B D
t0 t2 t1 t3

γ1 =
� B

E �
t4

γ2 =
� B � �
A B C D
t0 t1 t2 t3

Fig. 1. Example process model (in Petri net formalism) for a simple file reading system
and an alignment for the trace σ = 〈A, D, B, D〉 (γ0). For the trace σ = 〈B〉, two
optimal alignments are given using the standard- (γ1) and variant (γ2) cost functions.

in γ1. Considering that event B is observed behaviour, i.e., the system logged
“parse file”, it seems illogical to map this behaviour with a path in the model
indicating that the file was not found. In case we set up the cost function such
that the number of synchronous moves are maximized, an optimal alignment
would result in γ2. Arguably, a more likely scenario is that not all parts of the
program produced log output and γ2 would be preferred.

Motivated by the example shown in Fig. 1, we consider the applicability of
a cost function that maximizes the number of synchronous moves in a more
general setting and study its effects. Our contributions are as follows.

– We formalise the relation between the event log and the reference model
to distinguish different cases of alignment problems. We show how the cost
functions affect the resulting alignments for these cases. We further show that
when the reference model is an abstraction of the event log, the alignment
computation process can be significantly improved.

– We study the differences in alignments and their computation times on over a
thousand large instances that exhibit various characteristics. We also compare
the results from the A* algorithm with a recent symbolic algorithm [8].

– We present a new algorithm for computing alignments that exploits our new
cost function in a preprocessing step. Using a set of industrial models, we
show that it performs an order of magnitude faster than the A* algorithm.

The remainder of this paper is structured as follows. Section 2 introduces
preliminaries. Then, in Sects. 3 and 4 we introduce the synchronous cost function
and formalise the relation between the event log and the reference model. We
discuss existing algorithms for computing alignments in Sect. 5. In Sect. 6 we
present the new algorithm that preprocesses the model to improve the alignment
computation process. Experiments are presented in Sect. 7. Section 8 discusses
related work. Section 9 concludes the paper.

2 Preliminaries

We assume that the reader is familiar with the basics of automata theory and
Petri nets. We denote a trace or sequence by σ = 〈σ0, σ1, . . . , σ|σ|−1〉, two
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sequences are concatenated using the · operation. Given a sequence σ and a
set of elements S, we refer to σ \ S as the sequence without any elements from
S, e.g., 〈a, b, b, c, a, f〉 \ {b, f} = 〈a, c, a〉. For two sequences σ1 and σ2, we call
σ1 a subsequence of σ2 (denoted with σ1 � σ2) if σ1 is formed from σ2 by delet-
ing elements from σ2 without changing its order, e.g., 〈c, a, t〉 � 〈a, c, r, a, t, e〉.
Similarly, σ1 � σ2 implies that σ1 is a strict subsequence of σ2, thus σ1 �= σ2.

Traces are sequences σ ∈ Σ∗, for which each element is called an event and is
contained in the alphabet Σ, also called the set of events. We globally define the
alphabet Σ, which does not contain the skip event (�) nor the invisible action
or silent event (τ). Given a set S, we denote the set of all possible multisets
as B(S), and its power-set by 2S . An event log E is a multiset of traces, i.e.,
E ⊆ B(Σ∗).

2.1 Preliminaries on Petri Nets

Petri nets are a mathematical formalism that allow us to describe processes, typ-
ically containing parallel behaviour, in a compact manner. Consider Fig. 1 which
is a simple example of a Petri net. The Petri net consists of places, visualized as
circles, that allow us to express the state (or marking) of the Petri net. Further-
more, it consists of transitions, visualized as boxes, that allow us to manipulate
the state of the Petri net. We are never able to connect a place with another
place nor a transition with another transition. Thus, from a graph-theoretical
perspective, a Petri net is a bipartite graph.

Definition 1 (Petri net, marking). A Petri net is defined as a tuple N =
(P,T,F, Στ , λ,m0,mF) such that:

– P is a finite set of places,
– T is a finite set of transitions such that P ∩ T = ∅,
– F ⊆ (P × T) ∪ (T × P) is a set of directed arcs, called the flow relation,
– Στ is a set of activity events, with Στ = Σ ∪ {τ},
– λ : T → Στ is a labelling function for each transition,
– m0 ∈ B(P) is the initial marking of the Petri net,
– mF ∈ B(P) is the final marking of the Petri net.

A marking is defined as a multiset of places, denoting where tokens reside in
the Petri net. A transition t ∈ T can be fired if, according to the flow relation,
all places directing to t contain a token. After firing a transition, the tokens are
removed from these places and all places having an incoming arc from t receive
a token. It may be possible for a place to contain more than one token.

Definition 2 (Marking graph). For a Petri net N = (P,T,F, Στ , λ,m0,mF),
the corresponding marking graph or state-space MG = (Q, Στ , δ, q0, qF) is a
non-deterministic automaton such that:

– Q ⊆ B(P ) is the (possibly infinite) set of vertices in MG, which corresponds
to the set of reachable markings from m0 (obtained from firing transitions),
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– δ ⊆ (Q × T × Q) is the set of edges in MG, i.e., (m, t,m′) ∈ δ iff there is a
t ∈ T such that m′ is obtained from firing transition t from marking m.

– q0 = m0 is the initial state of the graph,
– qF = mF is the final state of the graph.

For an edge e = (m, t,m′) ∈ δ, we write λ(e) to denote λ(t) and use the notation
m

a−→ m′ to represent the edge e for which λ(e) = a (we assume that for two edges
(m, t1,m

′) ∈ δ and (m, t2,m
′) ∈ δ, if λ(t1) = λ(t2) then t1 = t2). The source

and target markings of edge e are respectively denoted by src(e) and tar(e).

Definition 3 (Path, language). Given a Petri net N and corresponding mark-
ing graph MG = (Q, Στ , δ, q0, qF), a sequence of edges P = 〈P0, P1, . . . , Pn〉 ∈ δ∗

is called a path in N if it forms a path on the marking graph of N: src(P0) =
m0 ∧ tar(Pn) = mF ∧ ∀0≤i<n : tar(Pi) = src(Pi+1). The set of all paths in N
is denoted by Paths(N). With λ(P ) we refer to the sequence of labels visited in
P , i.e., λ(P ) = 〈λ(P0), λ(P1), . . . , λ(Pn)〉 (there may be different paths P and
P ′ such that λ(P ) = λ(P ′)). We define the language L of a Petri net N by
L(N) = {λ(P ) | P ∈ Paths(N)}.
Definition 4 (Trace to Petri net). Given a trace σ = 〈σ1, σ2, . . . , σn〉 ∈ Σ∗,
its corresponding Petri net is defined as Nσ = (P,T,F, Στ , λ,m0,mF) with P =
{p0, p1, . . . , pn, pn+1}, T = {t0, t1, . . . , tn}, F = {(p0, t0), (p1, t1), . . . , (pn, tn)} ∪
{(t0, p1), (t1, p2), . . . , (tn, pn+1)}, Στ =

⋃
0≤i<n{σi}, ∀0≤i<n : λ(ti) = σi, m0 =

p0, and mF = pn+1.

2.2 Preliminaries on Alignments

Definition 5 (Alignment). Let σ ∈ Σ∗ be a log trace and let N be a Petri
net model, for which we obtain the marking graph MG = (Q, Στ , δ, q0, qF). We
refer to Σ� as the alphabet containing skips: Σ� = Σ ∪ {�} and Στ� as
the alphabet that also contains the silent event: Στ� = Σ ∪ {�, τ}. Let γ ∈
(Σ�×Στ�)∗ be a sequence of log-model pairs (note that τ steps are only possible
in the model). For γ = 〈(γ0

0 , γ1
0), (γ0

1 , γ1
1), . . . , (γ0

|γ|−1, γ
1
|γ|−1)〉, we define γ� as

γ� = 〈γ0
0 , γ0

1 , . . . , γ0
|γ|−1〉 \ {�} and γm by γm = 〈γ1

0 , γ1
1 , . . . , γ1

|γ|−1〉 \ {�}. We
call γ an alignment if the following conditions hold:

1. γ� = σ (the activities of the log-part, equals to σ),
2. γm ∈ L(N) (γm forms a path in N),
3. ∀a, b ∈ Σ : a �= b ⇒ (a, b) /∈ γ (illegal moves),
4. (�,�) /∈ γ, (the ‘empty’ move may not exist in γ).

Definition 6 (Alignment cost). Let γ ∈ (Σ� × Στ�)∗ be an alignment for
σ ∈ Σ∗ and the Petri net N. The cost function c for pairs of γ is given as follows;
c : (Σ� × Στ�) → R≥0, and we overload c for alignments; c : (Σ� × Στ�)∗ →
R≥0, for which we have c(γ) =

∑|γ|−1
i=0 c(γi).

We call an alignment γ under cost function c optimal iff �γ′ : c(γ′) < c(γ),
i.e., there does not exist an alignment γ′ with a smaller cost.
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Definition 7 (Standard cost function). The standard cost function cst is
defined for an alignment pair (�,m) ∈ (Σ� × Στ�) as follows:

cst(�,m) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 � = � and m = τ (silent move, e.g., (�, τ))
0 � ∈ Σ and m ∈ Σ and � = m (e.g., synchronous move (a, a))
1 � ∈ Σ and m = � (e.g., log move (a,�))
1 � = � and m ∈ Σ (e.g., model move (�, a))

3 Maximizing Synchronous Moves

We gather that the standard cost function from Definition 7 is the most com-
monly used cost function in literature [1,7,9,10], though note that any cost
function could be used. The standard cost function may, however, lead to unde-
sired results, as illustrated by the example from Fig. 1. We consider a new cost
function that maximizes the number of synchronous moves, since it explains as
many log moves as possible. We propose the alternative cost function as follows.

Definition 8 (max-sync cost function). We define the max-sync cost func-
tion csync for an alignment pair as follows (for small ε > 0):

csync(�,m) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 � = � and m = τ (silent move, e.g., (�, τ))
0 � ∈ Σ and m ∈ Σ and � = m (e.g., synchronous move (a, a))
1 � ∈ Σ and m = � (e.g., log move (a,�))
ε � = � and m ∈ Σ (e.g., model move (�, a))

This cost function only penalizes log moves, which as a consequence causes an
optimal alignment to minimize the number of log moves and thus maximize the
number of synchronous moves. The ε cost for model moves further filters optimal
alignments to only include shortest paths through the model that maximize
synchronous moves.

An advantage of the max-sync cost function over the standard one is that
synchronized behaviour is not sacrificed for shorter paths through the model (as
Fig. 1 illustrates). A disadvantage is that in order to maximize the number of
synchronous moves, it may be possible that many model moves are required.

4 Relating the Model and Event Log

Given a Petri net model N and an event log E ⊆ B(Σ∗), we can distinguish four
cases based on the languages that they describe. By distinguishing the relative
granularities of N and E we define cases of alignment problems as follows.

C1: ∀σ1 ∈ E : (∃σ2 ∈ L(N) : σ1 = σ2); all log traces correspond to paths in the
model. Then, every log trace can be mapped onto the model by only using
synchronous and silent moves, which is optimal for cst and csync.
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C2: ∀σ1 ∈ E : (∃σ2 ∈ L(N) : σ1 � σ2); all log traces correspond to subsequences
of paths in the model. Then, every log trace can be mapped onto the model
without using any log moves. The example from Fig. 1 for σ = 〈B〉 is
such an instance. We hypothesize that csync provides better alignments in
such instances as cst may avoid synchronization in favour of shorter paths
through the model.

C3: ∀σ1 ∈ E : (∃σ2 ∈ L(N) : σ2 � σ1); for every log trace there is a path that
forms a subsequence of the log trace. Then, every log trace can be mapped
onto the model without using any model moves. Here, csync and to some
extent cst can arguably lead to bad results as model moves may be taken
to synchronize with ‘undesired’ behaviour.

C4: None of the properties hold. All move types may be necessary for align-
ments. We regard this as a standard scenario. Depending on the use case,
either cst or csync could be preferred.

Aside from C4, we consider cases C2 and C3 as common instances in practice,
as logging software often causes either too many or too little events to be logged
or in case the model is over/underspecified. Discrepancies then show whether
the model is of the right granularity. We note that it is also possible to hide
certain activities in the model or log before alignment. This is however not
trivial, especially if there are (slight) deviations in the log such that the alignment
problem does not fit C2 or C3 exactly anymore.

When considering instances that exactly fit case C2 or C3, we can construct
alignments by respectively removing all log or model moves from the product of
the model and log. We define the cost functions cadd and crem to be variants of cst
such that model and log moves respectively have a cost of ∞. We argue that this
results in a better ‘alignment quality’ and reduces the time for its construction.

5 Algorithms for Computing Alignments

We consider two algorithms for computing alignments, which we discuss as fol-
lows. Both algorithms take the product Petri net as input.

A*. The A* algorithm [7] computes the shortest path from the initial marking to
the final marking on the marking graph for a given cost function. The heuristic
function for A* exploits the Petri net marking equation, which can be achieved
using Integer Linear Programming (ILP), to prune the search space.

Symbolic Algorithm. The symbolic algorithm [8] was recently developed as
an improvement over A* for large state spaces. It exploits symbolic reachability
to search for an alignment, i.e., considering sets of markings instead of single
ones. By restricting the cost function to only allow 0 or 1-cost moves, optimal
alignments can be computed by only taking a 1-cost move after exploring all
markings reachable via 0-cost steps. We refer to this algorithm by Sym.
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6 Preprocessing Reference Models for Large Event Logs

When constructing an alignment under the csync cost function, we can disregard
the cost for model moves to a certain extent. The goal is to find a path through
the model that maximizes the number of synchronous moves. We can achieve
this by searching for a subsequence in the log trace that is also included in
the language of the reference model. By computing the transitive closure of the
model’s marking graph, we find all paths and subsequences of paths through
the model. For every log trace we can use dynamic programming to search for
the maximum-length subsequence in the log trace that can be replayed in the
transitive closure graph (TCG), from which we can construct a path through
the marking graph and obtain an optimal alignment.

We construct a TCG as described in Definition 9. Here, τ -edges are added to
the marking graph such that every marking is reachable via τ -steps. After deter-
minization, for every path P in the original marking graph the TCG contains
all paths P ′ such that λ(P ′) � λ(P ).

p0

p1 p2 p3

p4 p5 p6

p7

At0 Bt1

Ct2 Dt3 Et4

Ft5 Gt6

p0

p1p2 p2p3

p2p4 p1p5 p3p5 p2p6

p4p5 p5p6

p7

A B

C D D E

D C E D

F G

p0 p1p2

p2p3 p2p4

p1p5 p3p5

p2p6 p4p5

p5p6 p7

Q0

p1p2

p2p4

p1p5

p4p5

p7

Q1

p2p3

p3p5

p2p6

p5p6

p7

Q2

p2p4

p4p5

p7

Q3

p1p5

p4p5

p7

Q4

p3p5

p5p6

p7

Q5

p2p6

p5p6

p7

Q6

p4p5

p7

Q7

p5p6

p7

Q9

p7

Q10

p1p5

p3p5

p4p5

p5p6

p7

Q8

A B

C D D E

D C E D

F G

D

G,F

GF

EC

E

G

G

G

C

F

F

F

Fig. 2. Example Petri net model (left), its corresponding marking graph (middle) and
transitive closure graph (right) with the sequence 〈D, E〉 highlighted.

We can use this property to search for a subsequence of the log trace that
can fully synchronize with the model. For instance in the example of Fig. 2,
consider a log trace σ = 〈F,D,E,B〉. The F event can be fired from Q0, after
which the TCG is in state Q10. From this state, it is not possible to perform any
other event from log trace. A better choice would be to skip the F event (which
would then be a log move) and form the subsequence 〈D,E〉, as highlighted1. We
call the maximum-length subsequence σ̂ from the log trace a maximum fitting
subsequence if σ̂ also forms a path through the TCG, as defined in Definition 10.
1 It might be interesting to note that after performing the D action in the TCG, in

the Petri net we have not yet made the choice to fire either an A or a B transition;
we implicitly make the decision to fire the B transition after choosing the E event.
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Definition 9 (Transitive closure graph). Given a marking graph MG =
(Q, Στ , δ, q0, qF), we first construct an extended marking graph MG ′ =
(Q, Στ , δ′, q0, qF) with δ′ = δ ∪ {(src(e), τ, tar(e)) | e ∈ δ}. A transitive clo-
sure graph (TCG), TCG = (Q, Σ,Δ, Q0, QF) is defined as the result of deter-
minizing MG ′ (by using a standard determinization algorithm [11]) and by then
removing all non-final states from the TCG such that Q ⊆ 2Q, Σ = Στ \ {τ},
Δ ⊆ (Q × Σ × Q), Q0 = Q, and QF = Q.

For an edge e ∈ Δ we also use the notation src(e) and tar(e) to respectively
refer to the source and target marking sets in the TCG. Paths over the TCG
are defined analogously to paths over marking graphs (Definition 3) and we use
Paths(TCG) and L(TCG) to respectively denote the set of all paths in the TCG
and the language of the TCG.

Definition 10 (Maximum fitting subsequence). Given a sequence (log
trace) σ ∈ Σ∗ and TCG = (Q, Σ,Δ, Q0, QF), then σ̂ � σ is a maximum fitting
subsequence if and only if σ̂ ∈ L(TCG) ∧ ∀σ̂′ � σ : σ̂′ ∈ L(TCG) ⇒ |σ̂| ≥ |σ̂′|.
We construct σ̂ by using dynamic programming to search for a subsequence of σ
that is a maximum-length path in the TCG.

Algorithm 1. Path construction from a maximum fitting subsequence σ̂

1 func PC(TCG = (Q, Σ, Δ, Q0, QF),MG = (Q, Στ , δ, q0, qF), σ̂ = 〈σ̂0, σ̂1, . . . , σ̂n〉)
2 // Construct path MFP on TCG such that λ(MFP) = σ̂
3 MFP := 〈(Q0, σ̂0, S), (S, σ̂1, S

′), . . . , (S′′, σ̂n, S′′′)〉 s.t. ∀0≤i≤n : MFPi ∈ Δ
4 P := BWD(MG , qF, σ̂n, tar(MFPn)) // Path σ̂n to qF on MG
5 for i := n − 1; i ≥ 0; i := i − 1 do // Add paths from σ̂i to σ̂i+1

6 P := BWD(MG , src(P0), σ̂i, tar(MFPi))·P
7 return BWD(MG , src(P0), ⊥, Q0)·P // Add path from q0 to σ̂0

8 func BWD(MG = (Q, Στ , δ, q0, qF), m ∈ Q, a ∈ (Σ ∪ ⊥), S ⊆ Q)
9 W := 〈m〉 // Sequence of unvisited markings in the backward search

10 ∀m ∈ S : F [m] := Null // Mapping from markings to edges (F : Q → δ)
11 for i := 0; i < |W |; i := i + 1 do // Continue for all markings in W
12 if ∃m′ ∈ Q, a′ ∈ Σ : (m′, a′, Wi) ∈ δ ∧ (a′ = a ∨ (a = ⊥ ∧ m′ = q0)) then
13 P := 〈(m′, a′, Wi)〉 // Found path from a (or initial marking)

14 while tar(P|P |−1) �= m do P := P ·F [tar(P|P |−1)]
15 return P // Shortest path from a (or q0) to m

16 forall the e ∈ δ : src(e) ∈ (S \ W ) ∧ tar(e) = Wi do
17 W := W ·〈src(e)〉 // Add predecessor markings of m to W
18 F [src(e)] := e // Direct the source markings towards m

19 return 〈〉 // No path from a (or q0) is found (should never occur)

Once we have found the maximum fitting subsequence σ̂ for a given model
and log trace, we still have to determine which model moves should be applied
to form a path through the original model. This can be achieved by using the
TCG and traversing σ̂ in a backwards fashion as we show in Algorithm1.

We first construct a path MFP from the subsequence σ̂ (line 3), in the exam-
ple from Fig. 2 with σ̂ = 〈D,E〉 (see also Fig. 3 for an illustration of the path



242 V. Bloemen et al.

p1p2 p1p5

p2p4 p2p6

p3p5 p4p5

p5p6 p7

p1p5 p4p5

p5p6 p7

p0

p2p3p3p5p5p6

p7

B
σ̂0 = Dσ̂1 = E

G

q0

q8q9

γ =
F � D E B �
� B D E � G

t1 t3 t4 t6

Fig. 3. Path construction using Algorithm 1 on the example from Fig. 2 for a maximum
fitting subsequence σ̂ = 〈D, E〉 � 〈F, D, E, B〉. Markings in the grey region are not
part of the path. The resulting alignment γ is shown on the right.

construction process) this would be MFP = 〈(Q0,D, Q8), (Q8, E, Q9)〉. Then in
line 4, a backward search procedure (BWD) is called to search for a path P in the
marking graph from an E-edge to the final marking (p7).

The BWD procedure takes a target marking m, label a and search space S as
arguments. A sequence W is maintained to process unvisited markings from S
and a mapping F : Q → δ is used for reconstructing the path. Starting from the
target marking m (which is W0), the procedure searches for edges e directing
towards m in line 16–18 such that src(e) is in S and not already visited. For
every such edge e, its source is appended to W (to be considered in a future
iteration) and src(e) is mapped to e for later path reconstruction.

Following iterations of the for loop in line 11–18 consider a predecessor Wi of
m and search for edges directing to Wi. This way, the search space is traversed
backwards in a breadth-first manner, resulting in shortest paths to m.

In line 12–15 the BWD procedure checks whether there is an edge m′ a−→ Wi

for some m′ (or an edge q0
a′
−→ Wi for arbitrary a′ in case a = ⊥) and if so,

constructs a path towards m in line 14 which is then returned. In the example,
the path 〈(p3p5, E,p5p6), (p5p6, G,p7)〉 will be returned for the first BWD call.

After the first BWD call, the main function iterates backwards over all remain-
ing edges from MFP (line 5–6) to create paths between σ̂i and σ̂i+1, which are
inserted in the path before P . Finally, in line 7 a path from the initial marking
q0 towards the first label σ̂0 is inserted before P to complete the path (here the
label is set to ⊥ to search for q0 in the BWD procedure).

In the example we first compute the path 〈(p3p5, E,p5p6), (p5p6, G,p7)〉 in
line 4, then after line 5–6 we insert the path 〈(p2p3,D,p3p5)〉, and in line 7
we insert the path from the initial state q0 = p0, 〈(p0, B,p2p3)〉 to create the
complete minimal-length path P in the marking graph such that σ̂ � λ(P ).

The alignment can be reconstructed by marking all events in the maximum
fitting subsequence as synchronous moves, by marking the remaining labels in
the log trace as log moves, and inserting the model and silent moves (as computed
by Algorithm 1) at the appropriate places.
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Note that the TCG algorithm does not exactly compute an alignment for
the cost function csync. The backwards BFS does ensure a shortest path through
the model from the initial to the final marking while synchronizing with the
maximum fitting subsequence. However, there might exist a different maximum
fitting subsequence that leads to a different path through the model with a
lower total cost (fewer model moves). This can be repaired by computing the
alignments for all maximum fitting subsequences. If the marking graph contains
cycles, the corresponding markings get contracted to a single state in the TCG
with a self-loop for each activity in the cycle. Also, the TCG may in theory con-
tain exponentially more states than there are markings in the marking graph.
However, in industrial models (Sect. 7.3), we found that in many cases the num-
ber of states in the TCG is at most two times more than the number of markings
in the marking graph.

7 Experiments

For the experiments, we considered two types of alignment problems. On the one
hand, a large reference model accompanied by an event log consisting of a single
log trace, and on the other hand a smaller reference model accompanied by an
event log of many traces. All experiments were performed on an IntelR© Coretm

i7-4710MQ processor with 2.50 GHz and 7.4 GiB memory. For all experiments,
we have set a timeout of 60 s. When computing averages, a timeout also counts
as 60 s.

We investigate differences between the alignments resulting from using the
standard- and max-sync cost functions, and compare alignment computation
times for A* (with ILP, using the implementation from RapidProM [12]) and
the symbolic algorithm (implemented in the LTSmin model checker [13]). We
further investigate specific alignment problems, cases C2 and C3 as discussed
in Sect. 4. Finally, we also look at models accompanied by many log traces to
compare the performance of the TCG algorithm (implemented in ProM [14])
with the other algorithms. For all large models with singleton log traces we
used 8 threads for computing alignments, and for smaller models with many log
traces we only used a single thread per alignment computation2. All results are
available online at https://github.com/utwente-fmt/MaxSync-BPM2018.

7.1 Experiments Using Large Models and Singleton Event Logs

Model Generation. Using the PTandLogGenerator [15] we generated Petri
net models with process operators and additional features set to their defaults;
where the respective probabilities for sequence, XOR, parallel, loop, OR are set
to 45%, 20%, 20%, 10%, and 5%. The additional features for the occurrence of
silent and duplicate activities, and long-term dependencies were all set to 20%.
2 We consider multi-threaded experiments not as useful in this scenario, as the problem

can be parallelized by dividing the log traces over the different threads and computing
the alignments independently.

https://github.com/utwente-fmt/MaxSync-BPM2018
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To examine scalability we ranged the average number of activities from 25,
50, and 75, resulting in respectively 110, 271, and 370 transitions on average. For
these settings, we generated 30 models (thus 90 in total) and generated a single
log trace per model. For this log trace we added 10%, 30%, 50%, and 70% noise
in three different ways (thus 12 noisy singleton logs are created); by (1) adding,
removing and swapping events (resembling case C4), (2), by only adding events
(resembling case C3), and (3) by only removing events (resembling case C2). In
total there are 1,080 noisy singleton logs. We first consider noise of type 1.

Alignment Differences. In Table 1 we compare the resulting alignments, pro-
duced by Sym, for the different cost functions. When comparing the overall
results of cst and csync (rightmost column), we observe that csync uses about
43% fewer log moves, which are added as synchronous moves. However in doing
so, more than six times as many model moves are required.

When looking at an increase in the amount of noise, the relative difference
between the number of log moves remains the same, while this difference in
model moves slightly drops. When increasing the number of activities from 25
to 75, We observe an increase in the number of model moves for csync from 3.2
times to 9.3 times as many compared to cst. As a corresponding result from this
effect, the difference between log moves from csync and cst stays relatively the
same for increasing activities.

We conclude that for csync the relative reduction in log moves stays mostly
the same, when fluctuating the amount of noise or size of the model. The size of
the model seems to greatly affect the number of model moves for csync, making
alignments from cst and csync more diverse for larger models.

Table 1. Comparison between alignments generated using the cst and csync cost func-
tions. The numbers show averages, e.g., the value of 2.3 in the top-left corner denotes
the average number of log moves for all computed alignments for which 10% noise is
added, using the cst cost function.

Noise added (add, remove, swap) Number of activities Average
10% 30% 50% 70% 25 50 75

cst csync cst csync cst csync cst csync cst csync cst csync cst csync cst csync
Log 2.3 1.3 6.5 3.6 9.4 5.4 10.9 6.3 4.7 3.2 8.9 4.6 8.4 4.5 7.0 4.0
Model 2.0 15.7 4.6 30.9 5.8 35.3 6.2 38.1 3.3 10.7 5.6 39.1 5.4 50.2 4.5 29.4
Sync 28.5 29.6 20.9 23.7 16.8 20.8 14.5 19.1 13.8 15.4 23.2 27.5 29.4 33.3 20.6 23.6
Silent 17.3 24.4 14.7 30.4 13.6 35.3 12.8 35.1 10.0 13.3 16.2 39.6 21.6 51.6 14.7 31.0

Performance Results. We observed that while Sym is faster in computing
alignments than the A* algorithm on cst (it takes on average 15.8 s for computing
an alignment using A* and 10.5 s for Sym), for the csync cost function A* is
outperforming the symbolic algorithm (13.7 s for A* and 16.5 s for Sym). This
has to do with the effect that the symbolic algorithm will explore the entire
model before attempting a single log move whereas A* does not.
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7.2 Alignment Problems that only Add or Remove Events

Alignment Differences. In Table 2 we compare the resulting alignments for
adding or removing events. When inspecting the Add case, we find that the cst
already avoids model moves for the most part as we would expect. Moreover,
there are only small differences between alignments from cst and cadd. For csync,
many model moves may be chosen to increase the number of synchronous moves.
These additional synchronous moves are arguably not part of the ‘desired’ align-
ment since they require a large detour through the model.

When removing events from the log trace, the cst cost function is only partly
able to describe the removal of events as it still chooses log moves. The csync
cost function does not take any log moves as this maximizes the number of
synchronous moves, making it equal to crem. When comparing cst and csync,
we could argue that for the Add case, the cst cost function better represents a
‘correct’ alignment and for the Rem case csync is better suited.

Performance Results. We observed that for cst, A* performs relatively bad for
the Rem case (14.1 s on average), but significantly better for csync (2.3 s on aver-
age). We argue that A* for cst tries to perform many log moves, that results in a
lot of backtracking, while for csync the algorithm avoids log moves entirely. The
symbolic algorithm uses 6.6s and 7.3s on average for cst and csync respectively.
For the Rem case, we do not observe a significant difference in the performance
times when considering crem, i.e., removing the log moves. This is because both
algorithms already avoid log moves for the csync cost function.

For the Add case, both A* and Sym require more time for computing align-
ments for csync than for cst. When removing model moves (cadd), A* and Sym
perform in respectively 36% and 77% of the time required for cst (thus 3.4 s and
9.3 s). By removing the model moves, both algorithms no longer have to explore
a large part of the state-space and only have to decide on which log moves,
synchronous and silent actions to chose, which is especially beneficial for A*.

Table 2. Comparison between alignments generated using the cst and csync cost func-
tions for alignment problems, where noise only consist of adding (Add) or removing
(Rem) events. The cost functions cadd and crem are variations on cst such that model
and log moves respectively have a cost of ∞

Log events added (Add) Log events removed (Rem)
10% 30% 50% 10% 30% 50%

cst csync cadd cst csync cadd cst csync cadd cst csync crem cst csync crem cst csync crem
Log 3.1 2.0 3.1 7.5 5.1 7.6 10.6 7.4 10.8 0.3 0.0 0.0 1.0 0.0 0.0 2.5 0.0 0.0
Model 0.0 13.1 0.0 0.1 21.6 0.0 0.2 23.1 0.0 3.0 3.3 3.3 6.3 7.7 7.7 8.0 11.9 11.9
Sync 29.4 30.5 29.4 26.5 28.9 26.4 24.1 27.4 23.9 30.3 30.7 30.7 21.0 22.0 22.0 13.9 16.4 16.4
Silent 16.3 23.6 16.2 15.5 31.0 15.4 14.0 30.0 13.8 18.4 18.5 18.5 16.0 16.7 16.7 13.2 16.0 16.0
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7.3 Experiments Using Event Logs with More Traces

We now consider smaller models that have to align many log traces. For our
experiments, we selected 9 instances from the 735 industrial business process
Petri net models from financial services, telecommunications and other domains,
obtained from the data sets presented in Fahland et al. [16].

For our selection, we computed the transitive closure graph (TCG) and con-
sidered the instances for which we were able to compute TCG within 60 s. From
this set, we selected the 9 most interesting cases, e.g., the models with the largest
Petri net models, largest marking graphs, largest TCG graph, and largest TCG
construction time. On average the marking graph contains 108 markings and the
TCG 134 states. In the worst case, the number of states in the TCG was 200,
which doubled the number of markings in the marking graph. We did not find a
large difference between the performance results of the individual experiments.

For each model, we generated a set of 10, 100, 1,000, and 10,000 log traces for
10%, 30%, 50%, and 70% noise added by adding, removing, and swapping events.
Thus in total, we have 16 event logs per model. We compared the performance of
the TCG algorithm with that of A* using a single thread. We also experimented
with the symbolic algorithm, but its setup time per alignment computation is
too large to provide meaningful results. Note that in our experiments, we only
consider the csync cost function. The TCG algorithm is not applicable to the cst
cost function.

Table 3. Alignment computation time (in milliseconds) for models with many log
traces. TCG-comp, TCG-align, and TCG respectively denote the time for computing
the TCG, the time for aligning all log traces, and the sum of the two.

Log size TCG-comp TCG-align TCG A*
10 272 9 281 426

100 269 20 289 3,539
1,000 265 161 426 13,247

10,000 274 1,542 1,936 33,906

Noise TCG A*
10% 727 9,320
30% 729 13,919
50% 750 14,199
70% 727 13,679

Results. The results are summarized in Table 3. On average, the TCG algorithm
used 270 ms for computing the transitive closure graph. When increasing the
number of log traces (left table), we see that the preprocessing step of the TCG
algorithm remains a significant part of its total time for up to 1,000 log traces.
The A* algorithm has to create a synchronous product of the model and log
trace for each instance, and expectedly takes more time in total. For 10,000 log
traces, A* is 17 times slower than the TCG algorithm. But even for 10 log traces,
the TCG algorithm outperforms A* by almost a factor of two.

When comparing the results for different amounts of noise (right table), we
see practically no difference in the computation times for the TCG algorithm.
The A* algorithm does require significantly more time for 30%, 50%, and 70%
noise compared to the 10% case. We argue that from 30% noise onwards, A* has
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to visit most of the state-space to construct an optimal alignment. In the TCG
algorithm, noise does not seem to affect its performance.

8 Related Work

One of the earliest works in conformance checking was from Cook and Wolf [17].
They compared log traces with paths generated from the model.

One technique to check for conformance is token-based replay [4]. The idea
is to ‘replay’ the event logs by trying to fire the corresponding transitions, while
keeping track of possible missing and remaining tokens in the model. However,
this technique does not provide a path through the model. When traces in the
event log deviate a lot, the Petri net may get flooded with tokens and the tokens
do not provide good insights anymore.

Alignments were introduced [5,7] to overcome the limitations of the token-
based replay technique. Alignments formulate conformance checking as an opti-
mization problem, i.e., minimizing the alignment cost-function. Since its intro-
duction, alignments have quickly become the standard technique for conformance
checking along with the A* algorithm for computing alignments [9]. In previous
work [8] we presented the symbolic algorithm for alignments and we analysed
how different model characteristics influence the computation times for cst.

For larger models, techniques have been developed to decompose the Petri
net in smaller subprocesses [18]. For instance, fragments that have a single-entry
and single-exit node (SESE) represent an isolated part of the model. This way,
localizing conformance problems becomes easier in large models. It would be
interesting to combine the TCG algorithm with such decomposed models.

A sub-field of alignments is to compute a prefix-alignment for an incom-
plete log trace. This is useful for analysing processes in real-time instead of
a-posteriori. Several techniques exist for computing prefix-alignments [7,19].
The TCG approach that we introduced in this paper could also be suitable
for computing prefix-alignments. Recently, Burattin and Carmona [20] intro-
duced a technique similar to the TCG approach, in which the marking graph
is extended with additional edges to allow for deviations. However, it cannot
guarantee optimality as a single successor marking is chosen per event, while
instead we consider all possible successors and can, therefore, better adapt for
future events.

In a more general setting, conformance checking is related to finding a longest
common subsequence, computing a diff, or computing minimal edit distances.
Here, the problem is translated to searching for a string B from a regular lan-
guage L such that the edit distance of B and an input word α is minimal [21].

9 Conclusion

In this paper, we considered a max-sync cost function that instead of minimizing
discrepancies between the log trace and the model, maximizes the number of
synchronous moves. We empirically evaluated the differences with the standard
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cost function, compared the alignment computation times. The max-sync cost
function also lead to a new algorithm for computing alignments.

We observed that in general, a considerable amount of model moves may
be required to add a few additional synchronous moves, when comparing max-
sync with the standard cost function. However, when alignment problems are
structured such that log moves are on a lower granularity than the model, a
max-sync cost function may be better suited. We also observed a significant
performance improvement in alignment construction if alignments can be formed
without taking any model moves or without any log moves.

On industrial models with many log traces, we showed that our new algo-
rithm, which uses a preprocessing step on the model, is an order of magni-
tude faster in computing alignments on many log traces for the max-sync cost
function.

We conclude that the max-sync cost function is complementary to the stan-
dard one as it provides an alternative view that may be preferable in some
contexts, and it may also significantly reduce the alignment construction time.
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Abstract. New and compelling regulations (e.g., the GDPR in Europe)
impose tremendous pressure on organizations, in order to adhere to
standard procedures, processes, and practices. The field of conformance
checking aims to quantify the extent to which the execution of a process,
captured within recorded corresponding event data, conforms to a given
reference process model. Existing techniques assume a post-mortem sce-
nario, i.e. they detect deviations based on complete executions of the
process. This limits their applicability in an online setting. In such con-
text, we aim to detect deviations online (i.e., in-vivo), in order to provide
recovery possibilities before the execution of a process instance is com-
pleted. Also, current techniques assume cases to start from the initial
stage of the process, whereas this assumption is not feasible in online
settings. In this paper, we present a generic framework for online con-
formance checking, in which the underlying process is represented in
terms of behavioural patterns and no assumption on the starting point
of cases is needed. We instantiate the framework on the basis of Petri
nets, with an accompanying new unfolding technique. The approach is
implemented in the process mining tool ProM, and evaluated by means
of several experiments including a stress-test and a comparison with a
similar technique.

Keywords: Conformance checking · Online processing
Behavioural patterns · Stream processing · Petri nets · Unfoldings

1 Introduction

Organizations are facing challenges that arisie by digital transformation. Impor-
tant concerns to face are the way processes are managed, their strategic align-
ment w.r.t. the organization’s goals and their compliance with respect to applica-
ble regulations. An example of these challenges is the compliance with the new
regulations on the protection of data in Europe, i.e. GDPR1, where unprece-
dented requirements on the use of data of EU citizens by organizations will
1 See http://eur-lex.europa.eu/eli/reg/2016/679/oj.
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be applicable from May 2018. Are current business processes in organizations
aligned with these new regulations?

Conformance checking is acknowledged as one of the key enabling technolo-
gies for verifying compliance monitoring of regulations [11]. It compares (pre-
scriptive) process models to the actual execution of a process, and allows us to
pinpoint deviations. The detection of compliance problems can be narrowed to
the set of detected deviations [1]. In spite of being a powerful aid, a rigid explo-
ration of conformance checking techniques has only been performed relatively
recently [2,4,8,14,17,18,20–22].

A widespread application mode of conformance in literature is post-mortem:
the relation between the model and the observed behaviour is computed, assum-
ing that traces of observed process behaviour are complete. Such analysis, though
meaningful and accurate, only allows us to detect deviations after they occurred,
which, in some contexts, is too late. For example, consider the case where a trace
of process behaviour represents the treatment of a patient during her life, and
the model encompasses the clinical guidelines to follow for a given disease.

In contrast, online conformance checking techniques consider a live, real-time
stream of events as input, where every event belongs to a particular case, i.e.
process instance. As such, several different unfinished (running) cases at any
position in the stream need to be considered [4,22]. Moreover, in real scenarios
cases may start at different points in the process, not necessarily in its initial
stage, e.g. a patient process being monitored in the middle of her clinical life.
Such warm start mode of online conformance checking allows us to not only
analyze cases from which the full history is available, but also those cases that
lack historical process information.

In this paper, we present a novel framework, accompanied with a correspond-
ing instantiation that builds on top of the notion of Petri net unfoldings [13], that
enables the application of online conformance checking in warm start settings.
To the best of our knowledge, this is the first solution for this important problem.
We present a framework that relies on the notion of behavioural patterns, i.e.,
relations between process activities. In particular, for each possible behavioural
pattern, the number of different behavioural patterns preceding/following it for a
case is assumed to be known. Subsequently, the approach assesses compliance by
checking whether the expected behavioural patterns are either observed or vio-
lated. Additionally, completeness (is the running case expected to be complete?)
and confidence (is the compliance metric reliable?) values provide a more holistic
view on the compliance of running cases.

We provide an instance of the framework based on weak order relations,
accompanied by an implementation in the process mining framework ProM [19].
We validate the approach by means of a synthetic data set containing models
and traces of varying sizes and a data set containing cases that start in different
stages of the process (warm start). Furthermore we assess the applicability of the
approach on a real data set. We also asses the correlation of the technique w.r.t.
the technique presented in [22], which confirms that our framework provides a
good estimation of conformance.
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Fig. 1. Running example considered throughout this paper.

Table 1. Comparison of offline [2] and online conformance values (as proposed in this
paper) based on the process model in Fig. 1.

Trace Offline Online

Conformance Conformance Completeness Confidence

t1 = 〈A, A1, B, E, F 〉 1.00 1.00 1.00 1.00

t2 = 〈B, C, D, F 〉 0.78 1.00 0.60 1.00

t3 = 〈A, A1, A2, A1, B〉 0.80 1.00 1.00 0.50

t4 = 〈B, C, D〉 0.62 1.00 0.50 0.75

The remainder of the paper is structured as follows. In Sect. 2, we motivate
the need for an online conformance checking technique capable of handling the
warm start scenario. In Sect. 3, we present related work. In Sect. 4, we briefly
present background terminology. In Sect. 5, the general framework is described,
which is instantiated in Sect. 6 for weak order relations. We evaluate the instan-
tiation in Sect. 7. In Sect. 8 we discuss limitations of the work, whereas Sect. 9
concludes this paper.

2 Motivation

Consider the process model reported in Fig. 1. Furthermore, consider some pos-
sible executions of such process and their corresponding conformance values as
reported in Table 1. Trace t1 conforms w.r.t. the model: it represents a possi-
ble complete execution of the process. This information is properly captured by
both the offline technique [2] and our online approach. Execution t2, on the other
hand, is compliant with the process but just from activity B onward, i.e. assum-
ing that the initial activity A was executed yet not observed. Such case is known
as a warm start scenario: we start monitoring ongoing process instances rather
than processes started after monitoring. Our approach is explicitly designed to
deal with this problem by additionally quantifying the completeness of the execu-
tion. Note that, as Table 1 reports, offline approaches do not capture the notion
of completeness, and thus, in case of warm start, the final conformance value
is simply decreased. Trace t3 suffers from the opposite problem: it conforms
to the process model only up-until activity B, i.e., we expect to observe future
behaviour. If we do not assume to be in a post-mortem scenario, this trace has no
conformance problem, but is simply partial. Our approach is designed to explic-
itly handle this problem by quantifying the confidence of the execution, i.e. the
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degree of reliability of the reported conformance metric. Again, Table 1 shows
that offline techniques cannot handle this situation. The combination of the last
two problems is present in trace t4, i.e. the trace captures an intermediate exe-
cution of the process which conforms the model but lacks initial and final parts
of the execution. The offline approach reports a conformance of 0.62, whereas
the online approach indicates that, subject to incompleteness and a little lack of
confidence, the behaviour as seen conforms to the model.

3 Related Work

Until recently, conformance checking has only focused on relating modeled and
observed behaviour in a post-mortem fashion. Techniques for this task have
been proposed, with different assumptions and guarantees. Among existing tech-
niques, we observe: rule-based [14,20], token replay-based [14], and alignment-
based techniques [2,3,8,17,18,21]. The work presented in this paper can be seen
as an evolution of the rule-based approaches, where important new features, i.e.
from offline to online and the warm start capability, have been properly incor-
porated.

For online conformance checking, we identify two research lines. In [22] the
authors propose to compute prefix-alignments, i.e. providing explanations for
prefixes of complete behaviour. Unfortunately the complexity requirements are
high and the technique is unable to handle the warm start scenario. An alter-
native approach is presented in [4], where all the possible deviations are pre-
computed on top of the model behaviour, which is used to walk through the
input stream.

4 Background

4.1 Process Models and Behavioural Patterns

We do not assume a specific process modelling formalism, yet we do assume
process models to be defined in context of collections of activities. As such,
we assume a process model to constrain the relative ordering of its activities,
e.g. reconsider the BPMN diagram in Fig. 1, which specifies that we are able
to execute activity A prior to activity A1, yet the reverse is not the case. We
furthermore assume the execution process activities to be atomic. A model M
is potentially an imperative model, e.g. BPMN, Petri net or EPC. The only
requirement we impose on the considered model(s) is the fact that we are able
to deduce a language in terms of the activities it is defined upon.

Given a process model, with a corresponding language and relative ordering
on its activities, we assume that we are able to derive more advanced behavioural
relations, i.e. behavioural patterns, such as weak ordering, parallelism, causality
and conflict. Given two activities part of a process model, formally, we define
a behavioural pattern as a relation that the process imposes on them. As an
example, consider the model in Fig. 1, which dictates that activity A is always
followed by activity A1.



254 A. Burattin et al.

Definition 1 (Behavioural Pattern). Given a set of activities A and a set
of possible control-flow relations R, a behavioural pattern is defined as b(a1, a2)
where a1, a2 ∈ A are activities and b ∈ R represents a control-flow relation. An
alternative writing of b(a1, a2) is a1 b a2.

Using the notion of behavioural patterns, we formalize process models as
follows.

Definition 2 (Process Model). A process model B is the set of all
behavioural patterns prescribed by the process, such that B ⊆ R × A × A, where
A is the set of activities and R is the set of possible control-flow relations.

In context of this paper, we are primarily interested in behavioural patterns
induced by the possible sequential ordering of activities, i.e. we take a control-
flow perspective. As such we assume the existence of a universe of control-flow
relations R that allow us to induce behavioural patterns. Examples of control-
flow relations present in R are defined in [15]. Consider for example the weak
order relation. Let’s assume the existence of two activities a1 and a2. They are
in weak order relation, expressed as a1 ≺ a2, if there exists an execution of
the process where a1 occurs before a2. Such relations are used not only for the
formal definition of the process, but also for the definition of our observations:
instances of these relations represent the observable units against which we want
to compute the conformance. For example, consider the BPMN model in Fig. 1.
Based on the semantics of BPMN, we deduce, for the control-flow relation ≺
(weak order relation), to have {(≺, A,A1), (≺, A1, B), . . . , (≺,D, F ), (≺, E, F )}.

4.2 Data Streams

A data stream is typically defined as an infinite sequence of data items. As such,
we define a sequence over set X of length n as a function σ : {1, . . . , n} → X,
and an infinite sequence as σ : N+ → X. We also refer to a sequence using
string representation: σ = 〈x1, x2, . . . , xn〉 where xi = σ(i) ∈ X. In context of
this paper, the streams we observe refer to executions of a certain behavioural
pattern. Therefore, we define an observable unit as a behavioural pattern which
is observed in a process instance.

Definition 3 (Observable Unit). Let C denote the set of case ids, let R
denote the set of control-flow relations and let A denote the set of activi-
ties. Let b ∈ R × A × A denote a behavioural pattern. An observable unit
o = (c, b) ∈ C ×R×A×A is a tuple describing a behavioural pattern b ∈ B that
is observed in context of case id c.

The universe of all possible observable units is defined as O = C ×R×A×A.

For each observable unit we assume to have projection operators to extract
the case id and the pattern i.e. given o = (c, b), πc(o) = c and πb(o) = b.

Definition 4 (Stream of Behavioural Patterns). Given the universe of
observable units O = C ×R×A×A, a stream of behavioural patterns is defined
as an infinite sequence of observable units: S : N+ → O.
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Fig. 2. General idea of the 3 conformance measures computed based on a partially
observed process instance: conformance, completeness, and confidence.

A stream of behavioural patterns can be seen as an unbounded sequence
of observable units where their ordering complies with the time order of the
observable units, as defined by the underlying execution time of the correspond-
ing activities. Note that, a stream of behavioural patterns refers to information
at a high level of abstraction, i.e. when compared to the commonly used stream
of executed process events [5]. However, under specific circumstances, e.g. the
behavioural pattern considered in Sect. 6 (we consider a stream of direct follows
relations), a stream of behavioural patterns is easily extracted from a stream of
simple events. We refer to [5,6], where techniques to convert a stream of events
to a stream of behavioural patterns are described.

5 Online Conformance Checking Using Behavioural
Patterns

In this section we present conformance checking in terms of behavioural pat-
terns. We first present the envisioned requirements for an online conformance
checking approach after which we propose a generic framework that fulfills these
requirements.

5.1 Problem Statement

Existing conformance checking techniques quantify conformance using one spe-
cific metric, typically in terms of compliance or deviation costs. In online settings
however, we suffer both from the fact that we perform in-vivo analysis, i.e. new
event data is likely to be observed in the future, as well as the warm start
scenario. Using only one metric to express conformance, therefore, leads to mis-
leading results, i.e. cases that already started and/or that are not finished yet
get falsely penalized for this. To solve these issues, we propose a breakdown of
conformance in:

1. Conformance: Indicating the amount of correct behaviour observed thus-far;
2. Completeness: Indicating whether the entire trace is observed since the begin-

ning.
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3. Confidence: Indicating the possibility that the conformance score remains
stable.

Consider Fig. 2 in which we graphically illustrate the proposed conformance
metrics. Conformance is based on the current knowledge of a case, witnessed by
the observed behaviour. Completeness indicates the degree to what behaviour is
potentially missed for a case. Confidence signifies to what degree we are able to
trust the conformance metric, i.e. if more behaviour is expected in the future,
deviations may occur later as well.

5.2 Process Representation

The foundation of our online conformance checking technique is the notion of
behavioural pattern. Hence, we need a model capturing the following informa-
tion:
1. The set of behavioural patterns prescribed by the model;
2. For each behavioural pattern, the minimum and maximum number of distinct

prescribed patterns that must be observed before, since the beginning of the
case;

3. For each behavioural pattern, the minimum number of distinct patterns still
to observe in order to reach the end of the process (as prescribed by the
reference model).

We formalize such (process) model as follows.

Definition 5 (Process Model for Online Conformance (PMOC)). A
process model for online conformance (PMOC) M = (B,P, F ) is defined as
a triplet containing the set of prescribed behavioural patterns B. Each pattern is
defined according to Definition 1. P contains, for each behavioural pattern b ∈ B,
the pair of minimum and maximum number distinct prescribed patterns (i.e., B)
to be seen before b. We refer to these values as Pmin(b) and Pmax(b). Finally,
for each pattern b ∈ B, F (b) refers to the minimum number of distinct patterns
(i.e., B) required to reach the end of the process from b.

5.3 Computing Online Conformance Metrics

The procedure for the online computation of the conformance checking is
reported in Algorithm 1. The algorithm requires a stream of behavioural patterns
(cf. Definition 4) and a PMOC (cf. Definition 5) as input. The algorithm initial-
izes two maps/functions: obs and inc (lines 1–2). Given a case id as key, these
maps store the set of observed prescribed behavioural patterns and the number
of observed patterns not prescribed. Note that, for each case, the amount of data
to store is bounded by the model, and thus, constant w.r.t. the stream.

The online conformance procedure has an infinite loop to process the
unbounded stream of behavioural relations (lines 3 and 4). The procedure is
then split into 3 steps: (i) updating the maps; (ii) computing the conformance;
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Algorithm 1: Online conformance computation
Input: S: stream of behavioural patterns

M = (B,P, F ): process model for online conformance

1 Initialize map obs // Maps case ids to (finite) set of observed prescribed patterns
2 Initialize map inc // Maps case ids to integers
3 forever do
4 (c, b, t) ← observe(S) // New observable unit from the stream

// Step 1: update internal data structures
5 if b ∈ B then
6 obs(c) ← obs(c) ∪ {b} // If b already in obs(c), then no effect
7 else
8 inc(c) ← inc(c) + 1

// Step 2: compute online conformance values

9 conformance(c) ← |obs(c)|
|obs(c)| + inc(c)

10 Notify new value of conformance(c)
11 if b ∈ B then
12 if Pmin(b) ≤ |obs(c)| ≤ Pmax(b) then
13 completeness(c) ← 1
14 else

15 completeness(c) ← min

{
1,

|obs(c)|
Pmin(b) + 1

}

16 confidence(c) ← 1 − F (b)

maxb′∈B F (b′)
17 Notify new values of completeness(c) and confidence(c)

// Step 3: cleanup
18 if size of obs and inc is close to max capacity then
19 Remove oldest entries from obs and inc

and (iii) housekeeping. In the first step (lines 5–8) the obs and inc data struc-
tures are updated with the new observation: if the pattern refers to prescribed
relation, then it is added to the obs(c) set2. Otherwise, the value of incorrect
observations is incremented.

The second step of the algorithm (lines 9–7) computes the actual confor-
mance. The conformance for a (partial) process instance c is calculated in line 9:
the number of distinct observed prescribed patterns in c (i.e., |obs(c)|) divided
by the sum of the number of prescribed observed patterns and the incorrect
patterns (i.e., |obs(c)| + inc(c)). We quantify, in the interval [0, 1], the cor-
rect behaviour observed, where 1 indicates full conformance (i.e., no incorrect
behaviour) and 0 indicates no conformance at all (i.e., only incorrect behaviour).
Completeness and confidence are updated only when a prescribed behavioural
pattern is observed (line 11) since they require to locate the pattern itself in
the process. Specifically, the completeness of process instance c is calculated
in lines 12–15. It depends on whether the number of distinct behavioural pat-
terns observed so far is within the expected interval for current pattern b (i.e.,

2 If obs has no key c, obs(c) returns the empty set. If inc has no key c then inc(c)
returns 0.



258 A. Burattin et al.

Pmin(b) ≤ |obs(c)| ≤ Pmax(b)3) or not. In the former case, we assume complete-
ness is perfect (therefore value 1). In the latter case, the problem could be due
to two reasons: we observe less patterns than expected (|obs(c)| < Pmin(b))
and in this case we have the ratio of observed pattern over the minimum
expected. Alternatively we observe more behavioural patterns than expected
(|obs(c)| > Pmax(b)) and in this case we assume a completeness value of 1. Note
that this last case could represent a “false positive”: we count the number of
observed correct patterns without checking which exact patters we are dealing
with. This approximation is imposed by online processing constraints. Finally,
the confidence of case c is calculated in line 16 as 1 minus the ratio of pat-
terns still to observe (i.e., F (b)) and the overall maximum number of future
patterns (i.e., maxb′∈B F (b′)). Confidence also ranges in [0, 1]: 1 indicates strong
confidence (i.e., the execution reached the end of the process), 0 means low con-
fidence (i.e., the execution is still far from completion, therefore there is room
for changes). Observe that, the metrics computed by the algorithm implement
the metrics described in the problem statement section (cf. Subsect. 5.1).

The third step of the algorithm (lines 18, 19) consists of cleanup operations.
Specifically, only a finite amount of memory is available: we can store only some
process instances. This step of the algorithm takes care of that: once the size of
obs and inc reaches the memory limit, oldest entries are removed. For the sake
of readability, we do not focus on the actual procedures to achieve that (cf. [5,6]
for possible solutions).

Suitability of the Algorithm for Online Settings. The computational complexity
of the main loop of the algorithm is constant for each event (given the reference
model as input). Specifically, step 1 (lines 5–8) updates hash maps in constant
time. All computations in step 2 (lines 9–17) require constant time complexity
(note that maxb′∈B F (b′) depends just on the model and can be pre-computed in
advance). Finally, step 3 (lines 18, 19), can be realized to require constant time
complexity (e.g., using LinkedHashMaps). The space required by the procedure
is bounded by an imposed maximum number of keys in obs and inc. Then, since
obs stores sets of prescribed behavioural patterns (which are finite) and inc stores
just one integer, the whole memory can not grow above the imposed threshold.
Since processing a single event takes a constant amount of time and fixed amount
of space, the procedure is suitable for online processing.

6 Online Conformance Checking Using Weak Ordering
Relations

In this section, we present an instantiation of the framework proposed in this
paper. We do so by computing three matrices out of the original model before

3 Pmin(b) and Pmax(b) refer to the min./max. number of distinct patterns to be seen
before b.
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Fig. 3. General idea of the approach presented in this paper. Steps 1–3 are performed
once, offline. Step 4 is the only online activity.

the actual online analysis. These matrices contain the information about the
possible relations between pairs of activities in the process model (behavioral
patterns) that is needed by PMOC (cf. Definition 5). In particular, for each pos-
sible behavioural pattern, we compute the (min. and max.) number of different
behavioural patterns preceding/following it for each case in the model. The com-
putation of these matrices allows us to retrieve information online in constant
time. The roadmap for the computation of the three matrices out of a process
model is shown in Fig. 3, while each of the steps is described in more detail in
the remaining of the section.

Step 1©: Input Process Models

As mentioned in Sect. 4, we do not assume a specific process modelling formalism.
However, in the context of this particular instantiation, we assume that the
model can be represented as a Petri net, possibly through a transformation from
other process modelling languages (e.g., transforming BPMN into Petri nets
[7]). For instance, Fig. 4 shows the Petri net system representation of the BPMN
process in Fig. 1, where transitions, places, arcs and tokens are represented as
squares, circles, directed black arrows and black dots, respectively.

Given a (transformed) Petri net, an additional reverse net is computed. The
reverse net is a net with the same set of places and transitions as the original
one, but where the direction of the edges is inverted. The use of this additional
net is made clear in Step 3©. Some notions used later in this section relate to the
execution semantics of Petri nets, which we briefly/informally introduce here. A
transition t is enabled iff there is at least one token in each place in the preset
of t. An enabled transition t can be fired and, as a consequence, modifies the
distribution of tokens over the net, thus producing a new marking. The firing
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Fig. 4. Labeled net system of the model in Fig. 1.

of a transition t removes one token from each place in its preset and puts one
token in each place in its poset. Finally, a marking is reachable if it is produced
by the firing of a sequence of transitions. We restrict to Petri nets systems whose
reachable markings contain up to 1 token in every place, i.e. safe Petri nets.

Step 2©: Finite Representation of Process Model Behavior Through
Unfoldings

The information about the behavioral patterns required by our framework can be
extracted by analyzing the state space (markings) of the Petri net. Specifically,
at each marking, the number of behavioral patterns are computed and counted,
and the number of different behavioural patterns preceding/following the last
observed pattern is stored. Nevertheless, if a net is cyclic then the number of
behavioural patterns it can produce is infinite. Several authors have proposed
techniques for computing finite Petri net representations of the behavior of a net
known as complete prefix of an unfolding. For instance, [13] introduces a way to
truncate the unfolding of a net at a finite level, while keeping a representation of
any reachable marking. Then, a framework for constructing a canonical unfolding
prefix, complete with respect to a suitable property, not limited to reachability,
was proposed in [10]. Our own work relies on such a framework, i.e. we compute a
finite fragment of the unfolding capturing enough information about the distinct
behavioral patterns in a net.

The new unfolding, specially developed for this instantiation, analyses each
reachable marking at every possible case and computes the set of behavioral pat-
terns between the transitions (activities) that were fired to reach such marking.
The idea of this new unfolding is to keep firing transitions in the original net
and create new instances of places and transitions whenever they are fired, in
the case of transitions, or visited by a token, in the case of places. Then, the
unfolding stops once it finds information that has been observed before. As a
concrete example, consider the weak order relation between activities. Figure 5
shows the complete prefix unfolding for the running example (unfolding of the
net shown in Fig. 4). Observe that p′

2, p′′
2 and p′′′

2 are instances of the place p2.
However, the unfolding stopped at p′′′

2 because the weak order relations are the
same as those captured at the marking in p′′

2 . In [10], the necessary conditions
that a notion of equivalence between execution states shall satisfy to guarantee
that the complete prefix unfolding is canonical and finite are defined. In our case,
a pair of markings are equivalent if they have (i) the same places, (ii) the same
relations (i.e., weak order) between activities executed to reach such marking,
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Fig. 5. Weak order relation preserving unfolding computed by our new unfolding tech-
nique. The unfolding stops when reaching p′′′

2 since the induced weak order relations
are the same as those observed in p′′

2 .

and (iii) the same set of activities that were lastly executed for reaching such
markings. These conditions allow to prove canonicity and finiteness of the new
complete prefix unfolding.

Step 3©: Computation of PMOC’s Data Structures via Reachability
Graphs

Given the complete prefix unfolding described above, different ways to compute
the weak order relations can be envisioned. For simplicity, in our implementation
we construct the corresponding reachability graph TS = (S, TR, s0). Such graph,
which is always finite, is used to derive the set of allowed weak order relations:
for each state s ∈ S it is possible to compute the set tsin ⊂ TR with all non-silent
transitions immediately leading to s, and the set tsout ⊂ TR with all non-silent
transitions immediately leaving s. In case there is a silent transition connected
to s it is necessary to recursively follow it and retrieve all incoming/outgoing
transitions which will be part of tin/tout. The set

⋃
s∈S{x ≺ y | x ∈ tsin, y ∈ tsout}

represents all weak order relations that can be extracted from TS. A weak order
relation x ≺ y, defined as x entering s ∈ S and y leaving s, might appear several
time in TS. By finding the longest and shortest paths from s0 to all occurrences
of s, and converting these paths into distinct weak order relations, it is possible to
identify the minimum and maximum number of weak order relations preceding
x ≺ y.

For the purpose of this paper we do not only require the minimum and
maximum number of relations preceding a given one, but also the minimum
number of relations required to reach the end of the model. Thus, we use the
reverse net for computing such information by computing the complete prefix
of the reverse net (reusing the methodology in Step 2©), and then counting
the distinct relations over the corresponding reachability graph.4 Observe that

4 In general, not all Petri nets can be reversed for computing the minimal number of
relations to reach the end. Hence, for computing confidence, we assume in the real-
ization of the framework presented in Sect. 6 a proper subclass, i.e., sound workflow
nets.
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Fig. 6. Performance of the system during a stress test involving 2 million events.

by inverting the direction of the weak order relations in the reverse net, we
obtain information referring to the end of the model: the distances now refer to
the minimum/maximum number of relations to reach the end. The techniques
described in this section allow the computation of the information needed to
have a proper process model abstraction for online conformance checking (cf.
Definition 5).

7 Experimental Evaluation

In this section, we present an experimental evaluation of the proposed techniques
in terms of performance, as well as its indicative power of conformance. We
additionally compare our technique against an alternative, state-of-the-art online
conformance checking technique. The proposed technique is available as ProM
plugin.5

7.1 Stress Test

We performed a stress test of our prototype. We randomly generated a BPMN
model containing 64 activities and 26 gateways. The model was then used to
simulate an event stream of 2 million events6. The test was performed on a
standard machine, equipped with Java 1.8(TM) SE Runtime Environment on
Windows 10 64 bit, an Intel Core i7-7500U 2.70 GHz CPU and 16 GB of RAM.
Results of the test are reported in Fig. 6. After an initial phase, when the con-
structed data structures were still in memory, the Java Virtual Machine was
able to remove these unreferenced objects. This explains the drop in the mem-
ory and the stabilization of the processing time, after about 100k event. From
that moment on, the memory used remained permanently around 100 MB and
the average processing time persisted below 0.009 ms/event.

This test shows that the implemented prototype is capable of sustaining
a high load of events on a standard laptop machine. Moreover, we observe
that both the processing time and memory usage show a relatively stable, non-
increasing trend. This aligns well with our expectations and the general require-
ments of data stream analysis.
5 See https://svn.win.tue.nl/repos/prom/Packages/StreamConformance/.
6 Models and streams available at https://doi.org/10.5281/zenodo.1194057.

https://svn.win.tue.nl/repos/prom/Packages/StreamConformance/
https://doi.org/10.5281/zenodo.1194057
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7.2 Correlation with Alternative Conformance Metrics

In this section, we examine the correlation of the proposed metrics with the
alternative described in [22], which reports a potential deviation in terms of
costs, rather than a conformance metric. Hence, the higher the cost of deviation,
the less conformance. As the metric in [22] is a more informed technique (at the
expense of using more memory) than the one proposed in this paper, a correlation
between both metrics shows that our technique reflects online conformance well.

We generated 12 random process models [9] with number of activities accord-
ing to a triangular distribution with lower bound 10, mode 20, and upper bound
30. We did not include duplicate labels, a probability of 0.2 for addition of silent
activities, moreover, the probability of control-flow operator insertion was: 0.45
for sequence, 0.2 for parallel and xor-split operators, 0.05 for an inclusive-or oper-
ator and 0.1 for loop constructs. From these models a collection of event logs has
been created (each log contains 1000 traces), subsequently treated as streams by
both techniques. Incremental noise levels (both on a trace- and event-level) were
introduced in the logs. Probability of trace- and event-level noises ranged from
0.1 to 0.5 with steps of 0.1. In order to compute the conformance, the technique
presented in this paper needs, at least, two events. Hence for a fair comparison,
we only consider conformance values from the second event onward, yielding a
total of 2,977,744 analyzed events (See footnote 6).

In Fig. 7 we present a scatter-plot of the conformance metric (this paper)
versus the incremental alignment-based costs (alternative approach). Figure 7a
plots all results, i.e. all events, where the size of the dot indicates the num-
ber of instances for the specific value combination. Spearman’s rank correlation
coefficient for the whole data set (ρ-value) is −0.9538502. As the chart reports,
coordinate (0, 1.0) dominates the data (in 73.4% of cases both techniques agree
on no deviation). Hence, the data is extremely skewed (vast majority of results
at coordinate (0, 1.0)) which explains the strong negative correlation. Nonethe-
less, the result shows that the two metrics generally agree when no deviations
occur. In Fig. 7b, we present the same results but only for combinations in which
at least one of the techniques identifies a deviation. In general, when alignment
costs increases, the conformance metric decreases. However, we observe that
the conformance values are spread around, i.e. we do not observe a clear lin-
ear trend. This is supported by the corresponding ρ-value of −0.2951334, pre-
sented in Table 2, which shows a correlation matrix for non-conforming results
(cf. Fig. 7b) of the conformance metrics presented in the paper and the costs as
defined in [22]. Correlations among the metrics presented in this paper are the
strongest. The fact that completeness and conformance depict the strongest cor-
relation is explained by the fact that the data set in general contains complete
cases. For confidence, weaker correlation is found. Based on the data used, it is
expected that once a case matures, relatively more correct behaviour is observed
than incorrect behaviour. The correlation between costs and completeness is neg-
ligible. For costs and confidence we observe a weak positive correlation: towards
the end of a trace, the likelihood of having observed noise, and thus costs, goes
up.
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Fig. 7. Scatter plots of conformance metric versus incremental alignment costs [22].

Table 2. Correlation matrix (ρ-values, Spearman) for non-conforming results (cf.
Fig. 7b), showing the conformance metrics of this paper and costs as defined in [22].

Metrics from this paper Cost [22]

Conformance Completeness Confidence

Metrics
from this
paper

Conformance 0.52282662 0.3862707 −0.29513342

Completeness 0.1851850 −0.02546182

Confidence 0.25104526

We conclude that the two metrics largely agree when no noise is present
(with a minor number of outliers). When both methods observe deviations, cor-
responding quantifications do not clearly correlate. This is partly due to the fact
that the alignment based approach always explains observations in terms of the
model, whereas the approach in this paper does not. Secondly, the use of weak
order relation as a behavioural pattern leads to the use of a strong abstraction
of the model: this representational bias seems not in-line with the deviation
approximation of the alternative approach.

7.3 Real-World Event Data Test

Finally, we investigated the real event log of an information system manag-
ing road traffic fines for the Italian police [12]. This log has a reference model,
designed with the help of domain experts and regulators [12]. To avoid the
state explosion problem during the computation of the matrices, we removed
self-loops from the model7. Additionally, to focus on most relevant traces, we
discarded all process instances with just one or two activities. The resulting log
contains 316 868 events, over 83 614 cases. The processing of the log, (excluded
the offline computations, and with support for up to 10 000 process instance in

7 This limitation only affects Sect. 6: it is possible to manually define the behavioural
patterns.
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Fig. 8. Online conformance on the road traffic fines log.

parallel) took 44 967 ms (0.14 ms/event). Figure 8 contains the binned results of
the analysis. The x axis reports the different events (by time, grouped in bins
of 3 000 events). The y axes of the charts report conformance, completeness and
confidence levels (grouped in bins of 0.25). Each point represents several events
(bubble size proportional to number of events) but different process instances
can be intertwined. Therefore, two consecutive events could refer to cases with
very different conformance levels (this explains fluctuations). We can see that
the conformance values are mostly at 1: only few events deviated from the refer-
ence model (93.5% of the events have conformance 1 and 99.6% of events have
conformance ≥0.5). Average conformance value is 0.97, suggesting very high con-
formance in general. 99.8% of the events have completeness of 1: most executions
actually started from the beginning with just sporadic warm starts. Finally, con-
fidence has mostly value 1 (99.4% of events). This is due to the specific behaviour
of the process which allows immediate termination of the execution right after
the execution of the first activity.

8 Discussion

The approach presented in this paper can be used to monitor any set of
behavioural patterns, i.e. we represent processes models as sets of prescribed
behavioural patterns and streams as infinite sequences of behavioural patterns.
Because of this, the framework is rather abstract and allows us to monitor any
possible set of relations. Note that we could also use the organizational perspec-
tive, rather than the control-flow perspective. An example relation which might
be relevant for monitoring purposes is whenever pairs of activities have to be per-
formed collaboratively and simultaneously (i.e., cooperation [16]). The provided
instantiation automatically extract instances of weak order behavioural patterns
out of a Petri net and an event stream. We focus on weak order relations since
they are widely used and relatively easy to deduce. Clearly, using more advanced
behavioural patterns such as causality, parallism and/or different perspectives,
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i.e. organizational, requires a corresponding algorithmic design to deduce such
patterns from the process model and/or stream under study.

9 Conclusions and Future Work

In this paper we present a generic approach to compute the conformance of data
streams against a reference process model. In order to cope with all possible
scenarios, the approach decomposes the actual conformance into 3 metrics: the
actual conformance, the completeness and the confidence. Thus, the technique
can be used on partial executions and on traces already running (i.e., warm
start). Moreover, we provide an instantiation of the generic approach for the
case of weak order relations, which is based on a new unfolding technique. This
instantiation is implemented and available in ProM and it has been verified on
large dataset for stress test, on a real dataset, and it has also been compared
against a prefix-alignment based approach. As future work we plan to inves-
tigate further realizations of the framework, including declarative models, to
understand which behavioural patterns are useful in order to converge towards
optimal approaches bearing in mind that, being online, approximations must be
in place.
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Abstract. In this paper, we propose BINet, a neural network archi-
tecture for real-time multivariate anomaly detection in business process
event logs. BINet has been designed to handle both the control flow
and the data perspective of a business process. Additionally, we propose
a heuristic for setting the threshold of an anomaly detection algorithm
automatically. We demonstrate that BINet can be used to detect anoma-
lies in event logs not only on a case level, but also on event attribute level.
We compare BINet to 6 other state-of-the-art anomaly detection algo-
rithms and evaluate their performance on an elaborate data corpus of
60 synthetic and 21 real life event logs using artificial anomalies. BINet
reached an average F1 score over all detection levels of 0.83, whereas the
next best approach, a denoising autoencoder, reached only 0.74. This F1

score is calculated over two different levels of detection, namely case and
attribute level. BINet reached 0.84 on case and 0.82 on attribute level,
whereas the next best approach reached 0.78 and 0.71 respectively.

Keywords: Business process management · Anomaly detection
Artificial process intelligence · Deep learning
Recurrent neural networks

1 Introduction

Anomaly detection is an important topic for today’s businesses because its appli-
cation areas are so manifold. Fraud detection, intrusion detection, and outlier
detection are only a few examples. However, anomaly detection can also be
applied to business process executions, for example to clean up datasets for
more robust predictive analytics and robotic process automation (RPA). Espe-
cially in RPA, anomaly detection is an integral part because the robotic agents
must recognize tasks they are unable to execute to not halt the process. Natu-
rally, businesses are interested in anomalies within their processes, as these can
be indicators for inefficiencies, insufficiently trained employees, or even fraud-
ulent activities. Consequently, being able to detect such anomalies is of great
value, for they can have an enormous impact on the economic well-being of the
business.
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In today’s digital world, companies rely more and more on process-aware
information systems (PAISs) to accelerate their processes. A byproduct of such
PAISs is an enormous data base that often remains unused. The log files these
systems are storing can be used to extract valuable information about a process.
One key data structure is an event log, which contains information about what
activities have been executed in a process, who executed it, at which time, etc.
These event logs are a great source of information and are frequently used for
different data mining techniques, such as process mining.

In this paper, we propose BINet (Business Intelligence Network), a novel
neural network architecture that allows to detect anomalies on attribute level.
Often, the actual cause of an anomaly is only captured by the value of a single
attribute. For example, a user has executed an activity without permission.
This anomaly is only represented by the user attribute of exactly this event.
Anomaly detection algorithms must work on the lowest (attribute) level, to
provide the greatest benefit. BINet has been designed to process both the control
flow (sequence of activities) and the data flow (see [1]).

Due to the nature of the architecture of BINet it can be used for ex-post
analysis, but can also be deployed in a real-time setting to detect anomalies at
runtime. Being able to detect anomalies at runtime is important because oth-
erwise no counter measures can be undertaken in time. BINet can be trained
during the execution of the process and therefore can adapt to concept drift. If
unseen attribute values occur during the training, the network can be altered
and retrained on the historic data to include the new attribute value in the
future. Dealing with concept drift is also important as most business processes
are flexible systems. BINet is a recurrent neural network architecture and there-
fore can detect point anomalies as well as contextual anomalies (see [12]). BINet
works under the following assumptions.

– No domain knowledge about the process
– No clean dataset (i.e., dataset contains anomalous examples)
– No reference model
– No labels (i.e., no knowledge about anomalies)

In the context of business processes an anomaly is defined as a deviation from
a defined behavior, i.e., the business process. An anomaly is an event that does
not typically occur as a consequence of preceding events, specifically their order
and combination of attributes. Anomalies that are attributed to the order of
activities (e.g., two activities are executed in the wrong order) are called control
flow anomalies. Anomalies that are attributed to the attributes (e.g., a user that
is not part of a certain security group has illicitly executed an event) of events
are called data flow anomalies.

Many anomaly detection algorithms rely on the manual setting of a threshold
value to determine anomalies. We propose an unsupervised method for automat-
ically setting the threshold using a heuristic.

We compare BINet to 6 state-of-the art anomaly detection methods and
evaluate on a comprehensive dataset of 60 synthetic logs and 20 real-life logs,
using artificial anomalies. This work contains four main contributions.
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1. BINet neural network architecture1

2. Automatic threshold heuristic
3. Comprehensive evaluation of state-of-the-art methods.

2 Related Work

In the field of process mining [1], it is popular to use discovery algorithms to
mine a process model from an event log and then use conformance checking
to detect anomalous behavior [2,4,27]. However, the proposed methods do not
utilize the event attributes, and therefore cannot be used to detect anomalies on
attribute level.

A more recent publication proposes the use of likelihood graphs to analyze
business process behavior [5]. Specifically, the authors describe a method to
extend the likelihood graph to include event attributes. This method works on
noisy event logs and includes important characteristics of the process itself by
including the event attributes. A drawback of this method is that the attributes
are checked in a specific order, thereby introducing a bias towards certain
attributes.

A review of classic anomaly detection methodology can be found in [22].
Here, the authors describe and compare many methods that have been proposed
over the last decades. Another elaborate summary on anomaly detection in dis-
crete sequences is given by Chandola in [7]. The authors differentiate between
five different basic methods for novelty detection: probabilistic, distance-based,
reconstruction-based, domain-based, and information-theoretic novelty detection.

Probabilistic approaches estimate the probability distribution of the normal
class, and thus can detect anomalies as they come from a different distribu-
tion. An important probabilistic technique is the sliding window approach [26].
In window-based anomaly detection, an anomaly score is assigned to each win-
dow in a sequence. Then the anomaly score of the sequence can be inferred by
aggregating the window anomaly scores. Recently, Wressnegger et al. used this
approach for intrusion detection and gave an elaborate evaluation in [28]. While
being inexpensive and easy to implement, sliding window approaches show a
robust performance in finding anomalies in sequential data, especially within
short regions [7].

Distance-based novelty detection does not require a clean dataset, yet it is
only partly applicable for process cases, as anomalous cases are usually very
similar to normal ones. A popular distance-based approach is the one-class sup-
port vector machine (OC-SVM). Schölkopf et al. [23] first used support vector
machines [9] for anomaly detection.

Reconstruction-based novelty detection (e.g., neural networks) is based on
the idea to train a model that can reconstruct normal behavior but will fail
to do so with anomalous behavior. Therefore, the reconstruction error can be

1 https://github.com/tnolle/binet.

https://github.com/tnolle/binet
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used to detect anomalies [15]. This approach has successfully been used for the
detection of control flow anomalies [21] as well as data flow anomalies [20] in
event logs of PAISs.

Domain-based novelty detection requires domain knowledge, which violates
our assumption of no domain knowledge about the process. Information-theoretic
novelty detection defines anomalies as the examples that influence an information
measure (e.g., entropy) on the whole dataset the most. Iteratively removing the
data with the highest impact will yield a cleaned dataset, and thus a set of
anomalies.

The core of BINet is a recurrent neural network, trained to predict the next
event and its attributes. The architecture is influenced by the works of Ever-
mann [10,11] and Tax [24], who utilized long short-term memory [13] (LSTM)
networks for next event prediction, demonstrating their utility. LSTMs have
been used for anomaly detection in different contexts like acoustic novelty detec-
tion [18] and predictive maintenance [17]. These applications mainly focus on
the detection of anomalies in time series and not, like BINet, on multivariate
anomaly detection in discrete sequences of events.

The novelty of BINet lies in the tailored architecture for business processes,
including the control and data flow, the scoring system to assign anomaly scores,
and the automatic threshold heuristic.

3 Datasets

As a basis for the understanding of the following sections, we first need to define
the terms case, event, log, and attribute. A log consists of cases, each of which
consists of events executed within a process. Each event is defined by an activity
name and its attributes, e.g., a user who executed the event. We use a nomen-
clature adapted from [1].

Definition 1. Case, Event, Log, Attribute. Let C be the set of all cases and E
be the set of all events. The event sequence of a case c ∈ C, denoted by ĉ, is
defined as ĉ ∈ E∗, where E∗ is the set of all sequences over E. An event log is
a set of cases L ⊆ C. Let A be a set of attributes and V be a set of attribute
values, where Va is the set of possible values for the attribute a ∈ A. Note that
|ĉ| is the number of events in case c, |L| is the number of cases in L, and |A| is
the number of event attributes.

To evaluate our method, we generated synthetic event logs from random
process models of different complexities. We used PLG2 [6] to generate five
process models: Small, Medium, Large, Huge, and Wide. The complexity of the
models varies in number of activities, breadth, and width; for Small to Huge,
activities, breadth, and width increase uniformly, whereas Wide features a much
larger breadth than width. Wide was designed as a challenge because it features
a high branching factor, thereby making it hard to predict the next activity or
attribute. We also use a handmade procurement process model called P2P for
demonstrative purposes because it features human readable activity names.
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Now, we randomly generate logs from these process models, following the
control flow and generating attributes for each event. Each possible sequence of
activities was assigned a random probability sampled from a normal distribution
with μ = 1 and σ = 0.2, so that not all sequences appear equally likely.

To generate the attributes, we first create a set of possible values Va for
each attribute a, with set sizes ranging from 20 to 100. Then we assign random
subsets of Va to each activity, ranging from 5 to 40 in size. When generat-
ing a sequence from the process model, we also sample one possible value for
each attribute in each event. While sampling we enforce long term dependencies
between attributes. For example, 2 of the 10 attribute values of one activity
always occur when 1 of the attribute values for a different event occurred earlier
in the sequence; hence, we model causal relationships between attributes within
sequences.

Table 1. Overview showing dataset information

Name. #Logs #Activities #Cases #Events #Attributes

P2P 10 12 12.5K 102K 0–5

Small 10 20 12.5K 111K 0–5

Medium 10 32 12.5K 73K 0–5

Large 10 42 12.5K 138K 0–5

Huge 10 54 12.5K 100K 0–5

Wide 10 34 12.5K 75K 0–5

BPIC12 1 36 13K 262K 0

BPIC13 3 5–13 0.8K–7.5K 2.4K–66K 2–4

BPIC15 5 355–410 0.8K–1.4K 44K–60K 2–3

BPIC17 2 8–26 31K–43K 194K–1.2M 1

Comp 10 7–18 0.9K–56K 4K–180K 1

In addition to the synthetic logs we also use the event logs from the Busi-
ness Process Intelligence Challenge (BPIC): BPIC122, BPIC133, BPIC154 and
BPIC175. Furthermore, we evaluate our method on 10 real-life event logs of
procurement processes, made available to us by a consulting company. Refer to
Table 1 for information about the datasets.

Like Bezerra [3] and Böhmer [5], we apply artificial anomalies to the event
logs, altering 30 percent of all cases. In addition to the three anomaly types
used in [3,5], we introduced a new, attribute-based anomaly. The anomalies are
defined as follows: Skip, a necessary activity has not been executed; Switch, two

2 http://www.win.tue.nl/bpi/doku.php?id=2012:challenge.
3 http://www.win.tue.nl/bpi/doku.php?id=2013:challenge.
4 http://www.win.tue.nl/bpi/doku.php?id=2015:challenge.
5 http://www.win.tue.nl/bpi/doku.php?id=2017:challenge.

http://www.win.tue.nl/bpi/doku.php?id=2012:challenge
http://www.win.tue.nl/bpi/doku.php?id=2013:challenge
http://www.win.tue.nl/bpi/doku.php?id=2015:challenge
http://www.win.tue.nl/bpi/doku.php?id=2017:challenge
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events have been executed in the wrong order; Rework, an activity has been
executed too many times; Attribute, an incorrect attribute value is set (e.g., a
user does not have the necessary security level).

Notice that we do apply the artificial anomalies to the real-life event logs
as well, which very likely already contain natural anomalies. Thereby, we can
measure the performance of the algorithms on the real-life logs to demonstrate
feasibility while using the synthetic logs to evaluate accuracy.

When applying the artificial anomalies, we also gather a ground truth
dataset. Whenever the anomaly is of type Skip, Rework, or Switch, it is a control
flow anomaly, and hence the activity name attribute is marked as anomalous
for affected events. If the anomaly is of type Attribute, the affected attribute is
marked as anomalous. Hence, we obtain ground truth data on attribute level.
The ground truth data can easily be adapted to case level by the following rule:
A case is anomalous if any of the attributes in its events are anomalous.

We generated 10 flavors of each synthetic process model with different num-
bers of attributes (0, 1, 2, 3, and 5) and different sizes for Va, resulting in 60
synthetic logs. Together with BPIC12 (1 log), BPIC13 (3 logs), BPIC15 (5 logs),
and BPIC17 (2 logs), and the 10 procurement event logs (Comp), the corpus
consists of 81 event logs.

4 Method

In this section we will describe the BINet architecture and all necessary steps
for the implementation.

4.1 Preprocessing

Due to the mathematical nature of neural networks, we must transform the
logs into a numerical representation. To accomplish this, we encode all string
attribute values. Multiple options are available, such as integer encoding or one-
hot encoding. We chose to use an integer encoding, which is a mapping Ia : Va →
N, mapping all possible attribute values for an attribute a to a unique positive
integer. The integer encoding is applied to all attributes of the log, including the
activity name.

We will represent the event logs as third-order tensors. Each event e is a first-
order tensor e ∈ R

A, with A = |A|, the first attribute always being the activity
name, representing the control flow. Hence, an event is defined by its activity name
and the event attributes. Each case is then represented as a second-order tensor
C ∈ R

E×A, with E = maxc∈L |ĉ|, being the maximum case length of all cases in
the log L. To force all cases to have the same size, we pad all shorter cases with
event tensors only containing zeros, which we call padding events (these will be
ignored by the neural network). The log L can now be represented as a third-order
tensor L ∈ R

C×E×A, with C = |L|, the number of cases in log L. Using matrix
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Fig. 1. BINet architecture for a log with two event attributes, supervisor and user

index notation, we can now obtain the second attribute of the third event in the
ninth case with L9,3,2. Now we can define a preprocessor as follows:

Definition 2. Preprocessor Let C, E, and A be defined as above, then a pre-
processor is a mapping P : L → R

C×E×A.

The BINet preprocessor P will encode all attribute values and then transform
the log L into its tensor representation. In the following, we will refer to the
preprocessed log L by F (features), with F = P(L).

4.2 BINet Architecture

BINet is based on a neural network architecture that is trained to predict the
next event, including all its attributes. To model the sequential nature of event
log data, the core of BINet is a recurrent neural network, using a Gated Recur-
rent Unit (GRU) [8], an alternative for the popular long short-term memory
(LSTM) [13].

We must distinguish between the control flow and the data flow aspect of
event log data. Therefore, BINet is composed of two parts: CFNet (control flow)
and DataNet (data flow). CFNet is responsible for predicting the next activity
name of the next event, while DataNet is responsible for predicting all attributes
of the next event.
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Figure 1 shows the internal architecture of BINet. CFNet retrieves as input all
attributes of an event e(t−1) and is trained to predict the activity name of event
e(t), where t is the discrete time step. In the figure we use fact for the activity
name feature and fsupervisor and fuser as examples for attribute features. Note
that the architecture will grow automatically if more event attributes are present.
The output layer of CFNet is one single softmax layer that outputs a probability
distribution p

(t)
act over all possible activity names.

DataNet retrieves as input the activity name of e(t) and the internal state
of the CFNet GRU and is trained to predict all attributes. DataNet will have a
separate softmax layer for each event attribute. Note that DataNet is being fed
the activity name at time t, which is the same time it is predicting the attributes
for. This is crucial because the attributes of an event strongly depend on the
activity. Without this information, DataNet will predict the attributes for the
most likely next activity (based on the internal state of the CFNet GRU), which
can be different from the actual next activity. Because DataNet is only predicting
the attributes of an event and not its activity, using f

(t)
act is legitimate.

BINet is trained on the event log to predict the next event and all its
attributes. After the initial training phase, BINet can now be used for anomaly
detection. This is based on the assumption that an anomalous attribute will be
assigned a lower probability by BINet than a normal attribute.

The last step of the anomaly detection process is the scoring of the events.
Therefore, we use a scoring function in the last layer of the architecture. This
scoring function receives as input the probability distribution p

(t)
a for an attribute

a and the actual value of the attribute f
(t)
a .

A softmax layer outputs a probability distribution over all possible values.
When an event log features 5 different activity names, p

(t)
act will be a first-order

tensor of size 5. Each of the dimensions of p
(t)
act holds the probability that the

softmax layer assigns to one of the 5 possible activity values.
We can now define the scoring function σ as the difference between the proba-

bility of the most likely attribute (according to BINet) and the probability of the
attribute value encountered f

(t)
a , where pa is the probability tensor for attribute

a and an event e, and i is the corresponding index of f
(t)
a in pa.

σ(pa, i) = max
p∈pa

p − pai

The effect of normalization is demonstrated by Fig. 2, which shows three
example cases of a P2P dataset with 2 attributes with and without normaliza-
tion. Without normalization, the scoring function is defined as σ(pa, i) = 1−pai

,
i.e., the inverse probability. We can observe that BINet is able to accurately pre-
dict the activities after the first activity, however, the anomaly scores for the user
attribute are close to 1 because multiple users are permitted to execute an activ-
ity. We can counteract this effect by applying the normalization by confidence
as demonstrated in Fig. 2.
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The complete BINet architecture is then comprised of CFNet, DataNet and
the scoring function σ applied to each softmax layer. We can obtain the anomaly
scores tensor S by applying BINet to the feature tensor F

S = (sijk) ∈ R
C×E×A = BINet(F ),

mapping an anomaly score to each attribute in each event in each trace. The
anomaly score for attributes of padding events will always be 0.

4.3 Training

BINet is trained without the scoring function. The GRU units are trained in
sequence to sequence fashion. With each event that is fed in, the network is
trained to predict the attributes of the next event. We train BINet with a GRU
size of 2E (two times the maximum case length), on mini batches of size 100
for 50 epochs using the Adam [16] optimizer using the parameters stated in the
original paper. We use batch normalization [14] between all layers to counteract
overfitting. Every feature is passed through a separate embedding layer (see [19])
to reduce the input dimension.

Fig. 2. Effect of confidence normalization on BINet anomaly scores (high scores indi-
cate anomalies); anomalies are marked with X

4.4 Detection

An anomaly detector only outputs anomaly scores. We need to define a func-
tion that maps anomaly scores to a label l ∈ {0, 1}, 0 indicating normal and 1
indicating anomalous, by applying a threshold t. Whenever an anomaly score
for an attribute is greater than t, this attribute is flagged as anomalous. To
obtain a separate threshold for each anomaly score in S, we define a threshold
tensor T = α · τ , where τ ∈ R

C×E×A is a baseline threshold tensor and α ∈ R

is a scaling factor. Now we can define the function θ, with inputs S, α, and
τ = (τijk), as

θ(S, α, τ ) = (pijk) =

{
1 if (sijk) > α · (τijk)
0 otherwise

.
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To obtain a baseline threshold τ ∈ R
C×E×A, we propose four different strate-

gies τ0, τe, τa, and τea. In the following we will use N =
∑

c∈L |ĉ| to denote
the number of non-padding events. The first baseline threshold function, τ0, is
defined by the average anomaly score over all cases, events, and attributes.

τ0(S) = (τijk) =
1

NA

C∑
a

E∑
b

A∑
c

(sabc)

It is sensible to use a separate threshold for each event position in a case
because the branching factor can vary for different points in a process model.
Therefore, we define the second baseline threshold function, τe, based on the
position of an event e in a case c.

τe(S) = (τijk) =
1

CA

C∑
a

A∑
c

(sajc)

It is also sensible to use a separate threshold for each attribute because Va

has a different size for each event e and attribute a. Thus, we define the third
baseline threshold function, τa, to output a separate threshold for each event
attribute.

τa(S) = (τijk) =
1
N

C∑
a

E∑
b

(sabk)

The fourth baseline threshold function, τea is a combination of τe and τa,
and outputs a threshold for each event position and attribute separately.

τea(S) = (τijk) =
1
C

C∑
a

(sajk)

Note that we use matrix index notation to broadcast τ to the right dimen-
sionality to conform with the definition of θ from before. Utilizing the automatic
broadcasting functionality in modern numerical computing libraries, such as Ten-
sorFlow6 or NumPy7, this can be implemented very efficiently. Remember that
anomaly scores for padding events are set to 0, and hence they do not influ-
ence the sums. By normalizing with N we calculate the average based only on
non-padding events.

4.5 Threshold Heuristic

Most anomaly detection algorithms rely on a manual setting for the threshold.
We have proposed four different methods of obtaining a baseline threshold ten-
sor τ from the anomaly scores tensor S. We still need to set the scaling factor α
manually. To overcome this, we need to introduce a heuristic to set α automat-
ically.
6 https://tensorflow.org.
7 http://numpy.org.

https://tensorflow.org
http://numpy.org
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Because anomaly detection is an unsupervised task and no labels are available
at runtime, we cannot optimize α based on the detection F1 score. However, using
the F1 score function we can define the heuristic hbest that computes the best
possible α for a given anomaly score tensor S, a baseline threshold τ , and the
ground truth label tensor L as

hbest(L,S, τ ) = arg max
α

F1(L, θ(S, α, τ )).

As we do not have access to L at runtime, we cannot use hbest. We propose
a new heuristic that works like the elbow method, commonly used to find an
optimal number of clusters for clustering algorithms (see [25]). As we cannot
rely on the F1 score as our metric, we propose the use the anomaly ratio r, which
can be defined as, with θ(S, α, τ ) = (pijk).

r(S, α, τ ) =
1

CEA

C∑
i

E∑
j

A∑
k

(pijk)

The optimal α must lie between αlow and αhigh, where r(S, αlow, τ ) = 1 and
r(S, αhigh, τ ) = 0. We can reduce our search space to this interval. Now we span
a grid G of size s between αlow and αhigh to define our candidates for α.

G =
{

αlow +
1
s

(αhigh − αlow) , . . . , αlow +
s

s
(αhigh − αlow)

}

In our experiments we found that s = 20 is a good choice for s, however, any
reasonable choice of s ∈ {5, . . . , 100} generally works.

Because r is a discrete function, we use the central difference approximation
to obtain the second order derivative r′′ of r.

r′′(S, α, τ ) ≈ r(S, α − s, τ ) − 2r(S, α, τ ) + r(S, α + s, τ )
s2

Now we can define the elbow heuristic

helbow(S, τ ) = arg max
α∈G

r′′(S, α, τ ).

helbow mimics the way a human would set α manually. When given a user
interface with a heatmap visualization (like in Fig. 2) for θ(S, α, τ ) and control
over the value of α, a human would start with a value of α where all attributes
are marked as anomalous (i.e., the heatmap shows only blue and no white),
and then gradually decrease α until the point where the heatmap switches from
mostly showing blue to mostly showing white.

Figure 3 shows the F1 score and the corresponding anomaly ratio r for a
model of BINet, trained on a P2P dataset and using τa as the baseline threshold.
We can see that the highest possible F1 score correlates with the maximum of r′′,
and hence with the “elbow” of r. Interestingly, we found that helbow works just
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as well for other anomaly detection algorithms, such as t-STIDE [26], Naive [3],
and DAE [21].

Evaluating helbow for BINet over all synthetic datasets and all baseline thresh-
old strategies, we can see in Fig. 4 that the best baseline threshold is τa. We also
find, that the helbow works remarkably well over all strategies, for the perfor-
mance of helbow is very close to hbest.

5 Evaluation

We evaluated BINet on all 81 event logs and compared it to two methods from [7]:
a sliding window approach (t-STIDE+) [26]; and the one-class SVM (OC-SVM).
Additionally, we compared BINet to two approaches from [3]: the Naive algo-
rithm and the Sampling algorithm. Furthermore, we provide the results of the
denoising autoencoder (DAE) approach from [20]. Lastly, we compared BINet to
the approach from [5], which utilizes an extended likelihood graph (Likelihood).
As a baseline, we provide the results of a random classifier.

For the OC-SVM, we relied on the implementation of scikit-learn8 using an
RBF kernel of degree 3 and ν = 0.5. The Naive, Sampling, Likelihood, and DAE
methods were implemented as described in the original papers. t-STIDE+ is an

Fig. 3. F1 score, anomaly ratio r, and second order derivative r′′ (scaled for clarity)
by α for BINet on a dataset with 5 attributes using τa as the baseline threshold

Fig. 4. F1 score by strategy and heuristic for BINet on the P2P dataset

8 http://scikit-learn.org.

http://scikit-learn.org
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implementation of the t-STIDE method from [26], which we adapted to work
with event attributes (see [20]).

Sampling, Likelihood, Baseline, and the OC-SVM do not rely on a manual
setting of the threshold and were unaltered. For the remaining algorithms we
used helbow and chose the following baseline threshold strategies following a grid
search: τ0 for Naive, τea for t-STIDE+, τa for DAE, and τa for BINet.

Figure 5 shows the F1 score distribution for all methods over all datasets and
for the two detection levels. F1 score is calculated as the macro average F1 score
over the normal and the anomalous class. BINet outperforms all other methods
on both detection levels. The more important detection level is the attribute
level, as this measure demonstrates how accurately an anomaly detection algo-
rithm can detect the actual attribute that caused an anomaly.

Fig. 5. F1 score by method and detection level using helbow where applicable

Table 2. Results showing F1 score over all datasets by detection level and method;
best results are shown in bold typeface

Level Method P2P Small Medium Large Huge Wide BPIC12 BPIC13 BPIC15 BPIC17 Comp

Case Baseline 0.47 0.50 0.47 0.48 0.48 0.50 0.55 0.50 0.49 0.47 0.45

OC-SVM [23] 0.49 0.50 0.51 0.53 0.52 0.52 0.42 0.52 0.47 0.60 0.51

Naive [3] 0.91 0.80 0.71 0.71 0.76 0.72 0.58 0.47 0.24 0.53 0.63

Sampling [3] 0.23 0.23 0.44 0.34 0.23 0.23 0.45 0.26 0.22 0.22 0.57

t-STIDE+ [26] 0.72 0.71 0.73 0.68 0.69 0.67 0.81 0.57 0.51 0.68 0.68

Likelihood [5] 0.64 0.65 0.62 0.61 0.65 0.60 0.65 0.29 0.30 0.53 0.73

DAE [20] 0.86 0.81 0.78 0.89 0.80 0.75 0.76 0.52 0.45 0.75 0.68

BINet 0.91 0.92 0.92 0.92 0.92 0.92 0.58 0.58 0.49 0.58 0.66

Attribute Baseline 0.34 0.36 0.35 0.35 0.35 0.36 0.35 0.35 0.34 0.35 0.36

OC-SVM [23] 0.33 0.34 0.32 0.35 0.34 0.32 0.11 0.36 0.32 0.37 0.26

Naive [3] 0.50 0.41 0.35 0.35 0.39 0.37 0.09 0.14 0.00 0.24 0.36

Sampling [3] 0.28 0.32 0.40 0.46 0.40 0.36 0.37 0.30 0.29 0.32 0.48

t-STIDE+ [26] 0.66 0.66 0.68 0.64 0.64 0.65 0.67 0.56 0.51 0.62 0.49

Likelihood [5] 0.50 0.50 0.51 0.48 0.50 0.50 0.47 0.40 0.36 0.47 0.52

DAE [20] 0.77 0.72 0.72 0.75 0.75 0.71 0.72 0.52 0.51 0.73 0.61

BINet 0.85 0.89 0.87 0.89 0.88 0.88 0.59 0.57 0.54 0.64 0.68
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Fig. 6. Anomaly score heatmap for BINet trained on P2P with 2 attributes (supervisor
and user); anomalies are marked by X

Expectedly, methods without attribute resolution, like Naive and OC-SVM,
perform poorly on attribute level. t-STIDE+, Likelihood, and DAE support
detection on attribute level, but show a significantly lower performance than
BINet. DAE and BINet are both neural network based. The main advantage of
BINet over DAE is that BINet makes use of the time dimension in the sequential
data, whereas DAE does not.

Table 2 contains the detailed results for each method by dataset and detection
level. BINet performs best across levels on the synthetic logs. On the real event
logs, BINet performs best on attribute level, whereas on case level, the field is
mixed. An accurate prediction on attribute level is to be favored over an accurate
prediction on case level because only the attribute level allows to identify the
exact cause of an anomaly.

Figure 6 shows a heatmap of BINet anomaly scores for a P2P dataset with
2 attributes. Two example cases are chosen for each type of anomaly and the
normal class to demonstrate how BINet detects anomalies based on attribute
level. No threshold has been applied to the anomaly scores. This way, the severity
of an anomaly can be illustrated by the colors in the heatmap. Overall, we
find that BINet detects control flow anomalies very effectively. For example,
a shopping cart (SC) cannot be approved before it has been purchased (first
Switch). Similarly, a purchase requisition (PR) cannot be released before it has
been created (second Skip). Rework and Attribute anomalies are also detected
accurately. In the case of Attribute, only the incorrect attribute is assigned a
significantly high anomaly score. In the two examples, Ryan cannot be his own
supervisor and Alyce is not permitted to create a PR.



BINet: Multivariate Business Process Anomaly Detection 285

6 Conclusion

In this paper we presented BINet, a neural network architecture for multivariate
anomaly detection in business process event logs. Additionally, we proposed a
heuristic for setting the threshold of an anomaly detection algorithm automati-
cally, based on the anomaly ratio function.

BINet is a recurrent neural network, and can therefore be used for real-time
anomaly detection, since it does not require a completed case for detection.
BINet does not rely on any information about the process modeled by an event
log, nor does it depend on a clean dataset. Utilizing the elbow heuristic, BINet’s
internal threshold can be set automatically, reducing manual workload. It can be
used to find point anomalies as well as contextual anomalies because it models
the time dimension in event sequences and utilizes both the control flow and
the data flow information. Furthermore, BINet can cope with concept drift, as
it can be setup to continuously train on new cases in real-time.

Based on the empirical evidence obtained in the evaluation, BINet is a
promising method for anomaly detection, especially in business process event
logs. BINet outperformed the opposition on all detection levels (case, event,
and attribute level). Specifically, on the synthetic datasets BINet’s performance
surpasses those of other methods by an order of magnitude.

For an accurate detection of an anomaly it is essential that an anomaly
detection algorithm processes event logs on attribute level; otherwise, a control
flow anomaly cannot be distinguished from a data flow anomaly. To allow easy
analysis of an event log, the attribute level is the most important detection level.
On attribute level, BINet performs significantly better than the other methods.

Overall, the results presented in this paper suggest that BINet is a reliable
and versatile method for detecting attribute anomalies in business process logs.
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Abstract. Process discovery is widely used in business process intelli-
gence to reconstruct process models from event logs recorded by infor-
mation systems. With the increase of complexity and flexibility of pro-
cesses, it is getting more and more challenging for discovery algorithms
to generate accurate and comprehensive models. Trace clustering aims to
overcome this issue by splitting event logs into smaller behavioral similar
sub-logs. From these sub-logs more accurate and comprehensive process
models can be reconstructed. In this paper, we propose a novel clustering
approach that uses frequent itemset mining on the case attributes to also
reveal relationships on the data perspective. Our approach includes this
additional knowledge as well as optimizes the fitness of the underlying
process models of each cluster to generate accurate clustering results.
We compare our method with six other clustering methods and evaluate
our approach using synthetic and real-life event logs.

Keywords: Knowledge discovery · Process discovery
Trace clustering · Process mining · Business process intelligence

1 Introduction

Business process intelligence supports organizations to optimize and improve
their business processes. In particular, process mining [1] helps to understand the
actual use of information systems in various environments. The basis for process
mining are event logs, recorded by process-aware information systems (PAISs),
industrial machines or sensors. Event logs reflect the activities performed by
employees or machines, allowing the analysis of the relationships between activ-
ities. Additionally, the event log may also store much more information, such as
the executor of an activity and the context of the case, such as the vendor, used
material or the customer.

An essential part of process mining is process discovery which is an unsu-
pervised method for reconstructing a process model from an event log. The
challenge is to find a model that accurately matches the recorded observations,
but is also human interpretable. Many business processes in the real world are
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often executed in highly flexible environments, such as health care or product
development. Here a dense distribution of cases with a high variety of complex
behavior can be found. In such scenarios, process discovery often produces a
spaghetti-like model which suffers from inaccuracy and high complexity. Fur-
thermore, behavior on other process perspectives (e.g., data attributes) is not
considered which may also be interesting for process analysts. For example, in
an hospital the same admission process may be applied to emergency and non-
emergency patients. Although the sequence of activities may be the same for
both kinds of patients, the underlying process may be different with respect to
resource assignments or activity durations.

Trace clustering tries to overcome these issues by splitting the different
observed behaviors into multiple sub-logs of similar behavior. For each sub-log,
process discovery is then applied separately to retrieve more accurate and human
interpretable process models. However, existing methods either only rely on the
control-flow perspective or ignore the quality of the discovered models. In par-
ticular, including different process perspectives and providing accurate process
models is challenging.

In this paper, we introduce a new clustering method that uses a hybrid fea-
ture set to consider multiple process perspectives and optimizes the fitness of
the underlying process models. Inspired by our previous work [14] in which we
clustered documents together into meaningful groups by combining the docu-
ment content and the user behavior, we transfer the idea to trace clustering in
process mining. Our method considers the control-flow and the data perspective
to extract process behaviors on both views to split the event log into multi-
ple sub-logs. The basic idea is that different process behaviors often depend
on the context of the case, e.g., the product category or the customer. These
differences may only be small on the trace level, but large on the data perspec-
tive. Our clustering approach additionally uses the case attributes to distinguish
between the different process behaviors. We extract frequent itemsets using fre-
quent pattern mining [10] to find common relationships between case attributes
and use them for clustering. Studies have shown that approaches relying solely
on the control-flow are unable to identify different process behaviors adequately
[18]. Furthermore, our method automatically optimizes the fitness of the sub-log
process models, ensuring that the underlying models sufficiently represent the
clustered traces.

In summary, the contributions of this paper are as follows:

1. We provide a hybrid feature set clustering approach that splits event logs into
sub-logs containing similar cases based on multiple perspectives.

2. Our approach automatically adapts to the given event logs and determines the
optimal clustering parameters by applying the particle swarm optimization
algorithm to optimize model fitness.

3. We provide a comprehensive evaluation of six other trace clustering methods
in the domain of business process intelligence.

The paper is structured as follows. First, we introduce related work. Second,
we introduce our method that combines the data and the control-flow perspective
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to generate clusters. Third, we evaluate our method and discuss the results.
Finally, we conclude with a discussion and a short summary.

2 Related Work

Our work is related to trace clustering in process mining, aiming to improve accu-
racy and interpretability of reconstructed process models by separating different
behaviors on different process perspectives into multiple sub-logs. A summary
and an evaluation framework of trace clustering methods are provided in [18].
The authors elaborate a systematic empirical analysis of different techniques and
evaluate their applicability in two scenarios: the identification of different pro-
cesses and the improvement of the understandability of the mined models. We
classify the related work into distance-based and model-based trace clustering.

Distance-based trace clustering such as [4,9,16] use a vector space model on
the event traces to segment the event log into smaller sub-logs. Greco et al. [9] use
significant subsequences of activities and activity transitions to generate clusters
of traces. Similar, Bose et al. [4] propose the use of different sequence similar-
ity measures to find traces with similar behavior with respect to the order of
activities. Alignment-based approaches can also be used for specifying the dif-
ference between traces, as for example presented in [7]. In [16] the use of log
profiles is proposed, allowing to incorporate different perspectives into the clus-
tering. Each profile describes its own vector space which can be separately used
for clustering. A co-training strategy for multiple view clustering was presented
by Appice et al. [2]. The authors combine multiple log profiles using unsuper-
vised co-training. Clustering of one log profile is iteratively constrained by the
similarities of the other profiles, leading to a unique clustering pattern.

To overcome the issue of heterogeneous scaled similarity criteria, occurring
when multiple criteria are included, Delias et al. [6] propose an outranking app-
roach. The authors build an overall metric using a non-compensatory method-
ology to overcome this issue. Song et al. [15] presented a comparative study to
improve trace clustering using dimensionality reduction methods. The authors
show the effect of applying three different reduction methods on the performance
of trace clustering. To further improve the clustering result, De Konick et al.
[12] incorporate expert knowledge into the clustering to produce results that are
more consistent with the expert’s expectations. However, distance-based trace
clustering do not consider the model evaluation bias, neglecting the accuracy of
the reconstructed process models from the sub-logs.

Model-based trace clustering techniques such as [17,21] combine the cluster-
ing bias and the model bias into an integrated view. ActiTraC [21] directly opti-
mizes the fitness of the underlying process models to produce accurate results.
In [17] a similar method is proposed which overcomes the stability issues of Acti-
TraC by first optimizing the average complexity of the models and then improve
the accuracy of each model separately. While model-based approaches are good
to produce accurate process models, they neglect the other process perspectives
such as the data perspective.
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The method presented in this paper aims at addressing both mentioned
issues. It is inspired by our prior work [14] in which we cluster documents based
on usage behavior and content into activity-centric groups. In this paper, we
combine distance-based and model-based trace clustering methods to improve
clustering results. We transfer the same idea to trace clustering in process min-
ing, combining two distance measures to calculate the similarity between cases,
including the control-flow and the data perspective. To retrieve accurate process
models, we use an optimization algorithm to adjust the weighting of the distance
measures and clustering parameters.

3 Hybrid Feature Set Clustering

In this section, we introduce our hybrid feature set clustering method. We extend
existing trace clustering by optimizing the clusters using model fitness as a qual-
ity measure and incorporating case attributes.

3.1 Notation

First, we introduce the notations that are used throughout this paper. They
were derived from [1].

Definition 1 (Event, Attribute). Let E be the set of all possible event identifiers.
Events may be described by attributes, such as the timestamp. Let A be the set
of attributes and Va the set of all possible values of attribute a ∈ A. For an event
e ∈ E and an attribute a ∈ A: #a(e) is the value of attribute a for event e.

Definition 2 (Case, Trace, Event Log). Let C be the set of all possible case
identifiers. Cases can also have attributes. For a case c ∈ C and an attribute a ∈
A: #a(c) is the value of attribute a for case c. Each case contains a mandatory
attribute trace: #trace(c) ∈ E∗, also denoted as ĉ = #trace(c).

A trace is a finite sequence of events σ ∈ E∗ such that each event only occurs
once: 1 ≤ i < j ≤ |σ| : σ(i) �= σ(j).

An event log is a set of cases L ⊆ C such that each event only occurs at most
once in the log.

Definition 3 (Classifier). For an event e ∈ E, e = #activity(e) the activ-
ity name of the event e. The classifier can also be applied to sequences
〈e1, e2, ..., en〉 = 〈e1, e2, ..., en〉.

Table 1 shows an example event log of a procurement process. The log consists
of the cases L = {1, 2}, events E = {11, 12, 13, 14, 21, 22} and the attributes
A = {Case id,Event id,Vendor,Category,Timestamp,Activity,Resource}. The
table also shows the values of the attributes, for example, #category(1) = Office
supplies or #activity(13) = PO created.
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Table 1. Simplified example event log of a procurement process.

Case id Event id Vendor Category Timestamp Activity Resource

1 11 B. Trug Office supplies 2017-04-17 10:11 PR created John

1 12 2017-04-18 14:55 PR released Maria

1 13 2017-04-18 17:12 PO created Roy

1 14 2017-04-29 09:06 Goods receipt Ryan

2 21 Company Computer 2017-04-19 17:45 PO created Emily

2 22 . . . . . . . . .

3.2 Our Approach

Most trace clustering methods define a similarity function between the event
sequence of cases (e.g., Levenshtein distance or bag-of-activities) and then apply
a clustering algorithm (e.g., k-means, hierarchical, or partition methods) to seg-
ment the event log. As a result, such methods provide a set of sub-logs which
contain maximized intra-cluster and minimized inter-cluster similarity, neglect-
ing the quality of the underlying process model [4,21]. This may lead to unsatis-
factory results of the reconstructed models. Another issue of most existing trace
clustering approaches is that they do not explore the relationships between case
attributes to identify different behaviors on the data perspective. However, cases
might be influenced by their data attributes. For process analysts, it might also
be interesting to separate similar traces and put them into a different cluster if
their corresponding data attributes are inconsistent.

Our approach addresses both issues. Instead of solely relying on the similar-
ity function between traces, we additionally use the fitness [20] of the underlying
process model as a criterion for quality of sub-logs. The fitness of a model is a
normalized measure reflecting how many behaviors featured in the event log are
also contained in the discovered process model. Our goal is to find an optimal
separation of the event log such that the different process behaviors on both per-
spectives are clustered separately, while optimizing the fitness of the underlying
process models. Additionally, the number of clusters should be kept reasonably
small. Including additional data attributes uncovers certain behavior, for exam-
ple, different levels of product quality checks, which would normally be clus-
tered together despite being completely different regarding the data attributes.
By adding this additional perspective, we are able to separate such behaviors,
despite the cases being similar with respect to the control-flow. We combine
both perspectives to extract more valuable knowledge about the execution of
processes allowing us to distinguish between the different process behaviors more
accurately.

In the following, we will describe our hybrid feature set clustering approach
in detail.
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Algorithm 1. Algorithm to retrieve the clusters
1 Let L be the event log, and let L̂ = {(ĉ) : c ∈ L} be the set of distinct event

traces of L.

2 Define lev(x, y) to be the edit distance of the event traces x, y ∈ L̂.

3 Define sim∗
lev(X, Y ) to be the edit distance between two sets of event traces

X, Y ⊆ L̂:

sim∗
lev(X, Y ) =

∑

x∈X

∑

y∈Y

lev(x, y) / (|X| · |Y |)

4 Define cases(t) = {c : c ∈ L ∧ (ĉ) = t} as the cases following event trace t ∈ L̂.

5 Define encode(c) = {Ia(#a(c)) : a ∈ A} with c ∈ L and I as an integer index

function; further define encodes(C) = {encode(c) : c ∈ C}.
6 Let S be the universe of all possible itemsets, S ⊆ S and si being the i-th

itemset in S.

7 Define itemsets : L̂ → P(S) as the function that returns the frequent itemsets

using the FPclose algorithm with θ being the minimum support threshold :

itemsets(t) = FPclose(encodes(cases(t)), θ)

8 Define simitemsets(Sa, Sb) to be the similarity function of the itemsets with

Sa, Sb ⊆ S:

simitemsets(Sa, Sb) =
2 · |Sa ∩ Sb|
|Sa| + |Sb|

9 Define traces(s) = {t : t ∈ L̂ ∧ s ∈ itemsets(t)} with s ∈ S to be the inverse

function of itemsets which returns the traces for a given itemset.

10 Define sim(sa, sb) to be the combined similarity function with sa, sb ∈ S,

w ∈ R and 0 ≤ w ≤ 1 to be the weighting factor:

sim(sa, sb) = w · sim∗
lev(traces(sa), traces(sb)) + (1 − w) · simitemsets(sa, sb)

11 Define M : S × S → R|S|×|S| to be the itemset distance matrix

M = (mij) = sim(si, sj)

12 Let cluster(M, n) be the hierarchical clustering function that returns the

cluster index of each itemset as a vector of size |S| with n ∈ N as the number

of clusters to generate.

13 Define C(k) to be the set of the traces in cluster k

C(k) = {cases(traces(sj)) | sj ∈ S ∧ cj ∈ cluster(M) ∧ cj = k}

Candidate Clusters. The first step of our approach is to generate a candidate
set of clusters. Algorithm 1 shows the generation of the clusters using the com-
bined similarity measure. From the event log L we extract all distinct event traces
L̂ (Line 1). For comparing the traces, we use the Levenshtein edit distance. It is
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defined as the minimum number of edit operations that are required to trans-
form one sequence into another. The edit operations are insertion, deletion, or
substitution of an element in the sequence. Each operation has a cost of 1. We
denote the normalized Levenshtein edit distance between two traces x, y ∈ L̂
as lev(x, y) (line 2). In line 3, we additionally define a function sim∗

lev which
calculates the pairwise normalized Levenshtein distance between the traces in
two sets. It is noteworthy that the Levenshtein distance can be replaced by a
more advanced measure (e.g., one that also recognizes concurrency).

As a second similarity measure, we incorporate the attributes and their values
of a case by extracting further knowledge about the underlying case relations.
The idea is to use the case attributes in the event log to extract dependencies
between attributes in certain process behaviors. Consider the procurement of
supplies. Usually, there are different order approval steps involved depending,
for example, on the material type of the purchased item. So, for office supplies
there might be only one approval step whereas for the spare part of an expen-
sive machine multiple approval steps of different departments are required. Such
variations are usually deployed to reduce the amount of process steps. With the
use of the case attributes, our approach is able to distinguish such behaviors
even if the behavior on the control-flow perspective is very similar.

To extract such knowledge patterns from case attributes, we use frequent
itemset mining (line 5–7). Specifically, we use the FPclose algorithm [8] to extract
closed frequent itemsets to limit the number of itemsets. An itemset is closed if
there exists no suitable superset which has the same support. We calculate the
frequent itemsets for all cases that follow the same trace t ∈ L̂. To retrieve all
cases that follow a specific trace t, we define a function cases(t) (line 5) which
maps a given event trace t to their respective cases based solely on the event
sequence. Note that while cases(t) yields a set of cases with identical behavior,
their case attributes might be quite different for which we mine frequent itemsets.
We calculate the frequent itemsets for a given minimum support threshold θ. So,
attribute-value pairs that occur in a certain amount of cases are extracted as
frequent itemsets, directly taking the frequency of cases following the same trace
into account. Case attributes are transformed using integer encoding, which is
a mapping Ia : Va → N (line 6), assigning each attribute-value pair a unique
positive integer. encode(c) is the encoding function that encodes all attributes
of a case c ∈ L. A similarity function between the two itemsets S1, S2 ⊆ S is
defined in line 8. It compares the two itemsets, in particular, the attribute-value
pairs, and returns the proportion of items which are contained in both sets.

In our approach, we do not cluster the cases itself but the itemsets of all
cases that follow the same trace. We define a similarity function sim(sa, sb)
that, on the one hand, calculates the similarity between itemsets and, on the
other hand, compares the traces that share the same itemsets (line 10). With
the weighting factor w we can control the balance between itemset similarity
and trace similarity. It is noteworthy that even if w = 1 the itemset similarity is
indirectly incorporated because traces that share the same itemsets are merged
together. Proceeding further, we generate a distance matrix M (line 11) and



Finding Structure in the Unstructured 295

use the Agglomerative Hierarchical Clustering algorithm to build a vector that
contains the cluster index for each itemset (line 12). In line 13 the result is
generated. C(k) contains a set of traces that are clustered into cluster k.

Generating Non-overlapping Clusters. Due to the construction of the Algo-
rithm1, generated clusters are overlapping. This is because we create the clus-
ters based on the itemsets and not based on the cases. For all cases that follow
a specific trace, multiple frequent itemsets can be mined which are not neces-
sarily clustered together, for example if the distance to other itemsets is lower.
Whenever this occurs, a trace and their corresponding cases are part of multi-
ple clusters. Even if it might also be interesting to analyze overlapping clusters,
in this paper we aim for non-overlapping clusters to reconstruct process models
using a discovery algorithm. To resolve the overlapping clusters, we assign traces
that are assigned to multiple clusters to the one with the minimum distance with
respect to sequence similarity.

We denote buildCluster(θ, n, w) to be the function which executes Algo-
rithm1 to generate the candidate clusters and the algorithm to resolve the over-
lapping.

Determine Optimal Parameters. In the last step, we optimize the minimum
support threshold θ, the number of clusters N , the weighting factor w such that
the fitness of the underlying model is maximized. The goal is to find an optimal
separation of cases such that the different behaviors are separated into clusters
while still being able to reconstruct accurate process models. We use the Flexible
HeuristicsMiner [22] to reconstruct the models for each cluster because of its
low computational costs and high accuracy in real-life scenarios. From these
models we calculate the weighted average improved continuous semantics fitness
measure (ICS) over all models.

Definition 4 (Weighted ICS Fitness). Let icsk the ICS-Fitness of a model k
and nk the number of cases in k, then the weighted ICS Fitness is defined as:

ICS − Fitness =
∑N

k=1(nk · icsk)
|L|

Besides the weighted fitness of the models, we also optimize the number of
cases assigned to a cluster, the number of clusters and the cluster silhouette
coefficient. It might occur that θ is chosen too high such that a small amount of
frequent patterns were extracted which should be avoided.

We use the Particle Swarm Optimization (PSO) [11] algorithm to maximize
the fitness of the mined models of each cluster, finding optimal values for θ, n, and
w. PSO is an evolutionary optimization algorithm which was initially inspired
by bird flocking, specifically, the group dynamics of the bird behavior. PSO
maintains a swarm of n particles p, the candidate solutions, which move around
in the search-space. Initially, particles p0 are randomly distributed in the search
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space and assigned an initial movement velocity v0. Each particle maintains,
the inertia ω, the best known position pbest, the global best position over all
particles gbest, a cognitive weighting factor ck and a social weighting factor cs.

Definition 5. For each iteration, a new velocity vector vn+1 is calculated with
r1, r2 being random factors for each iteration:

vn+1 = ω · vn + ck · r1 · (pbest − pn) + cs · r2 · (gbest − pn)

The movement of the particles is determined by their current position and
velocity as well as the local and global best known positions. Particles are
moved until the maximum number of iterations is reached. PSO executes the
buildCluster(θ,N,w) function and optimizes the model fitness as well as the
proportion of assigned traces. In our experiments, we found that 10 iterations
with 5 particles are appropriate. Although PSO does not guarantee a global opti-
mum, our evaluation results suggest that even local optima yield good results.

4 Evaluation

In this section, we evaluate our proposed approach in two different evaluation
settings. First, synthetic event logs are used to evaluate the quality of the gen-
erated clusters based on well-known evaluation measures for cluster analysis as
well as process mining related measures. We compare our approach with six
other clustering methods of the related work. Secondly, we use real-life event
logs to show the applicability of our approach. Here, we focus on the quality
of the generated models with respect to comprehensibility and accuracy. Our
proposed approach is implemented as the HybridCluster plugin1 in ProM.

4.1 Synthetic Event Logs Evaluation

We use synthetic event logs to evaluate and compare the performance of our
clustering approach with respect to the quality of the generated clusters.

Datasets. Currently, there exists no comprehensive benchmark for the evalua-
tion of trace clustering in the related work that focuses on the different behaviors
on both the control-flow and data perspective. We generated synthetic event logs
from random process models of different complexity (varying number of activi-
ties, maximum depth and branching factor). Five process models (see Table 2)
are generated using PLG2 [5]: Small, Medium, Large, Huge, Wide and custom
designed model with human readable activity names, all derived from [13].

For a representative data perspective, we generate sets of possible attribute
values Va, of size 20, for each of the case attributes a ∈ A. Then we assign case
attribute values to all cases by sampling from Va, for each attribute a. To intro-
duce some causal relationships, we force certain combinations of attribute values
1 Source code available at: https://github.com/alexsee/HybridClusterer.

https://github.com/alexsee/HybridClusterer
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Table 2. Process models used for generating the event log: Number of activity types
(# at), number of transitions (# tr), number of variants (# dpi), maximal trace length
and out-degree.

Model # at # tr # dpi max length out-degree

P2P 14 16 6 9 1.14

Small 22 26 6 10 1.18

Medium 34 48 25 8 1.41

Large 44 56 28 12 1.27

Wide 56 75 39 11 1.34

Huge 36 53 19 7 1.47

to occur more frequently than others depending on the event sequence of a case.
Hence, each sequence of events will have certain attributes and attribute values
that represent causalities for this sequence. Note that it is possible that multi-
ple event sequences feature the same attribute value patterns. Consequently, we
obtain patterns that correlate both with the data perspective and the control-
flow, which will then represent our ground truth for the clusters. In the evaluation
we generate five clusters consisting of the different generated patterns.

To increase the complexity of the task we also incorporate some level of noise
(ranging from 0.0 to 0.2) into the control-flow [13]. For example by perturbating
the order of events, skipping of events or executing multiple events. In summary,
we generated event logs with different sizes (1 000, 2 000, 5 000 and 10 000),
varying number of attributes (5, 10, 15, 20) and 3 different noise levels (0.0, 0.1,
0.2), resulting in 288 event logs2.

Accuracy Results. We compare our hybrid feature set clustering approach
(HC) with six other trace clustering methods: bag-of-activities (BOA) [4], Lev-
enshtein edit distance (LED) [4], Context-Aware-Clustering (CAC) [3] and Acti-
TraC (ATC) [21]. For BOA and LED agglomerative hierarchical clustering with
ward linkage is used. For BOA+ and LED+ we filter out the event sequences
that occur less than 2 times. BOA, BOA+, LED, LED+ and CAC do not pro-
vide any optimization to find the optimal number of clusters, thus we vary the
number of clusters from 2 to the number of distinct traces and show the best
results for the same or less clusters as HC. For ATC we use standard setting,
80% stopping criterion for the frequency-based and MRA distance-based selec-
tive sampling. As a baseline without clustering (FHM) and for generating the
process models of each cluster, we use the Flexible Heuristics Miner [22].

Weighted Fitness, Precision and Generalization. To evaluate the accuracy of
the discovered models, we report the ICS fitness of the FHM which is in the
range of (−∞, 1]. For precision and generalization, we first use the Heuristics

2 Models are openly available: https://doi.org/10.7910/DVN/QBL1K0.

https://doi.org/10.7910/DVN/QBL1K0
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Fig. 1. Evaluation results of the synthetic event logs: (a) weighted fitness of the models;
(b) weighted precision of the process models; (c) weighted generalization of the models;
(d) cluster set entropy (lower is better); (e) adjusted rand index; (f) purity.

Net to Petri Net plugin in ProM and then calculate the measures introduced in
[19]. Note that precision and generalization are sensitive measures that strongly
depend on the petri net (e.g., if the petri net contains silent or duplicate tran-
sitions). While the weighted fitness (see Fig. 1(a)) of the process model without
any clustering is quite low for all evaluated event logs, all trace clustering method
produced good results within the range of 0.969 and 0.925. The best ICS fitness
was achieved by LED+, followed by CAC and our HC method. Comparing the
precision (see Fig. 1(b)) of the models reveals that LED+ slightly outperformed
all other methods, followed by LED, ATC and BOA. Our HC method achieved
an average precision of 0.920 compared to 0.980 of the best. However, it is still
significantly better than the FHM. With respect to generalization (see Fig. 1(c)))
ATC outperformed all methods significantly, whereas our HC method is the sec-
ond best.



Finding Structure in the Unstructured 299

Table 3. Performance of the related work and our hybrid cluster approach with respect
to process model and clustering evaluation; best values in bold typeface.

Process model Clustering

Fitness Precision Generalization Purity ARI CSE |C|
FHM [22] 0.606 0.612 0.607 - - - 1.0

ActiTraC [21] 0.946 0.940 0.964 0.363 0.036 2.258 1.8

Bag-of-activities [4] 0.925 0.895 0.499 0.719 0.372 1.526 17.5

Bag-of-activities+ 0.952 0.925 0.661 0.713 0.367 1.507 20.1

Levensthein [4] 0.945 0.951 0.533 0.711 0.374 1.509 21.9

Levensthein+ 0.969 0.980 0.661 0.716 0.376 1.480 18.6

CAC [3] 0.957 0.948 0.510 0.729 0.381 1.484 22.6

Hybrid clusterer 0.956 0.920 0.746 0.937 0.736 1.100 26.7

Cluster Set Entropy, Adjusted Rand Index and Purity. While fitness, preci-
sion and generalization evaluate the accuracy of the process models, cluster set
entropy (CSE), adjusted rand index (ARI) and purity (see Fig. 1 (d)–(f) and
Table 3) evaluate the calculated clustering against the ground truth. Our app-
roach outperforms all other methods over all event logs with an average CSE of
1.100, an average ARI of 0.736 and an average purity of 0.937. A clear ranking
of the other methods cannot be made, as the field is mixed here. For smaller
models, the performance difference between our HC and the related work is less
significant.

Discussion. In our experiments, the HC approach is the only method that incor-
porates case attributes. Hence, the existence of case attributes that are somehow
related to the traces is essential for our method. While we used synthetic event
logs that contain such relationships, other event logs may not have these rela-
tions. Here, other trace clustering methods may perform better. Still, the aim
of our method is to combine both perspectives, the control-flow and the case
attributes, to generate behavioral similar sub-logs. Our method tries to over-
come the issue of unrelated case attributes by optimizing the balance between
both perspectives. In cases where no relationship is found, our method will prefer
giving the control-flow similarity more contribution.

However, when such a relationship exists, as presented in our evaluation, our
method provides a solid separation of the event log. With respect to CSE, ARI
and purity, our method works better than control-flow only based methods. Our
method is also able to generate process models with a good fitness, precision and
generalization, although being outperformed by other methods. The variance of
the traces within a cluster might be high which negatively influences the fitness,
precision and generalization. Another observation is that our approach generates
more clusters than other methods (see Table 1). This is mainly caused by the
separation of the different behaviors on the different perspectives.
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Table 4. Overview of real-life logs: The number of process instances (# pi), number
of events (# ev), number of activity types (# at) and the number of variants (# dpi).

Event log Event log properties Description

# pi # ev # at # dpi

P2P 33 277 255 427 37 7 026 Procurement process

EV 1 434 8 577 27 116 Case handling system

HOSBILL 100 000 451 359 18 1 020 Hospital invoice billing

HOSLOG 1 143 150 291 624 981 Case handling in hospital

ROAD 150 370 561 470 11 231 Road traffic fine process

4.2 Real-Life Event Logs Evaluation

The second part of the evaluation applies our approach to real-life event logs.
In Table 4 we show some basic statistics of the used event logs, originated from
different environments to show the applicability of our approach in various sce-
narios. All event logs except for P2P are openly available3. Because we use
real-life event logs for which we do not know their real behavior, we focus on
the evaluation of the following measures: First, we measure the weighted fitness,
precision and generalization of models discovered by the FHM of each cluster.
Again, the heuristics nets are converted using the ProM plugin as mentioned
before. Second, we measure the complexity of the resulting models. For the five
real-life experiments we use the same settings as used in the synthetic evalua-
tion. Again, for BOA, BOA+, LED and LED+ we only report the best fitness
for the same or less number of clusters as HC.

Accuracy Results. The weighted fitness, precision and generalization results
are presented in Table 5. In all cases the FHM was outperformed by all clus-
tering techniques, concluding that a single model is not sufficient to accurately
model the observed behavior. The vector-based clustering approaches, i.e., BOA,
BOA+, LED and LED+, provide a relatively good fitness of the models. Acti-
TraC in general provides better fitness values as the vector-based approaches.
HC provides better or similar results as other clustering methods, except for
HOSLOG. This is due to the fact that HOSLOG contains many unique traces.
The HOSLOG event log origins from an hospital where the examination of each
patient is recorded and contains cases that usually do not follow a strictly defined
sequence. With respect to the precision and generalization, the field is mixed.

3 http://data.4tu.nl/repository/collection:event logs real.

http://data.4tu.nl/repository/collection:event_logs_real
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Table 5. Results of the real-life logs showing average weighed fitness. Precision and
generalization in parenthesis. Missing values due to canceled calculation after 12 h.

P2P EV HOSBILL HOSLOG ROAD

FHM [22] −0.799 0.649 −0.781 0.554 0.434

(0.15/0.27) (0.66/0.41) (0.63/0.50) - (0.98/0.39)

ActiTraC [21] 0.729 0.893 0.651 0.719 0.973

(0.70/0.81) (0.72/0.91) - - (0.99/0.93)

Bag-of-activities [4] 0.146 0.793 −0.354 0.346 0.755

(0.29/0.48) (0.70/0.37) (0.86/0.37) - (0.95/0.50)

Bag-of-activities+ 0.519 0.839 −0.134 0.685 0.813

(0.50/0.77) (0.99/0.36) (0.98/0.73) (0.42/0.88) (0.90/0.65)

Levensthein [4] 0.196 0.871 −0.291 0.406 0.837

(0.42/0.55) (0.70/0.47) (0.77/0.62) - (0.99/0.72)

Levensthein+ 0.725 0.857 −0.017 0.001 0.979

(0.68/0.79) (0.84/0.73) (0.93/0.64) (0.68/0.68) (0.99/0.98)

CAC [3] 0.121 0.739 0.839 0.198 0.887

(0.40/0.53) (0.77/0.39) (0.74/0.72) - (1.00/0.56)

Hybrid clusterer 0.723 0.975 0.958 0.515 0.993

(0.61/0.77) (0.96/0.55) (0.97/0.81) (0.88/0.86) (0.99/0.99)

Complexity Results. We calculate four complexity measures based on related
work [6,18]. The graph density GD is defined as GD = |E|

|N |·(|N |−1) where |N |
are the number of nodes in the discovered heuristics net and |E| the number
of edges. The cyclomatic number CN is defined as CN = |E| − |N | + 1. The
coefficient of connectivity CNC is defined as CNC = |E|/|N | and the coefficient
of network complexity CNCK is defined as CNCK = |E|2/|N |.

Table 6 shows the average and maximum of each complexity measure. We
can see that our approach creates more clusters than other methods. This might
be due to the fact that even similar traces are split into multiple clusters when
they differ from the data perspective. The high number of clusters for ActiTraC
is caused by the explosion in clusters for the P2P and the HOSLOG event log.
When comparing the graph density, our method produces slightly denser process
models than other methods. For cyclomatic number, coefficient of connectivity
and coefficient of network complexity our hybrid clustering approach performs
better than all compared methods. Comparing the average and the maximum
numbers concludes that generated clusters of our method do not vary heavily.
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Table 6. Complexity measures for each approach.

GD CN CNC CNCK

|C| avg max avg max avg max avg max

ActiTraC [21] 198.4 0.15 0.66 11.10 116.60 1.38 2.22 46.37 477.28

Bag-of-activities [4] 18.2 0.12 0.20 82.33 114.20 1.15 1.20 329.05 456.40

Bag-of-activities+ 17.6 0.24 0.51 2.84 5.40 0.78 1.00 12.06 20.00

FHM [22] 1 0.10 0.18 185.00 803.00 1.80 3.00 754.40 3258.00

Levensthein [4] 29.2 0.11 0.32 37.96 120.80 1.00 1.40 154.28 484.60

Levensthein+ 22 0.20 0.42 3.61 7.60 0.76 1.20 15.10 28.80

CAC [3] 16.6 0.10 0.18 41.22 112.80 1.06 1.40 166.76 451.60

Hybrid clusterer 31.2 0.23 0.63 2.15 7.80 0.67 1.20 10.62 31.60

5 Conclusion

In this paper, we proposed a novel hybrid-feature set clustering approach in the
area of process mining. While other trace clustering methods mainly rely on the
control-flow, we use frequent pattern mining to extract further knowledge from
the case attributes. To produce accurate process models, our method uses the
particle swarm optimization to optimize the fitness of the underlying process
models by automatically finding appropriate parameters.

We implemented our approach as an openly available ProM plugin. We eval-
uated our approach by conducting a comprehensive evaluation using synthetic
and real-life event logs. We compared our approach to six other methods and
showed that our approach is able to separate process behaviors on the control-
flow as well as on the data perspective. For the synthetic event logs, our method
reaches an ARI of 0.736 in average over all models evaluated, whereas the second
best approach CAC reaches an ARI of 0.381. Besides using synthetic event logs,
we used 5 real-life event logs to show the applicability of our method.

Something that we did not inspect is the question, if the identified clusters are
relevant for process analysts during their analysis. Because this question is hard
to answer without an extended user study, we would like to address this in future
work. A first interview with a process mining consultant showed the interest in
the idea of incorporating both perspective into the clustering. Additionally, it
might also be interesting to incorporate expert knowledge to adjust the cluster
quality. We also want to extend the approach to support numeric attributes and
optimize runtime performance, because currently the algorithm has to perform
certain operations multiple times which can be precalculated or cached.

Overall, we can conclude that our hybrid feature set clustering approach is a
promising method for segmenting the event log into behavioral similar clusters.
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Abstract. In process mining, the challenge is typically to turn raw event
data into meaningful models, insights, or actions. One of the key prob-
lems of a data-driven analysis of processes, is the high dimensionality of
the data. In this paper, we address this problem by developing represen-
tation learning techniques for business processes. More specifically, the
representation learning paradigm is applied to activities, traces, logs, and
models in order to learn highly informative but low-dimensional vectors,
often referred to as embeddings, based on a neural network architecture.
Subsequently, these vectors can be used for automated inference tasks
such as trace clustering, process comparison, predictive process monitor-
ing, anomaly detection, etc. Accordingly, the main contribution of this
paper is the proposal of representation learning architectures at the level
of activities, traces, logs, and models that can produce a distributed rep-
resentation of these objects and a thorough analysis of potential applica-
tions. In an experimental evaluation, we show the power of such derived
representations in the context of trace clustering and process model com-
parison.
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1 Introduction

Process mining is a set of techniques which are both data-driven and process-
centric [2], often grouped into process discovery, conformance checking and
extension categories. One of the key challenges in process mining is dealing
with the high dimensionality of the data, given that real-life event logs present
a large number of cases, potentially representing a highly varied set of distinct
event sequences, and usually also containing information on resources and a
diverse set of other event or case-related attributes. This makes that featurizing
event data (i.e. attempting to extract structured instances from raw event logs)
for learning tasks such as trace clustering [5,10] or predictive process monitor-
ing [3,11] suffer from a dimensionality problem and usually resort to an ad-hoc
definition of input features.
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Naturally, this dimensionality problem poses itself in other disciplines as well,
e.g. in natural language processing (NLP) [14], image recognition [21] and social
network analytics [16]. Accordingly, despite being originally developed in the
NLP domain [25], representation learning is gaining a lot of traction outside
NLP. The key novelty of representation learning is the use of neural network-
based architectures to automatically learn high quality distributed vector rep-
resentations of a concept of interest (an image, word, document, or node in a
social graph). Such dense yet informative vectors (e.g. in text mining applica-
tions, vectors of length 128 are common) representing input objects are often
referred to as “embeddings”. Despite showing excellent potential in NLP, image
recognition, and social network analytics, representation learning has so far not
been leveraged in the field of business process management.

Accordingly, the main contribution of this paper is the development of rep-
resentation learning architectures for deriving distributed vector representations
of activities (act2vec), traces (trace2vec), logs (log2vec) and process models
(model2vec). In addition, we discuss different use cases of such embeddings.
Hereto, the remainder of this paper is structured as follows: Sect. 2 gives a
detailed overview of embedding architectures for representing activities, traces,
event logs, and process models. Section 3 investigates different BPM uses cases of
these distributed representations. Next, we experimentally illustrate that repre-
sentation learning techniques can be applied successfully in the context of trace
clustering and process model comparison in Sect. 4. Related work from the rep-
resentation learning field as well as other applications of neural network-based
learning techniques in process mining are discussed in Sect. 5. The paper is con-
cluded with a discussion and outlook towards future research in Sect. 6.

2 Representation Learning Architectures

Representation learning relies on neural networks to construct vectors represent-
ing objects. In the natural language processing domain, many different models
and architectures have been proposed for obtaining distributed representations
of words, ranging from Latent Dirichlet Allocation (LDA) to the neural network
language model (NNLM) [4]. More recently, Mikolov et al. [24] proposed the Con-
tinuous Bag of Words (CBOW) and SkipGram architectures, mainly improving
previous works in terms of scalability, making it possible to learn representations
of words from huge datasets. In this section, we propose representation learning
architectures for deriving distributed vector representations of activities, traces,
event logs, and process models.

2.1 act2vec: Obtaining Representations of Activities

The first representation learning architecture relates to deriving representations
of activities. For doing so, we assume that we have input data in the form of an
event log. In line with the word2vec approach in natural language processing,
we can learn representations for activities by considering activities as words in
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a corpus, with the corpus being the event log in our case. Observe that our
default architecture for act2vec, as visualized in Fig. 1, is similar to the CBOW
model for constructing word representations [25]. The CBOW neural network
architecture is based on the principle that a word can be predicted from its
context (i.e. the words appearing before and after the focus word). In this work,
we consider traces as sentences and events as words. As such, we learn general
purpose representations of activities which is not tailored towards for instance
predicting the next activity or predicting the remaining time of instances. In
our experimental evaluations, we show by example that such general purpose
representations could be powerful, nonetheless, it is important to note that it
remains to be seen whether the contextual similarity based on co-occurrence
on which the representations are based is useful in the full range of potential
applications.

Observe that, despite the fact that traces in an event log are sequential in
nature, we opt to define the context of an activity based on the unordered set
of preceding and following activities. As such, we obtain a learning architecture
as depicted in Fig. 1 that can be used to understand the context of two different
activities. Depending on their context, their representation will either be simi-
lar or very different. While activity representations could be used for particular
BPM-related tasks (an overview is provided in the next section), the application
potential can be considered less significant than the learning architectures dis-
cussed below. Nevertheless, the architecture is considered foundational for the
subsequent representation learning models, as discussed below.

To speed up the training process of the neural network, we apply negative
sampling as described in [25]. The idea of negative sampling is that in each
network update, only a small percentage of its parameters (i.e. its weights) are
updated, instead of all of them, by updating the weights based on sampling the
output vector (a one-hot encoded vector). For more information, we refer to [30].

Fig. 1. The act2vec-architecture for learning vector representations of activities. The
context consisting of activities “idea”, “write”, and “submit” is used to predict activity
“review”.
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Architectural Extensions. The act2vec architecture as represented in Fig. 1 can
be extended in several ways. Most importantly, other related attributes could
be leveraged in order to include other data available in the event log in the
definition of an activity’s context or in the concept to predict. For instance,
resource information can be included in the neural network architecture in order
to also incorporate information regarding who executed a particular activity
or data attributes can be taken into account as well. These additional data
dimensions can be considered as additional inputs of the architecture proposed
above, but more complex hierarchical or multilayer designs could be explored as
well. However, for now, we keep the neural network architectures simple given
that these simple models tend to work very well in other domains.

Embeddings Through Recurrent Neural Networks. Long short term memory net-
works (LSTM) and other recurrent neural network (RNN) architectures allow
for keeping track of the sequential nature of the input data. That is, they explic-
itly incorporate the dependent aspect of the input data in the architecture of
the neural network, and can be applied in the setting of representation learning
as well, see e.g. [9]. This is not the case for the standard CBOW and SkipGram
models, which assume the contextual inputs to be independent (typically, the
grouping of representations of the contextual inputs is performed by averag-
ing or summing them, though a concatenation approach can be used here as
well, which partially resolves the independence assumption). In process anal-
ysis, it seems logical to assume that order is important to take into account.
Nevertheless, also in speech recognition or text mining, word order seems to
be important at first sight, though it has been demonstrated that neural net-
work embedding architectures neglecting order provide solid results using default
hyperparametrization. Although this argument should be further investigated for
application of embedding techniques for business processes, please observe that
in this paper, we explicitly avoid looking into a comparison between ordered and
unordered neural network architectures.

2.2 trace2vec: Obtaining Representations of Traces

Following the analogy between activities and words, traces can be regarded as
sentences as well. Learning distributed representations of sentences, paragraphs,
or documents has been introduced in the natural language processing domain
in the form of the doc2vec approach [21]. The idea behind doc2vec is simple yet
clever as the authors extend the CBOW architecture with a paragraph vector,
resulting in the so-called Distributed Memory Model of Paragraph Vectors (PV-
DM). This idea can be adopted for traces as well, giving rise to the trace2vec
architecture as shown in Fig. 2. Given that this architecture includes a represen-
tation of traces (based on the trace identifier), it will allow for joint learning of
representations of activities and traces. Obviously, for further analysis, we are
mostly interested in the trace representations.
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Fig. 2. The trace2vec-architecture for learning vector representations of traces. The
context consisting of activities “idea”, “write”, and “submit”, as well as the trace-id,
is used to predict activity “review”.

Alternative Architectures. Contrasting the Distributed Memory Model of Para-
graph Vectors (PV-DM) approach, which can be regarded as an extension of
CBOW, an alternative option called Distributed Bag of Words model for Para-
graph Vectors (PB-DBOW) exists as well, which is comparable to the SkipGram
model. Here, the idea is to only use a paragraph vector on the input side to pre-
dict a small window of words in the paragraph on the output side. Following the
reasoning to opt for CBOW above SkipGram as outlined above, we have cho-
sen to investigate PV-DM first as an approach towards trace2vec in this work.
Apart from using these doc2vec-based architectures, it would also be possible
to derive trace-level representations by making use of aggregator architectures.
Such an aggregator architecture would simply infer trace-level representations
by aggregating activity representations. A wide variety of potential aggregators
exist, ranging from a simple mean operator, i.e. compute the element-wise mean
of the representation vectors up to much more complex aggregator architectures
such as LSTM aggregators or pooling aggregators [19]. Observe that, in order to
manage the scope of this paper, aggregator architectures are not further inves-
tigated. Note also that, in line with act2vec, additional data dimensions can be
included here as well (e.g. resource, timing, etc.).

2.3 log2vec: Obtaining Representations of Logs

Several data-driven learning tasks within the BPM domain will rely on repre-
sentations of an entire process (either represented by an event log or a model).
As such, in line with trace2vec, an architectural design can be devised to learn
distributed representations of logs. A simple method could be to replace the
representation of a trace with a representation of a log in Fig. 2. Though given
that such a setup architecture would be unable to incorporate trace-level infor-
mation, and thus will consider an event log as a set of ungrouped activities, it
makes sense from a business process perspective to extend the architecture to
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Fig. 3. The log2vec-architecture for learning vector representations of logs. The con-
text consisting of activities “idea”, “write”, and “submit”, an identifier for each trace
variant, as well as the log-id from which the words are sampled, is used to predict
activity “review”.

also include trace information. To do so, we could simply use the trace identifier
as before, however, given that business processes could share similar execution
variants, we propose to include an artificial identifier relating to distinct process
instances in the architecture (i.e. a trace “variant” identifier). More specifically,
all traces from the different event logs under consideration are joined into one
event log based on that input, a distinct process instance identifier is computed.
The log2vec architecture is then illustrated in Fig. 3.

2.4 model2vec: Obtaining Representations of Process Models

The final architecture we propose here is model2vec. Here, the goal is to represent
process models as low-dimensional vectors. Given the architectures discussed
above, a trivial extension could be to obtain model representations by first sim-
ulating the models, keeping track of the event data produced while simulating,
and subsequently applying log2vec to learn a representation of the process model.
Nonetheless, given that it can be argued that process models are not solely rep-
resented by the execution variants they are able to produce, opportunities open
up to apply different representation learning techniques of models. In this paper,
we propose to treat a process model as an undirected graph, and learn repre-
sentations by generating input data through performing random walks within
this undirected graph. This is in line with graph representation learning tech-
niques in the social network analytics domain [16,26,27]. Obviously, this second
approach is only indirectly considering the actual behavior of the model, but is
putting more emphasis on the graphical layout and relationships between mod-
eling elements, including those which are not directly related to an activity’s
representation (such as gateways, places, or other constructs). Through the ran-
dom walking procedure, the neural network architecture itself is then represented
by Fig. 4.
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Fig. 4. The model2vec-architecture for learning vector representations of logs. The
context of elements resulting from either simulation or random walk (“idea”, “write”,
“And-gateway”), as well as the model-id for the model on which the simulation is
performed or the walk is sampled, are used to predict activity “submit”.

3 Applications of Process Representation Learning

In this section, we discuss potential use cases of act2vec, trace2vec, log2vec, and
model2vec, relying on the classification in [1].

3.1 Model Discovery Preprocessing and Trace Clustering

Regarding process discovery, our representation learning architectures can be
used in the context of preprocessing event data before providing it to a dis-
covery algorithm. First of all, act2vec can be used to “vertically” partition
event logs, which is often necessary when event logs contain too much fine-
granular events. As such, several researchers have looked into abstraction tech-
niques, e.g. [7,17]. More recently, in [33] event abstraction is performed based
on conditional random fields. Nevertheless, the input features are, in contrast
to act2vec, user-defined and the setup is supervised. In comparison to existing
works, act2vec-based event abstraction will focus more heavily on the “similar-
ity by co-occurrence”-principle inherent to CBOW, while existing techniques are
more strongly focused on the specific, ordered control-flow relations. Whether
this difference can actually result in better or different abstractions is not further
considered in this work.

Secondly, trace clustering is a natural application of trace2vec. Trace clus-
tering deals with splitting an event log horizontally instead of vertically. It is
important to point out that a key advantage of trace2vec over existing trace
clustering solutions relates to the fact that the input features are not defined in
an ad-hoc and expert driven way. More specifically, the usage of typical features
such as activity profiles and n-grams is subject to user preference. Whether a
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clustering technique is using the right types of features is typically not known
by the user. As such, in line with performance benefits reported in the NLP
domain, we expect that learning a dense but high-quality representation of fea-
tures in an unsupervised way, will allow to automatically take all relevant dif-
ferences between traces into account. Note that trace2vec-based trace clustering
is more in line with existing similarity-based clustering techniques, thus it can
be expected that similar advantages and disadvantages can be observed when
compared to behaviorally-oriented clustering techniques such as [10]. Finally,
observe that this is the first application of embeddings for trace clustering.

3.2 Process Model Selection

Our representation learning architectures also have application potential for
model selection related use cases. In particular, model2vec (and also log2vec
when combined with simulation) would allow for an alternative approach to
process model comparison. Current methods such as behavioural profiles [32]
and untanglings [28] focus heavily on control-flow relationships, while techniques
such as the GED-based graph matching [13] are more graph-based. Regardless
the unfavourable but also immature experimental results in Sect. 4.2, on the
theoretical level, model2vec-based process model comparison could leverage the
structural and graphical dimension of process models, with existing approaches
strongly focusing on the behavioral similarity. In case this structural/graphical
dimension should be de-emphasized, we expect that log2vec or a combination
of both, might yield an opportunity to approach process model comparison dif-
ferently. Observe that this is the first research to proposes an embedding-based
process model comparison technique. In [31], process querying based on Latent
Semantic Analysis is proposed, also relying on an NLP technique to develop a
process model similarity technique. In contrast to our proposal, the technique of
[31] does not rely on the local context of activities as it only takes into account
the presence of “words” extracted from the process model. As such, this tech-
nique is accounting for only semantic similarity. As mentioned in [31], represen-
tation learning techniques have shown to outperform probabilistic methods in
the computational linguistics field. As such, and although text is different from
event logs and the random walks in a process model, we expect similar perfor-
mance gains for our methods, especially given that a balance between semantical
and control-flow based similarity seems the right avenue for future work.

3.3 Process Monitoring

Finally, predictive process monitoring is considered as another potential applica-
tion. We are witnessing a strong uptake of predictive process monitoring research
[11,22], presenting techniques and methodologies to make business process exe-
cution systems smarter by predicting outcomes of ongoing process instances. As
with trace clustering, for predictive process monitoring, a wide set of potential
input features can be important. Nevertheless, most of the presented techniques
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again rely on ad-hoc featurization. As such, act2vec or trace2vec, applied to par-
tial traces, can be considered as powerful alternative featurization methods with
the advantage being that the number of input features can be kept low, but at
the same time taking into account a wide range of potentially discriminating
information in the event log. For this particular application, a more profound
analysis regarding the use of an ordered vs. unordered architecture should be
performed, as well as regarding the exact definition of the context (e.g. by only
looking at preceding activities). A more detailed comparison with existing works
can be found in Sect. 5.

4 Implementation and Experimental Evaluation

In this section, two of the proposed architectures for learning representations are
evaluated: on the one hand, trace2vec is applied in a trace clustering context,
and on the other hand, model2vec is used to calculate process model similarity1.

4.1 Trace Clustering with trace2vec

To evaluate the usefulness of trace2vec, it is applied to an event log for which a
ground truth is known. This event log is a pre-processed version of the dataset
used in the BPI Challenge of 2015, a collection of event data from the permit
processes of five Dutch municipalities [35]. The log contains 5649 traces and 29
types of activities. The five distinct municipalities can be considered the “true”
clusters of traces.

As described in Sect. 2.2, trace2vec produces representations for each trace
in an event log. The neural network is trained using a window size of 3. Four dif-
ferent feature vector lengths are tested: 16, 32, 64, and 128. To cluster the traces
using the learned representations, a general-purpose clustering algorithm can be
used. In this case, we opt to include k-means and hierarchical clustering based on
Ward’s minimum variance method, on each of the four learned representations.

We compare the results obtained to the following existing trace clustering
techniques: frequency-based (ActFreq), and distance-based (ActMRA) ActiTraC
[10]. These clustering techniques are active in the sense that each cluster is
represented by a discovered process model: a clustering is created based on pro-
cess model quality. Furthermore, we compare with two hierarchical clustering
approaches based on defined features: 3-grams and MRA. These are well known
approaches in the area of text mining and were ported to the domain of process
mining by [6]. Finally, a hierarchical clustering based on the Generic Edit Dis-
tance (GED [5]) between traces is included as well. All techniques are applied
with a cluster size of 5.

1 Implementations of act2vec, trace2vec, log2vec, and model2vec are available alongside
the data and models used for the experimental evaluation and full color figures on
http://processmining.be/replearn. The implementations are based on the Gensim-
library for unsupervised semantic modelling from plain text [29].

http://processmining.be/replearn
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Fig. 5. The similarity of each of the clustering solutions to the ground truth, as mea-
sured by Rand Index (RI) and Normalized Mutual Information (NMI).

The results of each of these clustering approaches is represented in Fig. 5.
Each point visualizes the similarity of the resulting clustering to the ground
truth. In terms of notation, T2VHW16 is the result of applying Hierarchical clus-
tering with Ward’s method onto the features of length 16 learned by trace2vec.
The similarity is calculated using two metrics: Rand Index (RI) and Normalized
Mutual Information (NMI), both measuring the extent to which the resulting
cluster solution captures the same information as the ground truth. The NMI is
scaled by a factor 10 to increase legibility.

A couple of observations can be made: first, for the Rand Index, the best
results are obtained by GED and 3-gram. The results of trace2vec combined
with k-means is similar to those values across all vector sizes. When looking at
Normalized Mutual Information, trace2vec combined with k-means scores better
than the best alternative, 3-gram, for all vector sizes larger than 16. Furthermore,
observe that for both the Rand Index and NMI, trace2vec combined with Ward’s
method performs worse than with k-means.

Apart from their similarity to the ground truth, we are also interested in
the extent to which trace2vec leads to unique solutions. In Fig. 6, the pairwise
similarity of each of the clustering solutions is plotted, calculated using the Rand
Index. From this figure, it is clear that varying the vector sizes influences the
final solution, but the chosen clustering technique that is applied to the learned
representation influences the clustering more than the vector sizes. All other
solutions are reasonably unique, apart from GED and 3-gram. There is also
some slight correspondence between the clusters found by 3-gram and those
found by trace2vec combined with k-means.

In summary, trace2vec shows a lot of potential for trace clustering, given that
even with a very simple architecture and without any significant hyperparam-
eterization, it already performs on par or better than existing techniques, with
an additional benefit of yielding unique solutions.
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Fig. 6. The pairwise similarity of each of the clustering solutions, as measured by the
Rand Index (RI).

4.2 Process Model Comparison with model2vec

Next, an empirical illustration is provided of the application of model2vec for
the calculation of process model similarity. The setup is as follows: four distinct
process models were randomly generated using PLG2 [8], using default settings.
The characteristics of the main models are provided in Table 1. For each of these
four main models, three random “perturbations” were generated by evolving
the main model slightly. This is done by a process called “Process Evolution”,
originally conceived for concept drift detection. In total, this gives us a set of
sixteen models, of which four groups of four models are naturally related. All
models are made available online (see footnote 1).

Table 1. Characteristics of the four main models.

Model Activities Exclusive gateways Parallel gateways Loops

P1Main 23 10 0 1

P2Main 25 4 4 0

P3Main 17 4 0 0

P4Main 21 8 0 1

First activity name is always ‘Activity A’, second ‘Activity B’, etc.
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Fig. 7. The pairwise similarity of each of the process model representations, as mea-
sured by the cosine distance between the model vectors.

As described in Sect. 2.4, random walks were generated for each of the process
models. More specifically, considering a process model as an undirected graph,
100 random walks per element were generated with a fixed length of 50. Observe
that this is largely in line with random walk generation in graph representation
learning [16] and that more complex and parameterized random walk procedures
could be developed, but are out of scope for this work. The result of the random
walk procedure is a set of walks, with each walk representing a string of activities
(represented by their name) and gateways (represented by their type) covered
during the walk. Subsequently, a representation for the activities, gateways and
models is then learned using all of the walks tagged with an identifier for the
model they were sampled on, as represented in Fig. 4. The feature vector length
was set to 32.

The relationship between each of the models is captured by the similarity
between the model vectors, i.e. the learned representations for these models.
In Fig. 7, the pairwise cosine similarity between each of the model vectors is
visualized. model2vec correctly identifies the similarity between most pairs of
process models originating from models 1, 3 and 4. For model 2, the relationship
between the main model and the first perturbation is the only one reflected in
the distance between the learned model vectors.

For comparison, Fig. 8 contains the pairwise similarity of an existing pro-
cess model similarity technique, based on behavioural profiles [32], a fre-
quently applied alternative technique in the setting of process model comparison.
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Fig. 8. The pairwise similarity of each of the models, as measured by their behavioural
profiles.

Figure 9 presents the pairwise similarity based on the graph matching algorithm
proposed by [12]. Both alternative techniques score well in this setting.

To summarize, this illustrative experiment has shown that the representa-
tions learned by model2vec can help distinguish process models, although the
currently obtained results cannot yet improve on dedicated process model simi-
larity measuring alternatives. However, this is also due to the particularities of
the small experimental setup in which models with a similar or identical set of
activity labels was used, and where the perturbations only relate to control-flow.
As such, our technique, making abstraction of the actual control-flow and thus
leaning closer to the concept of label similarity, is put at a disadvantage. Fur-
thermore, given the wide range of alternative configurations of model2vec, it can
be expected that our approach can outperform these methods in the future.

5 Related Work

As related work, we solely focus on the application of neural networks and repre-
sentation learning in BPM. At the application level, a comparison with the state-
of-the-art is performed in Sect. 3. Only a limited number of studies have already
applied artificial neural network based techniques in a business process context.
Notably, in [15], recurrent neural networks are applied towards a predictive set-
ting, in order to predict the next occurring event in an event sequence, which
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Fig. 9. The pairwise similarity of each of the models, as measured by the graph match-
ing similarity. Due to randomness in the computation, the results are not symmetric.

hence fits with our discussion regarding the use of such networks in Sect. 2.1.
The constructed network is here used as-is, however, with no embeddings being
extracted from them as low-dimensional representations for subsequent analysis
settings, as we propose here.

In [34], a comparable approach is proposed (using LSTM), also with the
goal towards predicting the next event in a trace, but extended with the possi-
bility to predict its time stamp and hence the full remaining time of a partial
trace. The authors show that their technique outperforms existing monitoring
techniques, which supports our claim that neural network based setups, and the
inherent representations they learn, indeed offer a powerful approach in a variety
of settings. In [23] a similar setup is applied and linked to the setting of process
planning.

As mentioned above, although the use of recurrent neural networks and other
artificial neural network based techniques have been explored in the setting of
business processes, a representation-centric approach has so far not been widely
investigated. In [20], word2vec is applied on generated event sequences from
an “event connection graph”, constructed first, to learn event representations,
with potential applications being explored in the domain of health care. In [18],
word2vec is applied in the context of learning features from events similarly
as described in Sect. 2.1, which are then used as inputs for a recurrent neural
network towards solving a classification problem.
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6 Discussion and Future Work

From the overview provided in the previous section, we note that although some
applications investigating a word2vec-inspired setup on event data have been
explored, setups describing representation learning for activities, traces, event
logs, or process models as outlined above have not, and hence provide an apt
and exciting avenue for future research, as was empirically illustrated by Sect. 4.
In this paper, we have proposed a number of architectures towards learning
representations for activities, traces, event logs and process models, together
with two experiments showing the strong potential of representation learning in
process mining.

Importantly, the architectures allow for the unsupervised learning of dis-
tributed representation vectors which can be considered as general purpose rep-
resentations since they are not tailored towards a specific use case, e.g. predicting
the next activity. We believe that this initial work has outlined a number of valu-
able first steps towards representation learning for business processes, with ample
opportunities for follow-up work, both in terms of additional use cases such as
predictive process monitoring, as well as in terms of technical contributions,
especially related to interpretability and the inclusion of other data dimensions.

Interpretability: Common approaches with regards to interpretability of repre-
sentational learning include applying a second-level dimensionality reduction
technique to visualize representational vectors in two-dimensional space and
inspect them accordingly. This is a typical use case for word2vec in the area
of text mining and hence is also directly applicable on act2vec. However, note
that a more applicable level of analysis is situated on the trace, rather than activ-
ity level in our context. Extracting easy to understand or visual insights at this
level is more challenging, as simple dimensionality reduction techniques will fail
to satisfactory express the underlying representations. Similar as with doc2vec,
analysis involving the similarity between trace vectors can be performed (i.e. to
query “most similar traces”), though we foresee ample opportunity to extend
upon this by e.g. more adequate visualization approaches.

Other data dimensions: As a second prime opportunity for future work, we
emphasize that we have focused herein only on control-flow aspects of an event
log (traces and activities). Nevertheless, the proposed architectures also permit
incorporating other data dimensions present (such as performer information,
time information, and other elements). In addition, as highlighted earlier, the
possibility exists to exploring alternative architectural definitions to explicitly
take into account the ordering of activities in a sequence or sequences in an event
log. Mapping various tasks (process classification, runtime prediction, process
monitoring, or modeling support, for instance) to architectural best-practices
will form an interesting avenue for future research.
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Abstract. Process modeling tools typically aid end users in generic,
non-personalized ways. However, it is well conceivable that different types
of end users may profit from different types of modeling support. In this
paper, we propose an approach based on machine learning that is able
to classify modelers regarding their expertise while they are creating a
process model. To do so, it takes into account pragmatic features of the
model under development. The proposed approach is fully automatic,
unobtrusive, tool independent, and based on objective measures. An
evaluation based on two data sets resulted in a prediction performance of
around 90%. Our results further show that all features can be efficiently
calculated, which makes the approach applicable to online settings like
adaptive modeling environments. In this way, this work contributes to
improving the performance of process modelers.

Keywords: Process modeling · Classification of modelers
Model layout

1 Introduction

Process models play an important role in the analysis, redesign, and implemen-
tation of business processes [1,2]. The creation of process models is a design
activity [3], in which a modeler constructs a mental model of a given domain
and externalizes it using a specific modeling tool (including the modeling nota-
tion) [4]. This design activity involves deciding which elements to use, which
names to give them, where to position them, and how to connect them. We also
refer to this activity as modeling.
c© Springer Nature Switzerland AG 2018
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Modeling is not for free. The activity of creating a model imposes a substan-
tial cognitive load on the limited information processing capacity of the modeler’s
brain [5]. In particular, cognitive load depends upon various factors including
task characteristics, modeler characteristics, and tool characteristics. Modeling
research has hardly considered the latter so far [6], and indeed, tools do not
anticipate personal differences when they support the modeler [7–10]. However,
personalized support could be highly beneficial for novices who require tips and
guidance, while experts would perceive this as a distraction. If the profile of the
modeler is known, such support can significantly improve performance [11].

In this paper, we lay foundations towards a personalization of modeling tool
support. Our key idea is to support an on-the-fly classification of modelers by
their expertise level while they interact with the tool. To this end, we iden-
tify a set of pragmatic modeling features that presumably reflect the expertise
of the modeler in activity-centric, flow-based process models with AND/XOR
gateways. We evaluate the relevance of these features using real-world modeling
traces of BPMN models in order to classify the modelers as novices or experts.
With a classification accuracy of 90%, our results demonstrate the feasibility of
personalized support.

The remainder of the paper is structured as follows: Sect. 2 presents back-
ground information and related work; Sect. 3 describes our approach to classify
modelers. Section 4 evaluates the classification technique on two real datasets
and Sect. 5 concludes the paper.

2 Background and Related Work

2.1 Process Modeling as a Design Activity

Creating a process model constitutes a complex cognitive design activity. During
this design activity a process modeler solves a problem of how to represent a
described process as a process model, using the syntax of a specific modeling
language. As a problem solving task, this entails the formation of a mental
representation of the problem domain and externalizing this representation as
a process model [4,12]. Doing this, the modeler interacts with the modeling
environment to create the process model. More precisely, the modeler performs
a sequence of modeling interactions (like the creation of an activity or an edge
or the movement of an element) resulting into (intermediate) models [13]. The
resulting (intermediate) models can be characterized by properties referring to
their syntax, semantics, or pragmatics [14]. A graphical representation of these
interactions over time, and possible artifacts obtained, is given in Fig. 1.

2.2 Expertise in Modeling

Differences between novices and experts have been intensively studied in the
context of various tasks and artifacts. However, throughout the body of research
that deals with expertise-related differences, no single and agreed upon criterion
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Fig. 1. Interactions with a modeling tool result in different intermediate models.

is used for distinguishing experts from novices. In fact, in [15], the authors define
and test the effect of different dimensions of expertise, such as familiarity with a
modeling language, intensity of modeling engagement, and knowledge of model-
ing concepts. In particular, they examined the distinction between students and
practitioners, indicating that students exhibit different patterns of interaction
with models as compared to practitioners. Bearing all this in mind, we rely on
studies that concern differences in task performance between experts and novices
for establishing expected differences in our study.

Concerning problem solving in Physics, in [16] authors discuss differences
in the strategies employed by experts and novices, related to the differences in
the mental problem representation they form and the retrieval of appropriate
concepts and solution procedures from long term memory. These differences
between novices and experts, in the availability and ease of retrieval of relevant
concepts and solution strategies, pertain to many other areas.

In the area of conceptual modeling and process modeling, two main tasks
are distinguished: reading (understanding) a model and creating a model. The
differences between experts and novices in reading and understanding models
have been studied [17], with a general indication that novices and experts have
different notational needs [18]. Novices have more difficulties to recognize seman-
tic patterns from graphics and tie them to long term memory concepts. Thus,
in general, reading a model entails a higher cognitive load for a novice than
for an expert [6,15]. In particular, this cognitive load and the understanding
performance can be affected by graphical properties and layout of the model
[15].

Novice and expert difference in creating models have also been indicated.
For conceptual models, in [19], authors found that experts focus on generating
a holistic understanding of the problem, making abstractions of problem char-
acteristics by categorizing problem descriptions before developing the solution.
Novices had difficulties in integrating parts of the problem descriptions and map-
ping them into knowledge structures. In [20], authors present the results of an
empirical study aimed at identifying the most typical set of errors frequently
committed by novice systems analysts in four commonly used UML artifacts.
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In general, these errors can be interpreted as indicating a difficulty in making
abstractions, which leads to a focus on specific functional details rather than on
solution principles. A good use of graphical cues and layout creation by experts
is indicated by [18] in the context of graphical programming. They claim that
expert’s categorization skills and ability to organize information on the basis of
underlying abstractions are reflected in the expert’s ability take advantage of
secondary notation cues to enable them to recognize sub-term groupings.

Generally speaking, the above discussed differences between experts and
novices can lead to two main conclusions. First, experts and novices would bene-
fit from different kinds of support and guidance while creating a model. Second,
it should be possible to distinguish and identify whether a certain model is being
created by a novice or by an expert, as elaborated next.

3 Identifying the Expertise Level of Process Modelers

Many research efforts over the years have been devoted to personalizing systems
based on user properties, organized in a user model (e.g., [21]). In this paper, as
a first step towards a personalized modeling support, we aim at the most basic,
simplest possible user model: a binary classification into novice or expert.

3.1 Classifying Modelers: Requirements and Design Considerations

Following user modeling literature [21], we identify 4 requirements for an app-
roach for the classification of modelers expertise level:

R1 The approach should be based on objective measures, rather than on mod-
elers’ self-assessment of their expertise level;

R2 The approach should be unobtrusive towards the end user, and not involve
additional efforts of modelers (e.g., for providing information);

R3 The approach should work online, and be applicable to intermediate (incom-
plete) models, since modelers are likely to learn and improve their skills over
time;

R4 The approach should not depend on a particular modeling tool.

With these four requirements, we turn to assess available approaches for classi-
fying a modeler in terms of expertise level.

One approach is to rely on self-assessment and to ask the modeler to classify
himself/herself, e.g., by choosing a predefined profile in the modeling environ-
ment. Such an assessment is, however, neither based on objective measures (R1),
nor applicable in an online setting since it is not automated (R3).

A second approach is to elicit this information based on a questionnaire
regarding relevant modeler-specific features (like modeling experience, domain
knowledge, cognitive abilities). For example, [11] used a questionnaire-based
modeler’s cognitive style for a personalized modeling support. The need to pro-
vide such information might, however, raise privacy issues, and seem obtrusive by
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the modeler (R2). Moreover, due to the manual efforts needed it is not applicable
as an online approach (R3).

A third approach is the classification of modelers based on neuro-physiological
measures [22]. For example, [23] used the Alpha and Theta signals of an EEG
to quantify programmer’s expertise. While such an approach can be automated
and is based on objective measures of cognitive load, it is intrusive and is not
applicable outside of a lab setting (R2).

A fourth approach is classification based on differences in modeling behavior
derived from the recorded interactions with the modeling platform. For example,
[24] showed that the presence of prior domain knowledge facilitates the creation
of an internal representation of the process to be modeled and is associated
with shorter initial comprehension phases. Moreover, Martini et al. [25] showed
that inexperienced modelers had significantly more comprehension and modeling
phases when compared to more experienced modelers. The drawback of relying
on detected modeling behavior is, however, its tool dependence (R4).

Finally, a fifth approach is using the (intermediate) modeling artifact as a
basis for classification. Considering only model features provides tool indepen-
dence, since the properties that can serve as features are derived from the model
without a need for knowledge about tool interactions. Features related to syntax
and semantics (e.g., presence of deadlocks and lack of synchronization) are less
suited for online settings. This is since existing metrics assume certain proper-
ties of the model (e.g., all elements are fully connected and the model is sound),
assumptions that are mainly applicable to complete models rather than to inter-
mediate ones (R3). In contrast, pragmatic properties, that capture the alignment
of process model elements or the way gateways are used, fulfill all the above men-
tioned requirements and will be used as a basis for our classification approach.

3.2 Overview of Our Approach

Classification problems have been extensively studied in the literature [26] and
most approaches assume a feature vector as input (cf. Sect. 3.3 for the considered
features). Figure 2 depicts the general idea proposed by our approach: process
modelers interact with the modeling tool to construct a BPMN diagram. Exam-
ples of interactions are the creation of an activity or edge or the movement of
an element. Hereby, the process model gradually evolves over time resulting into
different (intermediate) models. Input to the classification is one such (intermedi-
ate) model. In step 1 the set of features used for the classification is extracted
from the model. Then, in step 2 , this features vector is given as input to a
trained classification model, which returns the likelihood that the model (i.e.,
the features vector) has been created by a novice or by an expert.

3.3 Feature Engineering

Feature engineering is considered the “art of creating predictor variables” [27]:
this human-driven process requires iterations of brainstorming possible features
and studying their impact on the quality of the model. We manually inspected
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Fig. 2. Our approach to classify the expertise level of process modelers.

several models generated by both experts and novices and we investigated the
most relevant differences. Moreover, as a consequence of requirement of being
applicable in an online setting (R3) (i.e., support for online measurements) fea-
tures should be computed efficiently. Thus, we also took into consideration the
complexity of computing them.

The first group of features we identified considers the alignment of fragments.
The reasoning behind these features is that the alignment of fragments helps
model comprehension [28]. Poorly aligned fragments obfuscate the process model
and make it difficult to recognize the patterns used. In the context of this paper,
we define a fragment as a SESE component [29] with at least two tasks. We say
that a fragment is aligned if the coordinates of its entry and its exit components
(i.e., the coordinates of the center of entry and exit components) are within a
certain threshold. Formally, two elements a and b located at (xa, ya) and (xb, yb)
are aligned if min{|xa −xb|, |ya − yb|} ≤ 20px. Based on these definitions we can
define the following features:

F1 Alignment of fragments: ratio of aligned SESE fragments over the total
number of fragments in the BPMN model;

F2 Percentage of activities in aligned fragments: ratio of activities belonging
to aligned SESE fragments over the total number of activities;

F3 Percentage of activities in not aligned fragments: ratio of activities belong-
ing to not aligned SESE fragments over the total number of activities.

The next group of features considers the type and usage of the gateways. The
usage of implicit gateways as well as the reuse of gateways has been pointed
out as bad modeling practice [28,30,31]. Specifically, we call a gateway explicit
if it is represented as a BPMN gateway element. An implicit gateway, in turn,
is a BPMN task element with more than 1 entering (or exiting) connections
(i.e., sequence flows). Finally, a reused gateway is a gateway (either implicit or
explicit) which serves as both split and join, i.e., it has more than 1 incoming
and more than 1 outgoing edges. Based on these definitions we implemented the
following features:

F4 Number of explicit gateways: the total number of explicit gateways in the
BPMN model;

F5 Number of implicit gateways: the total number of implicit gateways in the
BPMN model;
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F6 Number of reused gateways: the total number of reused gateways (either
implicit or explicit) in the BPMN model.

Moreover, we have a feature group concerning the style of the edges in a model,
which is perceived as a relevant visual feature [31,32]. We distinguish between
edges and segments: an edge consists of at least one segment and each bend-
point introduces one additional segment into the corresponding edge. Then we
can define the following features:

F7 Percentage of orthogonal segments: ratio of the segments that are “orthog-
onal” (i.e., either vertical or horizontal within a threshold of 10px) over the
total number of segments;

F8 Percentage of crossing edges: ratio of edges that are crossed by some other
edge over the total number of edges.

The last set of features considers the process “as a whole” and therefore concerns
more global properties:

F9 M-BP : this measure (in the interval [0, 1]) computes the extent to which
the layout of the model is consistent with the temporal logical ordering of
corresponding activities [31,33], computed using the algorithm in [34];

F10 Number of ending points: the number of nodes with at least one incoming
edge, but no outgoing connection [28].

In sum, a modeling session, i.e., the modeling exercise of one person, is a series
of model snapshots m1,m2,m3, . . . over time, also called intermediate models.
Each model, in turn, is characterized by a vector of 10 numerical features (we
say that m1,m2,m3, . . . is represented by F 1,F 2,F 3, . . .), extracted in step 1 .
Those will be used to distinguish the expertise level of modelers.

3.4 Model Classification

For a given intermediate model, the described features were calculated and
passed in step 2 to a classification model. We used neural networks [35] as
classification mechanism. This well studied classification model can be used to
approximate any discrete-valued target functions: the “universal approximation
theorem” [36] proves that multilayer feedforward networks with as few as a sin-
gle hidden layer are universal approximators and therefore represent the most
general tool available1. What is interesting of these models is their capability
of dealing with complex decomposition of high dimensional spaces into smaller
ones (in our case, we move from a 10-dimensions space to a binary problem).
Additionally, by introducing specific topologies (i.e., hidden layers) it is possible
to increase the chances of making the problem easier to solve (i.e., transforming
the data space into a linear separable one).

We used a feed-forward neural network, with one hidden layer comprising 50
neurons. The input layer contains 10 neurons, one for each feature of the vectorial
1 See external appendix for details: https://doi.org/10.5281/zenodo.1251633.

https://doi.org/10.5281/zenodo.1251633
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representation of the model. The output layer contains 2 neurons, whose values
distinguish between the two classes (i.e., novice or expert). The rationale behind
the topology of the network comes from an experimental phase, where different
configurations have been verified: there is no scientific result defining a generally
optimal structure. Still, there are results suggesting that 1 hidden layer can be
enough [37]. Concerning the number of units, literature [38] suggests a number
of hidden nodes proportional to the number of training samples over a multiple
(between 2–10) of the sum of input/output nodes. In our case, we decided to
focus on our smallest dataset, with 1000 samples, and 2 as multiplier.

4 Evaluation

In this section, we evaluate the accuracy of the classification for predicting if the
modeler is a novice or an expert. As evaluation input, we use data sets that doc-
ument modeling processes of students (as proxies for novices) and practitioners
(as proxies for experts). Note that our approach is independent of the question
whether students and practitioners always represent valid proxies. For a recent
discussion of student/practitioner differences, refer to [15].

The described approach has been implemented in a Java application2 and
tested on 2 real datasets3. For the implementation, we used the libraries of
the Weka toolkit4 with the corresponding multilayer perceptron. The multilayer
perceptron was trained with a learning rate of 0.3 and a learning momentum of
0.2. Additionally, we set the number of training epochs to 500.

4.1 Description of Datasets

We performed our tests on datasets collected in several modeling sessions in 2010.
Novice data was collected through the participation of students from Eindhoven
University of Technology. Expert data, in turn, was collected as part of a Dutch
BPM round-table event in Eindhoven, as well as in Berlin with practitioners5.
In both settings, the experts were recruited from our network of industry practi-
tioners, who where experienced modelers and highly familiar with BPMN. The
modeling sessions were ran at the universities in a controlled setting. Partici-
pants were aware that the exercises were meant to assess their competence, but
did not know that the tool tracked each modeling step. A textual description of
the processes to be modeled was provided and subjects were asked to model a
BPMN model representing the described process. In this paper we analyze data
referring to two process descriptions.

2 The complete source code of the implementation is available at https://github.com/
DTU-SPE/ExpertisePredictor4BPMN.

3 The dataset is available at https://doi.org/10.5281/zenodo.1194780.
4 See http://www.cs.waikato.ac.nz/ml/weka/.
5 Please note that the data collected from the practitioners has not been published

before. Moreover, the model features used as basis for this paper have not been
reported before, neither for students nor for practitioners.

https://github.com/DTU-SPE/ExpertisePredictor4BPMN
https://github.com/DTU-SPE/ExpertisePredictor4BPMN
https://doi.org/10.5281/zenodo.1194780
http://www.cs.waikato.ac.nz/ml/weka/
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Table 1. Number of modeling sessions and (intermediate) models for each experiment
and expertise level included in our datasets.

Experts Novices

Sessions Interm. models Sessions Interm. models

mortgage-1 31 7299 144 36141

pre-flight 39 4856 118 14147

In the first model (called pre-flight) participants were asked to represent
the steps conducted by an airplane’s crew before take-off. The reference imple-
mentation contains 12 activities and 10 gateways6. In the second model (called
mortgage-1) participants were asked to represent a mortgage application process
with 26 activities and 20 gateways (see footnote 6). While the pre-flight pro-
cess is fairly simple and only comprises sequences, parallel branches and several
optional activities without any nesting, the mortgage-1 example is more com-
plex. It contains a long loop back as well as several levels of nesting depth. In
addition, the mortgage-1 process has several outcomes, i.e., rejection because of
pre-existing mortgage, rejection through employee, offer not updated, and cus-
tomer accepts offer. For modeling these processes we used Cheetah [39] which is
able to record all interactions with the modeling platform and allows to recon-
struct all intermediate models. Thus, for each modeling session (i.e., a single
modeling exercise) we have multiple (intermediate) models based on which the
features were calculated.

The number of modeling sessions and the number of available models are
reported in Table 1. As we can see, the actual number of sessions and models
differs between expertise levels and between modeling tasks. For this reason, we
used a small fragment of randomly selected models for each experiment.

Before turning to the results of the classification, we compare the differ-
ences between the 2 groups of users (i.e., novices and experts) in our 2 datasets
(considering intermediate models created during the last 70% of the modeling
session). Specifically, we used the Mann-Whitney U Test to understand whether
the features described in Sect. 3.3 are proper discriminators of the 2 groups.
Results of the test are reported in Table 2 and clearly show that statistically
significant differences between novices and experts exist for all 10 considered
features. Table 3 reports the descriptive statistics for the two analyzed datasets
with mean, standard deviation (SD) and standard error (SE) for each feature
and both experts and novices. The descriptive statistics clearly depict, for both
datasets (i.e., mortgage-1 and pre-flight), that experts prefer to align elements
(cf. values of F1, F2, F3), experts prefer explicit gateways over implicit ones (cf.
F4 and F5) and they reuse less gateways when compared to novices (cf. F6).
Additionally, novices model less orthogonal segments (cf. F7) and also keep the
layout less consistent with the temporal logical ordering of activities (cf. F9).

6 Graphical representations on the appendix: https://doi.org/10.5281/zenodo.
1251633.

https://doi.org/10.5281/zenodo.1251633
https://doi.org/10.5281/zenodo.1251633
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Table 2. Mann-Whitney U Test on mortgage-1 and pre-flight datasets. The feature
codes refer to the descriptions in Sect. 3.3.

(a) mortgage-1

Feature W p

F1 1.524e+8 < .001
F2 1.459e+8 < .001
F3 1.199e+8 < .001
F4 1.572e+8 < .001
F5 1.179e+8 < .001
F6 1.359e+8 < .001
F7 1.645e+8 < .001
F8 1.034e+8 < .001
F9 1.688e+8 < .001
F10 1.627e+8 < .001

(b) pre-flight

Feature W p

F1 3.650e+7 < .001
F2 3.934e+7 < .001
F3 3.339e+7 < .001
F4 4.128e+7 < .001
F5 3.252e+7 < .001
F6 3.257e+7 < .001
F7 3.850e+7 < .001
F8 3.463e+7 < .001
F9 3.870e+7 < .001
F10 3.331e+7 < .001

Table 3. Descriptive group statistics for experts and novices for the two datasets
analyzed. The feature codes refer to the descriptions in Sect. 3.3.

Feature Group mortgage-1 pre-flight

Mean SD SE Mean SD SE

F1 Experts 0.862 0.256 0.003 0.817 0.311 0.004

Novices 0.807 0.261 0.001 0.764 0.361 0.003

F2 Experts 0.459 0.17 0.002 0.505 0.243 0.003

Novices 0.434 0.177 0.0009 0.441 0.259 0.002

F3 Experts 0.09 0.164 0.002 0.078 0.151 0.002

Novices 0.1 0.151 0.0008 0.098 0.188 0.002

F4 Experts 11.901 4.54 0.053 6.84 2.665 0.038

Novices 10.194 4.468 0.024 5.937 2.515 0.021

F5 Experts 1.309 1.487 0.017 0.371 0.845 0.012

Novices 1.576 1.614 0.008 0.495 1.079 0.009

F6 Experts 0.344 0.615 0.007 0.501 1.079 0.015

Novices 0.316 0.627 0.003 0.471 0.773 0.006

F7 Experts 0.712 0.223 0.003 0.572 0.267 0.004

Novices 0.603 0.179 0.0009 0.494 0.18 0.002

F8 Experts 0.008 0.026 0.0003 0.012 0.041 0.0006

Novices 0.022 0.044 0.0002 0.008 0.035 0.0003

F9 Experts 0.95 0.067 0.0008 0.95 0.103 0.001

Novices 0.877 0.126 0.0007 0.906 0.125 0.001

F10 Experts 2.743 1.14 0.013 1.598 0.88 0.013

Novices 2.267 1.012 0.005 1.64 0.911 0.008



332 A. Burattin et al.

0.5

0.6

0.7

0.8

0.9

1

1000 2000 4000 8000

F-
sc

or
e

Dataset size (number of random BPMN models used)

pre-flight mortgage-1

Fig. 3. F-scores on 10-fold cross validation tests, performed on different dataset sizes
(models randomly selected), for the two tasks.

4.2 Prediction on Single Intermediate Models

The problem at hand is a binary classification problem (i.e., novice vs expert).
Therefore, to characterize the quality of our predictions, we used the F-score (also
known as F1) measure. This measure is the harmonic mean of precision and recall
and is suitable for capturing the classification quality [40]. We created different
datasets with a different number of models (up to 1000, 2000, 4000 and 8000
BPMN models) considering BPMN models created during the last 70% of the
modeling session (i.e., we discarded the intermediate models created during the
initial 30% of the modeling session, to avoid almost-empty models). Then, using
a 10-fold cross validation [26] we computed the average performance for each
fold. Figure 3 depicts the outcomes of our tests. Clearly, the larger the dataset
size, the better the outcome, since the system is able of better approximating
the classification function. With the largest datasets, we were able to achieve an
F-score of at least 0.88 (for pre-flight) and 0.94 (for mortgage-1). The comparison
with 5 other classifiers is reported in the external appendix of this paper together
with further implementation details (see footnote 1). To validate the necessity
of our feature set, Fig. 4 shows, in turn, the F-scores, if subsets of features were
used. The classification performance is notably worse when only subsets are used,
as the classification model is not capable of accurately discriminating based just
on these features. Additionally, the trend is not monotonically increasing but
fluctuating, which suggests that the learning model is probably too complex
given the data and it started to overfit the task, thus decreasing the performance.
Furthermore, Fig. 5 shows the pairwise Pearson correlation coefficients for all
features. Overall, there is little indication for linear correlations between the
features, suggesting that they may indeed capture complementary aspects. To
demonstrate that our approach (in line with requirement R3) is applicable in
an online setting we conducted a performance analysis. The computation of the
features was performed by instrumenting Cheetah to compute the features and
measure the time. Only the time to compute the actual feature is taken into
account. To compute the features, 18341 samples were randomly taken from
the mortgage-1 dataset, which is the bigger of the datasets used. The test has
been performed on a standard laptop with Windows 10 Enterprise and Java
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(a) Performance using F1, F2, F3.
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(b) Performance using F4, F5, F6.
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(d) Performance using F9 and F10.

Fig. 4. F-scores on 10-fold cross validation tests performed on different dataset sizes,
considering different subsets of features. Each chart also reports, for comparison pur-
poses, the values obtained using all features.

1.8, Processor Intel Core i7-7500U 2.7GHz and 16 GB RAM. During the test, a
typical usage was maintained (i.e., no dedicated computation for the test, just
to simulate a modeling environment, with several other software applications
running at the same time). Figure 6 shows the average time required to compute
each feature. Our results demonstrate that the calculation of most features is
very fast. Feature F9, in turn, is more time consuming (93.12 ms). Still, all 10
features can be calculated in just a bit more than 100ms, which is certainly
sufficient for application in the intended use cases.

4.3 Prediction of Modeler Expertise in the Entire Session

Our trained classifier predicts if model mi was created by an expert if exp(F i) =
1 or by a novice if exp(F i) = 0 with an accuracy of 0.88–0.94. In this section we
discuss how early exp(·) can predict that the modeler is an expert in a modeling
session (from the features F i of a partial model mi).

To be robust against temporary changes in the classification over a few model
snapshots, we derived a smoothing expert classifier exp′(F i) that takes the
average of exp(·) over the last N feature snapshots in the modeling sessions
F i,F i−1, . . . ,F i−N+1. If exp′(F i) > k for a threshold k, we consider mi as an
“expert model” in the session.
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Fig. 5. Correlation coefficient matrix for all features.
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Fig. 6. Average time required to compute each feature over 18341 samples randomly
selected from the mortgage-1 dataset (which is the biggest).

Using the exp(·) classifier trained on 8000 random samples from the last 70%
of a modeling sessions (based on Fig. 4) and choosing N = 20 and k = 0.6 (based
on hyper-parameter optimization) led to the following results: in the first 25% of
any modeling session, exp(·) predicts any models to be from an “expert”, i.e., exp
errs on the “expert side”. In the last 70% of a modeling session for mortgage-1
(pre-flight):

– exp′ correctly predicted “expert” in 100% (94.5%) of the modeling sessions;
– in 90% (76.9%) of the sessions, this prediction occurred between 0.3-0.4 (0.3-

0.55) of the modeling time at an average of 0.32 (0.35); exp′ remained stable at
“expert” until the end from 0.3-0.45 (0.3-0.75) of the modeling time onwards
at an average of 0.33 (0.45);

– exp′ falsely predicts “experts” for a short period in 13.8% (25.4%) of the
modeling sessions of novices; the false prediction is stable until the end in
just <1% (5%) of the novice sessions.

4.4 Discussion and Limitations

First and foremost, the presented approach to classify modelers meets the
requirements R1-R4 put forward in Sect. 3.1. The classification is grounded in
objective measures (R1), as the classification features capture properties of
(intermediate) models only (e.g., the ratio of aligned model fragments or the
type and usage of gateways). Feature calculation and classification from the
model alone is fast (a bit more than 100 ms) rendering our approach unobtru-
sive (R2). Modelers do not have to spend any additional effort and, unless it is
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desired, would not even be aware of the classification. Our experiments further
highlighted that the features are well-suited to classify, potentially incomplete,
intermediate models. We thus in addition conclude that the approach can be
used online (cf. R3), coping with learning and improvement effects of modelers.
Moreover, our approach is independent of a specific tool (cf. R4) as the respec-
tive features can be computed in any tool for the creation of activity-centric,
flow-based process models with AND/XOR gateways.

Turning to the actual classification results, the general trend is encouraging,
with an F-score of 0.88 for pre-flight and 0.94 for mortgage-1. Our results suggest
that in terms of classification the mortgage-1 task seems easier when compared to
the pre-flight one. This is plausible since the pre-flight lacks complex behavioral
structures (i.e., no nested blocks or loops). Therefore, models of novices and
experts do not differ so much as for more complex models.

Our results have impact both for modeling theory and practice. The ability
to distinguish in an automated manner between groups of modelers (i.e., novices
or experts) has potential applications in the context of teaching scenarios or as
part of an adaptive modeling editor that classifies the user while modeling and
adjusts itself based on the classification. The accuracy of the smoothing online-
predictor exp′ to distinguish novices and experts already early in the modeling
session supports this idea; while reliable classification is only available after a
third of the modeling session, it may be exactly at the right time to identify
novices and offer support. The false positive rate of up to 25% in temporary
expert classifications suggests that users need to stay in control of adaptations
of the modeling environment.

The assessment of expertise and professional capabilities is needed for differ-
ent purposes: for recruitment, for deciding on assignment of employees to tasks,
for team formation [41], or for forming relatively uniform groups for training.
Current approaches for this assessment (e.g., based on success in a modeling
task) suffer limitations – specifically biases that stem from differences in domain
knowledge, from the specific modeling task selected for the assessment, or from
accidental success or failure. The approach we present overcomes these limita-
tions by considering a combination of features which are evidence-based and less
subject to conscious and intentional manipulation: it would be very difficult to
intentionally introduce bias in such assessment.

Although the feature extraction was conducted in the context of Cheetah
platform, it is not dependent on a specific modeling tool, but can be generalized
to any other BPMN-based process modeling environment. The general approach
could also be applied to modeling notations other than BPMN, however, in this
case the feature extraction would need to be adapted to the specific notation.

The features F1-F10 considered in this paper together are relevant for accu-
rately classifying expert and novice modelers: sub-groups of features show sig-
nificantly lower F-scores than all features combined (Fig. 4), and the features
discriminate even partial expert and novice models (Sect. 4.3). Other classifiers
can be used for the same set of features with the same or even better accuracy
(see footnote 1). A threat to generalizability to larger models and applicability
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in individual cases may be the thresholds used in F1–F3 and F7. Validating the
features against more (and larger models) and modeler preferences is subject of
future work.

Another limitation of our work is that we used the same tasks for training
and prediction. This is a setting that is applicable to teaching or recruitment
scenarios, where many modelers work on the same modeling task. To improve
the generalizability of the approach and to make it applicable in settings where
models are more heterogeneous, inter-model predictions are required. Some of
the features considered in our prediction depend on the model (e.g., the number
of gateways) and thus have to be adapted for inter-model predictions.

5 Conclusion and Future Work

In this paper we demonstrated that novices and experts can be differentiated to a
large extent based on how they lay out their model. By basing our classification
approach on a model’s layout, we were able to provide an approach that is
automated, based on objective-measures, that is unobtrusive, and independent
of a particular modeling tool. Our performance analysis further demonstrated
that the approach is applicable in online settings. With this paper we focused
on inter-model classification.

Future work will generalize the approach by additionally considering intra-
model classification. We plan to continue the feature engineering and selection
processes by considering features that capture the evolution of model properties
over time. In parallel, different prediction techniques can also be investigated.
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Abstract. Organizational mining aims at gaining insights for business
process improvement by discovering organizational knowledge relevant
to the performance of business processes. A key topic of organizational
mining is the discovery of organizational models from event logs. While
it is common for modern organizations to have employees sharing roles
and responsibilities across different internal groups, most of the existing
methods for organizational model discovery are unable to identify such
overlaps. The overlapping resources are likely to be generalists in an orga-
nization. Existing findings in process redesign best practices have proven
that generalists can help increase the flexibility of a business process
(similarly to the flexibility of the role of “libero” in certain team sports).
In this paper we propose an approach capable of discovering organiza-
tional models with overlaps and thus helping identify generalists in an
organization. The approach builds on existing cluster analysis techniques
to address the underlying technical challenges. Through experiments on
real-life event logs the applicability and effectiveness of the proposed
method are evaluated.

Keywords: Process mining · Organizational mining
Organizational model mining · Overlapping clustering

1 Introduction

Process mining enables data-driven process analysis using the massive amount of
event log data captured by information systems in today’s organizations. Various
techniques have been developed to help extract insights about the actual business
processes with the ultimate goal to improve process performance as well as the
organizations’ business performance. While the main focus of process mining
is on the control-flow perspective, recent years have seen research devoted to
mining other aspects such as the organizational context of business processes.

Organizational mining focuses on discovering organizational knowledge,
including e.g. organizational structures and human resources relevant to the
c© Springer Nature Switzerland AG 2018
M. Weske et al. (Eds.): BPM 2018, LNCS 11080, pp. 339–355, 2018.
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performance of a business process, from event log data [1]. In any organization
where humans play a dominant role, organizational mining helps managers gain
a better understanding of the de facto grouping of human resources and their
interactions thus to improve the related business processes. The importance of
such organizational knowledge in process improvement is also emphasized by
the fact that 10 of the 29 best practices in process redesign proposed in [2] are
concerned with the structure and population (i.e. resources) of an organization.

Hence, an interesting research topic concerns the discovery of organizational
models from event log data. Given the fact that in many real-life event logs,
only limited information about process execution is provided, it is challenging
to derive the actual organizational model (e.g. an organizational chart) in an
organization. However, it is possible to recognize groups of resources that have
similar characteristics relevant to the performance of a business process. For
example, in [1] the authors propose a resource grouping mechanism based on
how frequently the human resources carry out the same tasks, and suggest that
the discovered organizational groups can be relevant to roles and functional units
in which employees possess similar skills and knowledge to perform the tasks.

To date there have been a number of research efforts on mining organiza-
tional models from event logs (e.g. [1,3,4]), whereas almost all of these existing
studies have made an assumption of disjoint organizational groups, which means
that each resource is a member of a single organizational group. In fact, in many
real-world organizations it is common to have employees who possess multiple
skills to share roles and responsibilities across organizational groups. More gen-
erally, modern organizations emphasize the importance of having smooth and
active communication among various functional units, and achieve so by setting
up cross-department roles to enhance the coordination [5]. From the viewpoint
of organizational structures, resources working across different organizational
groups form the overlap between the groups. From the viewpoint of process
improvement, such resources are likely to be the so-called generalists – a special
category of resources that can help increase the flexibility of a business pro-
cess [2]. In terms of flexibility, we consider the generalists to carry out a role
similar to the role of “libero” in certain team sports.

In this paper we propose an approach for the discovery of organizational
models from event logs, which allows the sharing of human resources between
different organizational groups. By relaxing the assumption of disjoint organiza-
tional groups (applied in most of the existing work), new discovery algorithms
are developed to address the challenges arising from dealing with the potential
overlaps between organizational groups. Based on the characteristics of the prob-
lem of interest, a couple of existing cluster analysis techniques (from the field of
data mining) are chosen and applied in our discovery algorithms. Experiments
are conducted on an implementation of the discovery algorithms, using real-life
event logs, to evaluate the applicability and effectiveness of our approach.

The contribution of our work is twofold. On the one hand, the discovered
organizational model with potential overlaps is a better reflection of the actual
organizational grouping of resources relevant to process execution, and hence it
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will enable more insightful resource performance analysis. On the other hand,
identifying resources that belong to more than one organizational group from
event logs presents a novel data-driven approach to the discovery of generalists in
an organization and their organizational positioning (i.e. in which organizational
groups they perform in practice). Finding the information about generalists will
help improve resource utilization and also serve as an important step for action-
able process improvement. For example, one strategy for process improvement
is to keep such resources free when possible, which guarantees flexibility in the
distribution of work [6].

The rest of the paper is organized as follows. Section 2 provides a review
of the related work on the topic. Section 3 introduces basic concepts and pre-
liminary notions. In Sect. 4, we present our approach for mining organizational
models with overlaps, and in Sect. 5 we discuss the experiments and analyze the
evaluation results. Finally, Sect. 6 concludes the paper and outlines future work.

2 Related Work

The research considering the organizational perspective of process mining origi-
nates from the work by van der Aalst et al. [7], in which several types of inter-
resource relationship metrics are defined for deriving resource social networks
from event logs. Based on the analysis of resource social networks, Song and van
der Aalst [1] propose the conceptual framework of organizational mining as a
sub-field of process mining, within which three research dimensions of organiza-
tional mining are proposed: discovery, conformance checking and extension.

Discovery refers to constructing models that reflect the reality. In the con-
text of organizational mining, these models include organizational models, social
networks and resource assignment/allocation rules. Organizational model min-
ing focuses on finding the grouping of resources (employees), e.g. who belongs
to which functional unit [1,8], who plays what roles [3,9] or holds what social
positions in collaboration [10]. Recently, the work of Appice [8] introduces an
approach for mining organizational models using a community detection tech-
nique, which makes no assumption about each resource belonging to a single
group. To the best of our knowledge, this is so far the only existing approach
capable of deriving organizational models with potential overlaps.

The discovery of social networks emphasizes the use of social network analysis
to help understand the structure of communication between individual resources
as well as between organizational groups [4,7,11]. The research presented in [12,
13] studies the discovery of rules related to staff assignment (who is allowed to
do which tasks) and runtime activity distribution (to whom a specific task is
allocated) to help with diagnosis and optimization of pre-defined rules.

In addition, there is also existing research concerning the organizational per-
spective of business processes at the level of individual resources. For example,
in [14] the authors analyze the correlation between the workload of individual
resources and their performance, and in [15] the authors propose a framework for
analyzing and evaluating different resource behaviors in order to provide insights
towards more informed resource-related decisions for performance improvement.
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3 Preliminaries

Here we present several preliminary concepts necessary for describing the prob-
lem, following the conceptual framework of organizational mining defined by
Song and van der Aalst [1]. A typical event log usually consists of a set of
uniquely identifiable cases corresponding to the instances of an underlying busi-
ness process. Each case contains a sequence of events that describe the activities
carried out by some resources. Table 1 gives an example fragment of an event log
recorded by a process-aware information system. Each row refers to one single
event, which is described using attributes such as activity label, timestamp, and
identity of the originating resource1.

Table 1. An example fragment of an event log.

Case ID Event ID Activity label Resource Timestamp

c1 e1 Register request John 2018/01/03 10:59:06

c1 e2 Examine thoroughly Mike 2018/02/03 11:10:13

c1 e3 Decide Clare 2018/02/21 15:43:32

c1 e4 Reject request John 2018/02/22 10:35:52

Definition 1 (Event Log [7]). Let T be a set of tasks and R be a set of
resources. E ⊆ T × R is the set of events that denote the execution of tasks
by originator resources. For any event e ∈ E, πt(e) ∈ T is the task being exe-
cuted (or the activity) in e and πr(e) ∈ R is the originator resource of e. C = E∗

is the set of possible event sequences (traces describing a case). L = B (C) is an
event log, where B (C) is the set of all bags (multi-sets) over C.

In Definition 1 we do not take into account the ordering of events in a case.
We focus on two standard attributes of an event – task and resource identity. We
use them to build a simple “profile” for each resource, which reflects the history
of the resource performing activities. Accordingly, a performer by activity matrix
can be used to represent the profiles of a set of resources given an event log.

Definition 2 (Performer by Activity Matrix, adapted from [7]). Given
an event log L, let {e1, ..., en} be the set of all possible events recorded in L.
The performer by activity matrix is an integer-valued matrix X of size |R|× |T |,
in which each row vector corresponds to the execution history of activities for
a specific resource. Each element of X denotes the count of frequencies of a
resource ri ∈ R conducting a specific task tj ∈ T , defined as:

Xij = Σ1�k�n

{
1, if πr(ek) = ri and πt(ek) = tj

0, otherwise

where 1 � i � |R| and 1 � j � |T |.
1 For illustration purposes, resource name is used in the example in Table 1.
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Simply consider the example fragment of an event log shown in Table 1.
The performer by activity matrix build from this example based on Definition 2
is shown in Table 2. Below, we propose a generic and simple definition of an
organizational group as a non-empty group of human resources (i.e. employees) in
an organization. For each organizational group, we define a membership indicator
associated with each resource to specify whether or not the resource belongs to
the group.

Definition 3 (Organizational Group). Let R be a set of (human) resources
in an organization, an organizational group can be defined as G ⊆ R and G �=
∅. Given an organizational group G, for any r ∈ R, we define a membership
indicator function IG : R → {0, 1} where IG (r) = 1 if r ∈ G and 0 otherwise.

Finally, we define the concept of organization model. It is simply considered
as one entire group of several organizational groups defined in the above.

Definition 4 (Organizational Model). An organizational model O is a set
that consists of a finite number of (k) organizational groups {G1, . . . , Gk}. For
any resource r that is part of the organizational model O, r belongs to one or more
than one organizational group in O. That is, ∀r ∈ ⋃

G∈O G,
∑

G∈O IG (r) � 1.

As mentioned before, most of the existing studies in organizational mining apply
the assumption of disjoint organizational groups in an organization, and hence
they require that each resource should only belong to a single organizational
group (i.e. ∀r ∈ ⋃

G∈O G,
∑

G∈O IG (r) = 1). In Definition 4, our focus is to
relax such assumption by recognizing that resources may belong to more than
one organizational group in reality and thus to allow potential overlaps between
different organizational groups.

4 Approach

Organizational model mining aims at recognizing groups of resources having
similar characteristics. We concern the connection between this and the purpose
of cluster analysis in data mining, which is to group a set of data objects into
multiple clusters such that objects within a cluster have high similarity but
are dissimilar to those in other clusters [16]. As a relatively mature field, there
exist various types of techniques developed to provide solutions for different
requirements and contexts. Since our intention is to derive results in which one
resource may be member of more than a single organizational group, we select the
technique of overlapping clustering, which allows flexible assignment of one data
object to multiple clusters. In this paper, we design an approach adopting the
idea of overlapping clustering to solve the problem of discovering organizational
model with overlaps. Figure 1 gives an overview of the three-phased procedure.
We start from constructing the performer by activity matrix that characterizes
the resources. Then we transfer the problem into cluster analysis and apply the
selected model and algorithm to produce the clustering result, from which we
derive an organizational model as the end result.
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Fig. 1. The designed procedure for discovering organizational model with overlaps.

4.1 Characterizing Resources

Given an event log, we construct the performer by activity matrix by directly
following Definition 2 and determine the execution frequencies while iterating
over the events. Table 2 shows the result of deriving the matrix using the example
event log fragment in Table 1 as input.

Table 2. The performer by activity matrix built from the example event log fragment.

Activity 1 Activity 2 Activity 3 Activity 4

Register request Examine thoroughly Decide Reject request

John 1 0 0 1

Mike 0 1 0 0

Clare 0 0 1 0

Once the performer by activity matrix has been built, we need to select a
measure for quantifying the similarity between any two resources by comparing
the corresponding row vectors, in order to further group similar resources and
derive an organizational model. Some variants of distance-based metrics pro-
vide meaningful measures in a process mining context. The Hamming distance,
for example, accounts for whether or not two resources have executed the same
types of tasks. Meanwhile, correlation-based metrics such as Pearson’s correla-
tion coefficient provide a view of statistical correlation. The choice of similarity
measure should be done depending on the purpose and context of analysis.

For the next step, we apply the clustering techniques in order to obtain the
clusters of resources. Two possible solutions are presented then. Since these two
vary in terms of the deciding the final clusters, we will describe how to derive
the end result, i.e. the output organizational model, respectively.

4.2 Solution 1: Cluster Analysis Using a Mixture Model

We first elaborate on how to correlate the current problem with the concepts
of overlapping clustering. The concept of probabilistic cluster and the hypoth-
esis of mixture models are commonly used in cluster analysis to characterize
the flexible assignment of one object to multiple clusters simultaneously. The
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hypothesis states that the latent categories hidden in the data objects could be
mathematically represented using a series of distribution functions [16]. Each
data object is related to each latent category by a sampling probability, and is
viewed as a sample drawn from a mixture of distributions. In the context of our
problem, we can regard the execution history of activities (i.e. the row vector in
the performer by activity matrix corresponding to a resource) as the result of a
resource following the work patterns of the organizational group(s) it belongs to.
If the resource is indeed a member of several different groups, then its execution
history of activities should be the consequence of multiple work patterns. We
may therefore adopt the hypothesis of mixture models as an idea for a solution.
First, cluster the resources by leveraging the performer by activity matrix along
with the specified similarity measure and find the distribution function for each
cluster, then for each row vector we calculate a sampling probability related with
each cluster, which could be used to decide the membership of the resource.

Following the idea we could apply a classic Gaussian mixture model (GMM)
as the first solution. In GMM we assume a Gaussian distribution for each latent
category, and apply the well-founded EM algorithm [16] to fit the mixture model
using the performer by activity matrix. EM works in an iterative fitting process,
which starts with a random initialization and updates the mixture model greed-
ily towards a higher value of the goal function (the likelihood of sampling all
the vectors using the current model). The mixture model converges as the goal
function value no longer increases or updates by a very trivial scale.

Using the converged mixture model, we can calculate the posterior probabil-
ity of a row vector relating with each cluster, and take the result as the sampling
probability. However, for actually deciding the membership of a resource, we need
to choose a threshold to be applied on the probability value, which determines if
the resource belongs to one or several of the groups. For example, if the chosen
threshold value is 0.5, then the resource should belong to a group only if its
related sampling probability is larger or equal to 0.5.

For the basic solution using GMM, we notice some problems related to its
configuration. Before starting the fitting process, it requires us to decide the
number of clusters upfront. This should be done based on the control of granu-
larity we desire: with a higher number it enables us to discover more fine-grained
groups, which may be the very specific roles or small workgroups, whereas a
lower number of clusters would possibly lead to finding departments at a higher
level. Another problem concerns the thresholding step applied for the purpose
of deciding resource membership. It is hard to determine an effective level of
probability value that decides whether a resource indeed belongs to an organi-
zational group or not: for instance, for a fitted GMM we could calculate the
result that an involved employee Jack has the probability value of 0.49 that he
belongs to Group 1, and 0.51 that he belongs to Group 2. The question is: how
should we actually decide Jack’s membership given these numbers? Selecting
an appropriate threshold value may become a challenging task, since the scale
of the estimated posterior probabilities lack a solid interpretation in the con-
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text of organizational model mining. We therefore present another overlapping
clustering algorithm that addresses the challenge.

4.3 Solution 2: Cluster Analysis Using a More Generative Model

Consider the example of deciding Jack’s membership illustrated before. The use
of mixture models like GMM poses the challenge of configuring proper threshold
parameter, which may hinder us from directly applying the method for discover-
ing organizational models. The challenge arises from the underlying hypothesis
of mixture models: when we view the row vector corresponding to a resource as
a data object being clustered, the posterior probabilities that we use for later
deriving membership only indicate the possibilities of having the current data
object sampled from each of the distributions independently [16]. Hence a mix-
ture model may fail in well characterizing the reality that, for resources with
multiple memberships across several groups, their execution history of activities
results from the joint effect of all the work patterns of the groups.

Without shifting from the general concepts of both organizational model
mining and overlapping clustering, we seek to find a more natural and descriptive
model that avoids deriving membership from probabilities, and constitutes a
better solution for the current problem.

The Model-based Overlapping Clustering (MOC) model [17] bases itself on
the same concepts of probabilistic clusters as GMM does, but without employ-
ing the hypothesis of having objects sampled from a mixture of distributions
related with the latent categories. Instead, a boolean-valued membership vector
is defined directly for each of the objects to be clustered, of which the values
are inferred after fitting the model with the data. In comparison with mixture
models, the MOC model is a more natural generative model for overlapping clus-
tering. In MOC the data objects being clustered are hypothesized to be generated
by simultaneously considering multiple components, as each of the components
refers to a part of the model that relates to one of the latent categories to be
discovered (similar to the distribution functions).

Algorithm 1 depicts the procedure of applying the MOC model to the current
problem. We omit some of the mathematical details here for brevity, for which
one may refer to [17] for a more in-depth explanation. Given n resources and
the related event log, we assume that the performer by activity matrix X and
similarity measure have been decided prior to running the algorithm, and the
granularity of analysis has been specified already, i.e. k groups to be discovered.
The algorithm starts by an initial estimate of the membership matrix M , which
is usually initialized in a random manner. Another model parameter to be ini-
tialized is a matrix that represents the active status of each component in the
MOC model, denoted as A, for which random initialization will be fine.
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Algorithm 1: Applying MOC for Discovering an Organizational Model
Input:
– {r1, . . . , rn}: the n resources involved;
– X: the constructed performer by activity matrix, also assuming that the

similarity measure has been specified accordingly;
– k: the number of organizational groups expected to be discovered

(depending on the desired granularity).
Output: O: the resulting organizational model consisting of k groups.
// Step 1: Initialize the membership parameter

1 Initialize an n × k boolean value matrix M , where each of the n row vectors
indicates the membership of a corresponding resource

2 Initialize a k × d real value matrix A that denotes the active status of each
component in the model

// Step 2: Fit the model to the data through iterative updating

until convergence

3 repeat
// Update A by direct computing the value from X and M

(cf. [17])

4 A ← update (A, X, M)
// Update M by searching a setting that maximizes the selected

similarity measure

5 for i = 1 to n do
6 Mi ← argmax

Mi∈{0,1}k

SIMILARITY MEASURE (Xi, MiA)

7 end
// Calculate the goal function value using the log-likelihood

(cf. [17])

8 L = logP (X, M, A)
9 Calculate the increase ΔL by comparing with the last iteration

10 until ΔL is sufficiently small
// Step 3: Derive the resulting organizational model utilizing the

membership matrix

11 Initialize k empty sets G1, G2, . . . , Gk

12 for i = 1 to n do
13 for j = 1 to k do
14 if Mij = true then
15 Gj ← Gj ∪ {ri}
16 end

17 end

18 end
19 return O = {G1, G2, . . . , Gk}

After the initialization of the model parameters we proceed to the iterative
process for fitting the model to the data (Line 3–10). At each iteration we first
update the value of A directly using the current M and X [17]. In the next step,
for each membership vector Mi we try to find a value that maximizes the metric
value. The search may be time-consuming when the desired group number k
is large, however certain algorithms could be plugged in here to speed up the
search process [17]. When the appropriate setting of M has been obtained, we
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calculate the value of the goal function defined here as the log-likelihood (Line 7),
and compute the increase in comparison to the result of the last iteration. The
iterative updating process stops when convergence is reached, i.e. the increase
in the goal function value is sufficiently small.

With the fitted model we can now derive the end result in a straightforward
way, since the membership of all the n resources has been determined as the
value of the n × k membership matrix M . Therefore, we just need to simply
assign the resources to the corresponding ones of the k sets (Line 11–18), and
return the resulting sets as the discovered organizational groups.

Comparing to the more näıve solution of GMM, the solution using MOC
model avoids introducing probabilities as the degree of resource membership,
and therefore addresses the challenge of having to select thresholds. Given the
event log and resources to be analyzed, users would only need to focus on the
resource profiling phase, and then set up the expected number of groups. The
end result will be an organizational model containing the exact number of groups
as required, where overlaps are allowed to exist.

5 Evaluation

5.1 Experiment Design

Both solutions (applying either GMM or MOC) have been implemented in a stan-
dalone demo2. We evaluated their feasibility on real-life event log data. We aim at
giving empirical validation on whether the proposed solutions work effectively
in discovering organizational models when there indeed exist overlaps among
organizational groups.

Event Logs. Different from the evaluation methods in the previous research on
the problem (cf. [1,8,11]), the purpose of the validation here requires us to be
aware of the “ground truth” information relevant to the internal groups in an
organization a priori. For this purpose we picked two sets of real-life event logs,
namely “WABO” and “Volvo”. The background of these event log datasets are
as follows:

– WABO: The event log from the WABO dataset contains the records of the
receiving phase of an environmental permit application process in an anony-
mous municipality within the CoSeLoG project [18].

– Volvo: This dataset includes event logs generated from the problem man-
agement system VINST of Volvo Belgium, which was originally released for
the BPI Challenge 2013 [19]. It contains the event logs that describe several
business processes handling incidents and problems in the IT-services deliv-
ered and/or operated by Volvo IT. We choose the event log related with the
process managing the open problems for experiment use.

2 https://github.com/royyjing/bpm-2018-Yang Find.

https://github.com/royyjing/bpm-2018-Yang_Find
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The event logs are recorded in the IEEE standard XES format [20], and
include an extended event attribute termed org:group, which indicates the
group identity of the resource that triggered the event. We recognize that the
ground truth organizational models can be extracted by utilizing this informa-
tion of identities, which can then serve as the reference models for our experi-
ments. To do this we first filter out the events with missing values on org:group
(including both null and invalid ones). Then we extract the ground truth orga-
nizational model by putting resources together into groups accordingly, based
on the org:group values they relate to as event originators. Table 3 gives a brief
overview of the preprocessed event logs, along with some basic statistics of the
extracted reference models: the average size of groups (Avg. group size), and
the average number of groups that a resource belongs to (Avg. membership).
One may recognize immediately the existence of overlaps in the reference mod-
els after inspecting the basic statistics shown in the table. A further comparison
on Avg. membership reveals that the overlapping condition is less obvious in the
Volvo case (Avg. membership 1.176 while WABO has a value of 3.886), suggest-
ing considerably fewer employee resources possessing multiple group identities
in Volvo IT.

Table 3. Overview of the event logs and the extracted reference models.

Event log Cases Events Activities Resources Organizational
groups

Avg. group
size

Avg.
membership

WABO 1,348 6,641 27 44 9 19.0 3.886

Volvo 818 2,331 5 239 11 25.5 1.176

Experiment Setups. We conducted the experiments using the comparison
method. Two methods proposed in previous research are selected as baseline: a
traditional partitioning method that produces disjoint organizational models [1],
namely MJA; and a community detection based method developed by Appice [8]
that is capable of deriving organizational models with possible overlaps, namely
Commu. We examine if the organizational models discovered from the same
source of event logs using GMM and MOC can better capture the reality, i.e.
more similar to the reference models.

To start with, we build the performer by activity matrix, and choose the
Pearson’s correlation coefficient as the metric for similarity measure. Since the
setup of the algorithms involved in evaluation may vary, we decided to configure
the parameters for each algorithm separately, as long as they produce resulting
organizational models with exactly the same number of organizational groups
discovered as that in the reference ground truth.

Evaluation Metrics. For the purpose of comparing between the results of dis-
covery and the reference models to assess the effectiveness of different methods,
we consider adopting extrinsic evaluation metrics. One example is the entropy
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measure [1], which can be used for measuring the scale of difference between a
generated model and the referenced one. However, as the current research has
been extended to the overlapping situation, the entropy measure becomes inap-
propriate as well as many other commonly used extrinsic measures. We therefore
turn to the extended BCubed metrics (including BCubed Precision, Recall and
F-measure) [21], as they are applicable for evaluation on the overlapping cases.
From an organizational model mining point of view, the meaning of the BCubed
metrics can be interpreted as follows:

1. BCubed Precision represents the ratio of how many resources in a same dis-
covered organizational groups belong to the same actual groups. A higher
value of BCubed Precision means fewer mistaken assignments in the discov-
ered organizational model.

2. BCubed Recall represents the ratio of how many resources from a same actual
groups are assigned to the same discovered organizational groups. A higher
value of BCubed Recall means more resources with the same actual group
identities are placed together by the mining algorithm.

3. BCubed F-measure is a combination of BCubed Precision and Recall, defined
as the harmonic average of the two.

Besides the BCubed metrics, we also want to compare the basic statistics
of the discovered organizational model (Avg. group size and Avg. membership),
with those of the ground truth model.

5.2 Comparing with the Disjoint Partitioning Method

In the first experiment we wish to compare our solutions with the disjoint parti-
tioning method MJA. The idea behind MJA is to view the resources as vertices
in a graph, and connect weighted edges between them based on the measured
similarity values. By eliminating certain edges by a threshold value, the origi-
nal graph is further partitioned into several connected components, which are
taken as organizational groups that constitute the final organizational model.
The result generated from MJA is obviously disjoint.

Table 4 shows the evaluation results measured by the BCubed metrics. From
the table we can see that MJA obtains higher precision rates. However, the dis-
joint nature of MJA prevents it from recognizing the fact that similar resources
may possibly share more than one group identities in an overlapping organiza-
tional model. Thus, for MJA, similar resources are clustered into one group only,
which lead to the relatively lower recall.

On the other hand, the proposed solutions using either GMM or MOC have
comparatively lower precision yet higher recall values. It can be explained that
both overlapping clustering based algorithms tend to put more resources into the
groups, which is consistent with the larger group sizes shown in Table 5. This
leads to the better recall rates, but at the same time makes the discovered orga-
nizational groups contain relatively members being mistakenly assigned, which
directly cause the lower precision of GMM and MOC.
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Moreover, for the Volvo case we notice that even the baseline MJA produces
a relatively lower precision, and the situation of recall rates mentioned above
becomes even more significant. The reason is due to the large total number of
resources compared to the much smaller number of activity types (239 resources
compared to 5 activity types). The smaller number of activity types leads to
fewer columns in the performer by activity matrix, and may therefore weaken
the effect of measuring similarity.

Despite the observation that GMM and MOC may tend to sacrifice some
precision rate and bring mistaken assignments, from Table 5 we can draw a
conclusion – the overlapping-clustering-based solutions are able to derive an
overlapping organizational model that captures the reality, whereas methods
like MJA holding the assumption of disjoint organizational model are not.

Nevertheless, we still have the following questions: How effective are our
solutions comparing to other solutions that can also produce overlapping orga-
nizational models? Will the other solutions also encounter the problem of unsat-
isfying precision? We will explore the answers to these questions through the
following experiment and analysis.

Table 4. Results of comparing with MJA on the BCubed metrics.

Event log BCubed Precision BCubed Recall BCubed F-measure

MJA GMM MOC MJA GMM MOC MJA GMM MOC

WABO 0.814 0.624 0.757 0.213 0.812 0.735 0.337 0.706 0.745

Volvo 0.496 0.186 0.24 0.397 0.944 0.94 0.441 0.31 0.382

Table 5. Results of comparing with MJA on the grouping statistics.

Event log Avg. group size Avg. number of membership

Ground truth MJA GMM MOC Ground truth MJA GMM MOC

WABO 19.0 4.9 28.4 22.8 3.886 1 5.818 4.659

Volvo 25.5 21.7 146.5 110.9 1.176 1 6.745 5.105

5.3 Comparing with the Community-Detection Based Method

In this experiment we choose as baseline a community detection based app-
roach [8] which we refer to as Commu. Our goal is to make a comparison between
the effectiveness of Commu and our approach. Commu is based on social network
analysis techniques rather than cluster analysis, but shares the same purpose of
grouping cohesive resources into communities that represent the internal organi-
zational groups. It applies the linear network model with the Louvain algorithm,
and derives organizational models which allow the existence of overlapping com-
munities (organizational groups).
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Tables 6 and 7 show the evaluation results of this experiment. By observing
the average number of membership we first confirm that the baseline method
Commu indeed generates overlapping results. For the BCubed metrics, we notice
that GMM performs roughly the same as Commu, whereas MOC performs bet-
ter than Commu in both cases. And the grouping statistics show that the mod-
els produced by using either GMM or MOC are more realistic compared with
Commu.

Meanwhile, we learn from the tables that Commu also produced a result of
low precision and oversize groups, as in the Volvo case, and even worse while
comparing with GMM and MOC (refer to the grouping statistics in Table 7).

In general, we may conclude that our approach is more effective as a solution
to discovering organizational models with overlaps, compared to the community
detection based method. Nevertheless, as both methods have the shortcoming
of introducing mistaken assignment of resources to groups causing low precision
and unrealistic group sizes, further work is needed to address this shortcoming.

Table 6. Results of comparing with Commu on the BCubed metrics.

Event log BCubed Precision BCubed Recall BCubed F-measure

Commu GMM MOC Commu GMM MOC Commu GMM MOC

WABO 0.718 0.624 0.757 0.651 0.812 0.735 0.683 0.706 0.745

Volvo 0.195 0.186 0.24 0.948 0.944 0.94 0.324 0.31 0.382

Table 7. Results of comparing with Commu on the grouping statistics.

Event Log Avg. group size Avg. number of membership

Ground truth Commu GMM MOC Ground truth Commu GMM MOC

WABO 19.0 28.8 28.4 22.8 3.886 5.886 5.818 4.659

Volvo 25.5 152.6 146.5 110.9 1.176 7.025 6.745 5.105

5.4 Discussion

We can draw some interesting insights considering results from both experiments
conducted. The first conclusion concerns the comparison of effectiveness between
GMM and MOC. It has been evaluated through the experiments that MOC
performs better, indicated by the higher precision and F-measure, along with the
grouping characteristics being more similar to the ground truth model. Taking
into consideration that it requires no cumbersome decision to set up the extra
threshold parameter when applying MOC, we conclude that MOC will serve as a
better solution than GMM for discovering organizational models with overlaps.

On the other hand, we also realize that for our solution, there exists a short-
coming which would become significant when the latent organizational model
is less overlapped. We infer the possible reasons behind it as twofold. The first
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one concerns the relatively fewer types of activities compared to the number of
resources. The second concerns the lack of constraints on the number of groups
allowed for each resource to be assigned to. As the former is limited by the
content of the event log, we discuss the remedy for the latter.

Given no constraints, both GMM and MOC may try to relate resources to
many organizational groups as long as the goal function value is being optimized.
This eventually causes the unrealistic mining result in which one resource is a
member of considerably many organizational groups simultaneously, diverging
from the reality that some resources may possess few or no shared group identi-
ties, as in the Volvo case. To solve this, a natural idea is to set up the constraints
to mitigate the problem of involving too many resources. Yet this would require
more prior knowledge of the underlying organizational structure to implement.
Nevertheless, we argue that such an improvement needs only slight modification
on the current solution. For GMM, it requires the proper threshold value. For
MOC, heuristics are to be introduced to prune the search space in updating the
estimate of membership. Another remedy could be mixing application of the
proposed solution with the traditional disjoint method: Given an organizational
model mining task with the performer by activity matrix has been built along
with the specified similarity measure, one may first mine a disjoint model using
the traditional method, and utilize the obtained model statistics for the guided
initialization of the parameters. Then, apply GMM or MOC to discover an orga-
nizational model with potential overlaps. We plan to leave the exploration for
improvement to our future research on the topic.

6 Conclusion

Organizational model mining techniques enable the discovery of organizational
models from event logs. In this paper, we relax the assumption of disjoint orga-
nizational groups held by existing methods and discover organizational models
in which individual resources may share multiple group identities. We refer to
overlapping clustering techniques and introduce two solutions, GMM and MOC,
for deriving organizational models with overlaps. Results from experiments on
real-life event log data demonstrate the applicability and effectiveness of the
methods. We also recognize the potential limitation of our solution and con-
clude the reasons behind it, which lead to identifying the potential heuristics for
further amending the current approach.

In future work we will consider the following aspects: (1) to improve our app-
roach by effectively incorporating the identified heuristics; (2) to link the current
research with performance analysis on generalist resources; (3) to conduct eval-
uation on more real-life cases.
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Abstract. Digital innovation brings about change, both economically and
socially. In response, businesses are changing their way of working because of
increasing opportunities and the speed of new IT. While previous research
statistically identified a positive link between Business Process Management
(BPM) and digital innovation (DI), this article focuses on extending the role of
BPM to DI. Based on 19 expert interviews, we observed how organizations
apply the BPM success factors to realize DI, and which problems are experi-
enced. Common obstacles were revealed, e.g. employee resistance, little top
management support, and alignment issues (environmental, strategic and
business-IT alignment). The results are presented in a framework that academics
and practitioners can apply to create more synergies between BPM and DI. Our
findings shed new light on the way BPM can be implemented in a digital
economy, and how DI can be positioned in a more stable position by means of
BPM.

Keywords: Business process management � Process innovation
Digital innovation � Digital transformation � Critical success factor
Adoption � Expert panel

1 Introduction

Digital innovation can drastically impact on the traditional way of working [1, 2]. E.g.,
Uber challenges the taxi sector, whereas Airbnb does the same for the hotel sector,
Spotify for the music industry and Netflix for the television industry. New technologies
also evolve fast [3, 4]. E.g., online payments were innovative about ten years ago but
have become mainstream, while some supermarkets (e.g. Amazon Go) are experi-
menting with automatic payments for check-out free or cashier-less stores. Gartner [5]
particularly predicts three IT trends: (1) artificial intelligence (AI) for smart robots,
conversational user interfaces and drones, (2) transparently immersive experiences like
augmented or virtual reality, and (3) digital platforms like blockchains and IoT.

An interesting question is how the Business Process Management (BPM) field can
deal with digital innovation and prepare for the future. While scholars acknowledge a
link between BPM and digital innovation [1] or have statistically investigated the
degree of this relationship [2], most studies rather provide general explanations without
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elaborating on specific aspects. In response, [6] did a Delphi study to start translating
the BPM critical success factors to a digital innovation context, however, without
proving which factors contribute more to digital innovation, and why. Since both BPM
and digital innovation can help organizations reach their strategic goals in an efficient
way [7–9], it is crucial to investigate the role between BPM and digital innovation in
more detail, to find synergies, and to think about alternative ways to apply BPM. For
this purpose, we address two research questions:

• RQ1. How do organizations apply the critical success factors (CSFs, or capability
areas) of BPM to realize digital innovation?

• RQ2. Which practical problems or obstacles are experienced in RQ1?

We conducted exploratory research to better understand organizations’ underlying
motivations based on interviews with practitioners experienced in combining BPM
with digital innovation. Answering these research questions will help gain insight into
the changing role of BPM and the practical problems, as well as providing more
knowledge about specific aspects that contribute to both BPM and digital innovation.
The uncovered ideas will be bundled in a framework that academics and practitioners
can apply to create synergies between BPM and digital innovation based on CSFs.

This article continues by providing the research background of BPM and digital
innovation in Sect. 2, followed by describing our qualitative research approach in
Sect. 3. The findings are then presented (Sect. 4) and discussed (Sect. 5).

2 Research Background

2.1 Innovation

[10: p. 1334] define innovation as “the multi-stage process whereby organizations
transform ideas into new/improved products, services or processes in order to
advance, compete and differentiate themselves successfully in their marketplace”. The
4Ps of innovation are [11]: (1) process innovation (our main focus), (2) product/service
innovation (i.e. business process outputs), as well as (3) position innovation and
(4) paradigm innovation (3 and 4 are out-of-scope). Per innovation type, two dimen-
sions exist [11]: (1) from incremental innovation (doing what we do better) to radical
innovation (new to the world), and (2) from components level to system level.

An innovation typically follows generic stages in an innovation process from idea
generation to realization, e.g. discovery, development, diffusion, and impact [3].
Alternatively, the management innovation process framework of [12] has four stages:
(1) motivation, (2) invention, (3) implementation, and (4) theorization for legitimation.
Each stage requires actions of internal and external stakeholders. If organizations do
not follow innovation stages, their innovations will probably be less successful [3].

Nonetheless, innovation success depends on multiple aspects besides the innova-
tion process. Such CSFs may also differ between services and products. [13] state that
service organizations should put more emphasis on “launch proficiency”, “absorptive
capacity” and “organizational design”, while product organizations should first focus
on “product advantage”, “market orientation” and then “launch proficiency”.
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2.2 Digital Innovation and Digital Transformation

2.2.1 Definitions
[3: p. 330] define digital innovation (DI) as “a product, process, or business model that
is perceived as new, requires some significant changes on the part of adopters, and is
embodied in or enabled by IT”. DI is thus a kind of innovation that implies business
transformations supported by IT [14]. In fact, DI can use IT in two ways: (1) during the
innovation process, and/or (2) to describe (fully or partly) the innovation process
outcomes (as process innovation or product/service innovation). Hence, innovation
outcomes are not necessarily digital [15]. E.g., 3D printers allow experimenting with
product prototypes, resulting in more flexible innovation processes.

2.2.2 Strategies
The literature presents different DI strategies. E.g., [7] define two digital strategy types
based on IT investments (i.e. general IT investments and IT outsourcing), both seen as
the budget relative to competitors and throughout the years. Alternatively, [16] present
two other digital strategies for traditional organizations (i.e. by customer engagement
and by data-driven solutions to anticipate customer needs). Both are to be executed by
two technology-enabled assets (i.e. an operational system for efficiency and a digital
services platform for agility). Next, the digital transformation framework [14] shows
four common dimensions in a digital transformation strategy: (1) use of technologies,
(2) value creation, (3) structural changes, and (4) financial aspects.

Two user-driven innovation strategies are gaining importance [17, 18]: (1) a Lean
start-up (in the solution space) and (2) design thinking (in the problem space). A Lean
start-up is a new (sub) organization that starts from a business model canvas with
testable hypotheses on multiple dimensions (e.g. customers, partners, value, costs,
revenues). It focuses on “testing hypotheses, gathering early and frequent customer
feedback, and showing minimal viable products to prospects” [17: p. 67]. Only a
proven model will be executed, building a formal organization. On the other hand,
design thinking focuses on general innovations and starts from a challenge or problem
with yet unknown customers (instead of a business model). It focuses more on ideation
to inductively generate solutions during the innovation process, e.g. by means of user
journeys or causal maps [18]. Both approaches cope with testing prototypes rapidly and
iteratively, in line with agile software development and SCRUM thinking.

2.2.3 Critical Success Factors
Although the innovation management literature is broad, the CSFs for DI are still under
investigation. To some extent, we can derive CSFs from the strategies of Sect. 2.2.2,
e.g. customer engagement and data-driven solutions [16] or the dimensions of [14].
Based on 11 IT adoption models, [19] uncovered 42 CSFs across five groups for IT
innovation adoption in the public sector: (1) perceived technology, (2) support,
(3) external forces, (4) collaboration, and (5) organizational factors. Alternatively, [8]
offer a generic diagnostic tool (i.e. as a DI index) with three main groups of CSFs and
five sub groups: (1) a product group (i.e. user experience and value proposition), (2) an
environment group (i.e. digital evolution scanning), and (3) an organization group (i.e.
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skills and improvisation). Nonetheless, DI implies transformations in business pro-
cesses and work environments.

2.3 Business Process Management and Digital Process Innovation

2.3.1 Definitions
Introducing IT and redesigning business processes were two approaches that shaped
organizations during the information revolution in the 1990s [20, 21], and they still
remain. [22: p. x] explain the link with IT by positioning BPM as “a cross-disciplinary
field, striking a balance between business management and IT aspects” in order to
apply this knowledge to business processes (as organizational work) and achieve
strategic objectives (e.g. competitive advantage or long-term success) [4]. While
business processes are present in every organization [22], the level of BPM adoption
and process innovation depends on an organization’s environment [23].

2.3.2 Strategies
[4] sees merit in advancing towards more value-driven BPM, namely starting from an
organization’s strategy to realize people- and technology-based process executions.
Besides value-driven BPM, [24] also sees a future for ambidextrous BPM (i.e.
extending exploitative BPM with explorative BPM to become open to innovation) and
customer process management (i.e. broadening an internal process view to an external
view to better consider stakeholder experience). Alternatively, [25] propose three
directions for BPM to evolve: (1) technology-driven, data-driven or intelligent BPM
(e.g. process mining), (2) human-driven, social-driven or collaboration BPM (e.g.
social software), and (3) case-driven BPM (i.e. case management for knowledge-
intensive and unstructured processes). These different BPM directions give evidence
that the innovative capacity of BPM has become more relevant, given the fast evo-
lutions in business environments and new IT [1]. Particularly, while BPM used to
primarily focus on (semi)-structured business processes, DI can be stimulated by
focusing more on data and less structured business processes [1, 6].

2.3.3 Critical Success Factors
The literature presents different approaches for addressing the BPM CSFs: (1) based on
theories, (2) from the perspective of problems or issues, (3) using a mathematical
formula, and (4) based on maturity model assessments and roadmaps. We subsequently
give one example per approach. First, [23] situates the BPM discipline within the
theories of: (1) contingency, (2) dynamic capabilities and (3) task-technology fit, and
claims that a continued fit between an organization’s business processes and its busi-
ness environment is required. Secondly, [26] identified strategic, tactical and opera-
tional issues for BPM adoption. Thirdly, [27] offer a mathematical approach to evaluate
BPM implementation. According to their research, the four most important CSFs are:
(1) strategic alignment, (2) top management support, (3) project management, and (4) a
collaborative environment. Fourthly, maturity models such as CMMI see CSFs as
capability areas to be measured and/or improved. Given the huge amount of maturity
models, [9] summarized the capability areas of 69 process-centric maturity models to
obtain a comprehensive list of 17 sub capability areas across six main areas: (1) process
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modeling, (2) process deployment, (3) process optimization, and a process-oriented
(5) culture and (6) structure. Their list can be seen as a generic BPM index with CSFs.
Thus, a large number of different CSFs exist for BPM implementation. This research
elaborates on these CSFs to interpret their relevance for DI.

3 Methodology

3.1 Research Method Selection

“Qualitative research uses a naturalistic approach to understand complex phenomena
in a context-specific setting” [28: p. 600]. It is preferred over quantitative research to
explore and obtain detailed information about complex phenomena, like a digitalizing
business context. We relied on an expert panel with semi-structured, in-depth inter-
views. Expert panels are an efficient and concentrated method to collect data, during
which the interviewed experts are the source of information [29]. While subject matter
experts can add new or specialized knowledge from practice, the inclusion of a broad
panel also reveals different perspectives (e.g. about BPM and DI) [30].

In contrast to a case study approach, the respondents could draw on their experience
acquired throughout their career (instead of one organization) to enrich the data. Next, a
Grounded Theory approach was not chosen because we started from the BPM body of
knowledge. Since the BPM CSFs have been identified in previous works, we delib-
erately decided to conduct a single research round which contrasts to a Delphi
approach. Delphi studies have multiple rounds and usually relate to another type of
research question, e.g. to find consensus about yet an unknown list of topics, CSFs or
criteria instead of collecting a wide variety of experiences. Finally, we did not opt for
focus groups to better understand individual opinions without group pressure.

3.2 Selection of Respondents

We conducted one-hour, face-to-face interviews with 19 West-European experts during
November 2017. Potential respondents were identified within our professional net-
works and via LinkedIN, and were invited in their role as: (1) BPM manager with
knowledge about DI, (2) DI manager with knowledge about BPM, or (3) IT consultant
combining BPM with DI. Given such role specification, the experts had a minimum
experience of five years in either BPM or DI. Appendix A shows more details about the
experts’ profiles, indicating different sectors, roles and years of experience. In total, 85
candidates were contacted, resulting in a response rate of 22.35%. Our panel size is
adequate to surpass the minimum size (i.e. a point on which data saturation generally
occurs) [31, 32] and the panel size in other BPM studies [26, 33].

3.3 Variables

Our main variable was a BPM index with CSFs or capability areas that we intend to
translate into a DI context. We deliberately opted for a similar framework as [2] to be
able to relate our qualitative explanations to their quantitative findings. This BPM
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capability framework is based on multiple process-centric maturity models (instead of a
single maturity model) [9]. Moreover, this decision can complement the work of [6] by
focusing more on similarities and problems experienced by practitioners.

The semi-structured interview scheme had 11 main questions (one per CSF):
(1) PDCA, (2) strategic alignment, (3) external relationships, (4) role of the process
owner, (5) skills of the process owner, (6) skills of the process participants, (7) process-
oriented values, (8) process-oriented HR appraisals and rewards, (9) top management
support, (10) process-oriented organization chart, and (11) specific BPM governance
body. For each BPM CSF, we asked the following sub questions:

• “How can this aspect play a role for digital innovation, and why?” (RQ1)
• “Which practical problems or obstacles are experienced?” (RQ2)
• “Can you give examples?” (RQ1, RQ2).

3.4 Coding

The interview transcripts were analyzed in Nvivo. Since each interview (sub) question
can be traced back to a specific research question, we started by assigning one node
(i.e. tag or label) per interview question (i.e. construct). About 1,200 sub nodes were
inductively created to differentiate between the answers (i.e. ideas), which were then
aggregated into higher-level nodes (i.e. categories or themes). Finally, the experts per
aggregated node were counted to describe the findings [34]. It was important to detect
patterns, e.g. to identify which BPM CSF can play a role for DI. We also looked at
major differences in expert opinions, and considered initial background questions to
better understand an expert’s reasoning [34].

3.5 Evaluation Criteria

Regarding dependability (aka reliability), [35] propose investigator triangulation to let
multiple observers read and interpret the same set of transcripts. Our study relied on
multiple observers, namely one research coordinator and 59 Master students in IT
management who followed a mandatory BPM course, and who followed the same
interview protocol. Each interview was taken by a different group of circa five Master
students, who also typed out the recorded interview together. Since multiple students
were present per interview, they could help each other in asking additional questions
and obtaining correct interpretations. Afterwards, the transcripts were also read and
analyzed by all other groups individually, and then peer reviewed. Also the research
coordinator did the coding in parallel. Credibility (aka internal validity) was enhanced
by deriving the variables from the literature (Sect. 3.3), training the interviewers,
carefully selecting respondents, keeping close notes on decisions, and repositioning the
findings with respect to the body of knowledge (Sect. 5). Although our data rely on a
single interview round, we obtained multiple perspectives from BPM and DI experts
referring to some degree of data triangulation [36]. Also the minimum number of 12
interviews was surpassed [31, 32]. Regarding confirmability (aka measurement
validity), the interviewers were asked to regularly summarize the respondents’ answers
to let the participants review our interpretations and to strengthen face validity with
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additional sub questions. The use of Nvivo also facilitates outsiders to verify our
coding efforts, if necessary. Finally, transferability (aka external validity) is typically
more difficult for qualitative than quantitative studies. Although our respondents have
experience in different sectors, roles and years of experience (Appendix A), general-
ization will be limited to the covered business settings in West-Europe.

4 Results

4.1 PDCA Lifecycle

The traditional process lifecycle (inspired by Deming’s PDCA cycle) represents iter-
ative stages through which any business process evolves: (1) PLAN, (2) DO,
(3) CHECK, and (4) ACT. PDCA can be applied to the DI process and the new
products/services resulting from DI (2 experts). Some similarities are present, e.g.,
BPM and DI both strive for customer orientation, quality and operational excellence (5
experts), and a synergy between People-Process-System (3 experts). One expert
referred to a stronger focus on the PLAN phase (design), while another expert stated
that the CHECK phase (monitoring) will gain in importance. In the PLAN phase, the
business case will take a more prominent role (4 experts). The PLAN and ACT phase
can profit from existing methods and techniques like root cause analyses to consider
potential solutions (2 experts), but also new ones such as: out-of-the-box thinking (2
experts) and co-creation with employees, customers and other stakeholders (1 expert).
For the DO and CHECK phase, three experts referred to Robotic Process Automation
(RPA) and advanced data analytics (AI). In general, however, the PDCA cycles will
become faster in a DI context to obtain more iterative, agile and shorter cycles (11
experts). A more pragmatic view is needed with experiments and pilots (6 experts).

Regarding the experienced PDCA problems, four experts referred to resistance of
inflexible employees, customers and stakeholders, while three other experts stated that
resistance is people-dependent (e.g. with generation issues between older and younger
people). Three experts mentioned that organizations generally give too little attention to
process/project measurement. Organizations also seem to cope with identifying and
involving the right people (2 experts), or they continue working on unsuccessful ini-
tiatives (1 expert). Also the lack of out-of-the-box training was mentioned (1 expert).
Furthermore, problems may arise since new IT evolves fast and is still immature,
resulting in uncertain outcomes (1 expert). Another expert agreed that it remains dif-
ficult to keep process designs up-to-date, while reuse across business processes is
sometimes difficult. Other issues related to time constraints (4 experts), budget con-
straints (2 experts), privacy (1 expert) and security (1 expert).

4.2 Strategic Alignment

BPM and DI seem to share strategic reasons, such as aiming at: (1) service delivery to
customers and stakeholders (6 experts), operational excellence (2 experts), or expan-
sion (2 experts). Three experts also discussed the need for finding a balance between
value-driven and cost-driven strategies. Since strategic decisions are sector-dependent,
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BPM and DI should consider an organization’s environment (3 experts). Another
aspect in common is that IT enables the realization of (process and business) strategies
(2 experts). Also complementary methods and techniques exist, like: (1) strategic maps
with different levels (3 experts), (2) a business cases including different business model
canvas perspectives (1 expert), and (3) KPI dashboards used for brainstorming (1
expert). Finally, two experts summarized the general need for a strategic vision with
clear leadership and employee coaching.

Also for this CSF, many experts mentioned problems regarding cultural resistance
or change management (6 experts), and issues regarding time (4 experts), budget (2
experts), and resources (2 experts). Organizations still seem to struggle with finding a
balance: (1) between short- and long-term thinking (2 experts), and (2) between new
and old (1 experts). In additional, two other experts warned for the risks of surfing from
hype to hype, resulting in unstructured results. Other common problems relate to
strategy realization, because organizations might create a gap between strategy and
practice (2 experts), or miscommunicate about the direction an organization wants to go
(2 experts). While another expert referred to changing customer expectations, two
experts explained that (sector-related) legislation may impose certain work procedures
or platforms. Finally, one expert added that organizations should strategically think
more about online versus offline work alternatives, given today’s availability of IT.

4.3 External Relationships

Since external relationships are crucial for both BPM and DI, many experts mentioned
opportunities like co-creation, win-win collaboration and ecosystems (8 experts). New
ways for customer differentiation were seen as assets because thinking in terms of end
customers is key for both BPM and DI (5 experts). Another expert referred to the
increasing impact of (online) customer reviews. Regarding suppliers, also DI can
involve outsourcing challenges (2 experts) or needs well-defined Service Level
Agreements or SLAs (1 expert). In general, the experts acknowledged that new IT
facilitates communication and document exchange (2 experts), and emphasized the
importance of systems integration, authentic sources, standards (3 experts). Nonethe-
less, also for this CSF, experts recognized the role of an organization’s environment by
stating that the degree of external collaboration is sector-dependent (4 experts).

The most important problems are external stakeholders having a slower pace or
needing more acceptance time (5 experts), and the unavailability of IT-minded or
creative partners (2 experts). Other experts added that such problems are, however,
usually people-dependent (e.g. generation issues) (2 experts) or sector-dependent (e.g.
legislation imperatives) (1 expert). Two experts perceived external time pressures since
online communication can speed up decision-making and doing business. Other
problems were miscommunication (1 expert), lack of trust (1 expert) or little attention
to risk management (e.g. regarding the impact of customer reviews) (1 expert).

4.4 Role of the Process Owner

A process owner is responsible for the PDCA cycle and performance of a particular
business process. The experts agreed that this role is especially useful to help create
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ideas and analyze the pros and cons of (IT) opportunities (5 experts). From this
innovation perspective, other experts added the need for working in varied or inter-
disciplinary teams to think more in terms of end customers (5 experts), or they stated
that the process owner serves as a single point of contact (SPOC), also for IT (2
experts). Because of this importance to actually sit together and having an overarching
view (1 expert), the process owner often needs to function as a change and people
manager (2 experts). Additionally, two other experts referred to the faster pace for
managing changes and the increasing flexibility in problem-solving. Three experts
argued that the process owner should be a business person (3 experts) whose role
increases because IT offers new ways to monitor-measure-document a process (1
expert).

The most important problem was the silo mentality or pyramidal hierarchy in many
organizations that causes sub optimization (9 experts). Also for this CSF, resistance to
change was considered as a serious bottleneck, both resistance of functional managers
(2 experts) and of the process owner (2 experts). While most experts saw the process
owner’s cross-department view as an advantage, one expert mentioned that this view is
still limited to one business process. Other problems relate to work overload (3
experts), communication problems (e.g. mail overload) (1 expert), and the lack of a
competence overview or finding competent people to create a team (1 expert). Three
other experts asserted that many process owners have insufficient DI knowledge or
skills. Similarly, one expert stated the risk for over-digitalization when process owners
do non-strategic things or with only a low ROI. Finally, business-IT alignment prob-
lems were discussed by two experts.

4.5 Skills of the Process Owner

A process owner needs: (1) skills related to DI and new IT (8 experts), (2) BPM skills
(5 experts), (3) communication and people skills (3 experts), (4) project management
skills (2 experts), and (5) IT skills. Five experts also emphasized on-the-job learning,
while three experts mentioned learning from best practices, success stories and
benchmarking. This varied set of skills helps prevent boredom (1 expert).

Regarding skill-related problems, three experts acknowledged that a process owner
usually lacks experience with new IT or that new IT is still too abstract. In fact, a
process owner is used to document rather than to create (1 expert). Additionally, a
process owner seems to experience difficulties in balancing new ideas with existing
business experience. Two experts also referred to a general lack of people skills, e.g. by
having difficulties in communicating evident things or by missing empathy to ask the
right questions to stimulate out-of-the-box thinking. His/her role also covers borderline
tasks with other managers (e.g. innovation manager, strategic manager and/or project
manager) (1 expert). A recurrent problem, also for this CSF, seems business-IT
alignment when a process owner thinks too much from an IT solution instead of a
business solution (1 expert). Other problems relate to time constraints (1 expert) and the
fact that knowledge and information sharing becomes international (1 expert).
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4.6 Skills of the Process Participants (or Process Workers)

For regular process participants, the experts saw benefit in: (1) a combination of general
BPM and IT/DI skills to acquire basic knowledge and awareness (5 experts),
(2) training about one’s role in the entire processes involved to obtain an end-to-end
view (5 experts), and (3) training on how to use operating systems (2 experts). Other
important aspects were: (1) self-steering skills and employee involvement via brain-
storming (4 experts), (2) communication initiatives (e.g. newsletter or fora) to translate
BPM issues for all employees (1 expert), and (3) problem-solving skills (1 expert).
Finally, one expert acknowledged the increasing need for lifelong learning.

Most skill-related problems were considered people-dependent, such as generation
issues or resistance from employees and managers (5 experts). Two experts also
mentioned stress when personals benefits are not communicated or when employees
fear for job losses. Furthermore, employees can become demotivated when their
bottom-up suggestions are not followed (1 expert). While it can be difficult to be good
at both BPM and IT/DI skills (1 expert), some experts also referred to over processing
problems (1 expert) and/or a tension between creativity and efficiency (1 expert). One
expert admitted that people tend to overestimate one’s own skills and knowledge.

4.7 Process-Oriented Values

BPM and DI have common values, such as: (1) an external focus prevailing over an
internal focus (10 experts), (2) trust and collaboration (9 experts), and (3) empower-
ment to increase motivation, possibly with self-steering teams (4 experts). DI also
challenges the empowerment value towards more entrepreneurship (2 experts), and a
climate that allows failures and creativity (1 expert). For both BPM and DI, the
organization needs to be open-minded with people open to change (2 experts). Above
all, those values need to be linked to a corporate strategy (3 experts) and being well-
communicated (2 experts). As such, employees will gain a more positive feeling of
belonging/contributing to something, and thus reaching more engagement (3 experts).

Some problems exist with process-oriented values for a DI context when (1) they
are too internally focused (1 expert), or when (2) they are killed by a hierarchical or silo
mentality (1 expert). Also some general problems were mentioned, such as: (1) resis-
tance (2 experts), (2) too abstract values (2 experts), (3) a lack of communication and/or
training (1 expert), or (4) managers who allow bypassing new ways of working (1
expert). Three experts mentioned time and budget constraints for IT platforms that
stimulate values. Also experiments cost money and can fail. Nevertheless, two experts
stated that the level of experimentation and the level of resistance is sector-dependent.

4.8 Process-Oriented HR Appraisals and Rewards

For both BPM and DI, HR appraisals and rewards should be closely linked to the
corporate strategy and values (5 experts) to stimulate cross-departmental thinking (2
experts). BPM and DI should be part of formal job descriptions (4 experts), while
seniority becomes less important (1 expert). Instead, it is important that employees and
managers also have competence-related objectives (i.e. how to do their job) (1 expert),
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and receive feedback linked to training (as in a learning organization) (4 experts). Thus,
to stimulate BPM and DI, an organization should also focus on human capital and
charity (1 expert). It can choose between financial compensations (7 experts) and/or
non-financial incentives (e.g. team events, success stories, best practices) (4 experts).
DI may add interesting incentives to BPM by gamification initiatives (e.g. to collect-
discuss-like ideas, badges) (1 expert), by co-creation initiatives (e.g. an innovation box
with profit-sharing) (2 experts), and by self-steering teams (e.g. an innovation book
with a corporate credit card) (2 experts). Those incentives illustrate that intrinsic
motivation and involvement are key for both BPM and DI (4 experts), and that
organizations should rather use carrots than sticks (1 expert).

When appraisals and rewards are linked to BPM and DI thinking, organizations can
experience problems with being objective, and so risk stimulating discrimination or
jealously among employees (5 experts). In fact, it remains difficult to translate financial
and non-financial rewards systems to individuals and teams (1 expert). Moreover,
organizations being too results-oriented cannot cope with failures or trial-and-error (1
expert). Regular problems arise when organizations: (1) focus too much on financial
compensations (2 experts) or (2) have too many incentives (while culture and training
count) (2 experts). Two other experts explained that organizations can turn inflexible
due to too many rules. Another problem occurs when managers have different priorities
(1 expert) or when employees need more control (2 experts). The latter is people-
dependent, and seems to be mostly observed for older people who are less used to be
challenged. HR decisions can also be sector-dependent, e.g. financial salaries in the
public sector are regulated (1 expert). While one expert referred to budget and resource
constraints, non-financial incentives can be an option for many organizations.
Nonetheless, process-oriented appraisals and rewards may not be required for all
employees, but organizations can start with the BPM/DI managers,
optimization/innovation teams or a specialized digitalization department (2 experts).

4.9 Top Management Support

While all experts agreed that top management support is crucial, two experts explicitly
pleaded for a combined interest in or commitment to BPM and DI at the top. Eight
experts even stated that BPM/DI initiatives without top management support are
doomed to fail or take too long. Nonetheless, also middle managers play an important
role, e.g. for empowerment and self-steering teams (5 experts). Thus, it is fruitful to
have at least one top manager being the believer, sponsor or strategic coordinator to
walk the talk given the importance of soft aspects (6 experts). Such a BPM/DI believer
is also important for communication and to derive investment decisions and strategic
objectives across departments and business processes (5 experts).

The biggest problem occurs when top managers agree on BPM and DI, but without
corresponding budget, resources or infrastructure (6 experts). Employees do not always
get the required time and trust aside from their regular work. Another prominent
problem is a lack of vision or focus, with top managers only looking at trends or short-
term results (5 experts). Three experts mentioned problems when a CxO role is missing
for BPM and DI, or when too many related CxO roles exist (e.g. CEO, CIO, COO,
chief digital officer, DI officer). Furthermore, problems arise when organizations focus
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too much on external consultants who stay temporarily and are less familiar with the
corporate culture (1 expert). On the other hand, in many organizations, top managers do
not give explicit sponsorship or sufficient commitment (3 experts), or even resist when
they are no digital natives (i.e. generation issues also exist among top managers) (4
experts). Moreover, two experts explained that business-IT alignment problems also
occur within the Board, e.g. when business and IT people do not understand each other,
when innovation ideas rather come from the IT side, or when Board members are not
diverse enough to be open for BPM and DI. Such problems are also sector-dependent,
e.g. when BPM is rather used for quality assurance or just as a way to generate results
and end products (1 expert).

4.10 Process-Oriented Organization Chart (Organogram)

A process-oriented organization chart provides organizations with more transparency
about responsibilities, SPOCs (i.e. process owners) and degrees of freedom, which is
also important for DI (5 experts). It facilitates an easier detection of common interests
between process owners, functional managers and top managers (1 expert), and allows
to clearly position temporary projects, bodies, start-ups (1 expert). Although three
experts observed faster decision-making and empowerment in flatter organizations,
four other experts elaborated on different chart options (e.g. virtual, global, depart-
mental, matrix). One expert described a project-based “Squads & Tribes” model to
facilitate business-IT alignment, namely a model in which process owners invite people
with particular skills in business and IT. Process sponsorship (board level) and process
ownership can then participate in operational excellence and transformation projects. In
any case, both BPM and DI seem to profit from an organogram oriented towards
customers and results (rather than tasks) (2 experts).

Regarding chart-related problems, four experts referred to tensed relationships
between process owners and functional managers, e.g. when process owners only have
an informal or uninfluential role and/or when discussions cope with power over
resources and knowledge. Given an organogram’s impact, three experts also referred to
resistance of employees and/or (top) managers for this CSF. Nonetheless, an organo-
gram strongly depends on other CSFs like culture and job descriptions (HR) (2
experts). Other observed problems are: (1) risks or incidents when being too focused on
new products or immature IT (1 expert), (2) different time zones to collaborate (1
expert), or (3) when only temporary projects or bodies are supported (1 expert). Finally,
two experts concluded that this CSF is size-dependent, and possibly only required for
large-sized organization. They added that, especially in pyramidal organograms, people
sometimes have different roles to capture the notion of process ownership.

4.11 Specific BPM Governance Body

The final BPM CSF includes a program manager for coordinating all process owners as
well a Center of Excellence (CoE) or competence center with internal experts in
BPM/DI-related methods and techniques. The program manager and CoE help obtain a
helicopter view, coordinate and share best practices and knowledge (6 experts). Two
experts also referred to standardization and quality assurance reasons. Eight experts
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argued that the CoE should not merely provide training but especially support in BPM
and DI (8 experts). The program managers and CoE should thus closely collaborate
with process owners and employees (2 experts). Eleven experts explicitly emphasized
that the CoE should be close to business and end customers, with IT serving a sup-
portive role. The CoE can also take different forms, e.g. with a BPM sub group and IT
sub group, or as virtual coordination teams and even as an online toolbox (6 experts).
One expert suggested that some CoE functions can be done by external consultants,
e.g. to give initial advice about BPM/DI possibilities. Nonetheless, one expert asserted
that the choice for a centralized CoE or decentralized teams is sector-dependent (e.g.
standardization and quality assurance versus starting from scratch to meet market
expectations). Three experts referred to size-dependence. E.g., smaller organizations
may not have enough volume (i.e. employees, processes, resources) for many owners,
who can coordinate themselves. Similarly, IT solutions are not always the cheapest
solutions, and are thus dependent on a business case that considers an organization’s
context (e.g. size). In sum, all experts agreed that coordination is vital.

Not all organizations can afford a CoE due to cost constraints (3 experts) or
experience a lack of expert skills (1 expert). If a CoE is present, it also risks to be
unknown by other employees when acting as an ivory tower (2 experts). Hence, the
CoE members also need people skills to translate BPM/DI methods and techniques to
practice (1 expert). Otherwise, organizations usually face resistance from departments,
process owners, employees or even customers (4 experts), although resistance is
people-dependent (e.g. generation issues) (1 expert). It also appears to be difficult to
keep business processes up-to-date (2 experts). Furthermore, one expert mentioned that
a generic approach is not always possible due to process-dependent issues. E.g., DI
opportunities differ from business process to business process. Another problem arises
when the CoE is too IT-driven or located in the IT department (3 experts). Organi-
zations also experience IT architecture problems to link activities and processes with
systems. Finally, two experts warned for knowledge losses when the CoE is outsourced
or if a decentralized approach is taken.

5 Discussion and Conclusion

Table 1 synthesizes the most important synergies between BPM and DI along generic
CSFs and common strategic dimensions (Sect. 2). This framework helps structure the
BPM-DI debate and can be used by practitioners when incorporating DI into their BPM
practices to overcome frequently occurring problems or obstacles.
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Three recurrent problems were observed across multiple CSFs: (1) organization-
dependence (i.e. sector, size), (2) person-dependence (i.e. resistance of employees,
managers, stakeholders), and (3) business-IT alignment problems. The first problem
calls for more contingency research or context-aware BPM to further investigate the
impact of an organization’s environment like size and sector [23]. Solutions for the
second problem can be found in change management models or information systems
acceptance theories (e.g. by emphasizing personal net benefits) [37, 38], as well as in
the literature on HR recruitment to find candidates in line with the corporate mission
and vision. Also the management innovation process framework of [12] may help
reduce resistance by emphasizing process-oriented values during the “motivation”
stage, and by collecting bottom-up ideas from employees and stakeholder instead of
only involving a small group in the “invention” stage. Thirdly, business-IT alignment
has been previously recognized in the BPM literature as the need for a task-technology
fit [23], for which solutions can also be found in corresponding business-IT alignment
theories [39].

Table 1. A summary of the most important synergies between BPM and digital innovation.

DI aspects BPM aspects BPM-DI aspects

[8] [14] [2] Interviews
User experience Use of

technologies
1/PDCA
3/External relationships
7/Process-oriented values

• End customer is key
• Business case (PLAN)
• Monitoring data (CHECK)
• Customer differentiation

Value
proposition

Value
creation

2/Strategic alignment • Value-driven versus cost-
driven

Digital evolution
scanning

3/External relationships
4/Role of the process owner
11/BPM governance body

• People-Process-System
• Involvement, co-creation

Skills 5/Skills of the process
owner
6/Skills of process
participants
8/Process-oriented
appraisals and rewards

• BPM/DI training for process
owners

• BPM/DI awareness for all
employees

• Project-based skills
• Self-steering skills
• Incentives (also non-financial)

Improvisation 1/PDCA • More flexible, agile cycles
• More experimentation, out-of-
the-box thinking

Structural
changes

4/Role of the process
owner
9/Top management support
10/Process-oriented chart
11/BPM governance body

• Process owners are SPOCs
• Formal coordination and
support

• Dedicated CxO role

Financial
aspects

9/Top management
support

• Sufficient budget, time,
resources

• Soft aspects
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The present article is intended to strengthen the debate about the changing role of
BPM in a digitalized world. It is worthwhile to further investigate the individual CSFs
(e.g. by case studies among different sectors, sizes and BPM adoption levels). Also
future research on BPM strategies (Sect. 2.3.2) seems fruitful. For instance, the
interviews mentioned aspects relevant for value-driven BPM [4, 24], ambidextrous
BPM [24], customer process management [24], intelligent BPM [25], collaboration
BPM [25], and case-driven BPM [25]. Moreover, the BPM discipline would benefit
from stipulating synergies with other management disciplines to better position itself
and become more future-proof.

Appendix A: The Profile of Respondents

See Tables A1, A2 and A3.

Table A1. The experts’ experience in terms of sectors throughout their career (N = 19).

Sector Frequency Sector Frequency

Agriculture, forestry, fishing 1 Scientific, technical activities 1
Manufacturing of products 11 Administrative/support service 2
Construction 1 Public, defense, social security 3
Electricity, gas, air conditioning 3 Education 1
Wholesale, retail, vehicle repair 3 Human health, social work 2
Transportation, storage 3 Arts, entertainment, recreation 1
ICT 13 Other services 2
Financial, insurance 3

Table A2. The experts’ experience in terms of functional roles throughout their career (N = 19).

Role Frequency Role Frequency

BPM manager 5 BPM and digital innovation manager 2
Digital innovation manager 2 BPM manager and IT consultant 2
IT consultant 6 Top manager (e.g. CEO, founder) 2

Table A3. The experts’ experience in terms of seniority in BPM and digital innovation
(N = 19).

Years Involvement in BPM Involvement in digital innovation

0–5 3 8
>5–10 7 6
>10–15 4 3
>15–20 5 1
>20 0 1
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Abstract. Public sector organizations across the globe have shown a keen
interest in adopting BPM, yet research studies have identified many obstacles
impeding successful BPM outcomes. While leadership has been emphasized as
critical for BPM to succeed, it is still an under-researched area in BPM. The
limited discourse on BPM leadership is a-theoretical and provides few guide-
lines on what effective BPM leadership is. This paper views BPM leadership
from a Complexity Leadership Theory (CLT) perspective and applies the Actor
Network Theory (ANT) to assist in understanding the complex social networks
in leading continuous process improvement. Employing an in-depth single case,
this study explores a successful BPM initiative in a Sri Lankan public-sector
organization. The study results provide a rich understanding of leadership
actions that support BPM success, which can be applied by practitioners to
support BPM-leadership practice, and for future research investigating the role
of leadership within BPM contexts.

Keywords: Business process management � Leadership
Public-sector organizations � Developing countries � Actor-network theory
Complexity leadership theory � Case study

1 Introduction

Public sector organizations across the globe have shown a keen interest in adopting
BPM principles and practices [1, 2] as the key solution [3] to effectively handle
citizens’ demand for better government services—particularly in developing countries
[4]. However, the successful implementation of BPM initiatives has been an ongoing
challenge in the public sector [5] of developing countries with an approximate failure
rate of 85% [6, 7]. Critical success factors for BPM in general [8], and in the public-
sector developing country contexts in particular [6], have pointed to top management
support and leadership as one of the key elements of success [9]. However, there is a
dearth of research to explain the phenomenon of leadership in BPM initiatives [10].
While leadership is a well-defined discipline, a clear, theoretically grounded definition
of leadership in BPM is to date absent [9, 10]. Leadership in BPM is defined broadly to
include all those who are capable of exerting influence in the organization [11] or
positively influence the project goal [12]—specifically, it’s a “complex phenomenon,
with many internal and external aspects that interact and influence leadership behaviors
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in BPM environments (p. 9)” [10]. Leadership styles and strategies need to fit both with
the environment and the intended BPM strategies [13]. In summary, the role of lead-
ership in complex business process change in the public sector, particularly in devel-
oping nations, is crucial for success; however, it is under-researched. We ask the
question: “What are the effective leadership actions that contribute to the success of
BPM initiatives in the public sector of developing countries?” The paper first considers
an appropriate perspective on leadership to ensure consistency in identifying and
analyzing leadership actions within a BPM context. It uses Actor Network Theory to
explore leadership actions in a complex environment and proposes a conceptual model
for analysis of leadership in the case organization. After an introduction to the case
design and background, the case is analyzed according to the conceptual model.

2 Theoretical Underpinnings and the Conceptual Framework

2.1 Leadership Actions Within Business Process Improvement Initiatives

Public sector BPM initiatives involve interaction with a diverse network of interrelated
stakeholders with a variety of conflicting interests. Studies [9, 14] describe the need for
leaders to actively manage these networks to avoid delays and resistance to change. In
this study, we used Actor Network Theory (ANT) to explore the leadership actions
within the complex social networks in a public sector process improvement effort. ANT
allows for the study of ‘the focal actor’ (in this context, a leader) within a social
network; it also recognizes the power structures (a key property of public sector
organizations [15, 16]) and the global and local networks that exist between the
Government and various other organizations, such as international donor organizations,
the beneficiary departments, systems implementers, and the external consultants, who
play a crucial role in these initiatives, enabling an exploration of these interactions.

ANT has been used to explain the social processes associated with technology
implementation, business process change, and information systems in developing
countries in varied contexts [14, 17]. The theory aims to identify and explain the
process by which “successful networks of aligned interests are created through the
enrolment of a sufficient body of allies and the translation of their interests so that they
are willing to participate in particular ways of thinking and acting that maintain the
network” (p. 42) [18], and to scrutinize the reasons for the failure of networks to
establish themselves [19]. With its emphasis on empirical enquiry, ANT allows an
analyst to observe the key actors and the relationships between different actors through
the phases of the translation process. Latour [20] explained how “actors know what
they do and we have to learn from them not only what they do, but how and why they
do it” (p. 19).

We focus on the ANT process of translation, which creates the ordering effects in a
network. Translation is described [21] as the process of “creating temporary social
order or moving between orders through changes in the alignment of interests in a
network” (p. 54). The translation process includes four chronological steps: prob-
lematisation, interessement, enrolment, and mobilization (see Table 1). It explains how
a successful network aligns the actors’ interests in the network. Multiple actors interact
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in a BPM initiative with their individual goals and interests; thus, the translation
process can suitably explain the actors’ interaction and alignment of interest. A key
proposition of this study is that leadership behaviors of the focal actors will determine
the success of the translation process in a BPM initiative.

2.2 The Role of Different Leadership Actions

Considering the dynamic nature of the environment in which modern organizations
exist, it is argued that the traditional models of leadership are ineffective to explain the
dynamic, nonlinear, and contextual nature of leadership in organizations [22, 23].
Public-sector settings (particularly in developing-country contexts) are complex and
leaders need to manage the challenges created by these complexities. Complexity
Leadership Theory (CLT) predicts leadership behaviors in such contexts and recog-
nizes the behavioral and situational influences and dynamic interactions between dif-
ferent elements to form self-organizing systems, change, and adaptation [24]. CLT is
defined as “a framework for leadership that enables the learning, creative, and adaptive
capacity of complex adaptive systems (CAS) in knowledge-producing organizations or
organizational units” (p. 304) [24]. It views an organization as a collection of complex
adaptive systems (CAS) and presents leadership as emergent, interactive and dynamic
[24]. CLT asserts that effective leadership will create an adaptive space and defined this
space as “context and conditions that enable networked interactions to foster the
generation and linking of novel ideas, innovation, and learning in a system (p. 12)”
[25]. CLT describes three types of leadership behaviors: ‘operational leadership’

Table 1. Core theoretical concepts applied in this case study (adopted from, [19, 21])

Concept Definition

Focal actor Attempts to translate the interests of other actors to their own interests in a
network. A focal actor is an actor who initiates the translation process

Actor-network Heterogeneous network of aligned interests, including people,
organizations and standards [19]

Translation The process of the alignment of the interests of a diverse set of actors with
the interests of the focal actor [18]

Problematisation The first moment of translation, during which a focal actor defines
identities and interests of other actors that are consistent with its own
interests [18]. In the case of BPM initiatives, the problematisation will be
related to control of resistance to change

Interessement The second moment of translation, which involves negotiating with actors
to accept definition of the focal actor [18]. In the case of BPM initiatives,
the interessement will involve use of monetary and non-monetary
motivational strategies to gain acceptance of the initiative

Enrolment The third moment of translation, wherein other actors in the network
accept (or get aligned to) interests defined for them by the focal actor [18]

Mobilization Mobilization constitutes methods employed by the focal actor to the
legitimacy of spokespersons. Achievement of complete elimination of
resistance in a network
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behavior aims to uphold the traditional, bureaucratic hierarchies, alignment, and con-
trols within an organization; the ‘enabling leadership’ behavior fosters creating and
maintaining conditions that enable CAS to actively engage in creative problem solving,
adaptability, and learning activities; and, the ‘entrepreneurial leadership’ behavior that
is emergent, interactive, and dynamic, and produces adaptive outcomes (i.e. alliance of
people, ideas, technologies, and cooperative efforts) in a social system [25, 26].
Entanglement is defined as a dynamic relationship between operational, enabling, and
entrepreneurial leadership [27] and it explains the need for enabling leadership as an
interface between operational and entrepreneurial leadership. A key strength of CLT
compared to other leadership theories is that it provides a holistic view of leadership
implemented at different levels of the organizational hierarchy, as well as the relational
interactions that are dynamic in nature and emergent in different situations [27].

2.3 The Conceptual Model

Figure 1 depicts the research model, which incorporates all the elements of the theo-
retical underpinnings. It provides the basis for investigating how leadership actions
(pertaining to the three different leadership types delineated in CLT) across the four
phases of the ANT translation process and amongst diverse contextual influences,
contribute to successful BPM initiatives in the public sector in developing countries.

3 Study Design and Context

3.1 Case Study Design

In this paper a single in-depth case study in a Sri Lankan government hospital was used
as a rich source of evidence to identify leaders and their actions for successful BPM
implementation. Data was collected through nine interviews from key stakeholders
from February 2017 to July 2017. A range of official documents were also collected
and analyzed to augment and triangulate observations from the interviews. The data

Fig. 1. Conceptual model
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was analyzed iteratively across three phases using the systematic combining approach
[28]. NVivo Version 11 was the primary data management tool, and a comprehensive
“coding rule book” [29] was used as a guide to perform the data summarization and
grouping; firstly according to the ANT translation sub-processes and secondly,
according to the three leadership functions of CLT. Details pertaining to contextual
factors were captured separately.

3.2 Introducing the Case Organization

The case study is of an IT-enabled BPM initiative in a regional public hospital in Sri
Lanka—Dompe District Hospital. The project took place under the eHealth program
initiated by Sri Lanka’s apex national agency Information Communication Technology
Agency (ICTA) responsible for public sector IT modernization, to improve the effi-
ciency of healthcare services in the country, and has been recognized (nationally and
internationally) as a success story that thrived through many challenges [30].

Dompe’s transformation from a poor to an exemplary health care service delivery
organization was initiated in 2011 by a young Medical Officer (MO) in charge of the
hospital; the hospital was notorious for its lack of organization, poor quality of services,
and chaos. Most of the staff were close to their retirement and had absolutely no
concern for patient care and quality service delivery, leading to a highly unproductive,
disorganized, and laid-back organizational culture. The MO, in consultation with a
local community leader (CL), established contacts within the local volunteer com-
munity, industries, and religious dignitaries to create a vision of ‘happy and content
patients’. The initial stages involved a situational analysis, research on better practices,
and to design and rebuild the dilapidated hospital buildings. In the next stage, the
patient care processes were focused on the gradual replacement of manual systems with
a Hospital Health Information Management System (HHIMS), the incorporation of an
online appointment system, and the introduction of a mobile channeling system using
Short Message Service (SMS) for citizens. The ICTA was key in providing the required
technical knowledge, and funding resources.

The Dompe e-Hospital initiative has been recognized as a success by various local
and international bodies, including winning the presidential award for productivity in
2015. The Hospital was (and still is) in the continuous monitoring & improvement
phase [31] of its BPM endeavor. Today, the ICTA uses the Dompe e-Hospital initiative
as an exemplar for its national eHealth program. After many challenges in introducing
HHIMS to government hospitals, ICTA has now embarked on an ambitious drive to
implement the system in 300 hospitals with a centralized digital healthcare manage-
ment strategy to change the healthcare landscape of the country. Overall, this case
demonstrates the feasibility and success of a new service model that is now replicated
in the Sri Lankan public healthcare sector.
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4 Study Findings

This section describes how the ANT translation process is applied to explain the actions
of the focal actors (who demonstrated leadership within the eDompe case study) to
design and implement the transformation activities, and how a stable network of
heterogeneous actors was formed. There were three focal actors, namely the Medical
Officer (MO) [provided the overall leadership, and the main interface between various
external par-ties involved.], the eHealth Program Manager of ICTA (ICTA-PgM)
[appointed by the ICTA to devise the strategy, design, and execution of the eHealth
Program], and the local community leader (CL) [liaison between the local community]
as individuals, and at times, other hospital staff also demonstrated leadership. Leader-
ship actions from these four focal actors across the four phases of the translation
process are discussed in the following sections.

4.1 Leadership Actions Observed Within the ANT-Problematisation
Phase

The problematisation process was initiated by the MO through a situational analysis
that identified staff concerns. A general meeting was called to discuss the poor situation
of the hospital, at which the MO explained to the staff his vision, his strategy to
overcome the issues, and his plan to improve the reputation of the hospital. A total of
thirteen leadership actions were observed in the problematisation phase and are
grouped around the three CLT leadership behaviors: Operational, Enabling, and
Entrepreneurial leadership. Figure 2 depicts how each focal-actor contributed to the
identified leadership actions and the coding references (i.e. the number of supporting
codes). All leadership actions are explained below.

Fig. 2. Leadership actions in the problematisation phase
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Six (6) operational leadership actions were observed in the problematisation
phase. (i) Leadership Capacity Development related to the ICTA-PgM identifying
leaders, giving them ownership of the BPM initiative and providing them with support,
enabling them to develop leadership capacity and to drive the eHealth implementation.
(ii) Handling of Bureaucracy & Maintaining National ICT Standards captured the
provision of the required technical and logistical support while ensuring that the
required rules, regulations and government policies were adhered to for procurement
and development. (iii) Effective Resource Identification & Allocation relates to the
provisioning of funding. The MO interacted with ICTA for software development
support and the CL for physical infrastructure development support, funded by local
industries and concerned members of the community. (iv) Focus on Visible Outcomes
involved the MO designing and communicating targets in consultation with the core
staff team, and the support of the CL and ICTA-PgM. (v) Assertion of Formal
Authority relates to the positive and tactful use of formal authority and bureaucracy to
support innovation and change. The MO used his personal connections with senior
authorities in the organization on multiple occasions to establish his power and
influence. His tact avoided internal confrontations. (vi) Effective Handling of Legal
Requirements and Quality Standards. The 5S concept [35] initially introduced by
the CL was re-introduced to the hospital staff by the MO with new emphasis and
training.

Six (6) Enabling leadership actions were observed in the problematisation
phase. (i) Effective Identification and Provision of Technical Support relates not
only to the build/implementation of the system but also to provide the right systems
training and support. The ICTA-PgM took a prominent role in assisting the MO to
identify and devise the necessary technical support. (ii) Early Identification of
Negative Attitudes were identified and managed. The MO used his experience and
knowledge of working in the health sector to identify and analyze the diverse set of
issues, rank them, and address each one. The CL supported the MO as a mediator.
(iii) Deep Understanding of Domain Culture. The MO and ICTA-PgM created
strategies for clear and effective communications to fit various subcultures. For
example, the ICTA-PgM recognized that it was more effective when ideas were pre-
sented to the medical fraternity by somebody who belongs to the group. The CL’s deep
understanding of the conflicts between different groups of staff in the healthcare system
helped him to act as a mediator and mentor. (iv) Capitalization of External Support
Networks. The MO worked closely with the CL to identify and capitalize on these
relationships and connections in planning, strategizing, and executing the technology-
enabled transformation of the hospital. (v) Effective Composition of the BPM Team.
The MO established two sets of cross-sectional teams: the core team, directly involved
in transformation activities whose key focus was to identify staff concerns and support
the MO in handling those issues; and the support team, to provide back-up.
(vi) Organization of Field observation visits to other district hospitals that had
attempted similar system implementations helped in motivating the staff to understand
the potential of re-engineering and ICT to identify the weaknesses in the implemen-
tation strategies adopted by those hospitals. The MO closely coordinated with the
ICTA-PgM and the software developer to customize the HHIMS to suit the diverse
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users of the Dompe’s healthcare processes (i.e. Doctors, Nurses, Paramedics, Pharmacy
staff).

One (1) Entrepreneurial leadership action was observed in the problematisation
phase. (i) The MO engaged in Robust Process & System Design with the support of
his staff and the CL. The MO initiated a number of innovative process improvements,
which included changes to the physical layout of the hospital to improve the workflow,
re-designing the patient appointment process, and removing manual writing tasks by
the doctors.

4.2 Leadership Actions Observed Within the ANT-Interessement Phase

The focal actors used a variety of interessement strategies in this phase to motivate the
actors leading to the alignment of interests. Figure 3. Illustrates how each focal-actor
contributed to the identified leadership actions and the coding references (i.e. the
number of supporting codes). Each leadership action is explained below.

Six (6) Operational leadership actions were observed in this phase. (i) Training
& Development. Both inbound and outbound training and development programs
were organized by the MO and CL to assist staff in developing their technical abilities
for the continued use of the new processes and systems, build team attitudes, bridge
gaps between different social and cultural groups, and bind them as a single unit. IT
training was designed to suit the requirements of the users. (ii) Use of Rewards &
Recognition. An inclusive environment for staff was created in order to align their
interests with those of the organization by using methods like competitions, social and
cultural events, awards and certificates, allowing for overtime payment, and by creating
champions. The ICTA-PgM encouraged the BPM champions (from within the hospital
staff) by getting them formal contracts and promoting their efforts in the state health-
care sector. (iii) Gradual Implementation. Considering the potential resistance to
change, the MO planning the BPM implementation followed an incremental approach

Fig. 3. Leadership actions in the interessement phase
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to avoid overwhelming staff with new processes and technology. For example, not all
patients were registered immediately. (iv) Enforcement of Authority & Regulations.
This was applied to ensure adherence to rules regarding resource constraints, such as
internet access. (v) Continuous Evaluation of Staff Attitude. This was used to
identify staff issues, potential resistance to change, and to gauge their attitudes towards
the BPM initiative. (vi) Development of Shared Vision. This was ensured by the MO
providing a “very clear road map”.

Eight (8) Enabling leadership actions were identified in the interessement phase.
(i) Providing Active Staff Support. The MO organized highly valued around-the-
clock support to staff by actively engaging with them to help overcome their technical
fears and attitudes. (ii) Formal Approvals & Support from Authorities. A good
rapport was brokered with senior authorities to secure their support and approval for
speedy implementation of planned activities and to bypass rigid bureaucratic require-
ments. The strategy has also helped control resistance. The CL gained the much-needed
financial support from local industry for the infrastructure development. (iii)Team
Building. The MO realized the importance of a coherent team-based culture and uti-
lized staff with positive attitudes to build and develop team culture, allowing decision-
making through team consensus. The CL also contributed to the positive team culture
by engaging with the staff via team building exercises. (iv) Effective Communication.
Open communication channels were created to clearly convey the vision and aims of
the initiative and to identify issues and their solutions, such as the end goals.
(v) Effective Information Accessibility. This was enabled by the MO for all staff for
all relevant information through methods like meetings and discussions to help con-
tinuous improvement of processes and consideration of staff input when creating
process guidelines. (vi) Creating Feeling of Ownership. The MO created an envi-
ronment of shared ownership and responsibility of the new system, by, for example
enabling staff to describe their processes to visitors. (vii) Active Staff Engagement in
Process and System Design. This captured how staff suggestions and involvement
were encouraged in every step of developing the processes, ensuring the cooperation of
the diverse stakeholders. (viii) Exhibiting Trust in Staff Abilities. The MO exhibited
his trust in staff’s abilities by delegating the responsibilities and work according to their
knowledge and skills.

One (1) Entrepreneurial leadership action observed in the interessement phase
was the Use of Peer-Bonding. To develop hospital-wide positive attitudes, the MO
opted to use staff with positive attitudes to influence staff who were negative and
resistant to change. Peer groups were formed where competent members helped those
who were less competent.

4.3 Leadership Actions Observed Within the ANT-Enrolment Phase

An effective interessement strategy leads to enrolment from the actors to form an
irreversible network. The focal actors used the following strategies in this phase to
stabilize the network. Figure 4 illustrates the leadership actions and the coding refer-
ences (i.e. the number of supporting codes). Each leadership action is explained below.

384 R. Syed et al.



Only one operational leadership action was observed in the Enrolment phase.
Close monitoring was used to ensure that staff were not worried about using the newly
implemented processes and the HHIMS system and were supported if mistakes were
made.

Enabling leadership actions observed in this phase include the following.
(i) Continuous Feedback & Alignment strategies were used to gauge staff feelings
and attitudes regarding their assigned tasks, feedback was collected by independent
trainers and analyzed by the MO to identify any negative patterns and to develop
corrective actions. (ii) Review meetings were conducted in the form of brainstorming
sessions with the staff and shortages of equipment were overcome by staff suggestions.

A higher focus was on the entrepreneurial leadership actions in the enrolment
phase. (i) Process Awareness comprised of interessement strategies to get staff actively
engaged in BPM activities. Open channels of communication were effective in
accomplishing a high degree of awareness of the processes and how changes lead
towards improvement in efficiency and performance; both staff and patients were happy
with the new system. (ii) Process Innovations. As use of the processes became popular
and improved, there were further improvements in the process design and system
features through staff feedback and suggestions. As well, support from the ICTA PgM
was utilized, including the use of bar codes, autofill forms, international medical
classifications like the ICPC21 standard, and the village database. (iii) Team Work
emerged as a result of continuous training, development, and bonding programs, and
led to the emergence of complex adaptive systems in which staff made independent
decisions leading to further improved performance.

The effective operational, enabling, and entrepreneurial leadership actions taken by
the focal actors produced the following Adaptive outcomes. (i) Positive Attitude
towards Processes and ICT System. The value of re-engineering was appreciated by
the staff, and it reversed their negative attitudes and created a positive impact on daily
job routines. Staff started to apply process thinking in diverse areas such as the
injection rooms and stores. (ii) Improved System Usage. The training and peer

Fig. 4. Leadership actions in the enrolment phase

1 http://www.who.int/classifications/icd/adaptations/icpc2/en/.
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bonding strategies were effective in developing staff confidence in their technical skills
leading to positive impact on their use of the new system. (iii) Intention to Apply
Process Knowledge. The trust and confidence gained by the staff through continuous
capacity-building activities encouraged them to get actively involved in suggesting new
and innovative ideas to improve processes. This showed the irreversible nature of staff
attitudes towards the improvement process.

4.4 Leadership Actions Observed Within the ANT-Mobilization Phase

A network reaches the mobilizing phase when the actors reflect the extensive accep-
tance of a devised strategy or solution, exhibit the spokesperson behavior in repre-
senting the network, and the focal actor cements the alliance by using appropriate
methods to ensure irreversibility [17]. The MO’s and ICTA-PgM’s main objectives
were to improve the patient care services and implementation of HHIMS for the
eHealth records program using both the human (staff) as well as the non-human
(processes and HHIMS) actors.

As shown Fig. 5, there was no operational or enabling leadership actions observed
in the mobilization phase of this case study. The Entrepreneurial leadership observed
in the Mobilization phase was twofold: (i) Emergent Innovative Actions and
(ii) Self-Organizing Attitude. The emergence of innovative and self-organizing
behavior by staff for the continuous improvement of the system was a result of the
positive culture of empowerment created by the focal actors (by moving away from a
‘command & control’ approach) and the increasing reputation of the hospital.

Five (5) different Adaptive Outcomes were observed in this phase. (i) Prestige.
The national recognition received by the hospital and the MO’s recognition of staff
achievement helped in creating pride. ICTA ensured that Dompe was used as the role
model for other hospitals. The visible results in process efficiency and improved pro-
duction in all areas of operations had a (ii) Positive Impact on Performance of daily
operations that has changed patients’ attitudes, helped staff move away from old,
unproductive practices, and brought order to the earlier chaos in the hospital.

Fig. 5. Leadership actions in the mobilization phase
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(iii) Process Acceptance was also a critical outcome. Because the initiative used the
staff domain knowledge, it was sustainable and widely accepted with pride by the staff.
The MO made use of his domain knowledge to drive the improvements and encour-
aged staff to do the same. (iv) Spokesperson’s Legitimacy explains how an effective
alignment of actors’ interests will result in the acknowledgment of the focal actor’s
status as the legitimate spokespersons. The MO achieved this by his approach to re-
engineering and maintaining the processes and system. (v) Irreversible Change per-
tained to ensuring that the re-engineered processes were embedded in daily operations
and that the entire system was productive, efficient, stable and sustainable. It was
critical to make sure that there was no going back and that the change was permanent.

4.5 Contextual Factors Influencing Leadership Action Across
the Translation Process

The analysis identified a variety of contextual factors influencing leadership actions
across each stage of the translation process (see Table 2 for a summary overview).

In the Problematisation phase, four (4) contextual factors were identified. (i) The
fact that the initiative was related to a National Vision and program of work helped
to kick start the work and also influenced the leadership actions. For example, the
Enterprise System Approach adopted by the focal actors was directly related to
achieving the national strategy. (ii) Local influences. Staff approaching their retirement
stage and some local politicians were quite resistant to the proposed changes, but the
involvement of the local community and religious entities led to positive outcomes.
The leadership actions—Robust Process & System Design and Early identification of
Negative Attitudes—were influenced by the local factors, and lack of understanding of
the cultural context would have resulted in major problems. (iii) The government’s
vision for the healthcare sector and the history (with initial systems implementations by
ICTA) of failure put Performance Pressure on the leaders. ICTA’s strategy to provide
the required technical resources and funding for Dompe’s BPM initiative was a direct
outcome of the performance pressures in ICTA. (iv) There were also a number of
negative Political Influences.

Three (3) contextual factors were influential in the Interessement phase: (i) Exter-
nal Recognition of the first ever successful eHealth system within the national
healthcare system by national authorities and the public sector healthcare community.
This had a major positive influence on staff changing their opinion about the ICT-
enabled BPM endeavour at Dompe. (ii) Exploitation and Corruption were mentioned

Table 2. Contextual factors and stages of translation process
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by the participants in relation to a parallel process invented by the local trishaw drivers,
who charged patients for arranging the appointments to reduce the long hours spent
waiting in queues, and provided financial incentives to hospital staff. (iii) Resistance to
change persisted amongst some staff members and the national medical association
also tried to influence the internal staff to not accept the proposed ICT-enabled BPM.
The Government Medical Officers’ Association (GMOA) argued that the proposed
process changes would increase the doctors’ workloads and adversely affect the noble
image of the profession. However, the provisioning of latest laptops to the doctors by
ICTA refuted GMOA’s influence, doctors felt rewarded and ignored the workload
concerns. Two (2) contextual factors influenced the leadership actions in the Enrolment
phase. (i) The Dilapidated Conditions. The contrast between the ad hoc operations
and the dilapidated infrastructure prior to the transformation and the new processes and
IT system helped demonstrate the positive value of the improvements to the staff. (ii) A
key influencing factor was the matching of the system with the Healthcare Culture in
the country. As mentioned previously, the healthcare workers have a distinct way of
thinking and perception towards the ICT systems [32, 33], therefore, the design of the
system had to incorporate the cultural issues, such as providing support, incorporating
staff feedback, and enabling self-organisation.

External recognition was the main contextual factor identified in the mobilisation
phase. The acknowledgment of service excellence by the President of the country and
increased recognition from colleagues from other hospitals boosted the staff confidence
and helped stabilise the network.

5 Discussion and Conclusions

As discussed earlier, previous studies have identified many internal and external
obstacles that could restrict organizations in achieving the intended potential of BPM
and highlighted leadership as one of the critical success factors for BPM [6, 34].
However, the current research on BPM (in general) provides very limited under-
standing of the nature, definition, and properties of leadership in Business Process
Management initiatives, especially in the public sector, and developing countries. This
study present a series of leadership actions by different leaders (focal actors) according
to the core phases of ANT translation process, and how contextual factors may
influence them. A total of 36 leadership actions across the phases of Problematisation
(13), Interessement (15), Enrolment (6), and Mobilization (2) were identified with
(9) contextual factors. The case study findings explained the nature of leadership
actions that led to the successful implementation, and sustainability of BPM in a public
hospital as well as creating an organization-wide process-centric culture.

The selection and analysis of a real-life situation where BPM is used to achieve a
national agenda of citizen well-being contributes to the understanding of the public-
sector BPM domain by defining the nature and role of leadership in effective handling
of the complexity dynamics associated with BPM initiatives. Despite the specific and
narrow scope of the study, we argue that the nature of the leadership actions can
provide the basis for the study of leadership-change in any socio-technical phe-
nomenon. According to Wacker [35], correct conceptualization and definitions of
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constructs is the first step towards building a good theory before statistical verification.
The leadership constructs and contextual influences presented in this paper can be
operationalized and tested in future research. The conceptual framework and findings
presented in this study can be quantitatively validated by measuring the statistical
significance and correlations between leadership actions as independent variable and
adaptive outcomes as the dependent variables with moderating effect of contextual
factors. This paper is part of a larger program of study, and as the next step, a
comparative analysis of failed and successful public sector BPM initiatives and the role
of leadership is planned for the future.

This study therefore contributes to ANT research by confirming the suitability and
usefulness of the Translation Process to explain leadership and network interactions in
socio-technical process improvement approaches. This study was also able to show the
use of CLT to explain the leadership actions in a socio-technical phenomenon and how
a balanced use of operational, enabling, and entrepreneurial leadership created the
adaptive space leading to irreversible change and self-organization. The results also
confirmed that a high degree of entanglement [27] exists between operational and
enabling leadership and shows it can have a positive impact on adaptive outcomes.

The findings of this paper also have considerable practical significance. The
detailed identification of leadership actions in a highly successful transformation will
assist national IT agencies in developing countries to address the critical need to
develop robust leadership capabilities to overcome chronic BPM failure rates. The
outcomes of the study can act as a guide for senior management of BPM initiatives in
the public sector to lead successful BPM implementations and as a useful framework
for designing leadership capacity building for BPM initiatives. The net results can
assist developing countries to achieve the socio-technical and financial benefits
expected of the ICT-enabled BPM initiatives to provide government services to the
citizens in an efficient and effective manner.
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Abstract. Naturally limited by resource constraints, most business process
management (BPM) initiatives can only improve a few processes at a time.
Prioritized based on their importance, feasibility, and dysfunctionality, these
processes form the short head of an enterprise’s process distribution. Beyond
that, a long tail of processes contains a large amount of unmanaged yet imperfect
processes. Due to a lack of scope and complexity, established BPM approaches
can hardly support enterprises in realizing improvement potentials for these
processes. In this research, we draw upon the theory of the long tail of business
processes and upon insights from multiple case studies to conceptualize a
management framework for hybrid BPM initiatives. The framework addresses
organizational and technological requirements for the management of the BPM
initiative as well as for the management of individual processes. In summary, we
suggest that enterprises must manage their most important processes centrally,
while improving others at their place of execution. Technology can provide the
means for communication and collaboration and aligns both initiatives.

Keywords: Business process management � Long tail of business processes
Management framework � Decentralization

1 Introduction

Business Process Management (BPM) has become an important management disci-
pline to leverage organizational competitiveness by streamlining operations and cen-
tering them on customer needs [1]. With a focus on end-to-end processes, BPM breaks
up functional silos and departmental boundaries [2] and enables improvements at
company level. To support enterprises in identifying, analyzing, improving, and
monitoring their processes, research has introduced various concepts, methods, and
tools [1, 3].

In practice, we can observe two types of BPM. On the one hand, central BPM
entails that a BPM department collects and consolidates information and implements
change in a top-down manner [2]. Due to resource constraints and complexity issues,
centralized initiatives typically focus on managing a few processes at a time. As a
result, they can only improve a process organization partially [1]. On the other hand,
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decentralized BPM suggests transferring tasks from centralized BPM to multiple dis-
tributed initiatives that together form a dynamic social system [4]. Enabled by tech-
nology, stakeholders can optimize processes at their place of execution and facilitate
improvements in large parts of the organization [5]. However, as decentralized BPM is
costly and lacks effectiveness, BPM outcomes frequently do not yield expected
benefits.

Today, digital transformation facilitates the development of new technologies that
provide enterprises with various opportunities to address the growing demands for
agility, flexibility, and responsiveness [6]. Although more and more enterprises start to
grasp the benefits of technology for communication and collaboration, they struggle to
utilize them for leveraging operational performance [7]. Against this backdrop, BPM is
frequently considered as a key enabler to prepare and adapt organizational structures
toward the demands of digital transformation [8]. However, this requires enterprises to
not only improve a few highly important core processes but to establish an operational
backbone that fosters speed, quality, and consistency [9]. Due to an inherent tradeoff
between quality and quantity, neither central nor decentral BPM can adequately sup-
port enterprises in establishing the capabilities to manage digital transformation.

Hence, we draw upon the theory of the long tail of business processes [5] and
extend it by proposing a hybrid BPM approach. This entails that enterprises manage
some processes centrally, while improving others in multiple distributed initiatives. For
the first time, we combine implications from theory with insights from multiple case
studies to formulate propositions and construct a hybrid framework for the manage-
ment of both the short head and long tail of business processes. The framework
addresses organizational and technological requirements from the perspective of the
BPM initiative as well as from the management of individual processes.

We summarize our research questions as follows:

(1) What are the shortcomings of established BPM concepts in practice when facing a
long tail distribution of business processes?

(2) What are propositions to address these limitations and how can they be consoli-
dated into a hybrid BPM framework?

We structure our paper as follows. In Sect. 2, we introduce fundamental concepts
of BPM and introduce the theory of the long tail of business processes. We summarize
our research method in Sect. 3 and present findings from multiple case studies in
Sect. 4. In Sect. 5, we derive eleven propositions for implementing hybrid BPM and
consolidate them into a framework. Section 6 concludes this research by summarizing
findings, limitations, and future research potentials.

2 Theoretical Background and Foundations

2.1 Business Process Management

BPM describes a body of methods, techniques, and tools to identify, analyze, improve,
monitor, and implement business processes [1]. Typically yielding cost reductions and
improvements in various dimensions, such as quality, efficiency, and effectiveness,
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BPM has become increasingly relevant for enterprises seeking to achieve or ensure
long-term competitiveness [3]. Research has established multiple concepts to guide and
support BPM in practice. For example, lifecycle models [1, 10] specify a set of
sequential activities to systematically optimize enterprise structures. Maturity models
[11, 12] further provide the means to assess operational quality and to identify areas for
improvement. Furthermore, generic frameworks such as the Ten Principles of
Good BPM [13] or the Six Core Elements of BPM framework [3] specify requirements
for successful BPM initiatives. The latter distinguishes the perspectives of strategic
alignment, governance, methods, information technology, people, and culture [3].

While the number of enterprises adopting BPM is growing continuously, several
studies report of initiatives that do not deliver expected benefits or that result in project
failure. One reason is that most BPM approaches are developed to fit a specific type of
business context, focusing primarily on situations with structured processes and clear
goals and requirements [14]. However, driven by the emergence of digital technology
[7], today’s business contexts increasingly demand BPM to address situational
requirements [14]. Consequently, it is no longer sufficient to only rely on a top-down
designed BPM initiative based on management commitment and the downward inte-
gration of functional managers, process owners, and operational staff [1, 5]. Based on
the theory of the long tail of business processes, we argue that BPM must facilitate
holistic improvements, while remaining easy to manage, maintain, and adjust.

2.2 The Theory of the Long Tail of Business Processes

By performing BPM as a central initiative, most enterprises can only improve a few
processes at a time [1, 5]. More specifically, they actively manage processes that have a
significant impact on business success and yield benefits that exceed corresponding
costs. Many processes in any enterprise are not recognized as this valuable and
therefore not considered for improvement. Based on Anderson’s concept of long tail
economics [15], this phenomenon has been conceptualized as the long tail of business
processes [5]. Enterprises usually focus on a few processes that they prioritize due to
different criteria [16], including their importance, dysfunctionality, or feasibility [1].
These processes form the short head of their process distribution. However, as the
amount of processes with a lower value typically exceeds the number of highly
valuable processes, they shape the distribution’s long tail. To explain decision making
during process prioritization, the theory further conceptualizes BPM as a neoclassic
utility maximization problem. Enterprises naturally seek to maximize their utility U as
a function of expected surplus E[BPM(x)] and costs C(x). Expected surpluses depend
primarily on an enterprise’s BPM capabilities, including its degree of process orien-
tation and standardization as well as on the availability of technology. The complexity
of a company’s operations reduces potential surpluses respectively. For economic
reasons, companies prioritize processes that are located in the short head of their
process distribution. More specifically, they manage all processes with an advanta-
geous proportion of expected surplus to cost of management. The line of manageability
(xLoM) is a theoretical construct that indicates where both determinants break even.
Moving it to the right of the distribution is only possible if the surplus-to-cost ratio
improves. This is hardly possible for centralized approaches due to complexity and
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resource cost. To incorporate additional processes, enterprises must widen the scope of
their BPM initiative by drawing upon principles of decentralization. Thereby, inde-
pendent employees collaborate within and across distributed initiatives to form a self-
regulating system that optimizes low-value processes at their place of execution.
Processes whose central management was unfeasible before, are now improved con-
tinuously in small iterations by way of communication and collaboration. Figure 1
summarizes the theory’s main implications.

This study expands the theoretical foundation provided in [5] by combining prin-
ciples of collaboration with insights from multiple case studies and formulates 11
propositions on the design of hybrid BPM initiatives in practice.

2.3 Approaches to Decentralized Organization of Process Work

As argued above, our work environment and also BPM face fundamental changes due
to technological advancements and new opportunities for collaboration and commu-
nication. While companies relied on systematic approaches in the past, a more dynamic
environment requires them to contextualize BPM [14]. Thus, we conducted a sys-
tematic literature search based on established guidelines and concepts [17]. Addi-
tionally, we integrated recommendations for conducting literature analysis in
interdisciplinary research domains [17].

In general, companies can choose from multiple strategies to create and collect
relevant process data. This data is typically contained by multiple entities, including
work routines, systems, documents, and stakeholders [18]. To establish a knowledge
management system, enterprises must access this data efficiently [19]. For data col-
lection in collaborative environments, research suggests socializing BPM, which
augments established approaches with features of social networks [4, 20]. Brambilla
et al. [20] further propose that social features increase the scope of BPM. Hence,
companies can uncover weak ties, explicate decision making, and improve processes
by integrating social feedback [20].
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Collaborative production models provide enterprises with the means to coordinate
distributed activities within a network of independent stakeholders. In general, peer-to-
peer networks describe a distributed infrastructure for stakeholders to share resources,
services, and contents [21]. Peer production groups further use complementary skills,
knowledge, and experience for collaborative problem solving [18]. Crowdsourcing
refers to a sourcing model in which stakeholders obtain goods and services from a large
and often rapidly evolving network. Crowdsourcing builds upon peer production to
divide tasks between stakeholders and achieve a cumulative result [22].

3 Research Design

Although BPM has been extensively researched in the past, we notice a lack of holistic
management approaches. Hence, we apply a theory building research design, which is
suitable for examining real-world phenomena that are observable but not yet fully
understood. Yin describes case studies as an adequate first step for theory building [23].
Eisenhardt further confirms that practical insights can strengthen the conceptual
understanding of a research domain [24]. By following these suggestions, we con-
ceptualize a hybrid management framework for the short head and long tail of business
processes. As this requires profound literature knowledge, common sense, and expe-
rience [24], we combine implications from theory and practice. We organize our
research along three phases:

• Phase 1: We conduct five case studies, in which we analyze the companies’ BPM
characteristics and corresponding capabilities to manage the long tail of business
processes.

• Phase 2: We consolidate our findings to build a hybrid management framework for
the short head and long tail of processes.

• Phase 3: We derive propositions for enterprises seeking to implement a hybrid
BPM approach.

To address the limitations of case study research, we seek to ensure a high degree of
rigor during data collection and analysis procedures. Thus, we conduct interviews using
a multiple informants design based on semi-structured questions. All interviews are
performed by two research assistants on the phone. The interviews are transcribed and
we use a two-step coding and analysis procedure. To mitigate bias, one author codes
the data into themes, while the second step of analysis involves summarizing the data
for each theme across all cases. This enables us to build a comprehensive collection of
case study protocols, which we complement with supplementary data, such as internal
presentations and process documentations. Furthermore, we ensure reliability by
organizing our findings based on established frameworks and by performing data
analysis in multiple iterations. For external validity, we select case companies that
differ regarding their size, business focus, and industry. None of the companies or
interviewees have a formal relationship with the researchers. Ultimately, we address
internal validity by incorporating implications from literature.
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4 The Long Tail of Business Processes in Practice

4.1 Data Collection

To identify shortcomings of current BPM approaches and to answer RQ1, we conduct
case studies at five different companies. This ensures an adequate variability in our
results, which is necessary to derive generalizable implications.

To build theories from case study results, Eisenhardt proposes the use of theoretical
sampling to “(…) choose cases, such as extreme situations and polar types, in which the
process of interest is ‘transparently observable’” [24]. Polar types, in this context, refer
to cases that are likely to replicate or extent the emergent theory [24]. In this study, the
sampling strategy is based on the theory of the long tail of business processes [8]. Hence,
we derive the two polar types short head and long tail. First, the polar type short head
refers to enterprises that perform BPM as a central initiative. Second, we introduce the
polar type long tail to incorporate companies that improve large parts of their organi-
zation with decentralized, collaborative BPM.We conduct multiple case studies for each
polar type. Due to distinct similarities, this study focuses on those companies that
provide the most significant implications for each polar type. Table 1 summarizes the
case companies’ main characteristics. Each company is unique regarding industry, size,
and business focus. In summary, they represent a variety of voices.

Polar Type Short Head. We describe the main characteristics of the short head polar
type based on implications from a globally operating financial service company that is
specialized on offering corporate and specialty insurances. The company employs
about 5,000 people and operates as a subsidiary of a German financial conglomerate
with more than 140,000 employees. About 10 years ago, it established BPM to
facilitate operational responsiveness, quality, and customer satisfaction. It follows a
standardized BPM lifecycle approach, which draws upon different methodologies, such
as Six Sigma and Lean Management. The company has further established the Center
of BPM Excellence, which employs a team of process analysts that support, conduct,
and coordinate company-wide BPM activities. The BPM team frequently takes on the
role of in-house consultants to address organizational issues that were previously

Table 1. Polar types for the long tail of business processes theory

Polar
type

Industry Size Management
approach

Selected for in-
depth analysis

Number of
interviews

Short
head

Financial services
(C1)

*5,000 Central Yes 2

Food industry (C2) *230 Central No 2
Plant construction
(C3)

*150 Central No 3

Long
tail

Telecommunications
carrier (C4)

*8,000 Decentral Yes 3

Manufacturing (C5) *19,000 Decentral No 3
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discovered by employees. Before processes are added to the architecture, the BPM
team assigns them to a quality assurance cycle and, thus, controls their conformance
with conventions and guidelines. BPM activities are either initiated by stakeholders or
by the schedule of a centrally maintained process improvement roadmap. To deploy
BPM projects, the team collects information from stakeholders by questioning them
about the as-is condition of their processes. Subsequently, the team constructs a to-be
concept, implements necessary changes, and offers training courses to facilitate
stakeholder adoption. All employees can access the company’s process architecture and
use available BPM tools to model, discuss, and share processes with other stakeholders.
However, modifications only apply to local process versions and are not part of the
official BPM initiative.

Polar Type Long Tail. To analyze the long tail polar type, we present the case of a
telecommunication carrier that employs more than 8,000 people and is headquartered in
Germany. Initially introduced in 2010, the company performs BPM as part of a larger
initiative for continuous business improvement, which was originally designed based
on TOGAF. The initiative draws upon the assumption that every employee holds
valuable knowledge for process improvement. Hence, it is organized as a dynamic and
self-regulating system that builds upon collaboration and communication. Further, the
company mostly waives hierarchical structures and central regulation. Its BPM
department mainly monitors adoption but does not actively conduct or intervene in
corresponding activities. Instead, BPM is performed by multiple distributed initiatives
that manage and improve processes at their place of execution. To coordinate and
support these distributed efforts, the company relies on a BPM tool that provides
several features of social networks and enables all employees to view, create, and edit
process models. To ensure the availability of necessary skills and expertise, the
company offers optional training courses on BPM, tool functionalities, and rules for
communication and collaboration. As each employee can participate in process mod-
eling, it yields large repositories of process models as well as their versions and
variants. Today, the company’s repository contains more than 18,000 models con-
structed by 1,800 modelers. While these models cover large parts of the company’s
organizational structure, they frequently exhibit quality issues, which range from
redundancies and inconsistencies to varying levels of abstraction. Partially, this is due
to lose guidelines and conventions, by which the company seeks to support rather than
to overregulate BPM activities.

4.2 Consolidation of Case Study Findings

Following the recommendations of [24], we combine within-case analysis and cross-
case search to extract patterns and to construct a a-priori model. To avoid premature or
false conclusions, we draw upon the Six Core Elements of BPM framework [3] to
organize our findings. Table 2 summarizes the main characteristics of BPM initiatives
of each polar type.

The case studies confirm that companies can essentially choose from two BPM
approaches: short head or long tail. Due to their different requirements, both approa-
ches are typically viewed as mutual exclusive. While short head BPM manages a few
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highly important processes with high quality and effectiveness, long tail approaches
incorporate large parts of a company’s process organization but face quality con-
straints. Thus, the practical insights from the conducted case studies confirm our the-
oretical foundation provided in [5]. We can further utilize the identified shortcomings
and limitations of current BPM approaches to significantly widen the scope of our
framework and to align its implications with practical requirements. Thereby, we set
the groundwork to transform the concept into a complete BPM framework in future
studies.

Table 2. Characteristics of polar types according to the six core elements of BPM

Polar type short head Polar type long tail

Strategic
alignment

BPM focuses on a few important
processes, which are managed by a
central department
Supported by top-management
commitment, the scope and strategy of
BPM is continuously aligned to the
overall goals of the company
A process architecture structures the
company’s process landscape.
The BPM department may adapt its
scope and coverage

The scope of BPM depends on
stakeholder participation instead of
organizational resources
Top management approves BPM but is
not actively involved. Initially, BPM is
aligned to the company’s goals
A process architecture supports and
connects BPM activities. Adaptations
require fundamental changes in the
company’s business environment

Governance Organized in a top-down manner, a
central governance regulates BPM
activities by defining conventions,
guidelines, and best practices
A central BPM department controls the
conformance with BPM specifications

Bottom-up governance provides
specifications to guide distributed
activities. These include conventions,
guidelines, best practices, and
indicators
Conformance checking is self-
organized and builds upon trust,
credibility, and reputation

Methods BPM follows customized
methodologies derived from common
frameworks and tools
Methods for process design, modeling,
implementation, and execution rely on
proven practices and are conducted by
experts
Knowledge management is organized in
a top-down manner. This entails that a
central BPM team requests information
from employees
The BPM department centrally controls,
maintains, and manages its process
repositories. Employees can access the
repository (read-rights)

BPM is based on a lightweight
implementation that promotes
collaboration and information sharing
The tasks of process discovery,
analysis, and redesign are transferred to
stakeholders that share work by means
of collaborative production models
Knowledge management is supported
by a platform that facilitates knowledge
sharing. Employees can reuse the
information for individual purposes
Processes and supplementary data are
stored in a central repository, which is
organized by high-level guidelines. All
employees can access and edit data

(continued)
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In addition to analyzing their current BPM configurations, we further prompt the
companies for information about perceived limitations. In short head initiatives, most
companies focus their BPM resources on a limited number of structured processes that
involve controlled interactions among participants and generate an immediate impact
on an enterprise’s value creation. These processes are typically summarized by a
process architecture, which connects different parts of their organization and breaks
down processes to sub-structures and tasks. At all companies, establishing a process
architecture required an initial discovery and prioritization of processes. In such static
environments, central BPM initiatives can produce high-quality results, which ensure a
continuous improvement of core processes. However, they typically lack the mecha-
nisms to identify, model, and analyze neglected or unknown processes, which can only
be improved by uncovering tacit knowledge from process stakeholders. Due to
resource constraints, most companies encounter bottlenecks when processing pending
projects, even if they involve processes that are part of their process architecture. To
increase BPM capacities, some companies rely on hiring external consultants to address
the most urgent and important issues. The companies further report that relevant
process knowledge remains primarily within the BPM department, as other employees
are hardly involved or lack the opportunities for direct participation.

By deploying long tail initiatives, companies can overcome most resource con-
straints and improve large parts of their organizational structure. However, our case
companies report that BPM outcomes frequently lack consistency and quality.

Table 2. (continued)

Polar type short head Polar type long tail

Information
technology

Tool support is provided by on-
premise software that integrates with
the company’s IT infrastructure
Access to the BPM software is
restricted to experts and process
analysts

Tool support is based on easy-to-use
software tools. The infrastructure
builds upon service orientation and
thus facilitates responsiveness
All employees are granted full access to
BPM tools, which support their BPM
activities

People Companies offer differentiated training
courses to selected employees that are
actively involved in the BPM initiative
The BPM department consists of high-
skilled process analysts with a formal
education for conducting BPM
activities

Training offers are available to all
interested employees. These offers
consist of self-organizing courses with
employees as instructors
All employees form a network of
different backgrounds and skills and
collaborate across departments to solve
organizational issues

Culture The BPM team commits to the
initiative and shares knowledge to
stakeholders if necessary
Process awareness is mostly limited to
participants of the central BPM
initiative

Companies facilitate an open-minded
culture that enables teamwork and
collaboration
Process awareness is fostered actively
and perceived as an organizational asset
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Consequently, they cannot realize the full improvement potential in many processes,
which can negatively influence productivity, competitiveness, and customer satisfac-
tion in the long term. As collaborative BPM entails transferring tasks and responsi-
bilities to a self-regulating social system, our case companies face several challenges
navigating and controlling their initiatives. One company initially waived central
regulations to facilitate adoption and participation. While this yielded a large number of
process models, results lacked quality, clarity, and comparability. This caused a
decreasing participation rate, as stakeholders could not realize the expected benefits.
Hence, the company introduced specifications to not only restrict but also guide the
distributed BPM activities.

4.3 Discussion of Shortcomings of Analyzed BPM Approaches

Results from our case studies indicate that both types of BPM suffer from various
shortcomings. Subsequently, we draw upon the dimensions of the Six Core Elements of
BPM framework to discuss these shortcomings and their consequences.

Regarding the dimension of strategic alignment, several limitations emerge from
the inherent tradeoff between quality and quantity. As central initiatives are limited by
resource constraints, widening their scope requires additional staff to be hired, trained
or sourced as consultants. However, this does not only increase the complexity of
planning, control, and coordination, but can also result in a disadvantageous ratio of
costs to additional surpluses generated by managing previously neglected, low-value
processes. By implementing a decentral BPM initiative, companies can overcome these
resource limitations. However, increasing the quality of BPM outcomes would require
more rigid specifications and investments into IT and education.

With respect to governance, central BPM requires rigid specifications and top-
down control mechanisms. Although this enables companies to improve their most
important processes effectively, such approaches lack the flexibility to identify and
optimize unstructured or unknown processes. As decentral BPM initiatives transfer
most responsibilities to a self-regulating social system, they foster participation and
collaboration. However, BPM outcomes frequently lack quality, consistency, and
comparability, which can reduce the benefits of BPM in the long term.

In the area of methods, central initiatives demand controlled techniques and indi-
cators to identify organizational issues and to prioritize and conduct improvement
projects that conform to a company’s strategies. However, as collaborative BPM draws
upon self-regulation and flexibility, its activities and priorities cannot be linked to a
company’s objectives directly. Regarding knowledge management, controlled read-
only repositories provide a single source of truth and support a basic knowledge
diffusion in some areas of an organization. However, they do not operationalize
knowledge from distributed stakeholders. Open repositories provide users with the
means to view process models and to modify them to their individual needs or per-
ceptions. Although this allows companies to uncover tacit process knowledge, resulting
repositories can lack clarity and contain inconsistencies and redundancies.

Regarding the area of information technology, central initiatives require tools with
advanced functionalities to support process analysts. However, these tools can exceed
the capabilities of stakeholders in distributed initiatives. Decentral BPM is conducted at
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the place of process execution and requires lightweight tools for collaboration, coor-
dination, and communication. Mostly waiving advanced functionalities, these tools are
designed to ensure usability and participation based on features of social networks,
including commenting, sharing, and tagging. While collaborative tools foster partici-
pation and allow companies to manage more processes actively, they only support a
limited range of application scenarios.

In the area of people, central initiatives involve a few skilled and specialized
process analysts, which conduct BPM activities in a top-down manner. Hence, com-
panies can focus training offers on advanced topics. While this facilitates efficiency and
enhances the capabilities of the central BPM team, it cannot address the requirements
for managing long tail processes. Education offers in decentral approaches focus pri-
marily on conciliating basic BPM concepts for the discovery, analysis, and redesign of
processes. However, these formats do not provide the knowhow and expertise to
accomplish major improvements in the companies’ core processes.

Regarding the dimension of culture, companies must establish process orientation,
regardless of their selected BPM approach. However, in companies that operate a
central initiative, process awareness is limited to a restricted number of process ana-
lysts. Incorporating process knowledge from distributed stakeholders requires higher
degrees of process orientation, simultaneously placing new demands on participation
and collaboration. However, the central BPM team typically lacks the resources to
equally address all uncovered improvement potentials, which can yield stakeholder
resistance and dissatisfaction. Decentral BPM can address most of these challenges by
drawing upon process orientation and awareness as essential components of its overall
strategy.

In summary, our case study findings indicate that neither central nor decentral BPM
approaches can fully realize the improvement potential in all processes of an organi-
zation. Besides presenting our findings, we ask the interviewees to elaborate on
opportunities to address these shortcomings and, thereby, derive a set of design prin-
ciples for holistic BPM. By drawing upon these insights, we formulate a total of eleven
propositions to guide the development and implementation of such an approach in
research and practice.

5 Conceptualizing a Framework to Manage the Short Head
and Long Tail of Business Processes

5.1 Propositions for Managing Hybrid BPM Initiatives

Findings from our case studies indicate that companies struggle to utilize BPM as a
means to cope with the requirements of digital transformation and globalization. Thus,
we use these implications to formulate propositions (P) on how to improve both the
short head and long tail of business processes.

P1: Enterprises must establish a hierarchical system of objectives that guides
actions of the central BPM team. Participation of stakeholders in distributed ini-
tiatives is ensured by mechanisms that intrinsically stimulate participation.
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Hybrid BPM entails that a central initiative manages an enterprise’s most important
processes, while others are improved by means of collaboration and communication.
Aligning the central initiative to an enterprise’s overall strategy requires clear goals and
complementary extrinsic incentives. By contrast, collaborative BPM builds upon dis-
tributed efforts by independent stakeholders within a self-organizing social system.
While key processes that are important for the company’s success remain centrally
managed, all interviewees agree that the central initiative should hand over responsi-
bilities for the management of long tail processes to the respective departments. Yet, to
avoid inefficiencies due to missing responsibilities, cross-functional processes require a
web-based collaborative platform that foster communication. As indicated by the
interviewees of C4 and C5, stakeholders in distributed BPM initiatives should be
motivated primarily based on intrinsic incentives. By simply defining objectives and
target agreements, enterprises can hamper their willingness to participate and hamper
the initiative’s success. Instead, they rely on incentives that influence stakeholders’
actions indirectly. Hence, enterprises must establish a hierarchical system of objectives
during BPM’s initiation. While initially determining objectives at company and
department level, enterprises must analyze stakeholder opinions and preferences to
reduce the gap between individual and company goals subsequently.

P2: Enterprises must determine the scope of their BPM initiatives.

Both initiatives manage different process types. While central BPM focuses on
processes that are prioritized by their importance, feasibility, and dysfunctionality,
distributed initiatives improve low-value processes that are typically neglected due to a
disadvantageous ratio of costs to benefits. For hybrid BPM, the interviewees from C1,
C2, and C3 confirmed that enterprises must establish an indicator system to assess the
improvement potential of each process and dynamically determine the scope of their
central initiative. Thus, they can either use performance-based or non-performance-
based methods [16]. As they provide high accuracy at low costs, enterprises should
preferably implement performance-based approaches. However, they rely on non-
performance-based methods if they lack necessary IT support.

P3: Enterprises must implement a BPM platform that connects both initiatives.

At the core of hybrid BPM, enterprises must implement a BPM platform that
connects both initiatives. As central BPM can accomplish multiple purposes, it requires
tools with advanced functionalities. To avoid exceeding other stakeholders’ capabili-
ties, these functionalities should not be part of the BPM platform, but be implemented
in a separate software environment. All interviewees agree that enterprises must ensure
a fully integrated IT infrastructure. According to C4 and C5, companies must equip
their BPM platform with functionalities for coordination, collaboration, and commu-
nication [4, 20]. Among others, these should include a process repository, social net-
working features, a modeling environment, and a process architecture. There is general
agreement that employees must be able to access the platform with user accounts.

P4: Enterprises must establish different specifications for both initiatives. Cen-
tral BPM demands an active governance control. The BPM platform performs basic
conformance checking for outcomes of the decentral initiative.
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To accomplish different BPM objectives, such as automation or standardization, the
central BPM team must comply with conventions, guidelines, and technical require-
ments. However, outcomes of decentral BPM are used primarily to facilitate com-
munication among stakeholders. Based on the implications of case studies C4 and C5,
strict specifications are less relevant and can hamper BPM adoption and participation.
As a result, hybrid BPM demands two sets of specification, with conventions and
guidelines on departmental level derived as a subset of those for the central BPM team.
This ensures comparability and interoperability of corresponding outcomes. To ensure
high-quality results in the central initiative, enterprises rely on top-down mechanisms
for quality assurance. By contrast, the BPM platform must provide basic conformance
checking features to support activities in distributed initiatives. This should be com-
plemented by a bottom-up governance with stakeholders constantly checking and
improving BPM outcomes. Ultimately, regular meetings and events provide a platform
for communication and provide the means to align the specifications of both initiatives.

P5: Enterprises must select a single notation and adapt its scope to the needs of
both initiatives. Collaborative production models facilitate collaboration and
coordination.

To ensure processes’ interoperability, enterprises must select a single modeling
language for both initiatives. However, adaptations are necessary to fit their specific
needs. Furthermore, the modeling environment must support notational specifications
and enable stakeholders to model in a drag-and-drop manner. Enterprises must further
establish a universally accessible repository, which organizes processes based on the
process architecture. Collaborative production models, such as crowdsourcing, can
coordinate activities in and between both initiatives. The central BPM team must
analyze the outcomes of decentral BPM for challenges and issues. Stakeholders must
also be able to flag problems that cannot be solved collaboratively but require the
central BPM team.

P6: Enterprises must provide training offers for basic and advanced BPM topics.

To ensure the availability of BPM capabilities, enterprises must deploy a com-
prehensive education program. While the central BPM team typically consists of high-
skilled process analysts, training offers can be limited to advanced topics. However,
offers for the decentral initiative must focus on teaching basic competencies, such as
process modeling. In addition to classes and learning circles, the BPM platform should
provide complementary video tutorials as well as discussion forums. The central BPM
team must screen these forums to identify current issues and to adapt training offers.

P7: Enterprises must communicate benefits and ensure transparency.

Similar to collaborative BPM, hybrid approaches rely strongly on stakeholder
participation and process awareness. Thus, enterprises must design and implement a
communication plan that emphasizes the benefits of BPM and ensures transparency.
They must further analyze the platform’s user data to identify key users that foster
stakeholders’ participation and can serve as contact persons for the central BPM team.

Besides the requirements induced by running a holistic approach to BPM, enter-
prises must also guide BPM activities at operational level.
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P8: Enterprises must establish a process architecture to navigate hybrid BPM.

For coordination purposes, enterprises must implement an integrated process
architecture. Upper levels of the architecture comprise their most important core and
support processes, which are managed by the central BPM team. All processes that are
discovered by distributed initiatives are assigned to the architecture’s bottom level.
Enterprises can thereby establish a hierarchy of abstraction, in which each process of
the bottom level connects to a process on higher levels. Thus, the BPM team can
operationalize process data from its place of execution. If processes cannot be con-
nected to higher levels, enterprises can identify yet disregarded areas of their
organization.

P9: The BPM platform must gather data on roles and responsibilities in a process.

While the central BPM team manages a controlled set of processes located in the
upper levels of the process architecture, distributed stakeholders independently iden-
tify, analyze, and improve processes at their place of execution. As distributed BPM
efforts build upon collaboration, each process must provide information on involved
stakeholders and responsibilities. Hence, the BPM platform must gather this data as
BPM activities are initiated and notify all involved stakeholders. This increases process
quality and consistency and avoids redundancies. The BPM platform must remind
users periodically to enter missing data and to complete the processes’ information.

P10: The platform must provide approval mechanisms for process adaptations.

When discovering processes, stakeholders are asked to assign them to an enter-
prise’s process architecture. To change these processes, the BPM platform must pro-
vide mechanisms for version and variant management. In fact, modifications should
only apply to stored process variants. According to the interviewee of C4, the BPM
platform must further notify all involved stakeholders about changes and demand their
active control and approval. If the approved changes are only relevant for the archi-
tecture’s bottom level, the new version can be stored subsequently. However, if they
affect higher architectural levels, the BPM platform should transfer the approved
version to the central BPM team, which then decides whether to implement the rec-
ommended changes.

P11: The BPM platform must periodically ask stakeholders about their perceptions
of the importance, dysfunctionality, and feasibility of processes they are involved in.

To manage the scope of the central BPM initiative, enterprises rely on consistent
information regarding the importance, feasibility, and dysfunctionality of processes
within their organizational structure. Regardless of the approach for data collection and
analysis, both interviewees from C4 and C5 point out that the BPM platform should
provide mechanisms to periodically ask stakeholders about their perceptions about a
process. Aggregating this data, enterprises can assign processes to either initiative.
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5.2 Consolidated Framework

In the following, we consolidate our findings and propositions into a framework for
hybrid BPM (cf. Fig. 2). Our propositions provide initial insights in how companies
can leverage BPM to build an integrated strategy for the holistic management of short
head and long tail processes. To this end, propositions 1 and 2 summarize organiza-
tional requirements to continuously align and adjust the strategy and scope of dis-
tributed initiatives to the company’s overall objectives. Propositions 3 and 4 specify
technological requirements to the BPM platform and the need for a fully integrated
system and software environment. Proposition 5 emphasizes the differences during the
modeling of short head and long tail processes from both an organizational and
technological point of view. Proposition 6 and 7 highlight the need to facilitate and
incentivize stakeholder collaboration and participation. At operational level, proposi-
tions 8 to 10 define mechanisms to organize processes and to extract implicit process
knowledge. Finally, proposition 11 aims at facilitating and incentivizing stakeholder
collaboration.

Consequently, we distinguish the layers of organization and technology. While the
organizational layer provides propositions for introducing hybrid BPM to an enter-
prise’s current organizational structure (cf. P4, P7, P8), the layer of technology specifies
complementary tools and systems (cf. P3, P9–11). In general, the framework distin-
guishes between requirements for the implementation of BPM initiatives (P1–P7) and
the management of operational business processes (P8–P11). The framework further
provides recommendations to align initiatives at company level (short head) and
department level (long tail) (P4, P5) as well as the connection thereof (P3). In line with
our case study findings, literature suggests that the contemporary body of knowledge
sufficiently addresses the management of clear-cut and structured processes [14] in the
short head. To this end, the framework emphasizes the importance of expanding the
scope of central BPM with distributed and self-organized initiatives.
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Fig. 2. Framework to manage of the short head and long tail of business processes
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The framework stems from observations made at case companies that differ sig-
nificantly regarding their industry, size, business focus, and BPM configuration. This
conforms to the general notion of combining observations from highly different cases
to produce generalizable results. Consequently, our framework fits multiple application
scenarios and is adaptable for different contexts and situational requirements.

6 Conclusion

Although BPM can drive organizational agility, established concepts face a tradeoff
between quality and quantity. We drew upon the theory of the long tail of business
processes to propose a hybrid BPM framework, which advises enterprises to continue
managing their most important processes centrally, while improving others at their
place of execution. We presented results from five case studies to identify good
practices as well as shortcomings of BPM concepts. We augmented our findings with
implications from literature, formulated eleven propositions and constructed a frame-
work for the management of the short head and long tail of business processes.

This research is not without limitations. First, case studies are suitable for explo-
rative research, but provide only limited capabilities for testing and validation. Addi-
tional empirical studies are necessary to provide more definite evidence. Second, our
framework builds upon findings from the literature, which we derived by analyzing
relevant contributions from related research domains. Although the applied literature
search procedure drew upon established guidelines and concepts, we cannot eliminate
the possibility that we missed contributions that might have offered additional insights
for our study. Third, our framework is of preliminary nature and requires more analyses
as well as empirical studies to evaluate the feasibility and impact of the suggested
approach in practice. Future research must refine the propositions and the framework’s
dimensions. We further identified very individual and varying requirements for the
built-time and run-time management of processes in an initial evaluation with our case
companies. That is, it remains a case-by-case challenge whether to fully implement our
propositions. As the framework involves sociological adjustments to the corporate
culture, companies should gauge a step by step integration considering contextual
factors.
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Abstract. Business Process Compliance (BPC) means ensuring that business
processes are in accordance with relevant compliance requirements. Thus, BPC
is an essential part of both business process management (BPM) and compliance
management (CM). Digitization has also been referred to as a “digital revolu-
tion” that describes a technological change that has extended to many organi-
zational areas and tasks, including compliance. Current efforts to digitize, e.g.,
by realizing cyber-physical systems, rely on the automation and interoperability
of systems. In order for CM not to hamper these efforts, it becomes an
increasingly relevant issue to digitize compliance as well.
The managerial perspective of compliance comprises several phases, which

together represent a CM life-cycle. Efforts to digitize compliance require
bundling interoperable BPC technologies, methods, and tools supporting this
life-cycle in a consolidated manner. Several approaches addressing the field of
BPC have already been developed and explored. Based on a systematic litera-
ture review, we examined these approaches in terms of their suitability for
supporting the CM life-cycle phases in support of the digitization of compliance.
The results of our literature review show which CM life-cycle phases are

supported by BPC approaches and which phases are the focus of research.
Moreover, the results show that a purely sequential clustering, as specified in a
CM life-cycle, is not always suitable for the bundling of BPC approaches in
support of the digitization of compliance. Consequently, we propose a novel,
task-oriented clustering of BPC approaches that is particularly oriented toward
interoperability.
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1 Introduction

Business Process Compliance (BPC) denotes that business processes adhere to appli-
cable compliance requirements [1]. Therefore, BPC can be seen as a link between
business process management (BPM) and compliance management (CM) [2]. When
aiming at the potentials of digitization in the field of BPM, it also becomes necessary to
digitize compliance. Otherwise, compliance can be expected to hamper digitization
efforts and lead to competitive disadvantages [3–5]. In general, digitization can be
distinguished as two essential perspectives. First, it describes the conversion of ana-
logue into discrete values with the objective of electronic processing and storage [6].
Second, it is also known as a “digital revolution” that describes a technological change
that has extended to many organizational areas and tasks including compliance [6].

Nowadays, CM in general and BPC in particular are challenged by current digiti-
zation strategies. On the one hand, business processes become both increasingly sup-
ported and controlled by process-aware information systems and managed by process-
execution environments [7]. On the other hand, the pressure on business processes to
become more agile or flexible increases since digitization allows a distributed process
execution and control via the Internet, even across different organizations [8–10]. This
might still be a high level of maturity that organizations have not yet realized; however,
in the context of digitization, they are moving exactly in this direction [11].

One of the main challenges of digitizing compliance is the use of suitable BPC
technologies, methods, and tools to support CM along each of its individual life-cycle
phases. A substantial body of research has investigated the state of the art of BPC either
from an author-centric perspective (e.g., [12–14]) or from a concept-centric perspective
of the specific tasks of BPC (e.g., [15]). Although existing research proposes many
technologies, methods, and tools for BPC, it has not yet been clarified whether a
comprehensive allocation of BPC approaches to the CM life-cycle phases is possible
and whether a “bundling” of interoperable BPC approaches in support of the digiti-
zation of compliance can be achieved. In order to investigate this in greater detail, we
raise the following research questions:

• RQ1: Which CM life-cycle phases are supported by which BPC approaches?
• RQ2: Which CM life-cycle phases are the focus of BPC research, and which are

not?
• RQ3: To what extent does a phase-oriented representation of a CM life-cycle allow

for the bundling of BPC approaches in support of the digitization of compliance?

To achieve our research goals, we conducted a literature review according to vom
Brocke et al. [16] that resulted in a twofold contribution. First, a concept matrix is
presented from which we can derive which CM life-cycle phases are supported by BPC
approaches and which phases are the focus of research. Since our literature review
shows that BPC approaches are mainly task-oriented and therefore address only
specific CM life-cycle phases, we introduce, secondly, a novel task-oriented clustering
of the identified BPC approaches in support of the digitization of compliance.

The remainder of the paper is structured as follows. Section 2 describes the pro-
cedure for conducting our literature review and presents a concept matrix for the CM
life-cycle phases as a first result. Based on this, Sect. 3 provides both a discussion of
the suitability of a CM life-cycle for the bundling of BPC approaches in support of the
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digitization of compliance, and a novel, task-oriented clustering of BPC technologies,
methods, and tools. The paper concludes with a summary and a disclosure of the
study’s limitations in Sect. 4.

2 Literature Review

In order to ensure a rigorous documentation of the literature search, we conducted our
study based on the method described by vom Brocke et al. [16]. Consequently, we will
discuss our procedure and key findings in relation to each of the following five phases:
first, a definition of the review scope (Sect. 2.1); second, a conceptualization of the
topic (Sect. 2.2); third, the literature search (Sect. 2.3); fourth, a literature analysis and
synthesis (Sect. 2.4); and fifth, research desiderata (Sect. 3).

2.1 Definition of Review Scope

As advised in the first phase of the framework for reviewing literature [16], we defined
our review scope based on the taxonomy proposed by Cooper [17], which is shown in
Fig. 1. Research outcomes of the examined contributions are the focus of our literature
review (1). Since we want to identify BPC approaches that support CM life-cycle
phases, the goal of our literature review is the integration of central issues (2). The
organization of the review results is conceptual, as the literature synthesis aims to bundle
BPC approaches in support of the digitization of compliance (3). Furthermore, we aim to
present our results neutrally (4). The audience being addressed represents specialized
researchers in the field of BPC and practitioners who are confronted with compliance, its
management, and digitization (5). Finally, the coverage of the literature review is
exhaustive and selective since we use generic search terms in a variety of common
databases (6).

2.2 Conceptualization of Topic

As previously mentioned, BPC is typically described as ensuring that a company’s
business processes are in accordance with relevant compliance requirements that can

(1) focus

(2) goal

(3) organization

(4) perspective

(5) audience

(6) coverage

Characteristics Categor ies

exhaustive exhaustive & select ive representative central/pivotal

spec ialised scholars general schola rs practitioners general public
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research outcomes research methods theories applications
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historical conceptual methodological
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unselected categoryselected category

Fig. 1. Defined scope of the literature review
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stem from internal and external compliance sources including legal regulations, stan-
dards, guidelines, policies, contracts, best practices, and so on [18–20]. In the research
domain, BPC is also frequently described as mainly addressing the verification of
business process models against compliance rules. However, this corresponds to a
rather narrow view of BPC since there are also approaches whose central research
subject is not focused solely on verification, for example, approaches that concentrate
on how to react flexibly to changes in legislation [21] or the impact of legal inter-
pretation on BPC [22].

As part of this literature review, we will take a broader view of BPC and consider
approaches that go beyond mere verification. Iterative models or so-called life-cycles
have been used and continue to be used in management to structure more comprehensive
managerial responsibilities (such as compliance) through phases as well as to control
and improve processes, projects, products, tasks, or systems [23]. On the one hand, there
are life-cycles and iterative processes that include CM as an important element but were
designed for other domains, such as management accounting [24], safety management
[25], or risk management [26]. On the other hand, there are research efforts that deal
explicitly with the design of CM life-cycles and its phases [2, 27–29]. Although these
life-cycles originate from different domains and vary in terms of target and granularity,
their core structure is similar to Deming’s Plan-Do-Check-Act (PDCA) cycle [30],
which is a management method in the form of a multistage iterative process that can be
specified for various application areas [31]. Nowadays, various norms and standards
propose the application of PDCA-like cycles for different domains, such as ISO/IEC
27001 for information-security management or ISO 31000 for risk management.

The focus of our literature review is to investigate the suitability of BPC approaches
for the implementation of a PDCA-like cycle for a comprehensive CM. In order to
achieve this, the topic must be conceptualized according to the second phase of the
framework for reviewing literature as described by vom Brocke et al. [16]. Since CM
life-cycles have already been developed and our goal is not to develop a new one, we
analyzed existing literature as a starting point for the conceptualization. For this pur-
pose, vom Brocke et al. [16] recommend following the procedure suggested by Baker
[32], who states that “to begin with one should consult those sources most likely to
contain a summary or overview of the key issues relevant to a subject.” Therefore, we
analyzed publications dealing explicitly with life-cycles and phases for CM [2, 27–29].
The publication by Ramezani et al. [27], which builds on the study of [29], has been
found to contain the most detailed description of the CM life-cycle and its phases.
Therefore, our paper builds on the key concepts of [27], who introduced a multistage
sequential CM life-cycle comprising five phases: elicitation, formalization, imple-
mentation, checking/analysis, and optimization.

1. Elicitation. The elicitation phase is dedicated to the identification of relevant
compliance requirements, taking into account organization-specific characteristics
such as company size, industry affiliation, or product portfolio.

2. Formalization. Compliance requirements identified during the elicitation phase are
often presented in abstract and informal text form. In order to enable a tool-
supported verification of BPC, compliance requirements have to be converted to a
formal, structured, and machine-readable form, i.e., so-called compliance rules.
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3. Implementation. The requirements formalized in the previous phase must be
implemented in a way that allows for a subsequent detection of compliance-rule
violations.

4. Checking/Analysis. Once the implementation has been completed, the compliance
rules can be checked against business processes or respectively the compliance of a
business process can be verified.

5. Optimization. The results of compliance checking reveal whether a business process
model or instance has violated a compliance rule. The detection of a violation
triggers an improvement phase, in which it must be determined whether the vio-
lation results from a faulty compliance rule (false positive) or is actually based on
non-compliance. In the case of actual non-compliance, the business process must be
optimized in order to ensure future compliance.

The subsequent literature analysis serves to identify BPC approaches that support
the CM life-cycle phases as well as approaches that could be bundled in support of the
digitization of compliance. In order to achieve this, the CM life-cycle phases are used
as a starting point for constructing a concept matrix according to Webster and Watson
[33], based on which the later synthesis of the search results is carried out.

2.3 Literature Search

The following chapter is dedicated to the third phase of the framework for literature
reviews according to [16]. In order to identify a broad range of BPC approaches in the
search for literature, we used the following generic search term: <<compliance AND
“business process”>>. The literature search, whose procedure is summarized in Fig. 2,
was conducted in pertinent databases including the ACM Digital Library, the AIS
Electronic Library, EBSCOHost Academic Search Premier, EBSCOHost Business
Source Premier, EBSCOHost Information Science and Technology, and SpringerLink.
Initially, the search was performed without restriction in all available search fields, i.e.,
in title, abstract, keywords, and full text.

After testing the search term, we adapted our search strategy within several data-
bases. Due to the high number of hits (313) in the database of EBSCOHost Business
Source Premier, we limited the search in this database to the title. We also received a
very high number of hits (9,313) at SpringerLink, which is why we initially limited the
search in this database to the title as well. Since a high number of hits (379) still
resulted, we adapted the search term at SpringerLink to <<business process
compliance>>.

After removing duplicates, we retrieved a total of 232 unique hits; these were
evaluated in two review phases. First, each paper was evaluated by two independent
researchers according to its title, keywords, and abstract. In the case of matching
evaluations, the paper was marked either as relevant or irrelevant. In the case of
different evaluation results, the relevance of each paper was discussed. Finally, we
excluded 130 publications due to irrelevance in the first review phase. Next, all
remaining papers were read in full, and those that did not meet the review scope were
omitted. In total, we received 74 relevant publications for further analysis following the
second review phase.
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2.4 Literature Analysis and Synthesis

According to the fourth phase of the framework for reviewing literature [16], the
literature found has to be analyzed and synthesized, whereby RQ1 and RQ2 are
addressed. To implement this phase, we relied on the concept-centered approach of
Webster and Watson [33], who propose compiling a concept matrix for the purpose of
synthesis. Table 1 shows the concept matrix of our study and presents the identified
literature and its classification according to the concepts introduced in Sect. 2.2. Each
relevant paper is evaluated against these concepts in a separate line of Table 1, whereby
an “x” identifies the assignment to a concept.

ACM
Digital 
Library

AIS
Electronic 

Library

Academic 
Search
Premier

Business
Source
Premier

Information 
Science and  
Technology 

Springer
Link

Search
Terms:

Databases:

Search
Fields:

Hits:

<<compliance AND „business process“>> <<business process 
compliance>>

54 44 91 7 27 29

All All All Title All Title

252 232 102 74
Duplicate
Removal

First
Review

Second
Review

Search
Results:

Fig. 2. Literature search process and search results

Table 1. Concept matrix

E F I C O E F I C O E F I C O

[34] x x [35] x x [36] x x
[37] x [38] x x [39] x
[40] x [41] x x x [42] x
[43] x x [44] x x x [45] x
[46] x [47] x x x [48] x
[49] x [50] x x x [51] x
[52] x x x [18] x x x [53] x x
[54] x x x [55] x x [56] x x x
[57] x x [58] x x x [59] x
[60] x x [61] x x [62] x x
[63] x x [64] x x x x [65] x x
[66] x x [67] x x x [68] x
[69] x x [19] x x x [70] x

(continued)
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The evaluation of the concept matrix shows that the majority of the publications are
concerned with compliance checking (78.4%), the formalization of compliance
requirements (67.6%), or both (44.6%). In contrast, relatively few publications (24.3%)
deal with improving and adapting business processes in the case of actual non-
compliance, i.e., with the optimization phase. An even smaller proportion of publi-
cations (13.5%) deal with the elicitation of compliance requirements. Furthermore,
none of the approaches explicitly addresses the implementation phase, which is focused
on the integration of already formalized compliance rules and takes place before the
actual compliance checking.

3 Discussion

This chapter addresses RQ3 and therefore analyzes to what extent the sequential phase-
oriented CM life-cycle allows for the representation of “bundled” BPC approaches in
support of the digitization of compliance. The classification conducted in the previous
section led to several difficulties, as not all research work could be clearly assigned to
the CM life-cycle phases.

• First, the formalization phase does not distinguish between purely formal approa-
ches for the representation of compliance requirements in logical languages, such as
approaches based on Linear Temporal Logic and semiformal approaches, such as
those based on graphical modeling languages.

• Second, it has been shown that a multitude of research approaches has been
assigned to the checking and analyzing phase due to its generic characterization. In
particular, this phase does not explicitly distinguish between approaches with a
more preventive character, i.e., so-called forward compliance checking approaches,

Table 1. (continued)

E F I C O E F I C O E F I C O

[71] x [72] x x x [73] x
[74] x x x [75] x [76] x
[77] x x [78] x x x [79] x
[80] x [81] x x [82] x
[83] x x [84] x x x [85] x
[86] x [87] x [88] x x
[89] x [90] x x x [1] x
[91] x [92] x [93] x x
[94] x [95] x x [21] x x
[96] x x [97] x x [98] x x
[99] x [100] x [101] x x
[22] x x [102] x

E: Elicitation | F: Formalization | I: Implementation | C: Checking/
Analysis | O: Optimization
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and approaches with a more detective or reactive character, i.e., so-called backward
compliance checking approaches. Ramezani et al. [27] briefly mention a similar
distinction in their article, but refrain from including it in the life-cycle, describing it
in greater detail or discussing its effects on the other phases. However, the dis-
tinction between forward and backward compliance checking seems to be an
important issue, as it determines the necessity of a purely retrospective optimization
phase. Since backward compliance checking approaches check business process
instances after they have been executed [103], the business process must be adapted
retrospectively as part of the subsequent optimization phase in order to prevent
future non-compliance. By contrast, forward compliance checking approaches
attempt to prevent the occurrence of non-compliance [103] so that either no busi-
ness process adaptation is necessary or it is done at the design or runtime phase of
the business process and not retrospectively. This raises the question of whether a
purely sequential arrangement of the CM life-cycle phases is always appropriate.

• Third, our classification has shown that there are approaches that focus on a dif-
ferent meaning of the term optimization and are concerned with improving the cost-
efficiency and effectiveness of ensuring compliance [46, 71, 78, 94]. Due to the
different understanding of terms, these approaches could not be assigned to the
optimization phase of the CM life-cycle.

• Fourth, the implementation phase is originally described as follows [27]: “To ensure
that an IS complies with a given requirement, its formalization (the formalized
compliance rules) has to be implemented in a way that allows detecting if an
execution violates some compliance rule”. Since the implementation is located after
formalization and even before checking and analyzing, this description can best be
interpreted as a guideline. The phase neither corresponds to implementation in
terms of software development nor instantiation in terms of design science research.
All in all, there is no technical equivalent to this phase, and therefore, there are no
suitable BPC approaches.

In summary, the CM life-cycle provides a useful foundation for our work but
reveals two major shortcomings in the context of this study. On the one hand, the
abstraction levels of the CM life-cycle phases differ, such as the rather broad focus of
the checking and analysis phase and the rather narrow focus of the optimization phase.
On the other hand, ensuring BPC is not always tied to a purely sequential flow through
all CM life-cycle phases. The necessity of the implementation phase can be questioned
in general, while the optimization phase can be done in different ways. For example, if
forward compliance checking approaches are used, the optimization phase cannot be
executed retrospectively or can even be skipped completely. Due to the shortcomings,
we revised our initial concepts and synthesized the relevant papers again.

The formalization phase was renamed as Specification and divided into the sub-
concepts Formal Specification and Semiformal Specification. The checking and anal-
ysis phase was renamed as Compliance Checking and divided into the sub-concepts
Forward Compliance Checking and Backward Compliance Checking. Two new con-
cepts were derived from the optimization phase. On the one hand, this involves the
concept of Metrics, which is focused on quantitative measurement and optimization
approaches for the cost-efficiency and effectiveness of compliance. On the other hand,
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this involves the concept of Business Process Adaptation, which essentially aligns with
Ramezani et al.’s [27] idea of optimization and is dedicated to the revision and
remodeling of business processes. Since Business Process Adaptation already includes
approaches dedicated to automation, which is particularly important with regard to
digitization, we divided it into the sub-concepts Manual Business Process Adaptation
and Automatic Business Process Adaptation. The elicitation phase was renamed as
Internalization and equally divided into the sub-concepts Manual Internalization and
Automatic Internalization.

Table 2 shows an excerpt of the revised concept matrix, whereby an “x” identifies
the assignment of a research work to a concept. The last line in Table 2 contains the
total number of all assigned approaches per column. The complete revised concept
matrix can be accessed in the supplement to this paper.1

The evaluation of the revised concept matrix shows that the most intensive research
is conducted in the area of forward compliance checking (68.9%) and the formal
specification of compliance requirements (59.5%). While at least 13.5% of the
approaches still deal with the manual identification of compliance requirements and
manual business process adaptation, the concepts semiformal specification, backward
compliance checking, automatic business process adaptation, and metrics are under-
represented, with proportions between 8.1% and 9.5%. It is evident that there is a need
for further research in these areas. A negative outlier and thus clearly underrepresented
is the automatic identification of compliance requirements, to which only one approach
could be assigned within the scope of our analysis.

In the course of the discussion, it has already been pointed out that a purely
sequential order of CM life-cycle phases is not suitable for the bundling of BPC
approaches in support of the digitization of compliance. In particular, attention must be

Table 2. Excerpt of the revised concept matrix

Reference Manual
internalization

Automatic
internalization

Formal
specification

Semiformal
specification

Forward
compliance
checking

Backward
compliance
checking

Manual
business
process
adaptation

Automatic
business
process
adaptation

Metrics

[18] x x x

[34] x x

[37] x

[46] x x

[50] x x x

[54] x x x

[56] x x x

[58] x x x

[70] x

[78] x x x x

[86] x

… … … … … … … … … …

Sum 10 1 44 6 51 7 10 7 7

1 The supplement is accessible via goo.gl/HPpoCK.
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paid to the interoperability of BPC approaches since the digitization of compliance can
only be achieved by bundling different technologies, tools, and methods so that all
tasks of CM can be addressed comprehensively. However, such a bundling of
approaches requires a task-oriented view of CM, which is not provided by the phase-
oriented representation in the form of a sequential CM life-cycle.

In Fig. 3, we propose a novel, task-oriented clustering of BPC approaches. It is
particularly oriented toward the representation of connections between concepts and
thus toward the bundling of BPC approaches in support of the digitization of com-
pliance. In Fig. 3, concepts are marked as ellipses, and sub-concepts are represented by
dashed circles. For approaches addressing several concepts, a connecting line between
the dashed circles is drawn. The numbers in brackets represent the number of
approaches assigned to one or more concepts. For example, there are 51 approaches
addressing forward compliance checking, 7 approaches addressing metrics, and 3
approaches addressing both.

Our task-oriented clustering shows that there are already several approaches
addressing various aspects of CM from a task-oriented perspective. The focus is par-
ticularly on the formal specification of compliance requirements that are subsequently
used for forward compliance checking (46.0%). In addition, 19.0% of the approaches
deal with forward compliance checking and business process adaptation, of which

Manual
 (10)(1)

Formal
 (44)

Semi-
formal

(6)

Forward
 (51)

Backward
(7)

Manual
 (10)

Automatic
(7)

Metrics
 (7)

 (5)  (1) 
 (1) 

 (34) 

 (2) 

 (7)  (7) 
 (2) 

 (2) 

 (1) 

 (3) 

Specification Business Process Adaptation

Internalization

Compliance Checking

Automatic

concept approach addresses 
corresponding concepts

number of approaches 
addressing concepts(#)sub-concept

 (3) 

Fig. 3. Task-oriented clustering of BPC approaches
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9.5% deal with automatic and the same number with manual adaptations. All other
connections can be interpreted in the same way but are addressed only by specific
approaches in a few cases (between 1.4% and 6.8%). Altogether, it turns out that there
is already a multitude of BPC approaches addressing several task-oriented concepts of
CM. Nevertheless, future research will need to develop further approaches that address
several task-oriented concepts of CM simultaneously or establish interoperability
between existing BPC approaches in support of the digitization of compliance.

4 Conclusion

Digitization denotes a technological change that has extended to many organizational
areas and tasks including compliance. Current efforts to digitize rely on the automation
and interoperability of systems. In order for CM not to hamper these efforts, it becomes
an increasingly relevant issue to digitize compliance as well. One of the greatest
challenges in connection with the digitization of compliance is the bundling of suitable
technologies, methods, and tools in support of CM along each of its individual life-
cycle phases. Based on a structured literature review, we examined BPC approaches in
relation to their suitability to support the CM life-cycle proposed by Ramezani et al.
[27]. A well-known shortcoming of any literature review is that whether all relevant
work has actually been found cannot be verified. However, by rigorously documenting
the literature search following the methods described by vom Brocke et al. [16] and
Webster and Watson [33], comprehensibility is provided in a scientific manner.

Our results show that BPC approaches supporting the life-cycle phases check and
analyze as well as formalize are dominant in research whereas no approach addresses
the implementation phase. Moreover, our results demonstrate that several CM life-
cycle phases should be specified more precisely. For example, the phase checking and
analysis should explicitly distinguish between forward and backward compliance
checking and the phase optimization between metrics and business process adaptation.

Special attention should be paid to interoperability since the digitization of com-
pliance can only be achieved by bundling different BPC approaches so that all tasks of
a CM life-cycle can be addressed comprehensively. It turns out that such a bundling of
approaches requires a task-oriented view of CM, which is not always provided by the
phase-oriented representation in the form of a sequential CM life-cycle. Consequently,
we proposed a novel, task-oriented clustering of BPC approaches that is particularly
oriented toward interoperability.

Potential for further research is seen in two major fields. On the one hand, there is a
need for the development of further approaches that address several task-oriented
concepts of CM simultaneously or establish further interoperability between existing
BPC approaches in support of the digitization of compliance. On the other hand, the
proposed task-oriented clustering of BPC approaches requires a procedure model that
addresses business- and technology-related management decisions and proposes nec-
essary and/or possible steps fostering the digitization of BPC. The development of such
a procedural model is the consequent next step of our research.
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Abstract. A central question for information systems (IS) researchers and
practitioners is if, and how, big data can help attain a competitive advantage.
Anecdotal claims suggest that big data can enhance a firm’s incremental and
radical process innovation capabilities; yet, there is a lack of theoretically
grounded empirical research to support such assertions. To address this ques-
tion, this study builds on the Resource-Based View and examines the fit between
big data analytics resources and organizational contextual factors in driving a
firm’s process innovation capabilities. Survey data from 202 chief information
officers and IT managers working in Norwegian firms is analyzed by means of
fuzzy set qualitative comparative analysis (fsQCA). Results demonstrate that
under different patterns of contextual factors the significance of big data ana-
lytics resources varies, with specific combinations leading to high levels of
incremental and radical process innovation capabilities. These findings suggest
that IS researchers and practitioners should look beyond direct effects, and
rather, identify key combinations of factors that lead to enhanced process
innovation capabilities.

Keywords: Big data analytics � Process innovation capabilities
fsQCA � Resource-based view � Contingency theory

1 Introduction

The domain of big data analytics has received increasing attention from academics and
business practitioners over the past few years. By analyzing large volumes of
unstructured data from multiple sources, actionable insights can be generated that help
firms transform their business and gain an edge over their competition [1]. Such
insights are particularly relevant, especially in dynamic and high-paced business
environments, in which the need to continuously innovate is enhanced [2]. Quickly
recognizing the potential of big data analytics, organizations have targeted their ini-
tiatives towards improving the efficiency and quality of their processes. Nevertheless,
effective use of big data analytics within organizations, is argued not only to help create
incremental improvements to existing processes, but also to lead to help develop
exploration or radical process innovation capabilities [3]. As a result, the successful
application of big data analytics towards both incremental and radical process
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innovation capabilities can help organizations redefine their business and outperform
their competitors [4]. The competence to successfully pursue process innovation rep-
resents an important capability, particularly for organizations that are exposed to a
dynamic business environment. Despite this, organizations today are still facing
challenges concerning the firm-wide deployment of big data analytics initiatives, and a
difficulty to align their new investments towards the attainment of strategic goals [5].

Recognizing this issues that many companies face, several research commentaries
have been written emphasizing the importance of delving into the whole spectrum of
aspects that surround big data analytics [6, 7]. Nevertheless, empirical studies on the
topic is are still quite limited, particularly in explaining how specific organizational
goals should be achieved, and what factors influence their attainment [8]. Past literature
reviews on the broader IS domain have demonstrated that there are multiple factors that
should be taken into account when examining the value of IT investments [9], and
especially in relation to process management and innovation [10–12]. Literature in the
area of IT business value has predominantly used the notion of IT capabilities to refer
to the broader context of technology within firms, and the overall proficiency in
leveraging and mobilizing the different resources and capabilities [13]. The main idea
underlying the concept is that when firms manage to obtain valuable bundles of
resources, they will develop the capacity to effectively utilize them towards strategic
objectives [14]. We therefore deem it necessary to identify and explore the domain
specific aspects that are relevant to big data analytics within the business context and
examine the ways in which they add value [15].

Building on these gaps, we seek to explore the importance that different combi-
nations of big data analytics capability resources have on enhancing a firm’s process
innovation capabilities. While external requirements have always prompted change and
innovation, new technologies of the digital age represent a key source of numerous
affordances for process innovations today [16]. In fact, fundamental business trans-
formations are often a result of integrating IT into business processes. The big data age
offers manifold opportunities to promote process innovation, but to do so first requires
identifying the value-creating resources [16]. In doing so, we differentiate between
incremental and radical process innovation capabilities [4, 17], since the types of goals
they are targeted towards will likely influence the importance of different combinations
of resources [12]. In addition, we include contextual factors in our examination per-
tinent to the internal and external environment of the firm. Building on a sample of 202
survey responses from IT managers in Norwegian firms, we employ a configurational
theory approach and examine the patterns of elements that lead to high levels incre-
mental and radical process innovation capabilities. We do so through the novel
methodological tool fsQCA, which allows the examination of such complex phe-
nomena and the reduction of solutions to a core set of elements.

In Sect. 2 we provide an overview of literature on big data analytics capabilities,
process innovation capabilities, and some of the most important contextual factors
when examining process innovation practices. In Sect. 3, we introduce the logic of
configurational theories, and develop a set of propositions that guide this research.
Section 4 defines the methodology of the study, including the data, measurements, and
reliability and validity tests, while in Sect. 5 we present the results of the fsQCA
analyses. In closing, we draw on the theoretical and practical implications of this study.
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2 Background

2.1 Big Data Analytics Capabilities

A lot has been written on the relationship between different IT investments and
business process management (BPM) projects [18]. The general consensus in the
academic and research community is that IT acts as the enabler and the facilitator of
changes identified in BPM projects [10]. Specifically, Sambamurthy et al. [19] suggest
that IT could be driving the modularization and atomization of business processes and
enabling their combination and recombination to create new business processes. Recent
articles have begun to develop this idea on a more theoretically grounded basis, both in
relation to how the value of IT investments should be measured [10], as well as on how
the context shapes this relationship [12]. It is generally accepted that while a strong IT
capability may be more appropriate in assessing effects on business process manage-
ment, the value of some resources that comprise it may be of a greater or lesser
importance depending on the context of examination [12]. Despite the extended work
the impact of IT capabilities on business process management and innovation [19, 20],
empirical studies examining the enabling role of big data analytics are still scarce.

Past research has shown that when assessing the business value of IT investments,
it is critical to take a broader view and capture all the underlying factors that enable
effective and efficient use of IT as a differentiator of firm success [13]. Studies that
examine the effects of a firms IT capability, typically base their theoretical assumptions
and operationalization on the Resource-Based View (RBV) of the firm [21], which
argues that a competitive advantage emerges from unique combinations of resources
that are economically valuable, scarce, and difficult to imitate. Likewise, the main
premise on which the notion of IT capability is built, is that while resources can be
easily replicated, distinctive firm-specific capabilities cannot be readily assembled
through markets, and can thus, constitute a source of a sustained competitive advantage
[22]. Since the aim of this study is to define the main resources have an impact on
process innovation capabilities, the choice of the RBV as the underlying theoretical
framework is deemed as suitable. Consequently, we define big data analytics capability
as the ability of the firm to capture and analyze data towards the generation of
actionable insights, by effectively deploying its data, technology, and talent through
firm-wide processes, roles and structures.

Building on prior studies of the RBV and on IT capabilities literature, we identify
between three broad types of resources, tangible (e.g. physical and financial resources),
human skills (e.g. employees skills and knowledge), and intangible (e.g. organizational
culture and organizational learning) [23]. Regarding tangible resources, data, tech-
nology and other basic resources are considered critical for success. Despite the
defining characteristics of big data being its volume, variety, and velocity, a common
concern amongst IT strategists and data analysts are the quality and availability of the
data they analyze [24]. It is also critical for firms to possess the necessary infrastructure
for storing, sharing, and analyzing data, as well as analytics methods to turn data into
insight [7]. Finally, basic resources such as financial support are necessary at all stages
of big data projects, particularly when considering the long lag effects they have in
producing measurable business value [15]. When it comes to human skills, literature
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recognizes that both technical and managerial-oriented skills are necessary to derive
value from big data investments [25]. Specifically, regarding technical skills, Daven-
port and Patil [26] emphasize on the importance that the emerging job of the data
scientist will have in the next few years throughout a number of industries. Yet, while
technical skills are important, one of the most critical aspects of data science is the
ability of data-analytic thinking and strategic planning based on data-driven insight [2].
In relation to intangible resources, a data-driven culture and organizational learning are
widely regarded as important components of effective deployment of big data initia-
tives [8]. For firms that have deployed big data projects, a data-driven culture has been
suggested to be a key factor in determining overall success and alignment with orga-
nizational strategy [27]. Yet, a complementary facet of governance is organizational
learning, primarily due to the constantly changing landscape in terms of technologies
and business practices, which require firms to infuse the idea of continuous learning
into their fabric [28].

2.2 Process Innovation Capabilities

While BPM has traditionally emphasized on promoting incremental improvements
through efficiency and effectiveness on business processes through standardization,
automation, and optimization, there is also a stream of research that highlights the
potential for radical process innovations [29, 30]. In today’s dynamic globalized
business arena, process innovation is important for at least two reasons. First, process
innovation is closely associated with product innovation [31]. Developing new prod-
ucts often requires changes in either existing processes, or even forming new ones
when they involve techniques that are novel to the firm. In their empirical investigation,
Fritsch and Meschede [32] show that process innovation has a positive effect on
product innovation, and that by fostering process innovation, a firm will be able to
improve its product quality or even to produce entirely new products. Second, the value
of process innovation is proportional to the level of output produced by a given firm.
Hence, as industries mature and increase their numbers and frequencies of use of their
business processes, they have increased incentives to pursue process innovation [31].

In this study we examine a firm’s process innovation capability, which is defined as a
firm’s ability, relative to its competitors, to apply the collective knowledge, skills, and
resources to innovation activities relating to new processes, in order to create added
value for the firm [33]. We identify two main types of process innovation capabilities,
incremental and radical [34]. An incremental process innovation capability is defined as
an organizations ability to reinforce and extend its existing expertise in processes, by
significantly enhancing or upgrading them [35]. On the other hand, a radical process
innovation capability is focused around the ability of the firm to make current/existing
processes obsolete through the introduction of novel ones [36]. Literature on BPM has
focused quite heavily on methods for product business process innovation, yet, there is
considerable skepticism on whether maturity models such the Capability Maturity
Model (CMM) are able to capture the need for business process innovation [37]. Rather,
the elements underpinning BPM and process innovation, emphasize on the importance
of taking into account a holistic view, including the culture, IT, and people [38].
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2.3 Contextual Factors

While the role of context has been researched extensively in the fields of information
systems and organizational studies, it is still at a very early stage in the field of BPM
[12]. While not explicitly the focus of many studies, contradicting findings pinpoint the
contextuality of results [39], placing the context of examination as an important aspect
that should be considered when looking at process management and particularly pro-
cess innovation outcomes. Building on this, the principle of context awareness has been
identified as a key perspective for successful BPM implementations [39]. This per-
spective is rooted in contingency theory [40], which assumes that there is not one
universal best way to manage business processes, but rather, that management practices
and resources should fit the organization and the external environment [12]. Similar
views on process innovation have been found to be true on studies that adopt an
strategic management and organizational research perspective [41].

A first contextual factor that is examined in this study is the goal of the organi-
zation, since goals directly influence the business process management practices and
resources that are most suitable [12]. Several authors make the distinctions between
exploitation and exploration, or else incremental and radical process innovation
capabilities [42, 43]. Since the process of developing either incremental or radical
innovations differs fundamentally, managers need to select and adapt their approach
depending on the goal, thereby constituting the focus as an important contextual factor.
Another important group of contextual factors have to do with the external environment
of the organization. Particularly, the uncertainty of the environment is critical to
consider since under such conditions organizations need to reconfigure the way the
operate and emphasize more on analytical and research capabilities. Finally, an
important group of contextual factors relate to the organization itself. Based on con-
tingency theory, the size of the organization plays an important role since, typically,
larger organizations require more formalized processes that cross vertical and hori-
zontal functions than smaller firms [12]. Finally, type of industry is considered to be an
important contextual factor, since practices and resources that may be effective in one
industry may not be the most suitable in another [11].

3 Research Approach

Following the studies described above, research has begun to examine how these con-
textual factors coalesce in order to produce both types of process innovation outcomes for
firms, incremental and radical [44]. Particularly in relation to the emerging area of big data
analytics, little is known about what are the core resources that help drive a firm’s process
innovation capabilities, and even less regarding the role of internal and external factors in
shaping these requirements [25, 45].While it may be useful to consider separate elements
of context and examine their influence on outcomes of business process innovation, it is
also important to research their combinations to derive context patterns that are more
meaningful than any single dimension would be in isolation.

Configurational theories are a newly applied approach in the field of IS which are
best suited for examining holistic interplays between elements of a messy, and non-
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linear nature [46]. The aim of configuration theory is to identify patterns and combi-
nations of variables and reveal how their synergistic effects lead to specific outcomes.
Configurations occur by different combinations of causal variables that affect an out-
come of interest. The main difference of configuration theory is that it views elements
through a holistic lens so that they must be examined simultaneously, and is therefore
particularly attractive for context-related studies in which there is a complex causality.
Contrarily to variance and process theories, configuration theory supports the concept
of equifinality, meaning that the same outcome can be a result of one or more sets of
configuration patterns. Additionally, configuration theory includes the notion of causal
asymmetry, meaning that the combination of elements leading to the presence of an
outcome may be different than those leading to an absence of the outcome [46].

4 Methodology

4.1 Data

To explore the combination of factors that lead to strong process innovation capabil-
ities, a survey instrument was developed and administered to key informants within
firms. We conducted a pre-test in a small-cycle study with 23 firms to examine the
statistical properties of the measures. Through the pre-test procedure we were able to
assess the face and content validity of items and to make sure that key respondents
would be in place to comprehend the survey as intended. For the main study, we used a
population of 500 firms from a list of Norway’s largest companies, measured in terms
of revenue (Kapital 500). Each of these firms was contacted by phone in order to get
contact details of the most appropriate key respondent (e.g. chief information officer,
chief technology officer) and inform them about the purpose of this research. To ensure
a collective response, the respondents were instructed to consult other employees
within their firms for information that they were not knowledgeable about. The data
collection process lasted for approximately four months (February 2017–July 2017),
and on average completion time of the survey was 14 min. A total of 213 firms started
to complete the survey, with 202 providing complete responses (Table 1).

Table 1. Sample characteristics

Factors Sample (N = 202) Proportion (%)

Industry
Bank & financials 28 13.8%
Consumer goods 22 10.8%
Oil & gas 21 10.4%
Industrials (construction & industrial goods) 19 9.4%
ICT and telecommunications 11 5.4%
Technology 9 4.4%
Media 9 4.4%
Transport 8 3.9%

(continued)
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With non-response bias being a common problem in large-scale questionnaire
studies, we took measures both during the collection of the data to ensure we had a
representative response rate, as well as after the concluding of the data gathering. All
participants were given an incentive to partake in the study, and were promised a
personalized report benchmarking their firms’ performance in a number of areas to
industry means [47]. After the initial invitation to take part in the survey, respondents
were re-contacted on three occasions with two-week interval between each reminder.
After the data collection was finished, and to ensure that no bias existed within data, we
compared between early and late responses at the construct level to verify that no
significant differences existed. To do so, we constructed two groups of responses, those
who replied within the first three weeks and those that replied in the final three weeks.
Through t-test comparisons between group means, no significant differences were
detected. In addition, no significant differences were found between responding and
non-responding firms in terms of size and industry. Considering that all data were
collected from a single source at one point in time, and that all data consisted of
perceptions of key respondents, we controlled for common method bias following the
guidelines of Chang et al. [48]. Ex-ante, respondents were assured that all information
they provided would remain completely anonymous and confidential, and that any
analysis would be done on an aggregate level for research purposes solely. Ex-post, we
used Harman’s one factor test, which indicated that a single construct could not account
for the majority of variance.

4.2 Construct Definition and Measurement

We build on the notion of big data analytics capability from the study of Gupta and
George [8] to determine all relevant resources [49]. The concept distinguishes between
the three underlying pillars which are big data-related tangible, human skills, and
intangible resources. Each of these groups of factors is very distinct and comprises of a
unique set of variables. Specifically, within the tangle big data resources, we distin-
guish between data, technology, and basic resources. With regards to human skills, we
identify two mains categories, technical and managerial skills. Finally, in relation to
intangible resources, we include a data-driven culture and the intensity of organiza-
tional learning as two core resources. Each of the previously mentioned concepts is
measured on a 7-point Likert scale, in accordance to the study of Gupta and George [8].

Table 1. (continued)

Factors Sample (N = 202) Proportion (%)

Other (shipping, consumer services etc.) 75 37.1%
Firm size (number of employees)
1–9 1 0.5%
10–49 34 16.8%
50–249 36 17.8%
250+ 131 64.8%
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The degree of environmental uncertainty was assessed through three measures;
dynamism (DYN), heterogeneity (HET), and hostility (HOST) [50]. Dynamism is
defined as the rate and unpredictability of environmental change. Heterogeneity reflects
the complexity and diversity of external factors, such as the variety of customer buying
habits and the nature of competition. Hostility is defined as the availability of key
resources and the level of competition in the external environment. All constructs were
measured as latent variables on a 7-point Likert scale.

A process innovation capability is defined in the context of the skills and knowl-
edge needed to effectively absorb, master and improve existing processes and to create
new ones. We measured process innovation capability through two first-order latent
construct; incremental process innovation capability (INC) and radical process inno-
vation capability (RAD). Incremental process innovation capability was measured with
three indicators assessing an organizations capability to reinforce and extend its
existing expertise in processes. Likewise, radical process innovation capability was
assessed through three indicators that asked respondents to evaluate their organization’s
ability to make current processes [36].

Firm size was measured as a binary variable in accordance with recommendations
of the European Commission (2003/361/EC) with SME’s including micro (0–9
employees), small (10–49 employees), and medium (50–249 employees) enterprises,
and large being those with more than 250 employees. Large firms were assigned the
value 1, while SME’s were represented with 0. The industry was further grouped into
product and service industries, in which 1 connotes a product industry, and 0 a service
industry.

4.3 Reliability and Validity

Since the research design contains both reflective and formative constructs, we used
different assessment criteria to evaluate each. For first-order reflective latent constructs
we conducted reliability, convergent validity, and discriminant validity tests. Relia-
bility was gauged at the construct and item level. At the construct level we examined
Composite Reliability (CR), and Cronbach Alpha (CA) values, and confirmed that their
values were above the threshold of 0.70. Indicator reliability was assessed by exam-
ining if construct-to-item loadings were above the threshold of 0.70. To establish
convergent validity, we examined if AVE values were above the lower limit of 0.50,
with the smallest observed value being 0.59 which greatly exceeds this threshold. We
examined for the presence of discriminant validity through three ways. The first looked
at each constructs AVE square root to verify that it is greater than its highest correlation
with any other construct (Fornell-Larcker criterion). The second tested if each indi-
cator’s outer loading was greater that its cross-loadings with other constructs [51].
Recently, Henseler et al. [52] argued that a new criterion called the heterotrait-
monotrait ratio (HTMT) is a better assessment indicator of discriminant validity.
Values below 0.85 are an indication of sufficient discriminant validity, hence, the
obtained results confirm discriminant validity. The abovementioned outcomes suggest
that first-order reflective measures are valid to work with and support the appropri-
ateness of all items as good indicators for their respective constructs.
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For formative indicators, we first examined the weights and significance of their
association with their respective construct. While all of the indicators weights for data
and basic resources were statistically significant, one of the three indicators weights
(BR2) of the technology construct was found to be non-significant. According to
Cenfetelli and Bassellier [53], formative constructs are likely to have some indicators
with non-significant weights. Their suggestion is that a non-significant indicator should
be kept providing that the researchers can justify its importance. Since the technology
construct is proposed as an aggregate of three items, where each captures a different big
data-related technology, we believe that it is critical to include the indicator in the
model as it makes a distinct contribution. A similar approach is followed by Gupta and
George [8] in their operationalization of big data analytics capability. Next, to evaluate
the validity of the items of formative constructs, we followed MacKenzie et al. [54] and
Schmiedel et al. [55] guidelines using Edwards [56] adequacy coefficient (Ra

2). To do so
we summed the squared correlations between formative items and their respective
formative construct and then divided the sum by the number of indicators. All Ra

2 value
exceeded the threshold of 0.50, suggesting that the majority of variance is shared with
the overarching construct, and that the indicators are valid representations of the
construct. Next, we examined the level to which the indicators of formative constructs
presented multicollinearity. Variance Inflation Factor (VIF) values below 10 suggest
low multicollinearity, however, a more restrictive cutoff of 3.3 is used for formative
constructs Petter et al. [57]. All values were below the threshold of 3.3 indicating an
absence of mutlicollinearity.

5 Analysis

5.1 Methodology and Calibration

To determine what big data analytics resources are most important in the formation of
process innovation capabilities among different environmental and contextual condi-
tions, this study employs a fuzzy-set Qualitative Comparative Analysis (fsQCA).
FsQCA follows the principles of configurational theories which allow for the exami-
nation of interplays that develop between elements of a messy and non-linear nature
[58]. As such, it is important to isolate what combination of factors and conditions
contribute towards firms developing strong incremental and radical process innovation
capabilities. The first step of the fsQCA analysis is to calibrate dependent and inde-
pendent variables into fuzzy or crisp sets. These fuzzy sets may range anywhere on the
continuous scale from 0, which denotes an absence of set membership, to 1, which
indicates full set membership. Crisp sets are more appropriate in categorical variables
that have two, and only two options. The procedure followed of transforming con-
tinuous variables into fuzzy sets is grounded on the method proposed by Ragin [59].
According to the procedure, the degree of set membership is based on three anchor
values. These represent a full set membership threshold value (fuzzy score = 0.95), a
full non-membership value (fuzzy score = 0.05), and the crossover point (fuzzy
score = 0.50) [60]. Since this study uses a 7-point Likert scale to measure constructs,
the guidelines put forth by Ordanini et al. [61] are followed to calibrate them into fuzzy
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sets. Therefore, full membership thresholds are set for values over 5.5, the cross over
point is set at 4, and full non-membership values at 2.5. The size-class of firms is coded
as 1 for large enterprises and 0 for SME’s, while product-based companies are marked
with 1, and service-oriented ones with 0.

5.2 Results

We performed two separate fsQCA analyses, one for each dependent variables of
interest, that is high incremental and radical process innovation capabilities. Each
analysis produces a truth table of 2k rows, where k represents the number of predictor
elements, and each row stands for a possible combination (solution). Solutions that
have a consistency level lower than 0.80 are disregarded [62]. In addition, a minimum
of three cases for each solution is set [60]. Having established these parameters, the
fsQCA analyses are then performed using high incremental and radical process inno-
vation capabilities as the dependent variables. The outcomes of the fuzzy set analysis
are presented in Table 2. The solutions are presented in the columns with the black
circles (●) denoting the presence of a condition, the crossed-out circles (⊗) indicating
an absence of it, while the blank spaces represent a “don’t care” situation in which the
causal condition may be either present or absent [63].

Table 2. Configurations for high incremental and radical process innovation capabilities

Configuration Solution

Incremental process
innovation capability

Radical process innovation
capability

1 2 3 1 2 3

Big data analytics resources
Data ● ● ● ● ● ●
Technology ●
Basic resources ● ●
Technical skills ● ● ● ● ●
Managerial skills ● ● ●
Organizational learning ●
Data-driven culture ● ●
Environment
Dynamism ● ● ● ●
Heterogeneity ● ● ●
Hostility ● ●
Context
Size ● ● ● ● ⊗

Industry ● ⊗ ⊗ ● ⊗ ⊗

Consistency 0.872 0.868 0.927 0.906 0.823 0.815
Raw coverage 0.237 0.202 0.161 0.241 0.197 0.152

(continued)
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With regards to a firm’s incremental innovation capabilities, solution 1 corresponds
to large firms of a large size-class that operate in product-based industries, and with a
business environment characterized by high heterogeneity. For these companies the
presence of strong data, technology, and technical skills is found to be a solution for
achieving high incremental process innovation capabilities. The next two solutions, 2
and 3, represent firms that are service-oriented. Specifically, in solution two, for
companies that operate in dynamic environments, data and technical skills are found to
be important, including the presence of solid basic resources. This solution is size-class
independent, meaning that it could apply to either large firms or SME’s. Solution 3 on
the other hand concerns large firms in the service industry that operate in highly
dynamic and heterogeneous environments. For these firms, the presence of strong data
and basic resources, technology and technical skills is shown to lead to a high incre-
mental process innovation capability. It is important to note that an appropriate lens to
consider the ways these resources are leveraged in such environments is the dynamic
capabilities view of the firm [64].

Concerning configurations that lead to high radical process innovation capabilities,
there are also three solutions. Solution applies to firms that are in product-based
industries and belong to the large size-class. The environment that they operate in is
characterized by high heterogeneity and hostility. For these firms the presence of strong
data resources, coupled with solid technical and managerial skills yields high radical
process innovation capabilities. Solutions 2 and 3 correspond to service industry firms.
Specifically, solution 2 is about large firms operating in dynamic and hostile condi-
tions. In such settings, the presence of strong data resources, along with solid man-
agerial skills, organizational learnings and a mature data-drive culture are the
cornerstones of achieving high radical process innovation capabilities. Solution 3 on
the other hand highlights the conditions for firms of the SME size-class, that conduct
business in dynamic markets. These firms rely on the presence of strong data resources
along with mature technical and managerial skills, and a solid data-drive culture.

6 Discussion

While much has been written about the strategic value of big data analytics, studies
dedicated to empirical evidence on the real business value of such investments at the
firm level remain scarce. Our understanding about, if, and how big data analytics can

Table 2. (continued)

Configuration Solution

Incremental process
innovation capability

Radical process innovation
capability

1 2 3 1 2 3

Unique coverage 0.207 0.139 0.135 0.187 0.122 0.124
Overall solution consistency 0.825 0.841
Overall solution coverage 0.479 0.427
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help support process innovation is still at a rudimentary state. To explore this topic, the
present study built on a theory-driven conceptualization of big data analytics, and
identified the main resources that underpin the notion. In addition, following literature
on context-aware process design success factors, we explore how the context and big
data analytics resources coalesce to drive firm process innovation capabilities.
Grounded on a configurational theory approach that enables us to examine such
interactions, we analyze responses from 202 IT managers of Norwegian firms and
derive different solutions through which high levels of incremental and radical process
innovation capabilities are attained.

From a theoretical perspective, the findings of this study add to existing literature in
several ways. First, it demonstrates how a contingency approach can be empirically
explored in the context of business process management. Such contextual factors are
seldom investigated in quantitative studies with regards to business process innovation
[10]. Second, despite much anecdotal claims concerning the enabling effect that big
data analytics have on strengthening existing or developing new business processes,
there is still limited empirical research to consolidate them [3]. Our findings show that
different combinations of big data-related resources have a greater or lesser significance
depending on the context and the type of process innovation capability they are tar-
geted towards. More precisely, we find that more technological and technical resources
contribute towards delivering incremental process innovation capabilities, whereas a
firm-wide data-driven culture and strong managerial data analytic skills are critical
when it comes to radical process innovation capabilities.

From a practical point of view these results suggest that managers should develop
different strategies in relation to their big data analytics initiatives, depending on the
types of business process innovation they aim to achieve, while also taking into
account the contingencies of the environment and the organization. Specifically, the
results suggest that when it comes to radical process innovation capabilities, data
governance practices should encourage the breakdown of organizational silos and
promote the notion of data-driven decision-making at all levels of the organization [65].
In addition, managerial knowledge on data-driven initiatives and the potential appli-
cation of big data to organizational problems should be encouraged through targeted
seminars and training. Contrarily, for incremental process innovations to emerge,
managers should focus on technical excellence in terms of human skills and tangible
resources. For these types of process innovations, strong technical skills are critical,
since gaining insight to produce incremental improvements likely requires expertise in
skills that are domain specific.

While the results of this study shed some light on the relationship of big data
analytics resources and process innovation capabilities, they must be considered under
their limitations. First, our sample comprises of companies operating in Norway and
belonging to the 500 largest in terms of revenue. It is highly likely that firms that
operate on a smaller scale will have different configurations of factors that drive process
innovation capabilities. Second, while we differentiate between incremental and radical
process innovations, we do not control for the different types of processes in terms of
their domain area. The different functional areas in which big data analytics are applied
are likely to yield different results and require varying configurations of resources to
enhance or create innovative business processes. Third, although fsQCA allows us to
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examine the configurations of resources and the contextual factors under which they
produce process innovation capabilities, the significance of each resource, as well as
the process through which it produces this outcome is not well explained. A comple-
mentary study suing a qualitative approach would likely reveal more insight on how
value is produced from such investments.
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Appendix A. Survey Instrument

The survey instrument can be found here: https://goo.gl/4y4QVr.
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Abstract. Search processes are highly individual business processes
reflecting the search behavior of users in search systems. The analysis of
search processes is a promising instrument in order to improve customer
journeys and experience. The quality of the analysis results depends on
the underlying data, i.e., logs and the search process models. However,
it is unclear what quality means with respect to search process logs and
models. This paper defines search process models and revisits existing
process model and log quality metrics. A metric for search process mod-
els is proposed that assesses their complexity and degree of common
behavior. In order to compare metrics for search process models differ-
ent logs and search processes are generated by using ontologies for user
guidance during search process execution and for post processing of the
logs. Based on an experiment with users in the tourism setting different
logs and models are created and compared.

1 Introduction

It is a big asset for companies to know and understand their business processes.
Process mining offers a bundle of promising techniques for discovering and ana-
lyzing business processes [1]. Business processes are ubiquitous and vary in their
nature ranging from short-running and rather rigid administrative processes to
highly individual processes such as patient treatment processes [12] and cus-
tomer journeys describing the user interactions with the company [26]. Recent
case studies show that process mining techniques can be successfully applied in
order to derive customer journey processes from system logs, e.g., in the enter-
tainment domain [25], in banking [3], and in the tourism domain [16]. Customer
journey processes often imply search activities by the users, such as searching
for activities when planning a trip. The search behavior can be captured as a
search process [14] where each of the activities represents a search term a user has
looked for through the search system provided by the company. Analyzing such
search processes can provide valuable insight for companies [16] and answering
the following analysis questions (AQ) through search processes:
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• What is the typical customer search behavior?
• What are critical customer touch points?

These AQ can influence the customer satisfaction which helps companies to win
in the market to increase their revenue [18].

The high variety in search terms, however, might lead to discovered search
process models of paramount complexity (also referred to as spaghetti models
[1]). Thus the promise of gaining valuable insight might be repealed by non-
interpretable process models. Hence, assessing and improving the quality of dis-
covered search process models is the prerequisite to reach analysis goals in a
meaningful way. Further on, measures to reduce the complexity of the discov-
ered search process models through pre- and post-processing of the analyzed
search logs can be taken (cf. general data quality issues in process mining [1]).
For search processes, operational ambiguities might be one major source of data
quality issues as caused by description of process activities at different abstrac-
tion levels [11], but also by the usage of different languages or due to homonyms
and synonyms [29]. Hence, this paper aims at assessing the quality of discovered
search process models with respect to the AQ, considering how ontologies can
be exploited for improving the quality of discovered search processes. In detail:

Q1. How to measure the quality of search process models discovered by process
mining techniques with respect to the AQ?

Q2. Does the quality of search process models increase when users are supported
by an ontology during the search process?

Q3. Does the quality of search process models increase when using an ontology
for log post processing?

This paper has an empirical focus with a concrete application setting, but
also necessitates the creation of artifacts. As such the developed concepts are
application-independent.

Research Method and Contribution: The paper follows design science research
(cf. [34]). The relevance of the research problem is underpinned by practical
applications from tourism [16], entertainment [25], and banking [3] as well as by
literature, specifically on process model quality, e.g., [31] and process mining,
e.g., [1]. The following artifacts are created to answer RQ 1–3. At first, a notion
of search process models as well as a quality metric specifically tailored towards
search process models with respect to AQ are proposed in Sect. 2 balancing
complexity and clustering in search process models. Section 3 introduces the
concept of using ontologies during process execution and for post processing of
logs. These artifacts are then evaluated based on an experiment with users in
Sect. 4: it creates 4 types of logs for different modi operandi, i.e., for executing
search processes in the tourism domain with and without using an ontology and
combining these logs with or without post processing. The logs are compared
statistically and different metrics are applied to assess the effectiveness of using
ontologies on the quality of the resulting logs as well as the feasibility of the
newly proposed metric. The paper continues with a discussion in Sect. 5 and a
related work discussion in Sect. 6. It concludes in Sect. 7.
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2 Search Process Models and Quality Metrics

Search Process Models: One type of human-driven and highly individual pro-
cesses are search processes. The manifestation of real-world search processes are
process logs as, e.g., stored by a tourism platform. Basically, process logs store
events that refer to the execution of process activities together with the time
stamp of execution and possibly further information such as the originator [1].
The events are grouped for the different process instances based on a case id.
One can analyze the logs directly, but as we are particularly interested in typi-
cal customer behavior and touch points (→ AQ) also the models behind these
logs are of high interest. To the best of our knowledge no formal definition for
search process models exists. In information science, informally, an (information)
search process is defined as “the user’s constructive activity of finding meaning
from information in order to extend his or her state of knowledge on a particular
problem or topic. It incorporates a series of encounters with information within
a space of time rather than a single reference incident.” [14]. In web (usage)
mining, a log-based view is taken: a search or “query trail qt comprises a user’s
query q (consisting of a sequence of terms {t1, t2, . . ., t|q|}” [2]. We converge
and elaborate both definitions into a (graph-based) search process model:

Definition 1 (Search process model). Let S be set of all search terms. A
search process model is defined as directed graph SP := (N,E, l) where

– N is a set of nodes
– E ⊆ N × N denotes the set of control edges
– l : N �→ S denotes a function that maps each node to its label, i.e., ∀n ∈ N n

is a search activity, i.e., the node n represents the search for a certain search
term and is labelled with this search term respectively.

Figure 1a depicts a small example for a search process model in the tourism
domain. The search terms label the process activities, e.g., bicycling or sports
shop, meaning that – after searching for active – a user has searched for bicycling
followed by searching for sports shop.

Fig. 1. Example search process model from tourism.

One major difference to typical business processes is that a search process is
not set out upfront to manage the behavior, but develops individually for each
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search during runtime. As we aim at ex post analysis of process data, we abstain
from defining process instance states for search processes, but rather count the
number of executions and annotate the control edges with this information as
done for, for example, dependency graphs [33]. For the example shown in Fig. 1a,
2 users searched for bicycling where one user followed up by searching for sports
shop. Under the precondition that active is the starting point for all searches,
overall 4 search processes (and instances) were conducted in this example. This
perception of the number of executions is suitable for, e.g., process analysis
regarding question such as “what are the main search paths taken by the users
within the platform”.

The example depicted in Fig. 1 illustrates the tackled research problem. Even
in this small example, 3 different search terms were used in order to describe the
same concept, i.e., bicycling, bike, and rad (the latter being the German word
for bike). If the goal is to analyze user behavior it could be more interesting
to consolidate these terms into one term as depicted in Fig. 1b where the 3
aforementioned terms have been pooled into search term bike. Here it can be
seen more easily that 4 users were searching for a term related to concept bike
and 2 users followed up looking for sports shop.

Quality Metrics: How can a metric assessing the quality of search process models
with respect to the AQ be defined? We argue that one metric cannot assess all
quality aspects of a process model at the same time as they might even be
contradicting (e.g., showing all details vs. abstraction). The aim of the metric
proposed in the following is to emphasize those properties of the model that
relate to the AQ. Here, specifically, quality aspects refer to the comprehensibility
of and the degree of common behavior in the search process models as well as
the semantic enrichment of the process logs. Comprehensibility is tied to the
complexity of the search process model by reducing the “spaghetti degree”. The
degree of common behavior is reflected by clustering of activities in the model
and the log. The quality metric does not refer to other quality aspects such
as how well the discovered search process models reflect the underlying process
logs (cf. fitness for process conformance [27]). In the following, the metric is
constructed by considering existing business process quality metrics for assessing
the complexity and metrics for process log quality for assessing the clustering.
In Sect. 4 the new metric is then evaluated against selected existing metrics.

Graph metrics can be applied to assess the complexity of a process model [20].
Transferring this to a search process model SP := (N,E, l) one can consider size
(|N |), diameter (length of the longest path in SP), structuredness (share of nodes
in structured blocks), separability (share of cut vertices in SP), and cyclicity
(number of nodes in cycles in SP). For measuring the relation or connection
between activities in process models coupling and cohesion have been proposed
by [30]. Coupling measures “how strongly the activities in a workflow process
are related, or connected, to each other”. The connection is measured based on
the information elements shared by the activities. The cross-connectivity metric
assigns weights to nodes and edges to reflect their connectivity [31]: nodes are
weighed based on the number of outgoing edges, edges by the product of the
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weights of source and target nodes. Cross-connectivity seems promising for the
envisioned quality metrics in terms of expressing the role of a node in a network
and indicating clusters in the process models. Contrary, for search processes,
coupling and cohesion are not meaningful in the context of this paper as no
information objects are currently considered for search processes. However, such
metrics are promising for future analysis.

Process log and model quality is a major concern in process mining [1]. Dif-
ferent techniques have been proposed to deal with “spaghetti degree”, including
pre-processing of logs, process mining techniques, and post processing of logs.
An example for pre-processing of logs is trace clustering [15] where logs can be
clustered along certain criteria, e.g., for a certain process duration or where cer-
tain activities were executed. A process mining technique that aims at reducing
the complexity of the mined models is the Fuzzy Miner [10]. It employs the prin-
ciples of aggregation, abstraction, emphasis, and customization. Post processing
as suggested by [6] also works with filtering, i.e., abstraction from details, in
order to simplify the discovered models. From the principles of Fuzzy Miner and
post processing aggregation and abstraction will be chosen for the assessment of
search process models with respect to AQ. Moreover, the size of the logs will be
considered in the proposed metric.

As an outcome of the above discussion, a quality metric for search processes
shall incorporate ingredients of process model quality assessing the complexity
and connection as well as the existence of clusters as used for process mining, i.e.,
the frequency of activity execution and the degree of the associate node as well
as the number of overall activity executions in order to rate the frequency the
activity of interest has been executed. Further on the overall number of events
is incorporated to consider the overall diversity of the search process, formally:

Definition 2 (Search Process Quality Metric). Let SP = (N, E, l) be a
search process and let L be a log created by executing instances on SP. Let further
|L| be the number of all events contained in L and A be the set of distinct activ-
ities having been executed in L. Then the search process quality metric spm(n)
for a node n ∈ N is defined as

spm(n) := 1 − degree(n) ∗ |A|
freq ∗ |L|

where freq denotes the number of executions of n.
Search process quality metric spm(SP) for SP turns out as:

spm(SP ) :=
∑

n∈N spm(n)
|N |

Search process quality metric spm(SP) of a path p = < n1, . . . , nk > ni ∈ N(k ≥
2) can be determined similarly, i.e., by

spm(SP ) :=

∑
ni,i=1,...,k spm(ni)

k

Note that the metric avoids isolated nodes being considered as paths. By
construction, spm(n) ∈ [−1; 1] holds as |A| ≤ |L| and degree ≤ 2 ∗ freq.
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3 Using Ontologies for User Support and Pooling

We consider the usage of ontologies to improve the process model quality of
mined search processes. For that, we distinguish between two approaches where
the same given ontology could be applied, (a) during the search functionality,
when users are entering search terms and (b) when post processing event logs
from search terms which were entered by users through the search process.

For (a) – without the support by an ontology – the user has no guidance and
in a broader sense no recommendations for entering search terms. When mining
resulting search processes in the sequel, the discovered process models might get
complex because of the possibly infinite options for search terms. For (b), the
search system has to possibly process synonyms and different languages which
are known to pose challenges on later process mining [13], for example, resulting
in different activities which have the same meaning and hence unnecessarily
pump up the complexity of the search process models. In order to foster (a) and
(b), we develop a meta concept which is responsible for recommendations when
a user is searching and for post processing of event logs on search processes
(cf. Fig. 2). Both approaches, (a) and (b) are implemented for a commercial
tourism platform within the CustPro [35] project which aims to analyze the
customer journey process of tourists where (a) is already used in the live system
by tourists and (b) is implemented for evaluation purpose of this work but is
also on the agenda to be implemented in the live system. The backend is written
in Java as RESTful Web-Service and the ontology support with reasoning was
conducted with the Java framework Apache Jena1. The frontend was developed
in HTML5 and JavaScript as single-page application2 and talks to the backend
with AJAX. Therefore the frontend was accessible in the web browser and the
UI was optimized for mobile devices.

Fig. 2. Ontology with the capability of reasoning and possibilities for post processing.

As set out in Fig. 2, a T-Box model [24] is defined which contains the knowl-
edge base for possible search terms in a specific domain. There are only two

1 https://jena.apache.org/index.html.
2 http://itsnat.sourceforge.net/php/spim/spi manifesto en.php.

https://jena.apache.org/index.html
http://itsnat.sourceforge.net/php/spim/spi_manifesto_en.php
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concepts defined, which makes the ontology easy to implement and maintain.
The first concept is called Search Terms. It consists of the elements synonyms,
generalisations, specialisations, and equivalence rules. Synonyms are literals in
different languages which are referring to the possible search terms in the logs
for the concept. Every Search Terms concept has at least one synonyms element
and every element describes the concept equally in contrast to e.g., SKOS [32]
with property skos:prefLabel. Generalizations and specializations refer to the
concept itself for defining relations between search terms and are optional. Also
equivalence rules for defining relations, e.g., for combinations of search terms or
relations which cannot be defined in the outlined elements before, or for gener-
ating suggestions for search terms, e.g., based on combinations of search terms
entered by a user before, are provided and also optional. The other concept,
Not Defined does not contain any knowledge. It acts as helper for post process-
ing the event logs. Non-matching terms between the ontology and the logs are
flagged with this concept.

Online Usage With Ontology: The T-Box model in Fig. 2 contains the ontol-
ogy and thus a knowledge base for search terms in a specific domain. For every
performed user search query, which can include multiple search terms, online sug-
gestions are created during the search process for user support. Through rules
in the ontology, search term specific combinations in a search query determine
suggestions by using logical rule reasoning (e.g., a query containing “mountain”
and “sports” results in a suggestion for “hiking”). Further, search term combi-
nations like “x, y” in the same search query are separated into two search terms
and for every search term based on its matching synonyms, specializations and
generalizations are determined by using hierarchical reasoning (e.g., a specializa-
tion of “bike” is “mountainbike”) for suggestions. As result, the user gets online
suggestions based on the last performed search query with the given ontology.

Post Processing With Ontology: The A-Box [24] model in Fig. 2 contains the
event logs which are individuals and defined with the concept Event Log. For
every log query, which can include multiple search terms, a separate individual
per search term is created. Hence, an event log with the search query “x, y”
will be separated into two individuals, one for the term x and one for y. Each
individual consists of the elements log term, log data, log query and in the initial
phase belongs to the concept Not Defined. log term refers to the search term,
which will be processed by using logical rules with the T-Box model (ontology).
log query contains the original search query from the user and log data acts as
symbolic placeholder for further data from the origin log entry. We applied a
logical rule which searches for matching synonyms between a given log term and
all Search Terms from the ontology. If there is a match, the type “Not Defined”
from the individual is removed, if not already happened before, and the found
Search Term is added as type to the individual. After the rule was applied to
all individuals, there is a lookup for individuals which do not contain the type
“Not Defined”. For these individuals, the initial search strings of their corre-
sponding logs are replaced with the class names from their Search Term types.
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Therefore the logs contain pooled search queries for reducing the complexity of
mined process models.

In this paper, we employ a controlled ontology (as defined by the analyst).
Hence employing post processing does not lead to loss of information in the
resulting models when compared to online usage. Contrary to online usage, in
case of using an ontology that has not been defined by the analyst, post pro-
cessing might not reflect the user’s intention during search. In general, a user
interface for the online ontology support through the search process could posi-
tively impact the frequency of its usage as well the quantity of observed logs.

4 Experiment

This section presents the design and execution of the experiment to evaluate the
proposed artifacts, i.e., the metrics and the ontology support algorithms. The
experiment bases on the implementation described in Sect. 3 and is conducted
with subjects in a real world scenario.

4.1 Experimental Setup

The experiment was conducted with students of one course of the Bachelor
Computer Science at the University of Vienna. This leads to a relatively homo-
geneous group of participants and can be regarded as sufficient with respect to
knowledge on working with a tourism app. Overall, 93 students participated in
the experiment. From an experimental point of view, 2 independent groups are
required, i.e., one group working with ontology support and one without. Due
to organizational reasons (the course is held in 4 groups), 4 independent groups
were built where 2 worked with and 2 without ontology support.

Each of the 4 groups has the same scenario and task to accomplish: Every
participant plans touristic activities on an imaginary three day stay from Friday
to Monday in a hotel as tourist in the tourism region Mondsee in Austria. The
subject writes down titles of activities on an empty schedule which was handed
out [35]. The titles of the activities are searched in a search application which
contains touristic activities. The experiments started with an introduction of
5 min explaining the task of the experiment. Then the subjects had a 10 min
time frame to use their own mobile device (smartphone, tablet, notebook) to
search for activities in the provided search application. Two of the four groups
received ontology support in their search function. The search application and
the ontology were provided in German. The search logs were recorded in the
respective time frames and for every group. Different cases were recorded in the
event log entries for distinguishing them. In Table 1, the groups of the subjects
are depicted.

Note that there is a difference between subjects and devices. The reason for
that is, that two subjects can share the same device and one subject can use
multiple devices. In the following, only the used devices are further addressed
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Table 1. Groups of subjects in experiment.

Group
number

Online usage
with ontology

Number of different
devices (case device)

Number of
subjects

1 No 19 20

2 Yes 24 24

3 No 27 24

4 Yes 24 25

because the number corresponds to the recorded event logs during the experi-
ment. As explained before, the groups with and without ontology support are
to be compared. For this purpose the 4 groups from Table 1 are merged into 2
logs, i.e., group number 1 and 3 and group number 2 and 4 (cf. Table 2).

Table 2. Merged groups of subjects in experiment.

Log
name

Group
numbers

Online usage
with ontology

Number of different
devices (case device)

Number of
activities

Number
of events

Log 1 1+3 No 46 117 246

Log 3 2+4 Yes 48 116 331

We also implemented a web service, according to Sect. 3, for post processing
the obtained event logs, which uses the same ontology as in the experiment
for online supporting the subjects on their search functionality in groups 2 and
4. Therefore log 2 contains post processed event logs from log 1 which means
that both logs originate from the same log recording. The scheme is analogous
between log 4 and log 3. Overall, this results in the 4 logs shown in Fig. 3. These
logs with their designated log names (log 1–log 4 ) build the basis for further
analysis.

Fig. 3. Experimental log creation.

4.2 Statistical Comparison of Logs

t-tests [21] are applied to compare the logs from Fig. 3 with respect to the mean
of occurred events per case device. Hypthesis I (HI): A higher mean in the
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logs results when providing online usage with ontology support. As the subjects
tend to perform more search queries because based on the recommendation for
further search terms, the user does not have to think about formulating queries.
Formulating H1 is justified by the number of total events as in Table 2. Hypthesis
II (HII): A lower mean results when post processing the logs with ontology
support because of pooling search queries.

First we compared log 1 with log 3 to prove a statistical effect on online usage
with ontology support. With a one tailed t-test and a 90% confidence interval,
we obtained significance for HI. There was no evidence on a 95% confidence
interval and as well on a two tailed test. Second, we compared log 1 with log 2
to prove a statistical effect on post processing logs with ontology support. HII
cannot be accepted on a 90% confidence interval. Further log comparisons were
not suitable because, as mentioned before, online usage with ontology support
tends to increase and post processing with ontology support tends to decrease
the mean. The complete t-test is shown in the supplemental material [35] (cf.
folder “T-Test”).

4.3 Process Model Quality Metrics

For assessing the process model quality of each log from Fig. 3, we first applied
selected process model quality metrics, i.e., size and diameter (cf. Sect. 2) as they
provide an overview on the complexity of the models. Here, we also applied a
filter, which counts only the 20% most frequent activities from each log (abstrac-
tion). We chose that percentage because of the pareto principle, which shows that
in many cases, ranging from the economy to the nature behavior, 80% of causes
are produced by 20% of activities [22]. Thus, depending on the given log with
its distribution of activities and number of events, only activities with a specific
frequency are included in the calculations. Table 3 shows the results which are
explained in the following. For log 1 and log 2 the filtering has no effect, i.e.,
the least occurrence of activities remains 1. log 1 had a size of 117 and the size
of log 2 was 110. The diameter was 19 for both logs. This shows that applying
post processing has only a slight effect on the number of activities and no effect
on the diameter. For logs 3 and 4, filtering had an effect, i.e., log 3 filtered on an
activity occurrence ≥2 and log 4 an activity occurrence ≥3. With respect to the
metrics, this results in a notably reduced size, i.e., for log 3 a reduction of the
size from 116 to 41 and of the diameter from 19 to 15 and for log 4 a reduction
of the size from 109 to 26 and of the diameter from 19 to 13. Hence, it can be
interpreted that online ontology support has a considerable effect on reducing
the process model metrics size and diameter when using filtering. There is also
to mention, that each of log 1 and log 2 contained 33 variants of paths where
only 3 variants contained more than 1 case device. Nearly the same picture was
discovered on log 3 and as well log 4. Each of them had 39 variants and only
2 variants contained more than 1 case device. This is a good indicator, which
shows how highly individual a user performed search process can be.

As next step for assessing the process model quality of each log, we applied
our defined Search Process Quality Metric from Sect. 2. Table 4 summarizes the
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Table 3. Results of applying regular process model quality metrics.

Log
name

Size
unfiltered

Diameter
unfiltered

Size
filtered

Diameter
filtered

Log 1 117 19 117 19

Log 2 110 19 110 19

Log 3 116 19 41 15

Log 4 109 19 26 13

results. In regard to the values of the path it is to be noted that there was as well
a filter applied which includes only the 20% most frequent activities. But we also
excluded paths which contain solely the search terms “*” or FIRST RUN - * in
any combination. We did the latter because: the search term FIRST RUN - *
signals, that after loading the application the first time on a device, an automatic
“*”-search is performed. A “*”-search in the logs signals that the user just hit
the search button without considering a search term as query input. Thus, such
a path, where no search term was entered by a subject has no meaning in our
case and was filtered out. As we can see, from log 1 to log 4 there was an increase
in the quality of the logs. We can also see that the online usage of an ontology
had a bigger impact than post processing with ontology. The difference between
log 1 and log 2 is 0, 058 on spm(SP) unfiltered where the difference between
log 1 and log 3 is 0, 228. The values of spm(SP) filtered have a greater impact
through the online usage with ontology. In comparison to the regular process
model quality metrics (size and diameter), we can see an improvement in terms
of meaningfulness by using our Search Process Quality Metric for identifying
clusters and quality comparisons of logs. All values in Table 4 increased when
using ontology support. We can conclude, that the ontology usage improved the
process model quality in general and on specific paths.

Table 4. Results of applying Search Process Quality Metrics.

Log
name

spm(SP) unfiltered
entire search process

spm(SP) filtered path
highest value

spm(SP) filtered path
lowest value

Log 1 0,145 0,714 0,107

Log 2 0,203 0,731 0,166

Log 3 0,373 0,781 0,412

Log 4 0,415 0,794 0,481

For visual inspection, process models were discovered for each of the 4 logs
from Fig. 3 using Disco (cf. Fig. 4) which uses an adapted version of the Fuzzy
Miner, called Disco miner, which is geared towards discovering clusters in process
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Fig. 4. Visual inspection of process discovery results based on logs 1 to 4 with enabled
filter for showing 20% of most frequent activities and only most dominant paths.

model3. The process models show only the most frequent activities and the most
dominant paths in their process map. For this the paths slider was set to 0% to
show only dominant connections between activities that have occurred and the
activities slider was set to 20% to show only the 20% most frequent activities
in the mined process map. Furthermore the absolute frequency of an activity is
visualized using color strength. Only from visual inspection the resulting model
for log 4 seems to be less complex and to contain more clusters when compared
to logs 1–3.

3 https://fluxicon.com/blog/2012/05/say-hello-to-disco/.

https://fluxicon.com/blog/2012/05/say-hello-to-disco/
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Finally, activities are selected through visual inspection, i.e., those showing
high clustering based on color strength, and analyzed using the Search Process
Quality Metric. We started with the models for logs before and after post pro-
cessing. Search term “Kino” (cinema), for example, is compared for log 1 with
value 0, 049 and log 2 with value 0, 285 as well search term “essen” (eat) with
value 0, 239 from log 1 which was pooled to the term “Gastronomie” (gastron-
omy) with the value 0, 292. We also compared the model from log 3 with the
search terms “Restaurant” (restaurant) with value 0, 299 and “Berg” (mountain)
with value 0, 509 with log 4 and their scorings for “Restaurant” with value 0, 506
and “Berg” with value 0, 539. These results confirm that post processing with
ontology usage has a positive impact on search process quality. Then selected
activities are compared for the same process model. For the model of log 4, we
chose two frequent search terms. The first is “Restaurant” with term frequency of
19 and a spm(n) of 0, 567. The second one is “Freizeitaktivität” (leisure activity)
with term frequency of 24 and a spm(n) of 0, 575. Both terms had a lower value
than the term “Ball” (ball) with value of 0, 78 despite the lower frequency of
only 3 but with a clearer path (lower degree). For the terms “Familie” (family)
with a term frequency of 4 and “Restaurant” with a term frequency of 8 and
with the same value of spm(n), which was 0, 506, nearly the same value was indi-
cated than for the two very frequent terms “Restaurant” and “Freizeitaktivität”.
The reason for that is, that on “Familie” and “Restaurant” the incoming and
outgoing nodes were better clustered. We can conclude that the Search Process
Quality Metric supports to discover and rank important paths and fragments
in terms of clustering in search processes. The results, figures and calculations
from the experiment can be found in the supplemental material [35] (cf. folder
“Experiment”).

5 Limitations and Threats to Validity

The results could be improved if the ontology increases in terms of its size and
relevance to its domain where the search process is executed for. Moreover, the
sample size of the experiment could have been too small for filtering and mul-
tiple languages. We will investigate the relation between filtering and sample
size in future work. Because of the small sample size and therefore the small
number of available subjects, we decided to run the experiment in one language,
i.e., German, because the ontology contains a different number of classes and
labels for describing them per language. Also rules for suggestions of combined
search terms are not the same per language. This could be an explanation why
post processing does not show a comparable impact to another study in the
tourism domain on a live system that was conducted using German and English
at the same time. Find the discovered models in Fig. 5. Though there is not
enough space to discuss this study in detail, the models give an impression
that post processing using an ontology resolves ambiguities with respect to lan-
guage. Another limitation of the proposed approach is the missing handling of
compound nouns in search queries with mixed search terms that contain both,
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compound nouns and single nouns. In the tourism domain, we have had to deal
with this problem and added hyphens between the search terms. The corre-
sponding tourism ontology contains also hyphens for compound nouns, defined
as synonyms. For example, if user enters search term “nature sights” it is mod-
ified to “nature-sights” and the label in the ontology is exact the same. But
in the particular case of the tourism platform, we have to mention, that search
queries with multiple nouns are very seldom. Nevertheless we are planning future
research activities, to deal with compound nouns in search queries. A starting
point would be the work presented in [28].

(a) Model without post processed log. 4
red squares show different search terms

(b) Model after post processing the log. 4
squares from (a) are pooled to 2 squares

Fig. 5. Mined search processes from logs which contain different languages. Without
post processing the log (left) and after post processing the log (right) which reduces the
complexity of the model by pooling the search terms from different languages (English
and German). The models can be found in the supplemental material [35] (cf. folder
“Figure5Detail”.)

6 Related Work

Process mining algorithms have become mature and efficient [1]. There are var-
ious ways for simplifying discovered processes [6]. For improving the quality
of process mining results, apart from implementing constantly improving algo-
rithms [4], it seems obvious to improve also the event log quality. This can be
performed in different kind of approaches [11,17]. One of them is the promising
research field of semantic technologies [8], which is also quite proven very well.
Process mining, combined with semantic technologies can improve the meaning-
fulness and therefore the quality of mined processes reasonably well [1,19]. Most
approaches, for enhancing process mining with semantic technologies, are using
ontologies behind the scene for log preparation, e.g., by mapping process labels
from event logs to hierarchical links in ontologies [5]. Ontologies are also used, to
reduce the complexity of discovered process models by dealing with synonyms,



Assessing the Quality of Search Process Models 459

hierarchies, reasoning or constraints [13]. But most ontologies, which are used
for creating or enhancing semantic logs are either complex and thus burdensome
[23] or too domain specific [7] for using them in different domains in industrial
software solutions [29]. As opposed to all the aforementioned approaches this
work addresses search processes where the search terms are defined by the users
in an arbitrary manner, and not by the application in form of predefined labels
as addressed mostly in literature and research [11]. Semantics, together with
keyword search is also already covered in literature [9], but without log prepara-
tion and meta ontologies, that are easy to adapt with a minimum of effort in the
widest possible range of domains and industries. Quality metrics from literature
have been discussed in Sect. 2.

7 Conclusion

Case studies from different domains emphasize the potential of process mining
for customer journey understanding and improvement. This work assesses and
improves the quality of mined search processes as important brick in customer
journeys. Regarding RQ 1, a newly proposed quality metric for search processes
rates the complexity of the output combined with an assessment of the exis-
tence of clusters. The experiment evaluates the feasibility of the metric in com-
parison with results from visual inspection and existing metrics. Moreover, the
experiment evaluates quality improvement when using ontologies for online user
support (RQ 2 ) as well as for post processing the resulting logs (RQ 3 ). The
experiment is demonstrated by a case study in the tourism domain. In summary,
RQ 2 has been positively demonstrated in Sect. 4.2 by analyzing the mean of
occurred events per case device and in Sect. 4.3 – where the results have been
significantly reinforced by using filtering – by showing through existing metrics,
visual inspection of mined process models, and the proposed quality metric,
that the complexity of process models decreases and clusters improve. The same
improvements could also be shown in Sect. 4.3 for RQ 3, but with slightly less
evidence for the experiment because of the limitations as pointed out in Sect. 5.
Overall, by answering RQ 1–3, it can be seen that complexity of and clustering in
search processes improve, in particular, in combination with filtering. In future
work, we will also consider time with respect to new metrics and experiment
designs and measure the impact of an ontology on how accurate search results
are for the users “to get their jobs done”. Moreover, the mined search processes
will be further analyzed with respect to their differences in relation to context
variables such as location or weather.

Acknowledgment. This work has been partly conducted within the CustPro project
funded by the Vienna Business Agency.
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Abstract. Predictive process monitoring has recently gained traction
in academia and is maturing also in companies. However, with the grow-
ing body of research, it might be daunting for data analysts to navigate
through this domain in order to find, provided certain data, what can
be predicted and what methods to use. The main objective of this paper
is developing a value-driven framework for classifying predictive process
monitoring methods. This objective is achieved by systematically review-
ing existing work in this area. Starting from about 780 papers retrieved
through a keyword-based search from electronic libraries and filtering
them according to some exclusion criteria, 55 papers have been finally
thoroughly analyzed and classified. Then, the review has been used to
develop the value-driven framework that can support researchers and
practitioners to navigate through the predictive process monitoring field
and help them to find value and exploit the opportunities enabled by
these analysis techniques.

Keywords: Predictive process monitoring · Process mining
Value-driven framework

1 Introduction

Process mining is a family of methods to analyze business processes based on
their observed behavior recorded in event logs. In this setting, an event log is
a collection of traces, each representing one execution of the process (a.k.a. a
case). A trace consists of a sequence of timestamped events, each capturing the
execution of an activity. Each event may carry a payload consisting of attribute-
value pairs such as the resource(s) involved in the execution of the activity, or
other data recorded with the event. Since process mining is a relatively young
discipline, the open challenges in this field are still many [1,33]. In particular,
one of these challenges defined in [33] is about “providing operational support”
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and, in particular, about the definition of techniques for supporting the three
main operational support activities, i.e., detect , predict and recommend . Very
recently, researchers have started focusing on the development of techniques sup-
porting the operational support activity predict a.k.a. predictive process moni-
toring techniques.

Predictive process monitoring [41] is a branch of process mining that aims at
predicting at runtime and as early as possible the future development of ongo-
ing cases of a process given their uncompleted traces. As demonstrated in [47],
recently, a wide literature about predictive process monitoring techniques has
become available. This large number of studies has triggered the need to order
and classify what has already been done, as well as to identify gaps in the current
literature, thus supporting and guiding researchers towards the future advances
in this research field. In addition, although selected companies have integrated
predictive methods in their business processes [32], the potential for greater
impact is still very real. However, due to the large availability of techniques, it
might be daunting for companies to navigate through this domain. In the quest
to find, provided certain data, what can be predicted and what methods to use,
companies can easily get lost.

As such, this paper has the objective to develop, based on the review of exist-
ing research, a value-driven framework for classifying existing predictive process
monitoring methods, thus supporting, on the one hand, researchers who need
to crystallize the existing work to identify the next challenges of this research
area, and, on the other hand, companies that need to be guided to find the best
solutions within the wide literature available.

In particular, the main research question we want to answer is (RQ): “How
can the body of relevant academic publications within the field of predictive
process monitoring be classified as a framework?”. This question is answered
through a systematic literature review that aims at identifying the state of the
art of predictive process monitoring. We conducted the literature review based on
a standard protocol defined in [35]. Starting from a keyword-based search from
electronic libraries, we identified around 780 papers and, going through multi-
ple filtering rounds, we selected 55 papers that were analyzed and categorized.
The review was then used to develop the value-driven framework that supports
researchers and practitioners to identify the methods that fit their needs. For
example, one of the discriminative characteristics of the classified methods is the
type of prediction. Once defined the type of prediction, the input data required
is taken into consideration. The next step is understanding the family of algo-
rithms applied, whether tools are available, the domain in which they have been
applied and so on. We started from 4 main dimensions that were, in our opinion,
the most relevant in the categorization of the identified methods (type of predic-
tion, type of input, family of algorithms and tool availability) and we expanded
them while progressing with the literature review.

The remainder of the paper is organized as follows. Section 2 describes the
background about predictive process monitoring, while Sect. 3 presents the lit-
erature review protocol and its results. Sect. 4 provides a classification of the
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identified methods. In Sect. 5, the framework is presented and discussed. Finally,
Sect. 6 concludes the paper.

2 Predictive Process Monitoring

The execution of business processes is generally subject to internal policies,
norms, best practices, regulations, and laws. For this reason, compliance mon-
itoring is an everyday imperative in many organizations. Accordingly, a range
of research proposals have addressed the problem of assessing whether a process
execution complies with a set of requirements [40]. However, these monitoring
approaches are reactive, in that they allow users to identify a violation only after
it has occurred rather than supporting them in preventing such violations in the
first place.

Based on an analysis of historical execution traces, predictive process mon-
itoring methods [41] continuously provide the user with predictions about the
future of a given ongoing process execution. The forward-looking nature of pre-
dictive monitoring provides organizations with new frontiers in the context of
compliance monitoring. Indeed, knowing in advance about violations, deviances
and delays in a process execution would allow them to take preventive measures
(e.g., reallocating resources) in order to avoid the occurrence of those situations
and, as often happens, to avoid money loss.

3 Systematic Literature Review Protocol

The systematic review protocol of our literature review specifies the research
questions, the search protocol, and the selection criteria predominantly follow-
ing the guidelines provided by Kitchenham [35]. The work was divided into two
phases. In the first phase, two researchers designed the review protocol. Here,
the research questions were formulated, the electronic databases identified, the
inclusion and exclusion criteria defined, and the data extraction strategy formu-
lated. The second phase was conducted by two other researchers who reviewed
the protocol, ran the searches, filtered the list of papers, produced the final list
of papers and extracted the data. The data extraction was initially indepen-
dently conducted by the two researchers. The results were then compared and
discussed. If differences were noted, they were reconciled first by discussions,
then with the participation of the researchers involved in the first phase and, if
needed, by contacting the author team of the paper in question.

The main research question (RQ): “How can the body of relevant academic
publications within the field of predictive process monitoring be classified as
a framework?” is decomposed in the following four sub-questions. The first
research question seeks to identify the different aspects of business processes
that can be predicted by means of predictive process monitoring techniques.
As such, the first research question is formulated as RQ1: “what aspects of
business processes do predictive process monitoring techniques predict?”. The
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next two research questions concern the algorithms employed in predictive pro-
cess monitoring techniques. The second is RQ2: “what input data do predictive
process monitoring algorithms require?”. The third research question is RQ3:
“what are the main families of algorithms used in predictive process monitoring
techniques?”. Finally, the last research question focuses on tools for predictive
process monitoring i.e., RQ4: “what are the tools that support predictive process
monitoring?”.

The first research question is motivated by the necessity of knowing what
can be predicted when guiding companies or researchers in the selection of a
predictive process monitoring technique. The second research question is moti-
vated by the fact that, to apply a certain technique, different types of inputs can
be required. It is therefore crucial to know what information is needed to run
each technique. Most of the techniques require an event log as input, but the
information contained in it is often requested to be provided at different levels
of granularity. The third research question is mainly relevant for researchers for
classifying existing methods in different families, which could help to understand
their strengths and limitations, and to identify the next challenges in this field.
Finally, tool support, investigated in the fourth research question, is relevant for
running the proposed methods in academy and industry contexts. Starting from
these dimensions that were, in our opinion, the most relevant for categorizing
the existing predictive process monitoring methods, while analyzing the litera-
ture, some additional relevant aspects were identified to discriminate among the
methods under examination such as the type of output, the metrics used for
evaluating the algorithms and the domains where the methods were evaluated.

To answer these research questions, we defined a search string to query some
electronic libraries. We followed the guidance given by [35], which resulted in
using the keywords “predictive”, “prediction”, “business process”, and “process
mining”. The keywords “predictive” and “prediction” were derived from the
research questions. However, the literature on predictive analysis is vast and
encompasses areas outside of the domain of business processes. As such, we
added the keyword “business process”. Finally, predictive process monitoring
concerns “process mining” and, therefore, this keyword was added. To retrieve
as many results as possible, we intentionally left out additional keywords such as
“monitoring”, “technique”, and “algorithm” so not to limit the search. The key-
words were used to formulate the following boolean search string: (“predictive”
OR “prediction”) AND (“business process” OR “process mining”).

Following the definition of the search string, the electronic libraries were
chosen. The databases selected were Scopus, SpringerLink, IEEE Xplore, Science
Direct, ACM Digital Library, and Web of Science. These were selected as they
cover scientific publications within the field of computer science.

The results1 were exported into an excel sheet for processing. The first filter-
ing was for duplicates. Duplicate studies are those that appeared in more than
one electronic database with identical title by the same author(s) [36]. Having
performed this filtering, 779 papers were identified. Next, the list was filtered

1 The queries were run on October 20, 2017.
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based on the title of the study. Studies clearly out of scope were removed. In
detail, we filtered (i) all documents that are not proper research papers, but
rather editorial or book introductions (e.g., “25 Years of Applications of Logic
Programming in Italy”, or “Introduction to Process Mining”); (ii) all studies
related to completely different research areas (e.g., “A RFID-based recursive
process mining system for quality assurance in the garment industry”, or “Pro-
cess modeling and optimization of complex systems using Scattered Context
Grammars”). After this filter, 186 papers remained. Position papers and papers
published in workshops were excluded as their contribution is less mature as
compared to full papers published in conferences and journals. At this stage,
162 papers remained. We then filtered the papers by looking at the abstracts
to further assess their relevance. Following this step, 77 papers remained. After
this, we used the inclusion criterion “does the study propose a novel algorithm
or technique for predictive process monitoring?”. We found 50 papers that com-
plied with this criterion. Finally, we added 5 relevant papers to these 50 papers,
via a backward reference search.

From the final list of 55 papers, we extracted standard meta-data (title,
authors, year of publication, number of citations, and type of publication). For
each paper, the type of prediction considered was extracted in accordance with
RQ1. Some methods can predict several aspects of a business process. In such
cases, all aspects were recorded. Secondly, information about the input data was
extracted. Process mining requires that logs contain at least a unique case id,
activity names and timestamps. However, if a method requires additional data
for analysis, this was extracted and noted (RQ2). Thirdly, we examined the type
of algorithm. The underlying family of each identified predictive process mon-
itoring method was extracted to address RQ3. We also extracted information
about the validation of each method. The quality of a method depends indeed on
its validation. As such, data about validation was extracted. In addition, if vali-
dated, data about if the log was synthetic or from real-life (including the industry
domain) was extracted as well. Data about tool support was also extracted. This
information considers if there is a plug-in or a stand-alone application for the
proposed predictive process monitoring technique. This data relates to RQ4. In
addition to the above data, the type of output, the metrics used for evaluating
the algorithms and if the datasets used were public or not was annotated.2

4 Systematic Literature Review Results

The literature review reveals that the number of publications on predictive pro-
cess monitoring has significantly increased in the last few years. By analyzing
the meta-data extracted, we found that out of 55 papers analyzed 14 were pub-
lished between 2006 and 2013, whereas 41 in the last 4 years (17 journals and
38 conferences in total).
2 The data extracted was entered into an excel sheet and is available for

download at https://docs.google.com/spreadsheets/d/1l1enKhKWx 3KqtnUgggr
Pl1aoJMhvmy9TF9jAM3snas/edit#gid=959800788 .

https://docs.google.com/spreadsheets/d/1l1enKhKWx_3KqtnUgggrPl1aoJMhvmy9TF9jAM3snas/edit#gid=959800788
https://docs.google.com/spreadsheets/d/1l1enKhKWx_3KqtnUgggrPl1aoJMhvmy9TF9jAM3snas/edit#gid=959800788
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The main dimension that is typically used to classify predictive process mon-
itoring techniques is the type of prediction [21]. In the following sections, some
of the research studies identified through our systematic literature review and
characterizing three prediction type macro-categories, i.e., numeric, categorical
and next activities predictions, are presented.

4.1 Numeric Predictions

We can roughly classify the studies dealing with numeric predictions in two
groups, based on the specific type of predictions returned:

• time predictions;
• cost predictions.

Time Predictions. The group of studies focusing on the time perspective is
a rich group. Several studies, in this context, rely on explicit models. In [2],
the authors present a set of approaches in which transition systems, which are
built based on a given abstraction of the events in the event log, are annotated
with time information extracted from the logs. In particular, information about
elapsed, sojourn, and remaining time is reported for each state of the transition
system. The information is then used for making predictions on the comple-
tion time of an ongoing trace. Further extensions of this approach are proposed
in [53,54], where the authors apply machine learning techniques to annotate
the transition systems. In detail, in [53], the transition systems are annotated
with machine learning models such as Näıve Bayes and Support Vector Regres-
sion models. In [54], instead, the authors present, besides two completely new
approaches based on Support Vector Regression, a refinement of the study in [53]
that also takes into account data. Moreover, the authors evaluate the three pro-
posed approaches both on stationary and non-stationary (i.e., characterized by
evolving conditions) processes. Other extensions of the approach presented in [2],
which also aim at predicting the remaining time of an ongoing trace, are the
studies presented in [28,30]. In these studies, the annotated transition system is
combined with a context-driven predictive clustering approach. The idea behind
predictive clustering is that different scenarios can be characterized by differ-
ent predictors. Moreover, contextual information is exploited in order to make
predictions, together with control-flow [28] or control-flow and resources [30].

Another approach based on the extraction of (explicit) models (sequence
trees) is presented in [10] predicting the completion time and the next activity
of a current ongoing case. Similarly to the predictive clustering approach, the
sequence tree model allows for clustering traces with similar sequences of activi-
ties (control-flow) and building a predictor model for each node of the sequence
tree by leveraging data payload information. In [56], the authors use generally
distributed transitions stochastic Petri nets (GDT-SPN) to predict the remain-
ing time of a case. In detail, the approach takes as inputs a stochastic process
model, which can be known in advance or inferred from historical data, an ongo-
ing trace, and some other information as the current time in order to make
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predictions on the remaining time. In [57], the authors also exploit the elapsed
time since the last event in order to make more accurate predictions on the
remaining time and to estimate the probability of missing a deadline.

Differently from the previous approaches, in [20], the authors only rely on
the event log in order to make predictions. In detail, they develop an app-
roach for predicting the remaining cycle time of a case by using non-parametric
regression and leveraging activity duration and occurrences as well as other
case-related data. In [4,11], the contextual clustering-based approach presented
in [28,30] is updated in order to address the limitation of transition system-
based approaches requiring the analyst to choose the log abstraction functions,
by replacing the transition system predictor with standard regression algorithms.
Moreover, in [11], the clustering component of the approach is further improved
in order to address scalability and accuracy issues. In [49], Hidden Markov Mod-
els (HMM) are used for making predictions on the remaining time. A compara-
tive evaluation shows that HMM provides more accurate results than annotated
transition systems and regression models. In [59], inter-case feature predictions
are introduced for predicting the completion time of an ongoing trace. The pro-
posed approaches leverage not only the information related to the ongoing case,
but also the status of other (concurrent) cases (e.g., the number of concurrent
cases) in order to make predictions. The proposed encodings demonstrated an
improvement of the results when applied to two real-life event logs.

A prediction type that is very close to remaining time is the prediction of
the delay of an ongoing case. In [62], queuing theory is used to predict possi-
ble delays in business process executions. The authors propose approaches that
either enhance traditional approaches based on transition systems, as the one
in [2], to take queueing effects into account, or leverage properties of queue
models.

Cost Predictions. A second group of studies focuses on cost predictions. Also
in this group, we can find studies explicitly relying on models as the study
in [66]. In such a study, cost predictions are provided by leveraging a process
model enhanced with costs (i.e., a frequent-sequence graph enhanced with costs)
taking into account information about production, volume and time.

4.2 Categorical Predictions

The second family of prediction approaches predicts categorical values. In this
settings, two main specific types of predictions can be identified:

• risk predictions;
• categorical outcome predictions.

Risk Predictions. A first large group of studies falling under the umbrella of
outcome-oriented predictions, deals with the prediction of risks.

Also in this case, an important difference among state-of-the-art approaches
is the existence of an explicit model guiding the prediction. For example, in [15],
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the authors present a technique for reducing process risks that requires a pro-
cess model as input. The idea is supporting process participants in making risk-
informed decisions, by providing them with predictions related to process execu-
tions. Decision trees are generated from logs of past process executions, by tak-
ing into account information related to data, resources and execution frequencies
provided as input with the process model. The decision trees are then traversed
and predictions about risks returned to the users. In [12,13], two extensions of
the study in [15] are presented. In detail, in [12], the framework for risk-informed
decisions is extended to scenarios in which multiple cases run concurrently. In
particular, in order to deal with the risks related to different cases of a process,
a technique that uses integer linear programming is exploited to compute the
optimal assignment of resources to tasks to be performed. In [13], the study
in [15] is extended so that the process executions are not considered in isolation
anymore, but, rather, the information about risks is automatically propagated
to similar running cases of the same process in real-time in order to provide early
runtime predictions.

In [44], three different approaches for the prediction of constraint violations
in a case are investigated: machine learning, constraint satisfaction and QoS
aggregation. The authors, beyond demonstrating that all the three approaches
achieve good results, identify some differences and propose to combine them.
Results on a real case study show that combining these techniques actually
allows for improving the prediction accuracy.

Other studies, devoted to risk prediction, do not take into account explicit
models. For instance, in [50], the authors make predictions about time-related
process risks by identifying and leveraging process risk indicators (e.g., abnormal
activity execution time or multiple activity repetition) by applying statistical
methods to event logs. The indicators are then combined by means of a prediction
function, which allows for highlighting the possibility of transgressing deadlines.
In [51], the authors extend their previous study by introducing a method for
configuring the process risk indicators. The method learns from the outcomes
of completed cases the most suitable thresholds for the process risk indicators,
thus taking into account the characteristics of the specific process and, therefore,
improving the accuracy.

Categorical Outcome Predictions. A second group of predictions relates to
the fulfillment of predicates. Almost all studies falling under this category do
not rely on any explicit model. For example, in [41], a framework for predict-
ing the fulfillment (or the violation) of a predicate in an ongoing execution is
introduced. Such a framework makes predictions by leveraging: (i) the sequence
of events already performed in the case; and (ii) the data payload of the last
activity of the ongoing case. The framework is able to provide accurate results,
although it demands for a high runtime overhead. In order to overcome such a
limitation, the framework has been enhanced in [18] by introducing a cluster-
ing preprocessing step in which cases sharing a similar behaviour are clustered
together. A predictive model - a classifier - for each cluster is then trained with
the data payload of the traces in the cluster. In [17], the framework is enhanced
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in order to support users by providing them with a tool for the selection of the
techniques and the hyperparameters that best suit their datasets and goals.

In [39], the authors consider traces as complex symbolic sequences, i.e.,
sequences of activities each carrying a data payload consisting of attribute-value
pairs. By starting from this assumption, the authors focus on the comparison
of different feature encoding approaches, ranging from traditional ones, such as
counting the occurrences of activities and categorical attributes in each trace,
up to more complex ones, relying on HMM. In [67], the approach in [39] is
enhanced with clustering, by proposing a two-phase approach. In the first phase,
prefixes of historical cases are encoded as complex symbolic sequences and clus-
tered. In the second phase, a classifier is built for each cluster. At runtime, (i)
the cluster closest to the current ongoing process execution is identified; and (ii)
the corresponding classifier is used for predicting the case outcome (e.g., whether
the case is normal or deviant).

In [65], in order to improve prediction accuracy, unstructured (textual) infor-
mation, contained in text messages exchanged during process executions, is also
leveraged, together with control and data flow information. In particular, dif-
ferent combinations of text mining (bag-of-n-grams, Latent Dirichlet Allocation
and Paragraph Vector) and classification (Random Forest and logistic regression)
techniques are proposed and exercised. In [48], an approach based on evolution-
ary algorithms is presented. The approach is based on the definition of process
indicators (e.g., whether a case is completed on time or whether it is reopened).
At training time, the process indicators are computed, the training event log
encoded and the evolutionary algorithms applied for the generation of a predic-
tive model composed of a set of decision rules. At runtime, the current trace
prefix is matched against the decision rules in order to predict the correct class
for the ongoing running case.

4.3 Next Activities Predictions

A third more recent family of studies deals with predicting the sequence of
the future activities and their payload given the activities observed so far, as
in [19,22,23,54,64]. In [54], the authors propose an approach for predicting the
sequence of future activities of a running case by relying on an annotated data-
aware transition system, obtained as a refinement of the annotated transition
system proposed in [2].

Other approaches, e.g., [22,23,64], make use of RNNs with LSTM (Recurrent
Neural Networks with Long Short-Term Memory) cells. In particular, in [22,23],
an RNN with two hidden layers trained with back propagation is presented, while,
in [64], an LSTM and an encoding based on activities and timestamps is lever-
aged to provide predictions on the next activities and their timestamps. Finally,
the study in [19] investigates how to take advantage of possibly existing a-priori
knowledge for making predictions on the sequence of future activities. To this aim,
an LSTM approach is equipped with the capability of taking into account also
some given knowledge about the future development of an ongoing case.
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5 Value-Driven Framework for Selecting Predictive
Process Monitoring Methods

Tables 1 and 2 report the devised framework.3 By reading it from left to right, in
the first column, we find the prediction type. Our review shows that the algo-
rithms can be categorized according to six main types of high level categories of
prediction types. The first category, time prediction, encompasses all the dif-
ferent aspects of process execution time such as remaining time or delay. The
second main category of identified prediction types is related to categorical
outcome(s). Such methods predict the probability of a certain predefined out-
come, such as if a case will lead to a disruption, to the violation of a constraint,

Table 1. Predictive process monitoring framework: time and categorical outcome

predictions

Pred. Det. Pred. Input 1 Input 2 Input 3 Tool Domain Family of Family of Family of Refer.type type algorithms 1 algorithms 2 algorithms 3

ti
m

e

maint. time

event log (with timestamps)

N

automotive time series probabilistic model [58]
activity financial queueing theory transition system [61,62]delays telecomm.

rem. time

telecomm. stat. analysis [6]

ProM plugin

public admin. transition system [3,2]
customer supp. stochastic Petri net [55]

process model financial regression classification [69]customer supp.
N unspecified pattern mining [10]
Y but unavail. unspecified classification time series [9]

Y
financial regression classification [68]public admin.
healthcare stochastic Petri net [60]

ProM plugin

public admin. regression [20]
event log (with timestamps) public admin. transition system regression classification [53]
with data customer supp.

transition system regression [54]public admin.
financial
financial stochastic Petri net [56,57]logistics

inter-case metrics Y healthcare regression [59]manufacturing
Y but unavail. logistics clustering regression [31]

event log (with timestamps) Y logistics clustering pattern mining [5]
with data transition system [30]
and contextual information ProM plugin logistics clustering transition system [29]

labeling funct. proc. model ProM plugin no validation classification [38]

ca
te

go
ri

ca
l
ou

tc
om

e

outcome

act. durations and routing probab. threshold(s) proc. model N synthetic simulation stat. analysis [63]

event log labeling funct. Y implem. financial prob. automata [7]automotive

N

logistics neural network constraint-sat. QoS aggregation [44]

labeling funct.

healthcare probab. automata classification [39]
logistics classification [8]
synthetic classification [34]

Y but unavail.
synthetic probab. automata [37]

event log (with timestamps) synthetic classification neural network [42]
with data healthcare clustering classification [18]

Y

no valid. stat. analysis [24]
logistics stat. analysis [46]
financial classification [68]public admin.

ProM pl. healthcare classification [41]
healthcare clustering classification [17]

ProM and automotive evol. algorithm [48]Camunda pl. healthcare
threshold(s) Y but unavail. unspecified classification [9]

Y domotic stat. analysis [25]

labeling funct. Y but unavail. healthcare clustering classification [16]
event log (with timestamps) proc. model ProM plugin no validation classification [38]
with data threshold(s) ProM plugin logistics clustering transition system [28]
and contextual information clusters of behav. N logistics clustering classification [27]manufacturing
event log (with timestamps)

labeling funct. N financial classification text mining [65]with data
and unstructured text

next activity

event log (with timestamps) N unspecified pattern mining [10]
with data Y domotic stat. analysis [26]

event log (with timestamps) Y domotic stat. analysis [25]
with data labeling funct. proc. model ProM plugin no valid. classification [38]and contextual information

last value event log (with timestamps)
labeling funct. proc. model ProM plugin no valid. classification [38]of an with data

attribute and contextual information

3 For space limitations, in this article, an abridged version of the frame-
work is presented. The complete version of the framework includes additional
data and is available for download at https://docs.google.com/spreadsheets/d/
1l1enKhKWx 3KqtnUgggrPl1aoJMhvmy9TF9jAM3snas/edit#gid=959800788.

https://docs.google.com/spreadsheets/d/1l1enKhKWx_3KqtnUgggrPl1aoJMhvmy9TF9jAM3snas/edit#gid=959800788
https://docs.google.com/spreadsheets/d/1l1enKhKWx_3KqtnUgggrPl1aoJMhvmy9TF9jAM3snas/edit#gid=959800788
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Table 2. Predictive process monitoring framework: sequence of outcomes/values,
risk, inter-case metrics, cost

Pred. Det. Pred. Input 1 Input 2 Input 3 Tool Domain Family of Family of Family of Refer.type type algorithms 1 algorithms 2algorithms 3

se
q
u
en

ce
of

ou
tc

om
es

/v
al

u
es event log (with timestamps)

Y implem.
customer supp.

neural network [64]financial
public admin.

Y but unavail.
financial

neural network [43]automotive
customer supp.

Y financial neural network [22]automotive

backgr. knowledge Y impl.

healthcare

neural network [19]
sequence of automotive
future activities financial

public admin.
customer supp.
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N transport neural network [45]logistics
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or whether it will be delayed. The third type of prediction type is related to
sequence of next outcomes/values. These predictions focus on the probabil-
ity that future sets of events will occur in the execution of a case. The fourth
prediction type is risk. When elimination of risks is not feasible, this type of
predictions allows for reducing and managing risks. The fifth prediction type
pertains to inter-case metrics. The final category is related to cost predic-
tions.

The next step (second column) in the framework concerns the input data.
Event logs containing different types of information should be provided as input
to the different methods (e.g., event logs (with timestamps), event logs
(with timestamps) with data). In some cases, together with the event log,
other inputs are required. For instance, in case of the outcome-based predictions,
the labeling function, e.g., the specific predicate or category to be predicted,
is usually required.

The framework also considers the existence of tool support. If a tool has
been developed, using, evaluating, and understanding the applicability, useful-
ness and potential benefits of a predictive process monitoring technique becomes



Predictive Process Monitoring Methods: Which One Suits Me Best? 473

easier. Given that tool support is provided, the framework captures the type of
support provided such as whether the tool is a stand-alone application or a
plug-in of a research framework, e.g., a ProM plug-in.

The validation of the algorithms on logs can take different forms. For instance,
it can be achieved by using synthetic logs. Such validations can be considered
as “weaker” as they do not necessarily mirror the complexity and variability of
real-life logs. Algorithms tested on real-life logs reflect industry logs the best
and are, therefore, considered as “stronger”. Furthermore, the suitability of an
algorithm is better to be validated on logs from the same industry domain as the
one of the company seeking to use it. As such, the framework makes note of the
domain from which the logs originate. When a domain is specified, it indicates
that the algorithm has been tested on a log from that domain. If no domain is
specified, the algorithm has not been validated on a real-life log.

At the heart of each predictive process monitoring method lies the specific
algorithm used to implement it. The family of algorithms might matter when
assessing advantages and limitations of an approach and as such, it is incorpo-
rated in the framework. The specific algorithm is not listed in the framework, but
rather the foundational technique it is based on, such as regression, neural
networks, or queuing theory.

The proposed framework has two main benefits. First, it can be used by
companies to identify, along the above outlined parameters, the most suitable
predictive process monitoring method(s) to be used in different scenarios. Sec-
ondly, it can be used by researchers to have a clear structuration and assessment
of the existing techniques in the predictive process monitoring field. This assess-
ment is crucial to identify gaps in the literature and relevant research directions
to be further investigated in the near future. For example, the framework shows
that only one paper discusses techniques that take advantage of possibly exist-
ing a-priori knowledge for making predictions [19]. Further investigation is also
needed for what concerns the use of incremental learning algorithms as a way to
incrementally construct predictive models by updating them whenever new cases
become available, which is a crucial topic, but only discussed in [42]. Another
direction for future research is to further investigate the use of inter-case features
for constructing a predictive model. This means that scenarios should be taken
into consideration where not only the information related to the ongoing case,
but also the status of other (concurrent) cases (e.g., the number of concurrent
cases) are considered in order to make predictions (this type of techniques is
only discussed in [59]).

6 Conclusion

Predictive process monitoring approaches have been growing quite fast in the
last few years. If, on the one hand, such a spread of techniques has provided
researchers and practitioners with powerful means for analyzing their business
processes and making predictions on their future, on the other hand, it could
be difficult for them to navigate through such a complex and unknown domain.
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By means of a systematic literature review in the predictive process monitoring
field, we provide data analysts with a framework to guide them in the selection
of the technique that best fit their needs.

The main threat to validity of our work refers to the potential selection bias
and inaccuracies in data extraction and analysis typical of literature reviews. In
order to minimize such issues, our systematic literature review carefully adheres
to the guidelines outlined in [35]. Concretely, we used well-known literature
sources and libraries in information technology to extract relevant works on
the topic of predictive process monitoring. Further, we performed a backward
reference search to avoid the exclusion of potentially relevant papers. Finally, to
avoid that our review was threatened by insufficient reliability, we ensured that
the search process could be replicated by other researchers. However, the search
may produce different results as the algorithm used by source libraries to rank
results based on relevance may be updated.

In the future, we plan to empirically evaluate the proposed framework with
users in order to assess its usefulness in real contexts. Furthermore, we would
like to extend the existing framework with other dimensions of interest for the
academic and the industrial world. The presented literature review can indeed
be considered as a basis where to incorporate broader theoretical perspectives
and concepts across the predictive process monitoring domain that might help
future research endeavors to be well-directed.

References

1. van der Aalst, W.M.P.: Process Mining - Data Science in Action, 2nd edn. Springer,
Heidelberg (2016). https://doi.org/10.1007/978-3-662-49851-4

2. van der Aalst, W.M.P., Schonenberg, M.H., Song, M.: Time prediction based on
process mining. Inf. Syst. 36(2), 450–475 (2011)

3. van der Aalst, W.M.P., Pesic, M., Song, M.: Beyond process mining: from the
past to present and future. In: Pernici, B. (ed.) CAiSE 2010. LNCS, vol. 6051, pp.
38–52. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-13094-6 5

4. Bevacqua, A., Carnuccio, M., Folino, F., Guarascio, M., Pontieri, L.: A data-
adaptive trace abstraction approach to the prediction of business process perfor-
mances. In: ICEIS, vol. 1. SciTePress (2013)

5. Bevacqua, A., Carnuccio, M., Folino, F., Guarascio, M., Pontieri, L.: A data-driven
prediction framework for analyzing and monitoring business process performances.
In: Hammoudi, S., Cordeiro, J., Maciaszek, L.A., Filipe, J. (eds.) ICEIS 2013.
LNBIP, vol. 190, pp. 100–117. Springer, Cham (2014). https://doi.org/10.1007/
978-3-319-09492-2 7
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C., Norrie, M.C., Pastor, Ó. (eds.) CAiSE 2013. LNCS, vol. 7908, pp. 465–481.
Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-38709-8 30

52. Pika, A., van der Aalst, W.M.P., Wynn, M.T., Fidge, C.J., ter Hofstede, A.H.M.:
Evaluating and predicting overall process risk using event logs. Inf. Sci. 352–353,
98–120 (2016)

53. Polato, M., Sperduti, A., Burattin, A., de Leoni, M.: Data-aware remaining time
prediction of business process instances. In: 2014 International Joint Conference
on Neural Networks (IJCNN), July 2014

https://doi.org/10.1007/978-3-319-10172-9_16
https://doi.org/10.1007/978-3-319-10172-9_16
https://doi.org/10.1007/978-3-319-23063-4_21
https://doi.org/10.1007/978-3-319-23063-4_21
https://doi.org/10.1007/978-3-319-07881-6_31
https://doi.org/10.1007/978-3-319-07881-6_31
https://doi.org/10.1007/978-3-319-59536-8_28
https://doi.org/10.1109/TSC.2017.2772256
https://doi.org/10.1109/TSC.2017.2772256
https://doi.org/10.1007/978-3-642-36285-9_22
https://doi.org/10.1007/978-3-642-36285-9_22
https://doi.org/10.1007/978-3-642-38709-8_30


478 C. Di Francescomarino et al.

54. Polato, M., Sperduti, A., Burattin, A., de Leoni, M.: Time and activity sequence
prediction of business process instances. Computing (2018)

55. Rogge-Solti, A., Vana, L., Mendling, J.: Time series Petri net models. In: Ceravolo,
P., Rinderle-Ma, S. (eds.) SIMPDA 2015. LNBIP, vol. 244, pp. 124–141. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-53435-0 6

56. Rogge-Solti, A., Weske, M.: Prediction of remaining service execution time using
stochastic Petri nets with arbitrary firing delays. In: Basu, S., Pautasso, C., Zhang,
L., Fu, X. (eds.) ICSOC 2013. LNCS, vol. 8274, pp. 389–403. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-642-45005-1 27

57. Rogge-Solti, A., Weske, M.: Prediction of business process durations using non-
Markovian stochastic Petri nets. Inf. Syst. 54, 1–14 (2015)

58. Ruschel, E., Santos, E.A.P., de Freitas Rocha Loures, E.: Mining shop-floor data
for preventive maintenance management: integrating probabilistic and predictive
models. Procedia Manuf. 11, 1127–1134 (2017)

59. Senderovich, A., Di Francescomarino, C., Ghidini, C., Jorbina, K., Maggi, F.M.:
Intra and inter-case features in predictive process monitoring: a tale of two dimen-
sions. In: Carmona, J., Engels, G., Kumar, A. (eds.) BPM 2017. LNCS, vol. 10445,
pp. 306–323. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-65000-
5 18

60. Senderovich, A., Shleyfman, A., Weidlich, M., Gal, A., Mandelbaum, A.: P3-folder:
optimal model simplification for improving accuracy in process performance predic-
tion. In: La Rosa, M., Loos, P., Pastor, O. (eds.) BPM 2016. LNCS, vol. 9850, pp.
418–436. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-45348-4 24

61. Senderovich, A., Weidlich, M., Gal, A., Mandelbaum, A.: Queue mining – predict-
ing delays in service processes. CAiSE 2014. LNCS, vol. 8484, pp. 42–57. Springer,
Cham (2014). https://doi.org/10.1007/978-3-319-07881-6 4

62. Senderovich, A., Weidlich, M., Gal, A., Mandelbaum, A.: Queue mining for delay
prediction in multi-class service processes. Inf. Syst. 53, 278–295 (2015)

63. Si, Y.W., Hoi, K.K., Biuk-Aghai, R.P., Fong, S., Zhang, D.: Run-based exception
prediction for workflows. J. Syst. Softw. 113, 59–75 (2016)

64. Tax, N., Verenich, I., La Rosa, M., Dumas, M.: Predictive business process mon-
itoring with LSTM neural networks. In: Dubois, E., Pohl, K. (eds.) CAiSE 2017.
LNCS, vol. 10253, pp. 477–492. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-59536-8 30

65. Teinemaa, I., Dumas, M., Maggi, F.M., Di Francescomarino, C.: Predictive business
process monitoring with structured and unstructured data. In: La Rosa, M., Loos,
P., Pastor, O. (eds.) BPM 2016. LNCS, vol. 9850, pp. 401–417. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-45348-4 23

66. Tu, T.B.H., Song, M.: Analysis and prediction cost of manufacturing process based
on process mining. In: ICIMSA, May 2016

67. Verenich, I., Dumas, M., La Rosa, M., Maggi, F.M., Di Francescomarino, C.: Com-
plex symbolic sequence clustering and multiple classifiers for predictive process
monitoring. In: Reichert, M., Reijers, H.A. (eds.) BPM 2015. LNBIP, vol. 256, pp.
218–229. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-42887-1 18

68. Verenich, I., Dumas, M., La Rosa, M., Maggi, F.M., Di Francescomarino, C.: Min-
imizing overprocessing waste in business processes via predictive activity ordering.
In: Nurcan, S., Soffer, P., Bajec, M., Eder, J. (eds.) CAiSE 2016. LNCS, vol. 9694,
pp. 186–202. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-39696-
5 12

https://doi.org/10.1007/978-3-319-53435-0_6
https://doi.org/10.1007/978-3-642-45005-1_27
https://doi.org/10.1007/978-3-319-65000-5_18
https://doi.org/10.1007/978-3-319-65000-5_18
https://doi.org/10.1007/978-3-319-45348-4_24
https://doi.org/10.1007/978-3-319-07881-6_4
https://doi.org/10.1007/978-3-319-59536-8_30
https://doi.org/10.1007/978-3-319-59536-8_30
https://doi.org/10.1007/978-3-319-45348-4_23
https://doi.org/10.1007/978-3-319-42887-1_18
https://doi.org/10.1007/978-3-319-39696-5_12
https://doi.org/10.1007/978-3-319-39696-5_12


Predictive Process Monitoring Methods: Which One Suits Me Best? 479

69. Verenich, I., Nguyen, H., La Rosa, M., Dumas, M.: White-box prediction of process
performance indicators via flow analysis. In: Proceedings of the 2017 International
Conference on Software and System Process, ICSSP 2017 (2017)

70. Wynn, M.T., Low, W.Z., ter Hofstede, A.H.M., Nauta, W.: A framework for cost-
aware process management: cost reporting and cost prediction. J. Univ. Comput.
Sci. 20(3), 406–430 (2014)

71. Zeng, L., Lingenfelder, C., Lei, H., Chang, H.: Event-driven quality of service
prediction. In: Bouguettaya, A., Krueger, I., Margaria, T. (eds.) ICSOC 2008.
LNCS, vol. 5364, pp. 147–161. Springer, Heidelberg (2008). https://doi.org/10.
1007/978-3-540-89652-4 14

https://doi.org/10.1007/978-3-540-89652-4_14
https://doi.org/10.1007/978-3-540-89652-4_14


How Context-Aware Are Extant BPM
Methods? - Development of an Assessment

Scheme

Marie-Sophie Denner1, Maximilian Röglinger1, Theresa Schmiedel2,
Katharina Stelzl1(&), and Charlotte Wehking2

1 FIM Research Center, University of Bayreuth, 95444 Bayreuth, Germany
{sophie.denner,maximilian.roeglinger,

katharina.stelzl}@fim-rc.de
2 University of Liechtenstein, 9490 Vaduz, Liechtenstein

{theresa.schmiedel,mauspcharlotte.wehking}@uni.li

Abstract. Context awareness is vital for business process management
(BPM) success. Although many academics have called for context-aware BPM,
current BPM research and practice do not seem to sufficiently account for
various contexts. To examine whether this statement holds true, we developed
an assessment scheme that enables determining to which extent existing BPM
methods can be applied in various contexts. We identified 25 exemplary BPM
methods based on a structured literature review and rated them according to their
applicability to different context dimensions, i.e., goal, process, organization and
environment dimension. Our results indicate that most BPM methods are rather
context-independent, i.e., they are not geared to specific contexts. Accordingly,
the investigated BPM methods follow a one-size-fits-all approach and practi-
tioners have no guidance on how to tailor BPM in their organizations. In par-
ticular, there is a lack of BPM methods for explorative purposes as well as for
knowledge- and creativity-intense business processes. In the digital age, which
is characterized by volatility and high pressure for innovation, these domains are
very important. Our research is a first step toward context-aware BPM methods
and structured guidance for organizations regarding the systematic selection and
configuration of BPM methods.

Keywords: BPM methods � Context awareness � Assessment scheme
Literature review

1 Introduction

In the last decades, business process management (BPM) has evolved into an important
and mature domain in research and practice alike [49]. Organizations have increasingly
adopted BPM in different contexts [19, 26, 52]. In fact, context awareness is one out of
ten principles to efficiently and effectively use BPM in organizations [50]. Especially in
the digital age, context awareness is one of the key characteristics of successful BPM
[25]. As new technologies, customers’ expectations, new business models, or additional
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competitors are hurdles that organizations currently need to overcome, organizations
need to manage different contexts at the same time [20, 25].

To adequately configure BPM with respect to the requirements of specific contexts,
research has started to study context-aware BPM. Context awareness considers specific
organizational factors that distinguish one organization from another based on given,
situational, and organizational requirements [50]. According to the context framework
by vom Brocke et al. [52], context-aware BPM considers the goal of BPM (i.e.,
exploration or exploitation), certain characteristics of the processes in focus (e.g.,
repetitiveness or creativity) as well as organizational (e.g., scope or culture) and
environmental characteristics (i.e., uncertainty or competitiveness). While the process,
organization, and environment dimensions indicate a given context and cannot be
modified, the goal dimension can be actively chosen by the organization. An organi-
zation consciously decides whether its BPM should strive for exploitation (e.g.,
improvement), exploration (e.g., innovation), or both simultaneously.

To successfully institutionalize BPM, organizations can choose among a plethora
of BPM methods [44, 48, 50]. Even though context awareness is critical for successful
BPM, the current body of knowledge does not seem to account for business contexts
[45, 52]. One research stream generally addresses context awareness in BPM by
investigating various context dimensions [12, 50]. A second research stream focuses on
context-aware methods by explicitly stating the application context of a BPM method
[1, 13]. Until now, only very few BPM methods seem to consider specific contexts.
However, research mainly focuses on BPM methods by following a one-size-fits-all
approach, not addressing context specifically [52]. For that reason, several researchers
call for context-aware BPM as well as context-aware methods [29, 45, 48, 52]. Against
this background, we investigate the following research question: How context-aware
are extant BPM methods?

To answer this question, we provide an assessment scheme based on the context
framework of vom Brocke et al. [52], which enables determining the context awareness
of extant BPM methods. We set up the assessment scheme based on the four context
dimensions of vom Brocke et al. [52]. Moreover, we identify 25 BPM methods based
on a structured literature review. These BPM methods are exemplarily analyzed based
on the assessment scheme by determining their applicability with respect to the four
context dimensions. Finally, we reason about the context awareness of each dimension,
context factor, and characteristic for all examined BPM methods. We also provide
further insights into the sample at large. Being aware of the limitations of our literature
review, we see our work as a first initial discussion of context-aware BPM methods.
The assessment scheme is intended to serve as a starting point, offering guidance for
BPM researchers to examine the context awareness of BPM methods. Additionally, the
assessment scheme helps practitioners identify suitable BPM methods for specific
contexts and goals.

Examining context awareness of existing BPM methods, we proceed as follows.
Section 2 provides relevant theoretical background. In Sect. 3, we outline our data
collection and analysis method. Section 4 presents and discusses the results of the
applicability assessment concerning the identified BPM methods. We conclude in
Sect. 5 by summing up the key results, discussing implications and limitations, and
pointing to directions for further research.
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2 Context-Aware Business Process Management

Organizations need to consider BPM in different contexts to perform efficiently and
effectively [50]. The framework offered by vom Brocke et al. [52] helps organizations
identify the context in which BPM is applied (Fig. 1). Their framework consolidates a
range of the latest research and serves as foundation for context-aware BPM research
and practice. It includes four context dimensions, underlying context factors, and
various related characteristics [52].

The goal dimension is crucial for BPM as it directly influences how BPM should be
implemented and which methods should be applied [52]. Thereby, several authors
recently differentiate between exploitation and exploration which is known as
ambidextrous BPM [4, 29, 44]. Exploitative BPM is applied to realize incremental
improvements by utilizing known methods [4, 44]. Explorative BPM gears to inno-
vating processes by utilizing creative methods [4, 44]. The process dimension includes
various context factors to account for the diversity of processes and their requirements
for an appropriate management [52]. Moreover, various context factors of an organi-
zation need to be considered, exemplary the size of an organization or the industry in
which the organization operates [36, 42]. Finally, the environment dimension includes
factors outside the organization, e.g., uncertainty in a rapidly changing environment or
competition that influence the selection of BPM methods [43]. Accordingly, a context-

Context factor Example characteristics
Goal dimension

Focus Exploitation
(Improvement, Compliance)

Exploration
(Innovation)

Process dimension
Value 
contribution Core process Management process Support process
Repetitiveness Repetitive Non-repetitive
Knowledge-
intensity

Low knowledge-
intensity

Medium knowledge-
intensity

High knowledge-
intensity

Creativity Low creativity Medium creativity High creativity
Interdependence Low

interdependence
Medium

interdependence
High

interdependence
Variability Low variability Medium variability High variability
Organization dimension
Industry Process industry Product industry Product & Service 

industry

Size Start-up Small and medium
enterprise

Large
organization

Culture Culture supportive for BPM Culture non-supportive for BPM

Resources Low organizational 
resources

Medium organiza-
tional resources

High organizational 
resources

Environment dimension

Competitiveness Low competitive 
environment

Medium competitive
environment

Highly competitive
environment

Uncertainty Low environmental 
uncertainty

Medium environmen-
tal uncertainty

High environmental 
uncertainty

Fig. 1. Context framework [52].
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aware method considers business process-relevant contextual information which
influence the process goal [1, 13, 45]. Therefore, a context-aware BPM method
explicitly states the application context [1, 13].

3 Research Method

3.1 Identification of BPM Methods

In this section, we first describe the process of collecting data via a structured literature
review to systematically compile relevant BPM methods. Second, we explain our data
analysis process (i.e., the structure of our assessment scheme) as well as the process of
determining the context awareness of the identified BPM methods.

By conducting a structured literature review, we aim to identify extant BPM
methods as a basis for further analysis. According to the nature of this research method,
we explain all design decisions regarding suitable outlets, search strings, chosen time
frame, and the selection process of relevant articles [51, 53]. We focused on the
Business Process Management Journal (BPMJ) and the “Senior Scholars’ Basket of
Journals” as one of the most recognized outlets of the BPM and Information Systems
(IS) discipline. Within the “Senior Scholars’ Basket of Journals” [3] highly-rated
journals with an eminent influence in the IS community, of which BPM is a part, are
included. As for the BPMJ, we assumed that it discusses prevailing and core BPM
research problems [9]. Nevertheless, we do not claim for completeness, as many other
publication outlets could be included in our literature review. We critically reflect on
the limitation in Sect. 5.1, pointing to further ideas for data collection. To cover articles
dealing with extant BPM methods, we searched published articles full-text using the
search strings summarized in Table 1. To avoid overlooking articles only referring to
‘Business Process Management’, we also included its abbreviation ‘BPM’. Besides
‘method’, we included ‘tool’, ‘model’ and ‘framework’ as synonyms. As context-aware
BPM has gained increasing attention in the past few years, especially with respect to
various context dimensions [52] and the goal of ambidextrous BPM [29, 49], we
confined the search to a time frame starting from 2014 to the present day.

Having applied the search criteria to all selected journals, the list of search results
contained 915 articles. Applying each search strings one after another, the number of
search results included several duplicates, which we sorted out, and 255 unique articles
remained. To ensure valid results, the final selection was conducted by three researches.
We read the articles’ titles and abstracts and removed 174 articles that did not match the
scope of our research (e.g., article that only cited the BPMJ). The remaining 81 articles

Table 1. Overview of literature search approach.

Search string I (“Business Process Management” OR “BPM”) AND “method”
Search string II (“Business Process Management” OR “BPM”) AND “tool”
Search string III (“Business Process Management” OR “BPM”) AND “model”
Search string IV (“Business Process Management” OR “BPM”) AND “framework”
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were read in full and examined for their relevance to the research topic at hand. We
eliminated articles with a descriptive purpose of use that do not develop a BPM method,
but focused on case studies, statistical tests, development of capabilities, or a compar-
ison of state of the art methods. Articles were considered relevant if they developed a
BPM method. This led to a final removal of 56 articles and thus, the number of relevant
articles ended up at 25. As the identified methods did not always have specific names,
Table 2 lists the key idea and a short description of each method instead.

Table 2. List of all identified BPM methods.

References Key Idea (the BPM method helps organizations to…)

[1] Identify contextual factors which impact processes and their process goals to
adapt these

[2] Assess the social sustainability of processes to diagnose participants resist
following modelled process

[5] Automatically detect potential process weaknesses in semantic process models
[6] Use modeling and simulation standards to measure process key performance

indicators and test improvements
[7] Derive concrete recommendations for process improvement in a goal-oriented

manner
[8] Fit a probabilistic model according to a data set of past behavior base on

predictive modeling
[11] Assess the maturity of BPM governance practices to identify activities for

improvement
[14] Provide transparency concerning process ownership
[15] Systematically and automatically analyze and match conceptual legacy process

models in different languages
[17] Create value and improve efficiency based on analyzing strategic operations
[18] Select the most suitable processes according to organizational objectives during a

process
[21] Compile and structure organizational capabilities to facilitate and implement open

innovations
[22] Facilitate organizational change through BPM
[24] Decompose BPMN models according to a structured guideline to improve process

modelling
[27] Reduce complexity of an initial BPMN model
[28] Achieve a process-oriented structure without destroying existing department

structures
[30] Receive a value-oriented and holistic view of open innovation adoption inside the

organization
[32] Build ambidexterity into inter-organizational IT-enabled service processes to meet

the needs of their customers
[34] Investigate their role in the value creation process by identifying potential value

creation activities and sources

(continued)
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3.2 Development of the Assessment Scheme

To assess the applicability of extant BPM methods, we set up an assessment scheme
based on the aforementioned context framework of vom Brocke et al. [52]. Originally,
the context framework was developed for classifying the context of an organization in
which BPM is applied. As BPM methods can help organizations to overcome the
current hurdles of various contexts of an organization and facilitate the innovation or
improvement of business processes [50], we classified the context awareness of BPM
methods based on the context framework offered by vom Brocke et al. [52].

Structuring our analysis, we split the four context dimensions in the goal dimen-
sion, on the one hand, and the process, organization, and environment dimension on the
other hand. As the goal dimension can be influenced by organizations, it commands for
a conscious decision of the organization [52]. The goal dimension thus needs to be
treated separately, as it is orthogonal to the other dimensions. Its characteristics (i.e.,
exploitation, exploration) build the columns of our assessment scheme. Contrary, the
process, organization, and environment dimensions, which represent given context
factors, build the lines of our assessment scheme. In case one of these context factors
includes three characteristics, one of which reflects a medium level (e.g., medium
knowledge-intensity), we decided to exclude the medium level. Besides being
impractical for our purposes of assessing the context awareness of BPM methods, the
medium level of a context factor is only qualitatively described and thus lacks a clear
definition of the term ‘medium’. Therefore, the medium level strongly depends on
subjective interpretation that might bias the results.

Having set up the assessment scheme, the context awareness of each BPM method
can be determined in three consecutive steps. First, the BPM method is analyzed
regarding its goal, which means its applicability for exploitation and/or exploration.
Thus, the BPM method is allocated to either or both columns of the assessment scheme.
Second, regarding the other three context dimensions, the applicability of a BPM
method for each specific characteristic is determined. Third, the context awareness of a
BPM method is derived based on its applicability. Both, the applicability as well as the
context awareness of a BPM method, are rated in terms of a Likert scale. The Likert
scale is a scaling technique that can be used to obtain participants’ level of agreement

Table 2. (continued)

References Key Idea (the BPM method helps organizations to…)

[38] Provide an overview of process losses and corresponding prioritization steps for
the elimination of such losses

[39] Extract business rules from existing process models
[40] Capture process knowledge to improve user collaboration and manage ad hoc and

semi-structured processes
[41] Systematize operational processes for managing and improving processes
[47] Understand the customer needs and integrate the organizations’ products and

services into customer processes
[54] Extend context-aware process modeling towards location-awareness to increase

organizational objectives

How Context-Aware Are Extant BPM Methods? 485



with given statements [33]. We used a three-point Likert scale, whereby its assessment
criteria are interpreted as ordinal data with odd numbers [23]. Accordingly, the
applicability of a BPM method regarding each characteristic in step two and step three,
is specified by the following scale: (1) constitutes that the method is not applicable to a
specific characteristic meaning the method is context-aware but does not support a
specific characteristic, (3) constitutes that the method’s applicability is independent of a
specific characteristics meaning the method is context-independent, and (5) constitutes
that the method is applicable to a specific characteristic meaning that the method is
context-aware and supports a specific characteristic. Thus, all BPM methods assessed
with either (1) or (5) are context-aware. A method assessed with (3) indicates an
independence and neutrality concerning context awareness. This neutrality still implies
an application of the method in an organization. Accordingly, a method assessed with
either (1) or (5) is superior of (3) since the method is explicitly suitable for a specific
context. However, applying a non-suitable method to a specific context is not rec-
ommendable. For example, if method A is applicable for a repetitive process, this
characteristic is assessed with a value of (5) meaning that the method is context-aware
and supports repetitive processes. If method A is not applicable for start-ups, this
characteristic is assessed with a value of (1) meaning that the method is context-aware
but does not support start-ups. If the applicability of method A is independent of a high
knowledge-intensity, this characteristic is assessed with a value of (3) meaning that the
method is context-independent and thus unaffected by knowledge-intense processes.

To enable a more detailed discussion, we distinguish three levels of analysis based
on the columns and lines of our assessment scheme. Based on the assessment of the
applicability of each BPM method in step two, context awareness can be discussed with
respect to each characteristic (first level of analysis). Additionally, context awareness is
aggregated for all context factors (second level of analysis) as well as for the four
context dimensions (third level of analysis). Thereby, the meaning of the assessment
criteria (1), (3), and (5) is transferrable from the first to the second and third level of
analysis. We further used statistics to calculate the relative frequency of each assess-
ment criteria regarding each characteristic in percent (fi) and the median for each
characteristic, context factor and context dimension (m) (first level of analysis). The
relative frequency indicates the number of times an assessment criterion occurred in
relation to the number of all assessment criteria [16]. For instance, the relative fre-
quency of (1) for the first level of analysis is calculated by the quantity (1) occurs for
core processes divided through the quantity (1), (3), and (5) occurs for core processes.

To assess the extent of context awareness based on the relative frequency, we
analyzed their tertile [16]. The tertile splits the distribution into three equal parts,
whereas each part contains one third of the distribution. While a relative frequency
below 33.3% represents weak context awareness, a relative frequency between 33.3%
and 66.6% represents a moderate, and a relative frequency beyond 66.6% represents
strong context awareness. The median splits the distribution of assessment criteria into
halves and thus calculates the middle score of a ranked set of numbers. The median is
calculated instead of the mean for ordinal data as it includes outliers in data [16]. For
example, a median of three indicates that there are mostly context-independent BPM
methods for one specific characteristic (e.g., support processes), a median of four
indicates that BPM methods are moderately context-aware (e.g., management
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processes), and a median of five indicates that BPM methods are strongly context-
aware (e.g., core processes).

To ensure the validity and reliability of assessments between two judges, different
metrics are presented [37]. First, the validity of the assessments is verified by calcu-
lating hit ratios [37], whose values range from 1 for perfect agreement to 0 for perfect
disagreement. Partial agreement is expressed via intermediate values. Considering the
frequency of correctly assigned objects, validity is measured through method-specific
and overall hit ratios [35]. To measure reliability, we used Cohen’s Kappa [10], which
mirrors “the proportion of joint judgement in which there is agreement after chance
agreement is excluded” [37]. In cases of disagreement, the judges discuss all mis-
matching assessments and decide on one single statement (i.e., 1, 3, or 5) in the end.

4 Context Awareness of BPM Methods

4.1 Application of the Assessment Scheme

In this section, we first present the results of our assessment of 25 BPM methods and
shortly discuss the inter-coder reliability. Second, we discuss the key findings with
respect to context awareness of the investigated BPM methods.

Based on the results of our literature review and the developed assessment scheme,
we determined the context awareness of 25 BPM methods. Therefore, two authors
independently assessed the applicability of these methods regarding the goal dimension
(step one) and the other three context dimensions (step two). Finally, the context
awareness of the investigated BPM methods was derived (step three). The results are
shown in Fig. 2. If a BPM method is context-aware or context-independent regarding
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ration
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5 3 5 3 3 5 3 3 3 3 3 5 3 3 5 5 5 3 1 3 3 3 3 5 5 5

3 3 3 5 3 1 3 3 5 3 3 5 3 3 1 1 1 3 5 3 3 5 3 1 1 5

3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 3 3 1 3 3 3 3 1 1 1

5 5 5 3 5 5 5 3 3 3 5 5 5 3 5 3 5 1 5 5 5 3 3 3 3 3

3 3 1 3 1 1 3 3 3 3 3 3 3 3 3 3 1 5 1 3 1 3 3 3 3 3

3 3 3 3 3 3 3 3 3 3 3 5 3 3 3 3 3 3 3 3 3 3 3 3 3 3

3 3 3 3 3 3 5 3 3 3 5 3 3 3 3 3 3 5 3 3 3 3 3 3 3 5

3 3 3 3 3 3 3 3 3 3 3 5 3 3 3 3 3 3 3 3 3 3 3 3 3 3

3 3 5 3 3 3 5 3 3 3 3 3 3 3 3 3 3 5 3 3 3 3 3 3 3 5

3 3 3 3 3 5 3 3 3 3 3 5 3 3 3 3 3 3 3 3 3 3 3 3 3 3

5 5 3 3 1 3 5 3 3 3 5 3 5 3 3 3 5 3 3 3 3 3 3 3 3 3

3 3 5 3 3 5 3 3 3 3 3 5 3 3 3 3 5 1 5 3 5 3 3 3 3 3

5 3 3 3 5 3 3 3 3 3 5 3 3 3 1 3 3 5 1 3 1 3 3 3 3 3

5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 1 5 1 1

3 3 1 1 3 1 3 1 5 1 1 3 3 5 1 3 1 3 1 3 1 1 5 3 5 5

3 3 3 3 3 3 3 3 3 3 3 3 3 3 5 3 3 3 3 3 3 3 1 3 3 3

3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 3 3 3 3 3 3 3 5 3 3 3

3 3 3 3 3 3 3 3 3 3 3 3 3 3 5 3 3 3 3 3 3 3 1 3 5 3

3 3 3 1 1 1 3 1 3 3 3 1 3 1 3 3 1 3 3 3 1 3 3 3 3 3

3 3 3 3 3 3 3 3 3 3 3 3 5 3 3 3 3 3 3 3 3 3 3 3 3 3

3 3 5 5 3 5 3 5 3 3 3 5 5 5 3 3 5 3 3 3 5 3 3 3 3 3

5 5 5 5 3 5 3 5 3 5 5 3 5 5 3 3 5 5 3 3 5 3 5 3 5 5

3 1 1 1 3 1 3 1 3 3 3 3 3 1 3 3 1 3 3 3 1 3 1 3 3 1

3 3 3 3 3 1 3 3 3 3 3 3 3 1 3 3 1 3 1 3 1 3 3 3 3 3

3 5 3 3 5 5 3 3 3 5 3 3 5 5 3 3 5 5 5 3 5 3 3 3 3 3

3 3 3 3 3 3 3 3 3 3 3 3 3 1 3 1 3 3 3 3 3 1 3 1 3 3

3 3 3 3 3 5 3 3 5 5 3 3 3 5 5 5 5 3 5 5 5 5 5 5 5 3

3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 3 3 3 3 3 1 3 1 3 3

5 3 3 3 3 5 3 3 3 3 3 3 3 3 3 5 3 3 3 5 5 5 5 5 3 3

0.90 0.90 0.83 0.86 0.90 0.93 0.93 0.97 0.86 0.90 0.86 0.93 0.93 1.00 0.79 0.90 0.90 0.90 0.97 0.93 0.90 1.00 0.90 0.90 0.93 0.828

0.67 0.67 0.65 0.71 0.69 0.89 0.71 0.91 0.52 0.68 0.60 0.85 0.84 1.00 0.60 0.76 0.83 0.74 0.94 0.77 0.82 1.00 0.81 0.76 0.85 0.617

5 context-aware, applicable 3 context-indenpendent 1 context-aware, not applicable

Goal dimension

Inter-coder reliability
Hit Ratio

Cohen`s Kappa

Exploitation & Exploration

E
nv

ir
on

m
en

t 
di

m
en

sio
n Competitiveness

Low competetive environment

High competetive environment

Uncertainty
Low environmental uncertainty

High  environmental uncertainty

Small and medium enterprise

Large Organization

Culture
Culture highly supportive of BPM

Culture non-supportive of BPM

Resources
Low organizational resources

High organizational resources

O
rg

an
iz

at
io

n
di

m
en

sio
n

Scope
Intra-organizational processes

Inter-organizational processes

Industry

Product industry

Service Industry

Product & Service Industry

Size

Start-up

Interdependence
Low interdependence

High interdependence

Variability
Low variability

High Variablity

Non-repetitive

Knowledge 
intensity

Low knowledge-intensity

High knowledge-intensity

Creativity
Low creativity

High creativity

Exploitation

Pr
oc

es
s

di
m

en
sio

n

Value
contribution

Core process

Management process 

Support process

Repetitiveness
Repetitive

Fig. 2. Context awareness of extant BPM methods. (Color figure online)
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one specific characteristic, this is reflected by its assessment criteria (i.e., 1, 3, 5) as well
as three corresponding colors.

Moreover, the achieved method-specific hit ratios and the Cohen’s Kappa coeffi-
cient for assessing inter-coder reliability are included in Fig. 2. The two judging
authors achieved method-specific hit ratios between 0.79 and 1.00, yielding an overall
average of 91% which was considered to represent a significant agreement [35].
Regarding Cohen’s Kappa, the results ranged from 0.52 to 1.00, reflecting the validity
and reliability of our assessment [31].

4.2 Discussion of Key Findings

To enable a detailed discussion, we calculated the relative frequency in percent (fi) as
well as the median (mÞ for all levels of analysis based on our sample size. The results
are shown in Fig. 3. In the following, we discuss the results with respect to all levels of
analysis. Therefore, we start with some overall findings regarding the relative fre-
quency, before we analyze the four context dimensions (third level of analysis) in
detail. Therefore, we present selected highlights for each context factor (second level of
analysis) and all underlying characteristics (first level of analysis).

Overall Findings. All in all, our results in Figs. 2 and 3 indicate that the investigated
BPM methods are not yet aligned to various context dimensions. About 70% of the
investigated BPM methods must be considered as context independent. This is sup-
ported by mainly medians of three. Only 30% of the investigated BPM methods are
assessed with an assessment criterion of (1) or (5), which indicates context awareness.
Moreover, it is interesting to note that 20% of the investigated BPM methods are
context-aware and support specific characteristics (5), while only 10% especially
address characteristics for which they are not applicable (1). However, characteristics
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for which a BPM method is not applicable are important to note as an application
would probably lead to undesired results. For example, if a BPM method is developed
only for service industries, an application in product industries is not recommendable.

Goal Dimension. The assessment of the identified 25 BPM methods shows that 24
BPM methods are applicable for exploitation, six for exploitation and exploration, and
one for exploration only. Thus, the ratio between BPM methods that focus on
exploitation and exploration is unbalanced.

Even though the BPM methods which refer to exploration are shorthanded, one
third indicate context awareness (f1,5 = 31.6%). These six exploration BPM methods
are especially applicable for core processes inter-organizational processes meeting the
needs of customers in a highly competitive environment. To properly strive for
explorative BPM, organizations also need a highly supportive BPM culture. Cultural
values such as responsibility, excellence or customer orientation [46] build a solid
foundation to successfully apply BPM methods for explorative purpose.

The 24 identified exploitation BPM methods indicate a slightly smaller degree of
context awareness than those for exploration (f1,5 = 29.3%). Moreover, they are
especially applicable for repetitive and intra-organizational processes in a highly
competitive environment. As already mentioned for exploration, the support of BPM
culture plays a crucial role to properly execute exploitation BPM methods.

Process Dimensions. The third level of analysis shows that a quarter of all investi-
gated BPM methods are context-aware referring to the process dimension
f1;5 ¼ 23:6%
� �

. In particular, the second level of analysis illustrates that BPM methods
are moderately context-aware regarding the context factors of value contribution and
repetitiveness, while they are weak context-aware for knowledge-intensity, creativity,
interdependence, and variability. The first level of analysis indicates that BPM methods
for management and core processes are moderately context- aware, while for support
processes the context awareness of BPM methods is weak. Moreover, no context-aware
BPM methods are applicable for support processes f5 ¼ 0:0%ð Þ. The same applied for
the context factor of repetitiveness. More than half of all BPM methods indicate context
awareness for repetitive processes which is also supported by a median of four. Further,
the context awareness of BPM methods for non-repetitive processes is weak and most
are not applicable for non-repetitive processes f1 ¼ 23:3%ð Þ.
Organization Dimension. Considering the third level of analysis, around one third of
the investigated BPM methods are context-aware referring to the organization
dimension f1;5 ¼ 35:8%

� �
. More precisely, for the context factors of scope and culture

the context awareness of BPM methods is strong, while it is weak for industry, size,
and resources (second level of analysis). BPM methods are strongly context-aware
regarding the context factor of scope as 83.3% are applicable for intra-organizational
processes (first level of analysis). This is also supported by a median of five. Only some
BPM methods are context-aware and applicable for inter-organizational processes
f5 ¼ 23:3%ð Þ, especially if they focus on the goal dimension of exploration. This fact
might be explained by an increased customer orientation along with BPM methods for
exploration. Moreover, a median of five as well as two thirds of all identified BPM
methods show that a highly supportive culture for BPM is required f5 ¼ 63:3%ð Þ (first
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level of analysis). Thus, a raising awareness regarding potentially neglected cultural
factors is important to supplement existing BPM methods.

Environment Dimension. For the environment dimension (third level of analysis),
around one third of all BPM methods are context-aware f1;5 ¼ 31:7%

� �
, whereby the

context awareness of BPMmethods for the context factor competitiveness is greater than
for uncertainty (second level of analysis). As amedian offive and the relative frequency of
high competitive environments f5 ¼ 60:0%ð Þ show, many BPM methods are especially
applicable for high competitive environments. In most cases, also high environmental
uncertainty requires context-aware BPM methods f5 ¼ 37%ð Þ (first level of analysis).

5 Conclusion

5.1 Summary and Implications

In the digital age, organizations face several challenges such as fulfilling customers’
changing wishes, facing high uncertainty or surviving in a dynamic competitive
environment [20, 26]. To overcome these challenges, organizations need to manage
several contexts at the same time [50, 52]. Given the increasing importance of context
awareness and appropriate context-aware BPM methods for organizations in the digital
age, the purpose of our study was to determine the context awareness of extant BPM
methods regarding the four context dimensions (i.e., goal, process, organization and
environment dimension) of the BPM context framework [52]. Therefore, we developed
an assessment scheme for the context awareness of BPM methods which has been
applied for the first time. Based on three levels of analysis, our results show many
‘white boxes’, which refer to a lack of context-aware BPM methods. In particular,
BPM methods that focus on the goal of exploration seem to be rare. Further, our results
suggest that BPM methods show room for improvement regarding context-awareness
in the process, organization, and environment dimensions. Only very few methods
account for these dimensions. Regarding the process dimension, particularly BPM
methods geared toward the context factors knowledge-intensity, creativity, interde-
pendence, and variability are seldom. Concerning the organizational dimension, size
and industry have not been in focus yet. The context factor culture has been considered
in most BPM methods, meaning that a supportive BPM culture is necessary to apply
almost any BPM method. With reference to the environment dimension, BPM methods
for the context factors of competitiveness and uncertainty need to be in the center of
attention. Concluding, BPM research faces several gaps concerning context awareness
and corresponding BPM methods. Research should strongly focus on appropriate
methods which support different contexts. Emerging BPM methods should always
consider and state the specific contexts they refer to.

The results of our research have implications for practice and research. The impli-
cations will be structured according to the assessment scheme and final results. Addi-
tionally, we point out how our work contributes to the research stream of context-aware
BPM and ambidextrous BPM. First, with regard to theoretical implications, we devel-
oped an assessment scheme, which is based on the context framework of vom Brocke
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et al. [52]. The assessment scheme makes it possible to assess the context awareness of
extant BPM methods based on three well-structured steps. Additionally, the assessment
scheme offers a distinction in the goal dimension (horizontal axis) and the process,
organization, and environment dimension (vertical axis). This distinction emphasizes
that organizations can actively chose a BPM goal (i.e., exploitation or exploration),
while the dimensions on the vertical axis are given and cannot be modified. Thus, an
integrated perspective of context-aware and ambidextrous BPM is facilitated and allows
for a detailed analysis of context dimensions that are given and influenceable. The
assessment scheme also serves as a basis for further conceptual development (e.g.,
assigning BPM methods to a BPM lifecycle phase for further analysis, or developing a
toolbox to assist organizations in systematically selecting context-aware BPMmethods).
Second, the final results of investigating 25 BPM methods point out a lack of context-
aware BPM methods. Many ‘white boxes’ indicate that the majority of BPM methods
are context-independent. Thus, our work serves as a starting point for further discussions
and developments. We call for emerging context-aware BPM methods to manage
several contexts simultaneously and meet the requirements of the digital age. Therefore,
the assessment scheme facilitates the classification and development of a BPM method
according to its context awareness in various dimensions.

With regard to the practical implications, the assessment scheme enables practi-
tioners to assess extant BPM methods in a structured way. In particular, practitioners
can check the applicability of currently used BPM methods and systematically select
new ones. Especially the goal dimension underlines the importance of ambidextrous
thinking, which means that an organization should focus on exploitation and explo-
ration simultaneously and needs to consciously decide which goals require which BPM
method. Thus, practitioners are able to improve the choice of BPM methods. Second,
the final results illustrate that extant BPM methods are rarely context-aware. To be
successful in the digital age, practitioners need to specifically select BPM methods
from the limited number of context-aware BPM methods. Especially, if an organization
strives for exploration, which is of utmost importance in the digital age, appropriate
BPM methods need to be identified.

5.2 Limitations and Further Research

Being aware of the limitations of our research, we identified several directions for
further research that are outlined in this section.

Our findings build on a few journals and a small sample size of BPM methods. We
focused on specific journals such as the BPMJ or the “Senior Scholars’ Basket of
Journals” since they cover core BPM research. We do not claim for completeness and
generalizability of all results. Yet, our results provide first insights about the context
awareness of BPM methods. As direction for further research, we propose to broaden
the sample size of BPM methods.

Another limitation is that we assessed the applicability of the BPM methods from a
researchers’ perspective only. We believe, however, that the current assessment is
adequate to provide first insights on the context awareness of BPM methods. Further
research may assess the applicability of BPM methods with both researchers and
practitioners.
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In the end, Table 3 presents our “Call for Action” for further research. On the one
hand, the table summarizes ideas for further research based on the limitations men-
tioned above. On the other hand, it includes further research ideas beyond limitations.
For instance, how the assessment scheme can be further developed or which potential
issues could arise from dealing with context-aware BPM methods. Thus, Table 3
outlines different research areas, their corresponding research problems, and points to
some theoretical and practical solution ideas.

Table 3. “Call for Action” for further research.

Area Research problem Solution ideas

Context-
aware BPM
methods

Identify further BPM methods • Search further literature (e.g., within BPM
Handbooks or conferences and journals
covering BPM research)

• Include methods from other disciplines
(e.g., innovation management that may fit
explorative purposes)

Develop context-aware BPM
methods

• Identify challenges for each context factor
and develop corresponding context-aware
BPM methods (e.g., for challenges of
knowledge-intense processes)

Support decision-making for
ambidextrous BPM

• Develop a decision model that assists
organizations in selecting exploration and
exploitation BPM methods

Meet challenges of realizing
ambidextrous BPM

• Identify challenges that occur by
simultaneously conducting exploitation
and exploration BPM methods

• Develop a maturity model that guides an
organization to realize ambidextrous BPM

Assessment
scheme

Increase the number of judges • Consult further BPM researchers and
practitioners to determine the applicability
of extant BPM methods based on our
assessment scheme

Extend the assessment scheme • Add further context dimensions (i.e., a
customer dimension to better account for
challenges in the digital age)

• Assign each BPM method to a BPM
lifecycle phase for further analysis (e.g.,
process identification or analysis phase)

Assess the current context based
on the four context dimensions

• Operationalize each characteristic to assess
the current context of a process and an
organization as a foundation to select
context-aware BPM methods

Assist organizations in selecting
context-aware BPM methods

• Develop a toolbox that enables
organizations to assess their context and
decide which BPM methods are required
for which goal and lifecycle phases
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Abstract. The digital economy is highly volatile and uncertain. Ever-changing
customer needs and technical progress increase the pressure on organizations to
continuously improve and innovate their business processes. The ability to
anticipate incremental and radical process changes required in the future is a
critical success factor. However, organizations often fail to forecast future
business process designs and process performance. One reason is that Business
Process Management (BPM) is dominated by reactive methods (e.g., lean
management, traditional process monitoring), whereas there are only a few
future-oriented approaches (e.g., process simulation, predictive process moni-
toring). This paper supports the shift towards proactive BPM by coining the
notion of process forecasting – an umbrella concept for future-oriented BPM
methods and techniques. We motivate the need for process forecasting by
eliciting various types of process forecasting from BPM use cases and create a
first understanding of its scope by providing a definition, a reference process,
showing the steps to be followed in process forecasting initiatives, and a posi-
tioning against related BPM sub-areas. The definition and reference process are
based on a structured literature review.

Keywords: Process forecasting � Proactive business process management
Predictive business process management

1 Introduction

Business processes allow organizations to match existing customer demand with the
supply of the resources needed to fulfil this demand. In the digital age, ever-changing
customer needs and rapid technical progress cause high volatility and uncertainty. Such
ongoing changes in market conditions force organizations to continuously adapt their
business processes [1], which involves both the adaptation of resources to changes in
the quantitative demand (e.g., the number of incoming customer orders) and the pro-
vision of business processes in respect to qualitative demand changes (e.g., customers
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seeking new digital channels to interact with organizations). The ability to timely
anticipate incremental or radical changes of business processes required in the future is
a critical success factor for organizations. However, the BPM state of the art does not
provide sufficient tools to manage business processes proactively [2].

We argue that a more prevalent usage of future-oriented methods in BPM will lead
to an improved and earlier understanding of future process demands and, thus, enable
the timely implementation of required process changes [2]. Concretely, a widespread
use of these methods could help shift the predominating focus on reactive BPM (e.g.,
lean management, process monitoring) towards proactive BPM. Proactive BPM is
concerned with sensing process changes required in the future timely and effectively
and implementing the identified changes before issues occur or opportunities are
missed. For instance, as described in [3], instead of the reactive practice of spotting
different types of waste, this would entail proactively identifying waste-in-the-making
(e.g., emerging re-work) leading to an entire new discipline of proactive lean
management.

The quality of proactive BPM can be measured by the extent to which it reduces
process latency, i.e., the time of the occurrence of a process problem and its resolution,
reducing the accumulated time during which a process is of unsatisfactory design or
execution. The economic benefits of forecasting business processes can be seen in
selective practices such as Amazon’s predictive shipping where goods are delivered in
anticipation that customers will order them. Done successfully, this leads to earlier
demand satisfaction and revenue, and positive customer experience [4]. On the cost
side, predictive maintenance approaches show how dynamically calculating emerging
maintenance actions and embedding them into the production schedule minimizes costs
related to significant replacements [5]. Predictive shipping and maintenance, however,
are still isolated practices, and only a few future-oriented methods exist in BPM [2].

In this light, our paper aims to sensitize for the need for proactive BPM and to
trigger a community-wide discussion on the use of forecasting elements into BPM.
Thus, we seek to introduce process forecasting as a concept for gaining early insights
into and anticipating future business processes by answering the following research
questions: (RQ1) What are use cases of forecasting in the context of BPM? (RQ2) How
can process forecasting be defined? (RQ3) What are main steps of a process fore-
casting initiative? Our answers to these questions resulted in three conceptual elements
proposed in this paper: process forecasting types, definition, and reference process. The
remainder of this paper is structured as follows. In Sect. 2, our methodological
approach to develop the three conceptual elements is presented. In Sect. 3, we present
the distinct types of process forecasting, demonstrating its wide range of use cases.
After having motivated the need for process forecasting, Sect. 4 proposes the definition
of process forecasting. In Sect. 5, we propose the reference process for process fore-
casting initiatives. After discussing the results of the conducted literature review in
Sect. 6, Sect. 7 positions process forecasting against other BPM sub-areas. Finally,
Sect. 8 concludes the paper by summarizing the findings and pointing to future work.
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2 Research Method

To develop the three conceptual elements aiming to coin the notion of process fore-
casting, we applied the following methodological approach. Firstly, on the basis of
BPM literature, we identified different types of process forecasting. Secondly, by
means of a structured literature review, we defined process forecasting. Thirdly, we
used the knowledge obtained from the literature review to adapt a well-accepted
forecasting reference process to the BPM domain, resulting in the proposed process
forecasting reference process. Below, we describe our tripartite research method in
detail.

Identifying the Types of Process Forecasting. The different types of process fore-
casting describe use cases of forecasting in BPM. To identify them, we conducted an
in-depth analysis of the BPM life cycle and BPM use cases proposed by Van der Aalst
[6]. To do so, we mapped the BPM use cases to the phases of the life cycle. Then, each
researcher independently analyzed the BPM use cases with regard to whether they can
be supported by forecasting. The resulting unstructured collection of forecasting use
cases in the BPM domain was then discussed and consolidated in a joint workshop.

Formulating the Definition of Process Forecasting. With the aim to construct a well-
founded definition of process forecasting, which comprises all identified types, we
performed a structured literature review. Referring to the guidelines of Vom Brocke
et al. [7], before conducting a literature search, the research scope needs to be defined.
The topic of concern is the concept of process forecasting with its objective to predict
process characteristics. To this end, in our literature review, we aimed for a compre-
hensive coverage of BPM-related research containing a forecasting component. Based
on the terminology used in seminal publications [8–10], we formulated the following
search phrases: “predict* […] business process*”, “forecast* […] business process*”,
“business process forecast*”, “business process prediction”, “predictive business pro-
cess monitoring” and “predictive process monitoring”. We applied these to two
scholarly databases, i.e., Scopus and Web of Science. Scopus is one of the largest
abstract and citation database of peer-reviewed literature and includes scientific jour-
nals and books. To account for the fact that in computer science conferences are a
significant publication outlet, we also used Web of Science, as this database – besides a
large number of journals and books – covers over 180,000 conference proceedings
[11]. Thus, a wide coverage of our literature review in information and computer
science related topics is ensured. All studies containing at least one of the phrases in the
title, keywords, abstract or (for Scopus only) in the full text of the paper were retrieved.
Subsequently, we merged and filtered the retrieved papers, i.e., we removed duplicates,
manuscripts not written in English, and not published as a journal article, book chapter,
proceedings paper or as an article in press. From the resulting 120 papers, 56 were
classified as relevant. For these papers, a forward and backward search was conducted,
leading to a final set of 65 relevant papers. We selected papers that propose techniques,
methods, or approaches supporting the early detection of process issues and opportu-
nities, i.e., the prediction of future values of process characteristics. Examples for
exclusions are papers addressing quality and complexity of process models, process
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discovery, and conformance checking. These were considered irrelevant as they do not
contain a forecasting component. As we intended to construct a framework compiling
possible input and output parameters of process forecasting, we then classified the
methods proposed in the literature by their input and output. After that, we grouped the
individual parameters found into categories. The resulting high-level categories of
input and output parameters were then conceptualized and defined by means of
appropriate literature.

Constructing the Process Forecasting Reference Process. To create a reference pro-
cess to be followed in process forecasting initiatives, we drew from an accepted
forecasting reference process (see [12]). The process we chose as our basis resembles
other reference processes in forecasting literature (see e.g., [13]). Making use of
forecasting literature is reasonable here, because – in our understanding – process
forecasting is a specific type of forecasting and as such, it should inherit its basic,
domain-agnostic properties. To instantiate the reference process for BPM, based on the
knowledge gained from the literature survey, we carried out domain-specific adaptions
to each step.

3 Types of Process Forecasting

The BPM life cycle, as proposed by Van der Aalst [6], includes three phases. In the
phase (re-)design, a process model is designed. The phase implement/configure refers
to making a process model executable. Finally, the phase run and adjust is concerned
with process execution. In the context of the phase run and adjust, Van der Aalst [6]
emphasizes the need for analysis of expected and past performance, and monitoring of
processes (see use cases “analyze performance based on model”, “analyze performance
using event data”, and “monitor” [6]). By combining these use cases and taking a
future-oriented perspective, we obtain the first type of process forecasting, viz.,
“solving the execution problem”, which addresses the predictive monitoring and
simulation of processes at or shortly before run-time. The second type, “solving the
configuration problem”, relates to the phase implement/configure and adds value when
multiple process model variants exist one of which needs to be selected prior to process
execution (see use case “configure configurable model” [6]). Thereby, process fore-
casting enables to anticipate which model is best suited for upcoming process execu-
tions, accounting for the future states of the operating environment. The third type,
“solving the design problem”, relates to the phase (re-)design and supports the demand-
driven design and improvement of process models (see use cases “design model” and
“improve model” [6]). Here, the use case of process forecasting lies in predicting how
processes need to be designed to comply with future process demands. The proposed
types of process forecasting – visualized in Fig. 1 – are explained below via illustrative
examples.

Type 1: Solving the Execution Problem. This type of process forecasting is concerned
with anticipating process-related issues of day-to-day operations. This involves two
forecasting tasks: forecasting process demand, i.e., the number and type of instances
arriving in a future time period (Type 1a) (see e.g., [14]) as well as forecasting the
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expected performance of running and future process instances (Type 1b). The latter
involves the prediction of performance indicators (e.g., cycle time) (see e.g., [15]), the
process outcome (e.g., the probability of violating business constraints) (see e.g., [8]) as
well as the sequence of activities (see e.g., [16]). When focusing on running instances,
this may also include forecasting the next activities to be executed. An illustrative
example of solving the execution problem can be inferred from [17], where the authors
describe a retailer deploying forecasting techniques in order to prevent its stores from
running out of stock. In the first step, the retailer may predict how many and which
products will be sold in each store to anticipate the most cost-effective point in time
when replenishments are needed (Type 1a). This forecast might be derived by taking
into account seasonality aspects (e.g., higher demand for certain products shortly before
Christmas) or consumer trends. After having ordered the replenishments, the retailer
might be interested in the probability of delayed deliveries (Type 1b). As shown in
[17], taking contextual information such as future weather conditions and their impact
on transport routes into account, the retailer may detect delays before they occur. This
enables proactive rescheduling of transport routes to prevent the upcoming delays.

Type 2: Solving the Configuration Problem. This type of process forecasting problem
exists when a concrete model from some configurable process model needs to be
created (see use case “Configure Configurable Model” in [6]), i.e., when an organi-
zation needs to select between alternative process model variants based on contextual
variables (e.g., time, location, weather). In this regard, process forecasting can help
anticipate the process model variant that is needed at a certain future point in time. This
enables organizations to better prepare the execution of a process model variant and,
thus, reduces process latency. For example, Rosemann and Recker [18] describe an
insurance company that has designed process variants for lodging insurance claims
based on different levels of severity of storms during the Australian storm season. As
soon as a storm occurs, its severity is evaluated and the execution of the corresponding
variant of the process model is triggered. In this case, process latency could be reduced
by taking forecasts of the severity of storms into account to predict the process variant
that is needed and proactively initiate targeted measures.

Fig. 1. Visualization of the three types of process forecasting.
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Type 3: Solving the Design Problem. The design of a business process is driven by the
requirements assigned to the respective process [19]. Here, the use case of process
forecasting lies in anticipating the changes in process models that will occur or be
demanded in the future. Thereby, in line with the common view in business process
improvement literature [20], we distinguish between incremental and radical changes.
Whereas incremental changes are adaptions of existing process models (Type 3a),
radical changes address the creation of entire new models (Type 3b). An example
setting can be derived from [21]. This work describes a bank that aims to decide on the
channels that should be offered to customers to conduct their banking activities in the
future. As analyzed in [21], the customer use of a certain channel depends on cus-
tomers’ intrinsic attributes (e.g., attitude towards technology or age of customers).
Knowing this and building on information about future changes in customer charac-
teristics, process forecasting could discover which channels should or should not be
offered in the future. For instance, at a certain future point in time, the fraction of
customers using telephone banking might be forecasted to decrease considerably,
resulting in the recommendation to shut down the telephone service (Type 3a). This
would enable the bank to timely initiate associated actions such as cancelling contracts
with external service providers and to plan the re-allocation of resources. Going one
step further, process forecasting could also predict entire new process models for
conducting banking activities (Type 3b). For instance, accounting for the rapidly
expanding usage of virtual voice assistants, forecasting techniques could be able to
predict the point in time when money transfers via virtual voice assistants are desired,
affordable, and viable. Additionally, by learning from related process model designs
(e.g., from other industries having implemented voice-based interactions into their
process models), an algorithm could output the bank’s future process model supporting
money transfers via virtual voice assistants.

4 Definition of Process Forecasting

The use cases outlined in Sect. 3 showed that process forecasting types differ in their
objective, input, output, and time horizon. However, all types pursue the same over-
arching goal, namely to boost organizational preparedness for future business pro-
cesses. As a result of the conducted literature review and the identified types of process
forecasting, we define process forecasting as an umbrella concept for BPM methods
and techniques that aim to predict future business process demands, performance, and
designs. For the purpose of our research, we deliberately refrain from developing a
specific process forecasting method. Rather, we structure the field of action by
proposing a framework of relevant input and output parameters. The specific set of
input variables used to derive forecasts primarily depends on the applied forecasting
method [12]. The method to be used, in turn, might be constrained by data availability
[13]. As the literature review showed, process forecasts can generally be achieved by
combining or extrapolating data from past and running process executions (see e.g.,
[8]). More sophisticated are context-aware process forecasts that take the future process
environment into account (see e.g., [10]). A schematic view of the input and output
parameters for applying process forecasting methods is shown in Fig. 2.
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As can be inferred from Fig. 2, a process forecasting method aims to predict the
values of one or more dependent process characteristics for a given time horizon based
on available historical, run-time, and target values of (independent and dependent)
process characteristics as well as historical, run-time, and anticipated values of con-
textual variables. Thereof, the time horizon is a mandatory input, whereas the other
input variables depend on the problem to be solved. Next, we define all the proposed
components.

Process characteristics include both process performance indicators (PPIs) and the
typical core elements of business processes. PPIs are measures of the critical success
factors of business processes such as cycle time or cost. PPIs can be defined over a
single process instance or a group of instances (e.g., instances occurring within a period
of time) [22]. The core elements of a business process are essential to its execution and
understanding [23]. Referring to de Leoni et al. [24], we differentiate core elements into
data (e.g., data required to execute a process), resources (e.g., the resource performing
or supporting a particular activity), time (e.g., the duration of an activity), and the
control flow, i.e., the executed activities and their temporal and logical relation-
ship. The control flow of a process can, for example, manifest itself in the form of an
event log, i.e., a collection of sequences of observed and recorded events, a simulation
model, i.e., a conceptual model of a collection of processes with a finite imitation of its
operations, or an ordinary process model, i.e., a conceptual model of a collection of
processes [25]. Process characteristics can be classified as dependent or independent,
where the former is the process characteristic to be forecasted and the latter is any other
process characteristic taken into account to derive the forecast. The selection of
dependent process characteristics primarily hinges on the forecasting problem to be
solved and ranges from PPIs, through involved resources, to event logs and process
models.

Contextual variables describe the environment in which a business process oper-
ates. With regard to the classification presented by Rosemann et al. [23], we distinguish
internal, external, and environmental context. Internal context involves the internal
environment of an organization having an indirect impact on a business process (e.g.,
policies, resource capacity, and corporate strategy). External context captures factors
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Fig. 2. Schematic view of relevant input and output parameters of process forecasting.
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beyond an organization’s control sphere but within its business network (e.g., char-
acteristics of suppliers and customers, industry-specific factors such as trends driving
the demand for an industry’s service, and regulations). Environmental context is the
environment beyond the business network in which an organization is embedded (e.g.,
weather, seasonality, and political system).

Time horizon is the period of time for which a forecast is produced. By transferring
the classification suggested in general forecasting literature [12], we categorize time
horizons into short-, medium- and long-range horizons. In the context of process
forecasting, based on the time horizons found in the related literature, we define short-
range forecasts such that they cover the prediction of process characteristics of running
instances (e.g., forecasting the remaining duration of a running process execution).
Medium-range forecasts are based on weekly or monthly time spans from now (e.g.,
how many employees will be required next Monday to serve arriving customers?).
Finally, long-range forecasts cover a (multi-)annual time span (e.g., forecasting the
future process model in one year from now).

5 Process Forecasting Reference Process

Below, we present the process forecasting reference process, describing the basic steps
to be followed in process forecasting initiatives. Figure 3 provides an overview of the
proposed six steps. In the remainder of this section, we describe each step in detail.

Step 1: Determine the Objective of the Process Forecast. In the first step, the
objective of the forecast needs to be defined. This involves questions like “Why is the
forecast useful?”, “In which way is the forecast used?”, and “Who needs the forecasting
results?”. The overarching goal of process forecasting is to detect and proactively
manage process-related issues and opportunities. As can be inferred from the identified
types of process forecasting, the instantiations of this objective are manifold. They
range from achieving an adequate resource or materials planning and ensuring flawless
process executions (solving the execution problem) to reducing process latency
(solving the configuration problem), or discovering how future process models will
look like (solving the design problem). The defined objective further determines the
level of accuracy and the level of aggregation required in the forecast, i.e., whether the
forecasting task focuses on predicting single process instances, an aggregation of
multiple process instances occurring in a certain time interval, or on predicting com-
plete process models. In general, it is agreed in literature that forecasting for groups (of
process instances) is more accurate than for individuals [12]. Moreover, when focusing
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Fig. 3. Process forecasting reference process.
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on a single process instance, one should be aware that this can result in losing sight of
the totality of ongoing process executions. For instance, taking actions to prevent a
single instance from failing may have negative and unanticipated effects on other
running process instances.

Step 2: Select the Process Characteristic(s) to be Forecasted. After determining
why to forecast, the next step is to define what to forecast. The selection of the
dependent process characteristic(s) depends on the objective of the forecast. For
instance, an organization that aims to solve the design problem, e.g., to discover how a
process needs to be designed to satisfy future customer needs, should select the future
process model as prediction target. In contrast, for an organization interested in an
estimation of how a process will perform in the future (solving the execution problem),
the prediction of one or several PPIs might be expedient. For instance, in [15], the
prediction of cycle time is emphasized, as this enables organizations to provide cus-
tomers with waiting times guarantees. These were shown to increase customer satis-
faction, if they are met [15]. When selecting a dependent process characteristic,
analysts should consider that the explanatory power of a forecast can be increased by
choosing leading indicators, i.e., the key factors that are known to influence unwanted
changes of a certain higher-level process characteristic (lagging indicator), as the
prediction target [24]. Leading indicators can be defined on different levels. For
instance, human resources involved in a process can be defined as leading indicator for
the lagging indicator cycle time (e.g., due to different levels of experience of the
employees) [24]. Cycle time, in turn, is a leading indicator for the lagging indicator
process cash flow. Based on the executed literature review, we obtained the following
relationship: the lower the level of a leading indicator, the higher the forecast’s
explanatory power. Thus, adhering to the example sketched above, forecasting the
employees that will be assigned to work on the process of interest (instead of fore-
casting the cycle time), may reveal additional information, as it enables analysts to not
only detect how but also why a process will perform in a certain manner. More of these
cause-effect relationships between process characteristics were discovered as part of the
literature review and are shown in Fig. 5.

Step 3: Determine a Time Horizon for the Process Forecast. As a third step, the
length of time on which a forecast is based and how far into the future the forecast is
generated, needs to be determined. Thereby, it should be taken into account that, in
general, the accuracy of forecasts decreases as the time horizon extends [12]. However,
short-range forecasts provide decision makers only with little time to act. The earlier an
issue is detected, the more can be done to proactively solve it [2]. For example, when
solving the execution problem, let us assume that a group of instances of a process is
forecasted to be delayed. Detecting this within a short-range forecast, i.e., when the
instances are already running, enables decision makers to shift resources working on
other processes to the forecasted process. This might eliminate the delay of the fore-
casted process, but in turn lead to an increased cycle time of the other processes
running simultaneously. In contrast, a medium-range forecast might have provided
decision-makers with enough time to make resources available without affecting the
performance of other processes. When solving the design problem (e.g., implementing
a new process), only long-range forecasts may be expedient, as strategical decisions of
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this sort generally are subject to long lead-times. Further, regarding forecasts that rely
on historical data, the decision on a time horizon should be taken in consideration of
the time period for which historical data is available. It can be expected that a short
observation period leads to less accurate long-range forecasts than a multi-annual one
[12].

Step 4: Select a Process Forecasting Method. In the next step, the method for
process forecasting needs to be selected. Depending on the characteristics of the
problem at hand (e.g., objective of the forecast, type of dependent process character-
istic, and data availability), the applicability and suitability of distinct forecasting
methods should be evaluated. The chosen forecasting method then determines the set of
potential input variables and the way they are processed [12]. As can be inferred from
the diversity of methods proposed in the relevant literature, process forecasting is not
limited to specific methods, i.e., statistical and judgmental forecasts as well as a
combination can be applied equally well. Whereas statistical methods make use of
historical data and, thus, underlie the assumption that observed dependencies will
continue in the future, judgmental methods such as panel approaches or Delphi studies
are based upon opinions of experts [12]. Expert judgments are particularly helpful
when historical data is unavailable or unable to “explain” the future properly. This may,
for instance, be the case when predicting sales for an entire new product or forecasting
radical changes of process models (cf. Type 3b, Sect. 3). Further approaches such as
planning algorithms (see e.g., [19]) or cognitive computing (see e.g., [26]) are also
conceivable for certain forecasting problems. The methods most commonly used in the
literature related to process forecasting – especially in the field of predictive process
monitoring – are based on machine learning (increasingly deep learning), constraint
satisfaction, and quality-of-service aggregation [27]. Thus, the majority of existing
works focuses on statistical forecasts, aiming to learn from past as well as present
dependencies between process characteristics and to transpose this knowledge into the
future (see e.g., [16, 24]).

Step 5: Obtain the Input Needed for the Selected Process Forecasting Method.
After having selected a method, in the next step, the required input needs to be
collected. In most cases, forecasts are based on large amounts of data. Against the
backdrop of the recent uptake of new methods such as deep learning, analysts are
enabled to draw on structured as well as unstructured data (e.g., in the form of images,
voice, and videos). Further, the rising availability of micro-grained data about historical
and ongoing business process executions, particularly in the form of process logs,
pushes the boundaries of data that can be taken into account for a process forecasting
task. As pictured in Fig. 2, both process characteristics and contextual variables
should be collected and used as input for a process forecast. The exploitation of the
relationship between historical values of the dependent process characteristic and all
other process characteristics is motivated in [24]. As an example, de Leoni et al. [24]
mention the possible dependency between involved resources and customer satisfac-
tion, i.e., certain resources involved in a process execution may lead to a lower cus-
tomer satisfaction. Besides historical and run-time values, target values of process
characteristics in the form of future process requirements (e.g., service level agree-
ments that have to be met) may also be necessary to forecast certain prediction targets.
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Further, the literature suggests taking contextual variables into account. Such data is
agreed to have a high explanatory power on process behavior [10]. For example in [24],
the consideration of the context variable weather as input to forecast the process
characteristic activity duration is emphasized, assuming that certain resources, which in
turn have an impact on the activity duration, are more efficient when the weather is
good. Here, besides considering past relationships between context and process exe-
cutions, it is also conceivable to take future context data (e.g., the weather forecast for
next week) into account. Linking this information with the dependency patterns learned
in the past may increase the forecast’s accuracy. Further, depending on the type of the
process forecast, certain data may be mandatory. For instance, the configuration
problem can only be solved, if the set of process model variants as well as their
extrinsic trigger points are available.

Step 6: Apply the Selected Process Forecasting Method. Having implemented all
the previous steps, as a final step, the process forecasting method is applied.

6 Results of the Structured Literature Review

Below, we describe the results of the structured literature review. These built the
theoretical backbone of the process forecasting definition and reference process. Fol-
lowing the research approach described in Sect. 2, we classified the methods found in
the literature with respect to their input and output. Figure 4 shows the components
(dashed borderline) of the proposed definition of process forecasting. These compo-
nents are divided into sub-components (full borderline) based on their conceptualiza-
tions described in Sect. 4. The numbers in brackets indicate the number of methods
using the (sub-)components, with the shadings of gray indicating whether a (sub-)
component is used in many (dark gray) or few (light gray) methods.1
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Abbreviations: dependent process characteristic(s) (DPC), independent process characteristic(s) (IPC), contextual variables (CV), event log
(EL), process model (PM), simulation model (SM), resource (Res.), process performance indicator(s) (PPI), internal context (Int.), external
context (Ext.), environmental context (Env.), short-range (S), medium-range (M), long-range (L).

Output

DPC
(65)

EL 
(25)

Data 
(5)

PM 
(0)

SM 
(4)

Res. 
(6)

Time 
(9)

PPI 
(53)

Time
horizon 

(65)

S 
(61)    

M 
(9)

L 
(5)

Antici-
pated 

CV (3)

Int. 
(1)    

Ext. 
(3)

Env. 
(2)

Run-time 
CV (23)

Int. 
(21)    

Ext. 
(4)

Env. 
(14)

Historical 
CV (26)

Int. 
(23)    

Ext. 
(6)

Env. 
(15)

Run-time 
values of 
IPC (61)

EL 
(43)

Data 
(42)

PM 
(7)

SM 
(14)

Res. 
(29)

Time 
(25)

PPI 
(4)

Historical 
values of 
IPC (65)

EL 
(45)

Data 
(43)

PM 
(8)

SM 
(16)

Res. 
(33)

Time 
(28)

PPI 
(4)

Historical 
values of 
DPC (65)

EL 
(25)

PM 
(0)

SM 
(4)

Data 
(5)

Res. 
(6)

Time 
(9)

PPI 
(53)

Run-time 
values of 
DPC (1)

EL 
(0)

Data 
(0)

PM 
(0)

SM 
(0)

Res. 
(0)

Time 
(0)

PPI 
(1)

Target 
values of 
DPC (19)

EL 
(0)

Data 
(0)

PM 
(0)

SM 
(0)

Res. 
(0)

Time 
(0)

PPI 
(19)

Target 
values of 
IPC (1)

EL 
(0)

Data 
(0)

PM 
(0)

SM 
(0)

Res. 
(0)

Time 
(0)

PPI 
(1)

Fig. 4. Heat map of the (sub-)components of process forecasting.

1 The individual classification of the methods and further details on the results of the literature review
are available at researchgate.net/publication/323691573_Process_Forecasting.
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The results show that all of the framework’s components are addressed at least once
in the literature, whereby none of the existing techniques exploits all components.
Regarding the sub-components, the analysis reveals that forecasting a process model
has not been addressed and run-time values of the dependent process characteristic(s)
as well as target values of independent process characteristic(s) have only been con-
sidered by one existing technique each. This is not surprising, as taking run-time values
of the dependent process characteristic(s) into account becomes relevant for medium-
and long-range time horizons. The majority of the identified and analyzed techniques,
however, focus on a short-range time horizon, i.e., on the prediction of running
instances. The results disclose that most of the proposed techniques are data-driven.
Among the data-driven forecasting methods, a large number uses historical and run-
time values from event logs, data attributes assigned to activities or processes, and
resources involved in a process execution as independent process characteristics.
Concerning the selection of the dependent process characteristic(s), PPIs, particularly
the cycle time, have received most attention, whereas the prediction of activity-specific
attributes (e.g., involved resources) is fragmentarily addressed. More than a third of the
analyzed approaches exploit historical and run-time contextual data to potentially lever
the accuracy of the forecasts, among which the lion’s share considers the internal
context. In contrast, anticipated contextual data has been used rarely.

Most existing techniques focus on the prediction of PPIs. However, the literature
emphasizes that the explanatory power of forecasts can be increased by selecting
leading instead of lagging indicators as prediction targets. This insight was also inte-
grated into the proposed reference process (cf. Step 2, Sect. 5). In the analyzed liter-
ature, numerous causalities between process characteristics are mentioned. Figure 5
schematizes the knowledge scattered across the literature by means of an acyclic
directed graph.

The graph illustrates which process characteristics are addressed (this involves
either using the process characteristic as a prediction target or highlighting a process
characteristic as leading indicator for another process characteristic) and which causal
relationships are proposed. In the figure, nodes are process characteristics and edges
describe the cause-effect relationships between process characteristics (e.g., “A ! B”
describes “A contributes to changes in B.”). In addition, numbers in the labels of nodes
and edges indicate the number of papers selecting a certain process characteristic as
prediction target and confirming a certain cause-effect relationship. As in Fig. 4, the
shadings of nodes indicate whether a process characteristic is frequently (dark gray) or
rarely forecasted (light gray). A number of zero in the label of a node indicates that this
process characteristic was not explicitly forecasted in the analyzed techniques. How-
ever, it is included in the figure, as it was mentioned in at least one cause-effect
relationship. Given a forecasting objective, the graph can guide an analyst through the
selection of the dependent process characteristic (cf. Step 2, Sect. 5) or the identifi-
cation of influential independent process characteristics needed to make an accurate
forecast (cf. Step 5, Sect. 5). The further analysts get down the causality chain, the
closer they will get to the leading indicators of future process behavior. For instance, let
an organization be interested in the cycle time of future process executions. Separately
predicting the processing and waiting times of future process executions may further
localize the problem. An even higher explanatory power of the forecast can be achieved
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by predicting process characteristics located at the end of a causality chain, e.g., the
breakdown time of a machine, as this may reveal that the long waiting times result from
the poor condition of a machine involved in future process executions. This can enable
the company to proactively take targeted actions and eliminate issues before they occur.

7 Related Work

Due to its interdisciplinary nature, process forecasting is linked to many disciplines
beyond BPM (e.g., operations management, demand forecasts, pervasive computing).
To position process forecasting as BPM sub-area, we compare it with other BPM sub-
areas, namely process flexibility, declarative process modeling, emergent workflow,
business process intelligence, process mining, predictive process monitoring, process
simulation, and process planning. The positioning is shown in Fig. 6. For the sake of
transparency, we deliberately abstract from overlaps between other sub-areas.
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Process flexibility enables adapting processes to internal or external triggers without
completely replacing them [18]. Flexibility approaches usually do not take a fore-
casting perspective. Rather, they are concerned with how to quickly react to changes.
However, linking extant flexibility types [1] to our process forecasting types reveals
that process flexibility is an enabler for process forecasting, because organizations can
only benefit from process forecasting, if processes can be adapted flexibly. For
instance, the strategy flexibility by deviation, i.e., allowing for short-term deviations,
enables solving the execution problem. Flexibility by design, based on many model
variants, builds the foundation for solving the configuration problem. Flexibility by
change supports solving the design problem in the short-term, as it enables changing
process models at run-time. The fourth strategy, flexibility by under-specification,
allows for the formulation of incomplete process models at design time and the addition
of process model fragments at run-time. As such, it helps solve the execution and
design problem.

Next, declarative process modeling implements flexibility by design and under-
specification in a non-procedural way. Thus, it also serves as a tool for realizing process
forecasting and enables solving the execution, configuration, and design problem. The
basic idea is to model processes via constraints that must be satisfied by every process
instance, instead of rigorously defining the control flow [1]. Consequently, more
options to proactively manage process-related issues and opportunities are created.

Similarly, emergent workflow follows the idea to design or adapt process models at
run-time, if needed [28]. This creates the ability to flexibly react to changes or issues
that are anticipated by means of process forecasting.

Business process intelligence (BPI) refers to the application of techniques that
support the collection, analysis, and presentation of business process information with
the aim to enable better decision-making [29]. In contrast to process forecasting,
however, most BPI techniques target retrospective analyses, i.e., process instances are
analyzed after their termination providing insights into how processes are executed.
Among these techniques, an application area that receives a lot of attention is process
mining.

Process mining aims to extract knowledge from process logs [30]. As such, it sets
the basis for process forecasting methods that rely on process data. As opposed to its
predominant focus on understanding past process behavior, in recent years, proactive
process mining approaches emerged that support real-time and future-oriented analy-
ses. The majority deals with the performance prediction of running instances and, thus,
relates to the execution problem of process forecasting (cf. Type 1b, Sect. 3). This
research field is commonly referred to as predictive process monitoring.

Predictive process monitoring is concerned with predicting how running process
instances will unfold up to their completion [16]. In essence, existing approaches use
past process execution data, partial traces of the monitored process instances, and partly
also contextual data to predict the remaining duration (see e.g., [15]), process-related
risks, i.e., the likelihood or severity of a process fault [9]), the outcome (e.g., whether or
not a running instance will violate a compliance rule [8]), or the future path of a process
instance [16]. With the aim to combine the approaches for different but related pre-
diction tasks, a general framework to predict process characteristics of running
instances was proposed in [24]. Differently from the above-mentioned works, process
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forecasting goes beyond the prediction of individual running instances. Predicting
process characteristics of a group of running and/or future instances arriving in a
distinct time interval is hardly addressed in literature [14].

Further, process simulation evaluates the impact of design decision on business
processes prior to implementation [31]. Thus, process simulation is a part of process
forecasting, as it is concerned with understanding dependencies between process
characteristics. Once understood, the discovered dependencies help derive process
forecasts.

Finally, process planning deals with the automated construction of new process
models. It facilitates the design of process models that comply with future process
demands [19]. Consequently, process planning is linked to solving the design problem
of process forecasting, as it tackles the same issue, i.e., to reduce process latency by
enabling a timely preparation of future process models. Thus, process planning can be
seen as a specific instantiation of a process forecasting method that uses future process
demands as input, namely in the form of target values of independent process char-
acteristics, and forecasts the design of a process model that is conform with these
demands.

As summarized above, there are several heterogeneous approaches pursuing the
same overarching objective, namely to proactively manage process-related issues and
opportunities. In particular, the methods focusing on the prediction of process char-
acteristics differ in terms of the time horizon of the prediction, the input variables taken
into account, the process characteristics to be forecasted, their level of aggregation, and
the techniques to be used. Process forecasting, as an umbrella concept, consolidates and
extends these existing future-oriented BPM methods and reveals that there is a con-
siderable need for future research.

8 Conclusion

In this paper, we proposed the concept of process forecasting. With the aim to stimulate
a community-wide discussion about the uptake of proactive BPM, we presented var-
ious use cases that motivate the need for process forecasting. We also provided a
definition and a reference process as well as a positioning against related BPM sub-
areas. Process forecasting is an umbrella concept for future-oriented BPM methods and
techniques that tackle process-related issues before they occur, proactively seize
process-related opportunities, and reduce process latency. The proposed definition and
the reference process were built on the results of a structured literature review.

This paper revealed that the range of existing future-oriented BPM methods and
techniques is not sufficient. Whereas the first type of process forecasting, i.e., solving
the execution problem, has been addressed by research fields such as predictive process
monitoring, forecasting techniques that solve the configuration or design problem
hardly exist. This strengthens the need for future research. Further, the limitations of
this paper also stimulate future research. As research on process forecasting is still in its
early stages, our rationale for this paper was to create a first overall understanding of
the need for and scope of process forecasting. With a focus on the interdisciplinary
nature of the topic, we acknowledge that the scope of the conducted literature review
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should be broadened. In future work, we intend to enrich process forecasting by
exploiting extant methods from other disciplines. Another avenue for future research is
to provide methodological guidance for choosing a suitable forecasting technique
within a process forecasting initiative. In addition, we plan to conduct case studies
validating the applicability of our concept, to set up a research agenda for process
forecasting, and to devise a proactive BPM life cycle. However, we trust that this paper
is a solid starting point for discussing and exploring the under-researched potentials of
proactive BPM.
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