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Abstract. This study aims to predict the next location of a twitter user only by
using his past tweets. Twitter is a very popular micro-blogging platform and a
lot of people tweet about different topics varying from personal day-to-day
activities to some global event. This provides us with the opportunity to perform
sentiment analysis on their past tweets for prediction of their next visit. Senti-
ment analysis helps in revealing the opinion, desire or intentions of a person
looking at the text that they write. In this paper, a new model called Sentiments
based Labeled LDA model (SLLDA) is proposed to predict users’ next location
within a given geo-spatial range. This kind of prediction can be used by various
establishment owners for the targeted promotions of their products. This can
also be helpful for personalized recommendation. Various experiments have
been performed to evaluate the performance of the proposed model. The pro-
posed model outperforms in every set of experiments and is better than each
baseline model considered in the study. The accuracy comparison has also been
done for different window lengths of past tweets and different radii of query. The
performance of the proposed model turned out to be better for each set of
experiments.
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1 Introduction

With the increase in trend of using various social media platforms, humongous amount
of unstructured textual and pictorial data is generated daily. Various micro-blogs have
recently captured peoples’ attention where they can share their interests and opinions
via short posts [1–3]. One of the most famous and widely used micro-blogs is Twitter.
People from all around the world use Twitter frequently to share the details about their
day-to-day activities or to express their views on some social event using tweets.

Sentiment analysis or opinion mining is also one of the trending techniques in the
field of data analysis to classify the user-generated text into positive, negative, neutral
or more sentimental classes. Sentiment analysis is generally applied over the user-
generated text like reviews, surveys, social media posts etc. It has been used widely to
predict election results, stock market etc. However, no work has been done to predict
the next location of users by analyzing their sentiments.
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The popularity of twitter has led to huge amount of raw data which can be used in
many applications like prediction of stock market [4] and election results, friend rec-
ommendation, location prediction, home location identification etc. This study deals
with the prediction of next location that a user might visit by seeing only his past
tweets. The location here means the category of location i.e. restaurant, gym, pub etc.
Various establishment owners for their promotional activities can use this kind of
prediction. They can focus and send their promotional messages only to a group of
people who are likely to visit their kind of business in their proximity in near future,
thus saving a lot of money. Knowing someone’s location beforehand can also be used
by many recommendation systems like location or movie recommendation. This can
also be helpful for the common users in filtering out the best available options for them,
as they would be getting personalized recommendations and targeted promotions based
on their future interests.

In this paper, next visit of a twitter user at a given time and within a given
geospatial range is predicted by combining topic modeling and sentiment analysis
techniques. First, the past tweets of the user has been analyzed sentimentally to get a
glimpse of what the user actually wants to say and then to predict the next visit of the
user, topic modeling and sentiment analysis has been combined. For example, if a user
writes I am not hungry, then topic modeling alone might predict the next visit of the
user to be a restaurant by focusing on the word hungry. However, what user actually
wants to say here is completely different.

The main contributions of this paper are:

• Proposal of a new model that performs topic-sensitive sentiment analysis for the
next location prediction.

• Performance comparison of the proposed approach on different set of experiments.

The rest of the paper is organized as: Sect. 2 describes previous related work in the
field of sentiment analysis and location prediction. Section 3 presents in detail the
proposed model for the prediction of next visit of a twitter user. Section 4 talks about
the dataset used, various experiments, and their results obtained. Finally, Sect. 5
concludes the paper.

2 Related Works

Sentiment analysis is a trending technique in the field of data mining and data analysis.
Speriosu et al. [5] applied a label propagation method for sentiment analysis on twitter.
The proposed approach leveraged the follower graph of twitter. Tweets, users, hash-
tags, unigrams, bigrams and emoticons were used as the nodes for constructing the
graph.

Cui et al. [6] came up with an algorithm for sentiment analysis on twitter. The
algorithm was based on label propagation by analyzing the emotion tokens. Wang et al.
[7], instead of using emotion tokens, proposed a model based on graphs that leveraged
co-occurrence of the hashtags to find out the sentiment of other hashtags.

The other sentiment analysis technique is lexicon based which uses external lexi-
con, like SentiWordNet [8], LIWC lexicon [9] etc. to train data. Thelwall et al. [10, 11]
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proposed sentiStrength sentiment analysis technique that applies various lexical rules to
the sentences to identify its sentiment. Lexical rules adopted by the algorithm are
spelling correction algorithm and consideration of booster words to increase or reduce
the sentiment strength of the subsequent words. The major drawback of this technique
is that it can’t be effectively applied to tweets as the word list it relies on is very small in
length.

Ortega et al. [12] proposed a three step unsupervised sentiment analysis technique
in which preprocessed tweets are detected for polarity. A rule-based classifier was
applied as the last step. The classifier and polarity detection were based on Senti-
WordNet and WordNet. SentiCircle [13] proposed by Hassan Saif et al. captures the
contextual sentiment of a word and hence the tweet. A word’s actual sentiment is
expressed by the context in which it is talked about. To calculate the overall sentiment
of a word, they considered all the context words of the main word and made a term-
context vector out of it.

Mathew et al. [14] predict the movement of an individual by clustering the location
histories visited by an individual according to the locations’ characteristics i.e. the time
in which they were visited. They train the Hidden Markov Model for each such cluster
formed and hence capture the sequential relations between places visited in given time.
Bao et al. [15] utilized the growing popularity of location based social networks in
understanding a user’s preferences based on his location history. They presented a
recommendation system that is location-based and is aware of the user’s preference.

Yuan et al. [16] proposed a point-of-interest (POI) recommendation system based
on geographical and temporal influences aware graph to model geographical influ-
ences, check-in records and the corresponding temporal influences. The approach
proposed by them works only if the location histories are available for the users.

Arun et al. in [17] put forward a novel approach to predict the next location visited
by twitter users only by looking at their past tweets. They considered two feature sets in
order to do so. First, one was the personality traits of the user and second one being the
users’ past tweets. They applied a famous topic modeling technique, Labeled LDA
[18], along with time factor on the past tweets of user. However, their major drawback
was not considering the mood or opinion users expressed through their tweets. This
gave us the opportunity to also consider the sentiments of a person towards a particular
place type by looking at their tweets and then make the predictions.

However, the technique proposed in this study is based on a famous topic modeling
approach, Labeled LDA (LLDA). It integrates sentiment analysis and LLDA for the
purpose of topic modeling i.e. predicting the next visit of a twitter user.

3 Proposed Approach

3.1 Label Tweets with Location Categories

The raw tweets obtained from Twitter are not labeled with the location information. So
to label the tweets with location information, all the tweets having location information
i.e. geo-coordinates and location indicative words like @, I am at, I am @, I’m at, I’m
@, i am at, i’m at, i’m @ are filtered out.
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If similarity, as given by Eq. (1), between three words written after the location
indicative words and place names returned by Google Places API [19] is greater than or
equal to 75% then the corresponding tweet is labeled with the location category
information of the matched entry of GPA.

Sim w1; w2ð Þ ¼ jw1 \w2j
jw2j ð1Þ

Where | w1 \w2j is the number of words common between w1 and w2; w2j j is the
number of words in w2.

3.2 Build Training and Test Datasets

The next visit of a user is predicted here by looking at his past tweets. For this, users are
divided into two groups, one with greater than 60 location tweets in their timeline and
rest of the users are put in other group. Training dataset is made from all the location
tweets (except latest 50) of the users belonging to group-1. Test dataset-1 is made from
rest of the tweets i.e. latest 50 location tweets of group-1 users and test dataset-2 is
completely made from users belonging to group-2.

3.3 Sentiment Analysis

The sentiment analysis technique applied in this study is based on the Contextual
semantics for sentiment analysis done by Hassan et al. in [13].

The overall sentiment analysis technique is explained in Fig. 1. For context
dependent sentiment analysis, first term-context vector is generated from the whole
corpus which is the number of times each context word appears with a particular word.
Then prior sentiment scores are calculated for each word with the help of an external
sentiment lexicon, SentiWordNet. A list of negation words is also used to invert the
prior sentiment score of the word. Then term degree of correlation (TDOC) scores are
calculated for each word in the tweet and its context terms present in the tweet, as done
in [13]. Finally, to reassign the sentiment related to a term, median of its context terms
present in that tweets is identified.

Fig. 1. Sentiment analysis workflow
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3.4 Location Prediction Using SLLDA

The purpose of this study is to predict the next most probable location to be visited by a
twitter user. The number of such locations is limited i.e. 99 in our case. Therefore, the
model developed in this study i.e. Sentiments based Labeled LDA model is based on a
famous topic modeling technique called Labeled LDA. In LLDA, there’s a multinomial
distribution of each label over all words and multinomial distribution of each label over
a document. Also, each word in the document is derived by the preference of document
for a label and how much a label prefers the word. Here, labels are the categories of the
location to be predicted.

This study proposes a new technique for location prediction that is based on LLDA
and sentiment analysis discussed in previous part. Assume D is the set of documents
i.e. D = {d1, d2… dM} and each document is a set of words that comes from
vocabulary V of distinct terms from the whole corpus. To learn new topics for each
document and the words present in it, following steps are carried out:

• Choose some fixed number of topics.
• For each document d, randomly assign each word present in the document to one of

the topics.
• Assign sentiment score to each word based on the contextual sentiment analysis

technique, discussed in previous section.
• For each word wi in the document d and each topic zi, compute: P(zi | d), P(wi | zi, l).
• Reassign the topic zi to word wi with the probability of P(zi | d) * P(wi | zi, l).

During estimation, the topic-word-sentiment distribution for a particular word is
obtained by considering different topics assigned to it at different places and the sen-
timent score of that word at those places. Thus, in each iteration a sentiment threshold,
range of sentiment values for each topic-word combination is obtained for a particular
word-topic combination. If the sentiment score of the word at a particular position lies
within the range of the threshold in the next iteration, then its sentiment value at the
place is considered to be positive or neutral else negative. During inference, the
threshold is obtained by looking at the training set.

A new topic is assigned to a word w as per the Eq. (2).

P Tð Þ ¼ P zjdð ÞP wjz; lð Þ ¼ P zjdð ÞP wjzð ÞPðwjlÞ
PðwÞ ð2Þ

Where, w is the word under consideration, z is the topic assigned to it and l is the
sentiment label and d is the document.

PðwÞ ¼ NwP
j2V Nj

ð3Þ

Where Nw is the number of times w appears in the corpus.
The first term indicates the chances of new topic z to belong to the document d at

position w, as per Eq. (4).
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PðzjdÞ ¼ Number of words assigned to topic z in doc d
Total number of words in doc d

ð4Þ

Second term comes from the word-topic distribution given by Eq. (5).

PðwjzÞ ¼ Number of instances where w is assigned to z
Total words assigned to topic z

ð5Þ

Third term, defined by Eq. (6), is where the word-topic-sentiment distribution
comes into play. Number of sentiment labels considered is three i.e. positive, negative
and neutral.

PðwjlÞ ¼ Number of words assigned label l
Total words assigned label l

ð6Þ

3.5 Additional Constraints

Additional constraints considered here is the query radius. The intuition behind this
constraint is that people tend to travel short distances more.

4 Experimental Results

4.1 Dataset Description

We crawled the publicly available Twitter data using Twitter Search API [20]. The
dataset contains tweets of randomly chosen 4,606 twitter users belonging to New York
City who tweet at least 20 times a day collecting approximately 3,200 tweets from each
users’ timeline. In the dataset, out of 1,05,28,618 total tweets, only 21.34% of tweets
are geo-tagged.

Total 99 location categories were found in our dataset, including subway_station,
department_store, embassy etc. Out of 4,606 users, 1331 users were categorized in
dataset_1 and rest of the users (3275) were put in dataset_2. Also, 2,12,219 tweets were
found in dataset_1 and 59,339 tweets belonged to dataset_2. Total number of tweets in
training dataset were 1,50,749 and size of test dataset_1 was 61,470 and that of test
dataset_2 was 59,339.

4.2 Experiments and Results

We have conducted three sets of experiments to show the effectiveness of our proposed
model. Accuracy is measured as per Eq. (7).

Accuracy ¼ Number of instances correctly predicted
Total number of test instances

ð7Þ
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4.2.1 Comparison with Baseline Model
The baseline models considered for the first set of experiments are:

• Labeled LDA.
• Baseline-1: Nearest distance model.
• Baseline-2: Google popularity model.

Figures 2 and 3 compare the results of various baseline models considered in this
study. It can be seen from the Figs. 2 and 3 that the proposed approach outperformed
the various baseline models. Figure 3 also shows that the proposed approach is better
than the baseline models for the users that are not shown to the model during its
training phase.

4.2.2 Comparison with Different Window Sizes
Past tweets of a user are taken with window slots of 24 h, 12 h, 6 h and 3 h. Initially,
experiments were conducted by taking a window slot of 24 h. Figure 4 shows the
performance results of the proposed approach for this window slot.

Fig. 2. Comparison of baseline models with proposed model for test dataset_1

Fig. 3. Comparison of baseline models with the proposed model for test dataset_2
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To see the performance of the models in a more specific and precise environment,
the size of the window slot was changed to 12 h. Figure 5 shows the comparison of the
models for the past 12 h tweets.

Figures 6 and 7 shows the performance variations of LLDA and proposed approach
for the past 6 h and 3 h tweets respectively.

Fig. 4. LLDA vs Proposed model for window size of 24 h

Fig. 5. LLDA vs Proposed model for window size of 12 h

Fig. 6. LLDA vs Proposed model for window size of 6 h
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It can be seen from the results of these figures that the proposed model is better than
LLDA at any time slot. As the window size of the past tweets decreases, the accuracy
difference between the proposed model and the LLDA model increases.

4.2.3 Comparison for Different Radii
To see the effect of query radius, experiments are done on the places at different
distances of 300 m, 1000 m and 2000 m from the query point for the window size of
past 12 h tweets.

Figure 8 compares the LLDA model and the proposed model for different radii. As
it can be seen from the graph that the proposed model performs better than LLDA at
different radii too. This shows that including sentiment analysis on the peoples’ tweets
actually helps in getting predictions that are more accurate.

5 Conclusion

This study is dedicated to predict the next location of a user within a geo-spatial range.
The location considered here are the location categories like restaurant, shopping
complex etc. In past, researchers have solved approximately the same problem using
either just the text of tweets or by analyzing the user behavior. However, none have
considered to use the sentiment of the words.

Fig. 7. LLDA vs Proposed model for window size of 3 h

Fig. 8. LLDA vs Proposed model for different radii
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Therefore, this study extends the previous topic modeling technique by combining
it with sentiment analysis model. It proposes a new topic modeling technique, SLLDA,
which predicts the next place of visit based on the word-topic sentiment distribution.
Various set of experiments were performed to compare the accuracy of the proposed
model with the existing models. All the experiments proved that the proposed model is
better than the existing ones.

One of the immediate extensions of the proposed model can be to consider the time
of visit of a particular place. Not each place is as popular as the other at the same time.
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