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Foreword I: Smart Grid Control, A Power
Systems Perspective

The accelerating shift of energy supply from large central generating stations to
smaller producers such as wind farms, solar PV farms, rooftop solar PVs, and
energy storage systems, collectively known as distributed energy resources, has far
exceeded the expectation of power system experts. Simultaneous to the steep drop
in costs of renewable equipment and installations which prompted this rapid pace,
intelligent and low-end sensors to measure power variables are also becoming low
cost. The confluence of sensors and pervasive computer networks allows for the
monitoring and feedback control of power systems at a larger geographical scale
and with finer granularity. Previous unobservable remote dynamics are now visible
within fractions of a second.

It has been recognized that current power system controls would not be entirely
adequate to handle future smart power grid with very high penetration of renew-
ables and long-distance transmission of such sustainable energy. System rotational
inertias would be reduced such that frequency regulation would be more chal-
lenging. Renewable resources are taken as must-runs at the present time, but their
variability poses additional cycling requirements from conventional generators.
Allocating sufficient reserves to back up the renewables may be costly and not
readily accommodated in electricity markets that were originally designed without
considerations of renewable resources. Automation in power control functions also
exposes its communication systems to cyber intrusion, with potentially severe
consequences.

Recently, many control system researchers have taken a keen interest in
examining the control issues in the future power grid and developing novel solu-
tions. A “Smart Grid Vision” document was recently prepared by the IEEE Control
System Society, outlining a number of potential control concepts and techniques
that can be useful or should be explored to meet the challenges of the future power
grid. This volume in the Springer Power Electronics and Power Systems Series is
both an update of the earlier vision document, a necessity in this fast changing
energy development environment, and an elaboration in more detail some of the
areas in which controls can make contributions.
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This Springer volume is fortunate to have four leading researchers on control
applications in future power grid, Drs. J. Stoustrup, A. Annaswamy,
A. Chakrabortty, and Z. Qu, to organize this effort. In addition to providing their
own articles, they invited articles from over 20 renowned researchers, not only from
control systems, power electronics, and power systems, but also from researchers
who are grounded in signal processing, computer networking, optimization theory,
and economics. The contributors have been asked to write provocatively and share
their best ideas. The articles are divided into four topic areas, each containing a
survey article, followed by in-depth discourses of more specific new results and
ideas. A reader interested in future power grid control research may benefit from a
careful study of one or more of these topic areas.

Joe H. Chow
Institute Professor of Engineering

Electrical, Computer, and Systems Engineering
Campus Director, NSF/DOE CURENT ERC

Rensselaer Polytechnic Institute
Editor, Springer Power Electronics and Power Systems Series
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Foreword II: Smart Grids and Controls:
A Global Perspective

As the world grows more interconnected, we are becoming surrounded by complex
networked systems. These systems consist of numerous components interlinked in
complicated webs. As a result of the number of components and their intricate
interconnections, complex networked systems are extremely difficult to design,
analyze, control, and protect. Despite these challenges, understanding complex
networked systems is becoming critical. It is in this context that I express my
gratitude to the authors and editors of this volume of exceptional work. The Smart
Grid Control: Overview and Research Opportunities, edited by distinguished col-
leagues Drs. Annaswamy, Chakrabortty, Qu, and Stoustrup—with peer-reviewed
articles written by superb teams of researchers and leaders in this field, is a timely
and lasting contribution to the field of smart grid.

From a broader context, worldwide, the electricity infrastructure and service
requirements are being dramatically changed to meet the sustainable demand of the
twenty-first century. Electricity distribution is generally being challenged world-
wide by growing concerns of greenhouse emissions and sustainability, aging
infrastructure, and increasing demands for digital quality power. As a result of
digital technology and its digitization of society, the nature of electricity generation,
transmission, and distribution is undergoing a profound shift emphasized by many
smart grid case studies. A fully automated electronically engaged smart grid holds
the potential of doubling the consumer service reliability level and significantly
improving the energy efficiency. The envisioned smart grid architecture is enabling
the electric power industry globally to evolve from the traditional model relying on
large centralized power plants owned by utilities to one that is much more diverse in
terms of electricity generation, ownership of the assets, and integration of new
distributed energy resources.

Associated with this transformation are significant challenges. The resulting
system is increasingly interconnected, complex, dynamic, distributed, and nonlin-
ear, with intra- and interconnections with human owners, operators, markets,
generating units, flexible consumers, smart storage devices, and smart meters. No
single entity has complete control over its operation, nor does any such entity have
the ability to evaluate, monitor, and manage it in real time. Performance
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specifications, as in any critical infrastructures, abound in a smart grid as well. Most
notable are Security, Quality, Reliability, and Availability (SQRA) of the overall
system. In addition to these, a smart grid needs to have the ability to self-heal
following an outage through real-time monitoring by the grid operators to the
precursors or signatures of impending faults, using advanced sensor technology
including Phasor Measurement Units (PMUs). This provides the potential operators
to react swiftly, through rapid isolation, or by restoring balance by manipulating
various field devices to respond automatically. What makes the smart grid vision
especially difficult to realize is that these performance metrics are linked to multiple
operational, spatial, and energy levels distributed across the entire grid.

Besides these multitudinous levels, power systems are also multi-scaled in the
time domain, from nanoseconds to decades. The relative time of action for different
types of events, from normal to extreme, varies depending on the nature and speed
of the disturbance, and the need for coordination. The timescale of actions and
operations within the power grid (often continental in scale) ranges from:
microseconds to milliseconds for wave effects and fast dynamics (such as lightning
or from nanoseconds to microseconds for propagation of the EMP), milliseconds
for switching overvoltages, 100 ms or a few cycles for fault protection, 1–10 s for
tie-line load frequency control, 10 s–1 h for economic load dispatch, 1 h to a day or
longer for load management, load forecasting, and generation scheduling, and
several years to a decade for new transmission or generation planning and inte-
gration. Given the above compelling drivers for smart grids, the emergence of
several new stakeholders, all of whom are highly interconnected, and the fact that
they have to be coordinated, at multiple timescales, it is clear that controls take a
center stage in smart grids. Control systems are needed across broad temporal,
geographical, and industry scales—from devices to systems, from fuel sources to
consumers, from utility pricing to demand response, and so on in order to realize
the complete smart grid vision.

Across the globe, the foundational and transformative role of controls and
systems science has long been recognized and acknowledged in multiple ways.
A more recent one is the vision document that I had the honor of coediting with
Drs. Anu Annaswamy, Tariq Samad, and Chris Demarco [1] published in 2013,
which outlined research opportunities and challenges that smart grids have elicited
from the controls community. The second is the articulation of domains and sub-
domains that come together to lead to the Smart Grid Vision [2] by the IEEE Smart
Grid Initiative. Started in 2009, this initiative has become the most successful
cross-society endeavor, where all Smart Grid activities carried out by a total of 14
IEEE societies are showcased and disseminated through peer-reviewed webinars,
tutorials, monthly newsletters, web portals as tools for collaboration, and com-
pendium of important articles that appear in transactions and magazines of various
societies—with participation of over 155,000 members from over 190 nations and
territories across the globe. It should be noted that in [2], the role of controls is
clearly acknowledged as a foundational support system. I am therefore delighted to
see that this important volume precisely captures this key foundational area. The
overall volume together with the four areas of electricity markets, wide-area control,
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distributed control, and cybersecurity capture the loci of controls activities to make
the smart grid vision a reality. Together, we can serve this transformative
vision/modernization to meet the global needs of twenty-first-century societies. The
twin pillars of controls and the broader areas of systems science, two foundational
areas of smart grids, enable prosperity and power progress in responsible and
sustainable ways, and need your committed engagement, feedback, and support.

S. Massoud Amin
Director of the Technological Leadership Institute (TLI)

Honeywell/H.W. Sweatt Chair in Technological Leadership
Professor of Electrical and Computer Engineering

University Distinguished Teaching Professor
University of Minnesota
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Foreword III: Smart Grid Controls—Visions
of the Future

According to the U.S. National Academy of Engineering, electrification was the
greatest achievement of engineering in the twentieth century. Electrification is
enabled by the electric power grid, a marvel of large-scale, spatiotemporal engi-
neered system that operates with impressive levels of reliability, efficiency, and
economy. It is among the most critical civil infrastructures at the center of our way
of living.

Indeed, infrastructures are essential to civilization and society. Historically, they
have defined the level of development of societies. In addition to the electric grid,
water supply and distribution, roads, airports, electric grids, oil and gas pipelines,
communications, hospitals, and banking are excellent examples of infrastructures.
The Internet is the latest in this collection of our civilization’s infrastructures.

Infrastructures result from very large public and private investments.
Infrastructure decisions have long-term impacts that stretch for decades and cen-
turies. For example, our current social structure and lifestyle has been shaped by
transport system infrastructure decisions made 100 years ago.

The infusion and integration of sensors, communications, networking, com-
puting and control into the traditional hard physical infrastructures is a major
transformation whose impact will be felt for decades to come. Among other ideas,
“infrastructure-as-a-service” is a key to this transformation. Smart roads, smart cars,
and smart electric grids are at the forefront of this transformation as cyber-physical-
social infrastructure systems.

While we cannot know the way people will live andwork in 2068, we do know that
there will be major changes from the way we live and work now. Therefore, the
potential for flexibility inherent in algorithm and software-driven cyber-physical-
social infrastructures may well turn out to be the greatest value in this transformation.

The recent hurricanes that devastated Puerto Rico, Texas, and Florida are stark
reminders of the vulnerability of the critical infrastructures to natural and man-made
disasters. With global warming, it is likely that such disruptive events will be more
frequent and more extreme. A great promise of the smart electric grids lies in their
potential to make the electricity system more resilient. That is, the electric power
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system can be restored to a certain minimal level of operational performance much
more quickly than the current practice. Monitoring and control systems for
self-healing in smart grids will be a key to this increased resilience.

Transition to a low-carbon economy is critical for mitigating global warming.
For the energy sector, which constitutes 8–9% of the global economy, this requires
replacing fossil fuels with renewable sources of energy such as wind and solar
electricity generation. These electricity production sources are inherently variable
and uncertain and present enormous obstacle to their large-scale integration into the
power systems. Whereas availability of cost-effective electric energy storage would
be revolutionary and therefore is the focus of large numbers of research efforts,
smart grid systems will be essential to the operation of power grids with large-scale
deployment of wind and solar electricity and replacement of fossil fuel based energy
sources.

Infrastructure systems are not merely technological. They are deeply integrated
into societal structures: homes, workplaces, public spaces and therefore in manu-
facturing, education, health care, entertainment, services, transport, agriculture, etc.
Thus, human behavior, as individuals and in groups, is an essential driver of the
behavior and performance of infrastructure systems. Smart electric grids are thus an
excellent exemplar for “cyber-physical-human” or “cyber-physical-social” systems.
Their analysis and design will require much greater integration of insights and
knowledge from the social-behavioral-economic sciences for their analysis, design,
and operation.

As the various chapters and articles in this book illustrate, control systems
engineering and technology will play a central role in the realization of the benefits
from investments into smart electric grids. The tutorial chapters provide a nice
overview while challenge articles articulate significant challenges and opportuni-
ties. With increased uncertainty and variability, there are numerous control and
decision challenges faced by market participants as well as system operators in
electricity markets, for various energy and grid products and services, where
advanced techniques from multistage stochastic control, estimation, prediction and
optimization have great potential. With the proliferation of distributed renewable
generation, storage, electric vehicles, and smart appliances along with pervasive
sensing through (IoT based) sensing systems, there are very interesting and
important opportunities for distributed control and optimization algorithms to
extract value from these resources while supporting grid reliability and power
quality. Wide-area control and monitoring will be enabled by improving commu-
nications and greater computing capability over large geographic regions. Finally,
cybersecurity is very likely to remain a high priority and continuing and evolving
challenge as the smart grid technologies are deployed in the field.
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The electric power system is one of the largest engineered networked systems.
As a result, the smart electric grid field will offer a rich set of problems and
opportunities for networked control systems. Thus, there is great potential for smart
electric grids to catalyze new fundamental contributions to the control systems field
and contribute to its growth.

Irvine, CA, USA Pramod P. Khargonekar
Distinguished Professor of Electrical

Engineering and Computer Science and
Vice Chancellor for Research

University of California
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Preface

A smart grid is an end-to-end cyber-enabled electric power system, from fuel
source, to generation, transmission, distribution, and end use, that has the potential
to (i) enable integration of intermittent renewable energy sources and help decar-
bonize power systems, (ii) allow reliable and secure 2-way power and information
flows, (iii) enable energy efficiency, effective demand management, and customer
choice, (iv) provide self-healing capability from power disturbance events, and
(v) operate resiliently against physical and cyber attacks. Central to the realization
of all of these goals is a control-centric approach. The increased deployment of
feedback and communication implies that feedback loops are being closed where
they have never been closed before, across multiple temporal and spatial scales,
thereby creating a gold mine of opportunities for control. Control systems are
needed to facilitate decision-making under myriad uncertainties, across broad
temporal, geographical, and industry scales—from devices to systems, from fuel
sources to consumers, from utility pricing to demand response, and so on.

The IEEE report [1], “Vision for Smart Grid Controls: A Roadmap for 2030 and
Beyond,” published in 2013, provided an overview of the role of smart grid control,
its loci, possible impact, and research challenges. Fifteen different control topics
were identified as those where controls play a dominant part. Given the tremendous
state of flux in R&D in all things Smart Grid, it is not surprising that since the
publication of the IEEE report, the frontiers of research in Smart Grid in general as
well as Smart Grid Control in particular have changed significantly. This volume is
an effort to capture the current landscape of this high-intensity research topic, and
outline the available research opportunities.

Traditional control topics in power grids were for the most part prevalent in
transmission and distribution problems, and focused on transient stability and
steady-state optimization. Control problems such as Automatic Generation Control,
and volt-VAR control were the most common centers of research activity. The
emerging picture of smart grid control is significantly different. One of the biggest
drivers of a smart grid is a high penetration of renewable energy resources.
A complete integration of these resources introduces a host of challenges of
coordination, analytics, information processing, monitoring, optimization,
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estimation, protection, and resiliency. All of these challenges are control-centric in
nature, and require a significantly different set of tools compared to the traditional
approaches used for solving control problems in transmission and distribution.
These challenges have to be addressed at all subsystems of the grid, starting from
generation, through transmission and distribution, to the end user. Faster decisions
need to be made in markets, with accommodations of the stochastic elements
introduced due to intermittencies and uncertainties in renewables. The underlying
communication topology is changing with more stakeholders entering the picture,
requiring frequent and reliable communication. The grid periphery is becoming
more intelligent, with opportunities to measure, monitor, process information, and
communicate decisions. And decisions need to be carried out at several points
of the grid, and have to be addressed at multiple timescales, all the way from
planning and economic dispatch at a longer time horizon of years, months, days,
and minutes to operation at the faster timescales of automatic generation control,
droop control, and sub-second transient stability phenomena. At the core of all
of these challenges are decision-making, information processing, modeling, opti-
mization, and control. These problems and the underlying approaches that lead to
satisfactory solutions all lie completely within the purview of the activities of the
Control Systems Society.

Of these large set of problems, four broad topics are worth noting, around each
one of which there has been a tremendous level of research activity, and make up
this volume. These topics are electricity markets, wide-area systems, distributed
control, and cyber-physical security. Markets address planning and operations
issues related to economic dispatch, those in wide-area control address large-scale
dynamics that arise due to spatial interconnections, those in distributed control
address decision-making across the entire grid as its edge intelligence grows, and
those in security address all aspects of grid security that need to be addressed as
more and more portals open up in the grid to collect information and make deci-
sions. The major R&D challenges in these four topics are outlined below, and form
the subject matter for the 17 articles that follow.

1. Markets

Increasing penetration of renewables necessitates new approaches and solutions to
the design of electricity markets, many of which are centered around a dynamic
perspective. The volatility inherent to wind power producers (WPPs) has posed
challenges to the operations of RTOs which have gradually modified their regu-
lations as their reliance on wind power increases. The variability and uncertainty of
renewable generation will substantially increase the need for operational reserves to
balance supply and demand instantaneously and continuously. Under low adoption
of wind power, RTOs have opted for limited regulation and control over the power
output of WPPs, allowing them to inject their generation when available, and
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treating them as negative load. As wind volatility becomes a more significant part
of the energy balance problem and causes high congestion costs and significant
reliability challenges, this practice has begun to change, with a need for evaluating
dynamic market mechanisms to carry out market dispatch.

Another forthcoming challenge is that the total system inertia and contingency
reserve capacity decrease as non-dispatchable renewable generation displaces
conventional generation. This results in the reduction in the amount of critical
operating decisions that need be made from minutes to seconds or even
sub-seconds. Therefore, it is becoming extremely difficult for system operators to
maintain the stability and reliability of their networks. In order to facilitate the
paradigm shift to achieve higher energy efficiency in the future, more flexible and
fast acting resources are needed to handle the uncertainties and variabilities intro-
duced by such uncontrollable and intermittent energy resources. Design of forward
markets that help guard against risks due to large forecast errors may be needed.
How storage can be introduced into the market structure so as to alleviate these
forecast errors needs to be investigated.

A prevailing trend to combat the uncertainties on the generation side is to reduce
uncertainty on the load side through Demand Response (DR) including methods
such as direct load control and transactive control. Systems and control tools that
can provide guidelines and foundations for these emerging trends are therefore
imperative. An overall framework including models and methods for the quan-
tification and realization of performance metrics such as robustness, resilience, and
reliability needs to be developed. The successful demonstration projects on trans-
active control by the Pacific Northwest National Lab as well as the promising
approaches of renewables indicate that there are a number of opportunities for the
controls community to develop such a rigorous theoretical framework for inte-
gration of DR and renewables into the electricity market. Yet another challenge
pertains to the setting up of a retail market, where varied issues need to be
addressed including the services provided by aggregators, both of distributed
generation and flexible demand, appropriate coordination that ensures economic
and physical goals of the distribution grid, and accommodates demand response
structures of direct load control and transactive control.

2. Distributed Control

To effectively integrate rooftop PV, storage devices, controllable loads, and other
Distributed Energy Resources (DERs), their dynamic changes need to be monitored
and, when possible, appropriately controlled or coordinated as much as possible.
The changes of renewable generation are stochastic and may be on different
timescales than other DERs, and as such the coordination of DER devices requires
both spatial diversity and temporal diversity in order to reduce the spinning reserves
in the overall power system. In vastly expansive distribution networks, Advanced
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Metering Infrastructure (AMI), Internet of Things (IoT), and communication net-
works can provide local information to enable distributed optimization and controls.
Distributed optimization can maximize individual objective functions as well as
provide voltage support and other ancillary services. Distributed cooperative con-
trol can utilize all the available information to coordinate local control/optimization
actions so that a common system optimization/control can be reached. DERs may
suffer from issues of low inertia and harmonics, necessitating a systematic
deployment of distributed controls to compensate for these shortcomings. The
challenges and benefits of designing distributed controls are to take full advantage
of local information and achieve the grid-edge intelligence of addressing the dis-
tinct prosumers’ interests and grid operational requirements.

3. Wide-Area Control

The US Northeast blackout of 2003, followed by the timely emergence of sophis-
ticated GPS-synchronized digital instrumentation technologies such as Wide-Area
Measurement Systems (WAMS) led utility owners to understand how the inter-
connected nature of the grid topology essentially couples their controller perfor-
mance with that of others, and thereby forced them to look beyond using only local
feedback and instead use wide-area measurement feedback. Some of the challenges
lie in designing suitable communication networks so as to be able to collect and
process very large volumes of real-time data produced by such thousands of PMUs.
But several other challenges correspond to control-centric challenges. For example,
the impact of the unreliable and insecure communication and computation infras-
tructure, especially long delays and packet loss uncertainties over wide-area net-
works, on the development of new WAMS applications is not well understood.
Uncontrolled delays in a network can easily destabilize distributed estimation
algorithms for wide-area oscillation monitoring using PMU data from geographi-
cally dispersed locations. Another major challenge is privacy of PMU data as utility
companies are often shy in sharing data from a large number of observable points
within their operating regions with other companies. Equally important is cyberse-
curity of the data as even the slightest tampering of Synchrophasors, whether
through denial-of-service attacks or data manipulation attacks, can cause catas-
trophical instabilities in the grid. What we need is a cyber-physical architecture that
explicitly brings out potential solutions to all of these concerns, how data from
multitudes of geographically dispersed PMUs can be shared across a large grid via a
secure communication medium for successful execution of critical transmission
system operations, how the various binding factors in this distributed communica-
tion system can pose bottlenecks, and how these bottlenecks can be mitigated to
guarantee the stability and performance of the grid.
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4. Cyber-Physical Security and Control

While wide-area controls are typically implemented within SCADA, an isolated
industrial control system (ICS) with dedicated communication network, a more
open and network-enabled control architecture of cyber-physical-human system
will become prominent due to the proliferation of PMUs, micro-PMUs, AMI and
other IoT/networking technologies, to the expansion of electricity market from the
bulk transmission network to distribution networks, and to distributed controls and
optimization. The ever-increasing uses of information technology and communi-
cation technology make the grid vulnerable to cyber intrusions, false data attacks,
and coordinated control/measurement attacks. Various scenarios such as inside
attack, denial-of-service attack, switch/breaker attack, interdiction attack, data
alteration, and spoofing attack have to be investigated. For each of these potential
attacks, defense mechanisms such as enhanced passive/active state estimation
algorithms against data attacks should be developed. A systematic design with a
layered approach is needed to address monitoring and optimization/control func-
tions at the levels of physical layer, control layer, communication layer, network
layer supervisory layer, and market layer. And finally, resilient architectures such as
competitive control need to be developed to ensure the overall system dynamic
stability in the presence of potential attacks, especially during the period when
multilevel monitoring is active and attacks are present but yet to be identified. As
attack strategies evolve with more sophistication, defense mechanisms have to be
more advanced. All of these challenges fall under the fourth category of
cyber-physical security and control.

Aalborg, Denmark Jakob Stoustrup
Cambridge, USA Anuradha Annaswamy
Raleigh, USA Aranya Chakrabortty
Orlando, USA Zhihua Qu
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Electricity Markets



Electricity Markets in the United States:
A Brief History, Current Operations,
and Trends

Thomas R. Nudell, Anuradha M. Annaswamy, Jianming Lian,
Karanjit Kalsi and David D’Achiardi

Abstract The global energy landscape is witnessing a concerted effort toward grid
modernization. Motivated by sustainability, skyrocketing demand for electricity, and
the inability of a legacy infrastructure to accommodate distributed and intermit-
tent resources, a cyber-physical infrastructure is emerging to embrace zero-emission
energy assets such as wind and solar generation and results in a smart grid that deliv-
ers green, reliable, and affordable power. A key ingredient of this infrastructure is
electricity markets, the first layer of decision-making in a smart grid. This chapter
provides an overview of electricity markets which can be viewed as the backdrop for
their emerging role in a modernized, cyber-enabled grid. Starting from a brief history
of the electricity markets in the United States, the article proceeds to delineate the
current market structure, and closes with a description of current trends and emerging
directions.

1 Introduction

An electricity market enables trade of electricity between suppliers and consumers.
An efficient market is one where electricity is traded at a price that minimizes the
cost of generation while supplying the demand. The overall market goals are to
ensure efficient pricing of electricity generation, incentivize enhanced grid services
and infrastructure maintenance. The outputs of the electricity market can, therefore,
be viewed as set-points for the actual units that generate or consume electricity. As
electricity cannot be stored in large quantities at the current cost of energy storage,
the amount of electricity generated must match the demand at every instant of time.
It is, therefore, not surprising that electricity markets range over a broad timescale,
from years to seconds, to accommodate planning as well as operations. Examples
include markets for Forward Capacity, Energy, and Ancillary Services.
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4 T. R. Nudell et al.

Fig. 1 Illustration of typical planning and operation market timescales (adapted from [55])

While economic theory is the underlying tool utilized in order to govern the
principles of electricity markets, such a tool alone is not sufficient, as the products
and services transacted in electricity markets have to interact with the physical grid
and satisfy its constraints. That is, electricity markets lie in the intersection of two
systems, the financial and the physical, which makes their analysis and synthesis
highly challenging. What makes it even harder is the current transformation that
the grid is witnessing, toward modernization, toward a cyber-enabled architecture,
toward a smart grid. This transformation is, therefore, providing a cause for revisiting
the electricity market structure, its mechanisms, and its overall coupling with the
physical power grid.

Figure1 shows typical timescales of commonly found markets in the US with
respect to other power systemplanning andoperation processes.Because of themulti-
year lead times for building electric power plants and transmission projects, planning
markets exist in many places in the US in order to ensure that the overall supply of
electricity will be able to meet projected demand. Markets that govern operation,
termed day ahead (DA) and real-time (RT) markets, ensure that the instantaneous
supply of and demand for electric power are balanced in a least-cost manner. The DA
market clears a day prior to operation for 24 hourly intervals, while the RT market
clears an hour ahead of operation for 5–15min intervals. Whether in planning or
in operations, these markets operate following certain rules and guidelines, which
are set by regional transmission operators (RTOs), in accordance with regulators
appointed by the government.

In order to set the stage for the impact of the Smart Grid Vision on the market
structure, in the following sections, this tutorial seeks to provide an overview of
electricity market structure in the United States. A brief history of the electricity
market is provided in Sect. 2. An overview of the market structure is delineated in
Sect. 3. Some of the major changes that the smart grid paradigm has precipitated are
discussed in Sect. 4.
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2 A Brief History of Electricity in the US

Since the invention of electricity in the eighteenth century, the evolution of the elec-
tricity market can be organized into three parts, the War of Currents and rise of the
vertically integrated firm (1880s–1930s) leading up to a viable business model for
generating and delivering electricity, the regulated utility (1930–1970), and subse-
quent deregulation (1970–1990). Each of these parts are described in the sections
below.

2.1 War of Currents and Rise of the Vertically Integrated
Utility

Subsequent to the understanding of the generation of electricity, the technological
battle that ensued pertains to the use of AC (championed by Nicola Tesla) versus
DC (championed by Thomas Edison) for power generation and transmission. Edi-
son’s support for DC stemmed from the fact that his well-known invention of the
light bulb needed a distribution network as a foundation for large-scale expansion,
and he believed that low-voltage (110 V) direct current (DC) was the only safe way
to distribute electric power. On December 17, 1880, he founded the Edison Illumi-
nating Company and went on to establish the first investor-owned electric utility in
1882 at the Pearl Street Station. From the Pearl Street Station, Edison operated a
low-voltage DC “microgrid”, which provided 110 V DC to 59 customers in lower
Manhattan in New York City [1]. A foil to this technology came from Tesla, who
had initially worked for the Continental Edison company tasked with the redesign
of Edison’s DC generators, and came to believe that many of the DC generators’
demerits could be overcome with AC-transmission. The subsequent battle of ideals,
now famously dubbed as the War of Currents, would be won by Tesla, and led to
a series of US patents that laid the foundation for the AC-alternative to Edison’s
DC system. These patents were then sold to the Westinghouse Electric Company
in 1888. Its owner, George Westinghouse, took advantage of the limited transmis-
sion range of low-voltage DC-power, and expanded transmission to beyond urban
centers. Subsequently, Westinghouse and his AC distribution system prevailed. The
War of Currents ended when Thomas Edison, facing shrinking profits relative to
his AC rivals, merged his company with a more successful AC firm, the Thomas-
Houston Electric Company, to form General Electric in 1892. Battles between GE
and Westinghouse continued for the next few years.

The next step in the development of modern electricity markets in the US was
entrepreneurial rather than technological. This step can be attributed to Samuel Insull,
who introduced a demand-adjusted billing system in which there were two tiers of
prices: one for low demand times and one for high demand times. This strategy
increased profits by increasing overall power consumption, allowing the continuous
running of base-load plants leading to better returns. Insull’s holding companies grew
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in value to $500 million with a capital investment of only $27 million [68]. The stock
market crash of 1929 and the ensuing Great Depression, however, introduced several
singularities into the picture leading to a collapse of Insull’s enterprise.

The above discussions indicate that economies of scale combined with concerns
over reliability led to a firm establishment of the current grid infrastructure ofACgen-
eration and transmission. Large, vertically integrated utilities that generated, trans-
mitted, and distributed power—and which were natural monopolies—arose to cap-
ture the economies of scale. After the collapse of Insull’s company, it also became
clear that these natural monopolies required regulatory oversight. This, in turn, led to
Congress passing the Public Utility Holding Company Act (PUHCA) in 1935, which
enabled state regulation of electric utilities, and gave federal oversight responsibili-
ties to the Securities and Exchange Commission (SEC) and the FPC.

2.2 NERC, FERC, and Deregulation

The rapid expansion of electricity demand over the next few decades led to frequent
brownouts in the 1960s, culminating in amassive blackout across the eastern seaboard
in 1965, led to the creation of the National Electric Reliability Council (NERC) in
1968 that subsequently became the North American Reliability Corporation [29].
NERC divided North America into several interconnected regions and oversaw these
entities to fulfill its mandate of ensuring reliability of the power system.

The energy crisis in the 70s, caused in part by the oil embargo, led to a shortage
of natural gas, and rising oil prices. Due to the inefficient oversight of the FPC,
Congress reorganized it as the Federal Energy Regulatory Commission (FERC), an
independent commission within the newly formed Department of Energy in 1977.
FERC worked to develop simpler approval procedures and eliminated the direct
oversight of utilities, regulating instead the transmission grid, wholesale markets,
and approvals of important mergers and acquisitions in the energy sector.

As a direct response to the energy crisis, Congress enacted the Public Utility
Regulatory Policies Act (PURPA) in 1978, which promoted conservation, domestic
energy production, and development of efficient co-generation and non-fossil fuel
resources. PURPA also opened the market to non-utility generators or independent
power producers (IPP) who could produce power at a lower cost than the vertically
integrated utility, in which case the utility was mandated to buy this cheaper power
and pass the “avoided cost” savings to their customers. This was an important first
step toward broader restructuring of the electricity industry [56].

The late 1970s and 1980s saw continued, but gradual, deregulation of the energy
sector. The Energy PolicyAct of 1992 gave FERC the authority tomandate that a util-
ity provides transmission access to eligible wholesale entities, including wholesale
buyers such as large industrial customers and exempt wholesale generators (mer-
chant generators). This was an important step in the development of bulk electricity
markets in theUS. It is important to note that retail competition and consumer choice,
are not, and never were, under the authority of FERC, rather these decisions belong
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to state legislatures and regulators. Finally, in the 1990s, FERC issued a series of
orders that led to modern-day wholesale electricity markets.

FERC Order 888, often referred to as the “open access” rule required utilities
to unbundle wholesale generation and power marketing, identified ancillary services
required to operate a bulk power system. To achieve the goal of open access, five non-
profit Independent System Operators (ISOs) were created, California Independent
System Operator (CAISO), New York ISO (NYISO), Electric Reliability Council of
Texas (ERCOT),Midcontinent Independent SystemOperator (MISO), and ISONew
England (ISO-NE). FERC Order 889 created the Open Access Same-time Informa-
tion System (OASIS), which specified standards of conduct that would allow the
transmission customers described in Order 888 to have nondiscriminatory access to
the transmission grid, which was ensured by wholesale electricity markets run by
the ISOs. FERC Order 2000 established guidelines that a transmission entity must
meet to qualify as a regional transmission operator (RTO) and required that all pub-
lic utilities that own, operate, or control transmission networks must “make certain
filings with respect to forming and participating in an RTO” [23]. Every US ISO is
also designated as an RTO—additional, non-ISORTOs include PJM Interconnection
(PJM) and Southwest Power Pool (SPP)—whose role of RTOs is largely similar to
ISOs, but with additional responsibility for the reliable operation and expansion of
the transmission grid.

FERC continues to issue rulings to improve market operation and ensure that
consumers receive the lowest cost for reliable electricity, notable examples being
Order 745 (in 2011) and Order 825 (in 2016). These are discussed in the subsequent
sections, and are related to oversight of the emerging concepts of Demand Response
and Settlement Reform, respectively.

3 An Introduction to Wholesale Energy Market Operation

Every RTO in the US operates multiple wholesale electricity markets, where various
products and services are bought and sold, including bulk energy, financial trans-
mission rights, and ancillary services. In this section, we focus on wholesale energy
markets.We start by describingmarket objectives, followed by an introduction to day
ahead (DA) and real-time (RT) energy market operation, typical unit commitment
and economic dispatch (UC and ED) problem formulation, and, finally, an overview
of typical settlement rules. This section is not meant to be a comprehensive guide to
market products or operation in any particular RTO, but rather an overview of the
energy market operation. The goal of this section is to provide a flavor of the kinds of
problems that ISOs formulate and solve today. For details of the DA and RT markets
as well as markets for forward capacity and ancillary services, we refer the reader to
the publicly available best practice manuals and user guides published by the each
[35, 57, 58, 62, 66].
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3.1 Market Objectives

Every RTO in the US operates DA and RT markets, with the primary objective of
maximizingoverall socialwelfare—i.e.,maximize the sumof consumer andproducer
surplus by maximizing their utility functions and minimizing their cost functions.
Othermarket objectives include providing incentives formarket participants to follow
commitments and dispatch instructions, transparency, maintaining system reliability,
and ensuring that suppliers have an opportunity to recover their costs. We discuss a
generic implementation of a fully centralized UC in the DA market to determine the
generators that will run in the operating day, followed by a nodal ED in the DA and
RT markets. In the ED markets, we assume energy and reserve capacity are cleared
simultaneously, which is a common practice in most RTOs today. We discuss a DA
market model that is settled ex-ante (i.e., before operation) on hourly intervals, and
an RT market that is settled ex-post (i.e., after operation) based on 5-min intervals.

3.2 Day Ahead and Real-Time Energy Markets

The main product that DA and RT markets deal with is energy, which is specified
as a power set-point over an interval, including start time and duration, at a specific
location on the network. BothDA andRTmarkets include a security constrained1 ED
todispatch power in themost economicalwaypossible given the forecast andphysical
operating conditions. The DA energy market also requires a security constrained UC
to optimally schedule generators to ensure that they will be available to provide
energy and other ancillary services in real time.

3.2.1 Day Ahead Markets

For simplicity, we ignore the security constraints of DA and RT operation, we begin
with the basic UC and ED problem formulations. Inputs to the UC problem include
load and weather forecasts, regulation and reserve requirements, and, from eachmar-
ket participant, bid/offer curves, start-up, and shut-down costs, generator parameters
such as ramp up/down rates, along with integer minimum up/downtime constraints.
We consider full network power flow constraints in our formulation. The output of
the UC problem is the set of generators that will run at each of the 24 intervals
in the operating day, which is called the day ahead operating schedule. Figure2
shows a very simplified operational timeline of the DA market. Table 1 introduces
all notations used in this article.

With these assumptions in place, the unit commitment problem is a mixed integer
(linear) program (MIP) of the following form:

1Security constraints are additional constraints that ensure line flows do not exceed specified limits
following the occurrence of any one of a set of specified contingencies.
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Table 1 Notation used in the market problem formulations

Symbol Description

N Set of buses in the network

E Set of branches in the network

M Set of generators participating in the market

L Set of loads participating in the market

i ∼ n Generator i ∈ M adjacent to bus n ∈ N
pit Power dispatch of generator i ∈ M at time t

pi Maximum stable power output of generator i ∈ M
p
i

Minimum stable power output of generator i ∈ M
d jt Demand of load j ∈ L at time t

k ∼ n Line k ∈ E incident to bus n ∈ N
d j Maximum demand of load j ∈ L
d j Minimum demand of load j ∈ L
Dt Total demand at time t

ruit Up-reserve capacity of generator i ∈ M at time t

rdit Down-reserve capacity of generator i ∈ M at time t

Ru
t Total up-reserve requirement at time t

Rd
t Total down-reserve requirement at time t

uit Commitment flag of generator i ∈ M at time t , uit ∈ {0, 1}
ait No-load cost for generator i ∈ M at time t

bit Marginal generation cost for i ∈ M or marginal utility of consumption for load
j ∈ L at time t

zuit Start-up flag for generator i ∈ M at time t, zuit ∈ {0, 1}
zdit Shut-down flag for generator i ∈ M at time t, zdit ∈ {0, 1}
suit Start-up cost for generator i ∈ M at time t

sdit Shut-down cost for generator i ∈ M at time t

Δ
u
i Maximum up-ramp capability for generator i ∈ M

Δ
d
i Maximum down-ramp capability for generator i ∈ M

fk Flow of real power on branch k ∈ E
f k Maximum allowable flow on branch k ∈ E
f
k

Minimum allowable flow on branch k ∈ E

Fig. 2 Simplified DA scheduling timeline
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minimize
x

1T
24Cx

subject to

Hx − b = 0

Gx ≤ 0

(1)

where some of the decision variables (elements in x) are binary start-up shut-down
decisions.Modern optimization software packages employ branch and bound as well
as branch and cut algorithms to solve these types of problems. The UC problem can
be formulated as

minimize
p,r,u,z

24∑

t=1

∑

i∈M

[
uitait + bit pit + zuit s

u
it + zdit s

d
it

]

subject to
∑

i∈M
pit = Dt =

∑

j∈L
d jt

∑

i∈M
ruit ≥ Ru

t

∑

i∈M
rdit ≥ Rd

t

pit + ruit ≤ uit pit
pit − ruit ≥ uit pit
pit − pi(t−1) ≤ Δ

u
i

pi(t−1) − pit ≤ Δ
d
i

uit − ui(t−1) ≤ zuit
ui(t−1) − uit ≤ zdit

After the day ahead operating schedule has been set, the units are dispatched in
one hour intervals for every hour of the operating day. Inputs to the DA Economic
Dispatch (DA-ED) include weather, load, reserve requirements, bid and offer curves,
commitment status, and reserve levels of each generator, in addition to the full DC-
load flow network. The outputs are generator setpoints for every hour, locational
marginal prices (LMPs), and reserve prices.With linearized cost curves and DC-load
flow assumptions, for each t = 1, . . . , 24, ED is a linear program of the following
form:

minimize
x

cT x

subject to

Hx − b = 0

Gx ≤ 0

(2)
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Specifically, the DA-ED can be written as

minimize
p,d,r

∑

i∈M
bi pi −

∑

j∈L
b jd j

subject to
∑

i∼n

pi −
∑

j∼n

di +
∑

k∼n

fk = 0, ∀n ∈ N

fk ≤ f k
fk ≥ f

k∑

i∈M
rui +

∑

j∈L
ruj ≥ Ru

∑

i∈M
rdi +

∑

j∈L
rdj ≥ Rd

pi + rui ≤ pi

pi − rdi ≥ p
i

d j + ruj ≤ d j

d j − rdj ≥ d j

(3)

The DA-ED results in a binding agreement to buy, sell, or reserve the cleared energy,
defined as the specified power setpoint over the one hour interval, at the LMP. The
LMP, often denoted by λn , represents the cost to serve the next increment of load
at node n ∈ N . Mathematically, the λn is the sum of the Lagrange multiplier of the
power balance constraints (sometimes called “system lambda” or energy price) and
the Lagrange multipliers of the flow constraints (congestion component) described
in (3).

λn = λenergy +
∑

k

μn,k (4)

where λenergy denotes the energy component of the LMP and μn,k denotes the con-
gestion component of the LMP. The energy component, λenergy , is the shadow price
of the energy balance constraint in (3). Note that all real-world markets include a loss
component of LMP—or at least a modification of the energy component to account
for losses—which has been ignored for simplicity. The congestion component, μn,k

is the shadow price of the flow constraints for branch k weighted by the impact it has
on node n. The dispatch schedule and LMPs are binding, which results in a single
settlement for each market participant each time they are dispatched.
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Fig. 3 Simplified RT market operation timeline

3.2.2 Real-Time Market

During the operating day, the DA-ED is augmented by the RT-ED according to the
physical operation of the transmission network. Inputs to the RT market include the
DA-ED as initial conditions, real-time topology, and network flows from a state esti-
mator, in addition to the inputs used in the DA-ED. Today, it is a common practice for
the RTO to run the markets on an operating hour schedule, where bids and offers are
collected for an entire hour at once. The market will close at least 30min before the
operating hour begins, which implies that all inputs frommarket participants must be
collected before this time. Throughout the operating hour, the ED is solved, typically
every 5min, to determine the dispatch and LMP, which are used in a second settle-
ment. Figure3 shows a typical timeline for real-time market operation and dispatch
of the second operating interval in the operating hour. This timeline corresponds to
current operation at ISO-NE in the Northeastern United States, where certain param-
eters to the DA bids and offers may be submitted no later than 30min before the start
of the next operating hour to be used as inputs to the real-time market. Other RTOs
may differ in the specific timing, but for the most part operate in a similar manner.

3.3 Regulation Markets

In addition to energy and reserves, most RTOs also operate markets for a number of
different ancillary services, the most prominent of which is the regulation market.
Regulation actually consists of two separate products—capacity and service. Regu-
lation capacity is measured in MW over a specified interval, and ensures a certain
amount of room is available for the operator to deviate from the real-time market
dispatch. Regulation service, measured in MW/min, is necessary for the RTO to be
able to instantaneously match supply and load. Typically, the regulation service mar-
ket will operate subsequently to the DA and RT energy and reserve markets, while
regulation capacity is co-optimized with energy and reserves.

In order to participate in the regulation service market, resources must be able to
receive the automatic generation control (AGC) dispatch signal, which is sent every
2–4 s. Additionally, they must be able to respond to AGC signal, and demonstrate a
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minimumperformance standard.Themarket clearswith the least-cost set of resources
needed to meet the regulation service requirement.

While the market is cleared on a least-cost basis, the RTO will dispatch resources
in away thatmaximizes system performance. In other words, once the resources have
been cleared in the market, they are not dispatched economically. The disconnection
between reliability requirements and economic operation is an opportunity for new
market design and/or new products.

3.4 Settlement Rules

Settlement rules precisely specify how market participants pay or get paid for the
energy or services they provide. Thus, these rules are a key component of market
design and the ability of a market to achieve its objectives.

The settlement rules take into account generator schedules, dispatch orders, actual
produced or consumed energy and services, and the cleared price for energy and
services. However, settlements are not simply equal to the price times the quantity of
power delivered at a specific time and location. As settlements often occur ex-post,
they may be based on an average price over a period of time or an average quantity
over a givengeographical region. Settlement rulesmayalso includeother components
to provide proper incentives for market participants to continue participating in the
market and to follow the operational dispatches. While the intention of the market
is to provide an incentive for participants to continue providing a good or service
while maximizing overall social welfare, poorly implemented settlement rules may
undermine this objective.

In regulation markets, it is common to provide market participants with a regu-
lation performance score, a number between 0 and 1, that measures how well the
dispatch signal was followed. The settlements are then made based on the cleared
regulation price (or hourly average regulation service price) multiplied by the per-
formance score. This type of settlement incentivizes market participants to closely
follow the dispatch signal, which is essential for regulation services. In addition to a
performance score, regulation settlements include a make-whole component, which
ensures that the generator is always compensated for the costs it incurs to provide
regulation service. For example, in ISO-NE the regulation, settlement includes pay-
ments for any market participant that provides regulation service or capacity and
includes charges for any market participant with an obligation to serve load. The net
settlement is computed as

Snet = Rservice + Rcapacity + Rmwp − (
Rcharge + Rmwc

)
. (5)

The regulation service payment Rservice is based on the cleared service price, the ser-
vice provided and the performance score. The regulation capacity payment Rcapacity

is based on the cleared capacity price and regulation capacity—which are co-
optimized in the energy market—weighted by the performance score. The regulation
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charge Rcharge and regulation make-whole charge Rmwc are owed by each market
participant based on their relative real-time load obligation. This ensures that genera-
tors can be fairly compensated for providing regulation services, particularly in times
of large load deviations. We refer the reader to [34] for more details on settlement
rules and [25] for a market design that leads to reduced make-whole payments by
the ISO.

Up to this point, we have summarized the history, development, and operation of
wholesale electricity markets in the United States. The next section looks at trends
in electricity markets today which will drive their future development, including
distributed generation, demand-sidemanagement, direct load control, and transactive
control.

4 Current Trends in the Electricity Market

Environmental concerns and economic and political requirements [3], have put pres-
sure on the electric power industry to significantly increase electricity generation
and to search for new sources of energy. Renewable resources not only provide the
capability of reduced CO2 emissions, but also have a low if not near-zero marginal
cost of energy.

The volatility inherent to wind power producers (WPPs) has posed challenges
to the operations of RTOs, which have gradually modified their regulations as their
reliance on wind power increases. The variability and uncertainty of renewable gen-
eration will substantially increase the need for operational reserves to balance supply
and demand instantaneously and continuously [32, 50, 65]. Under low adoption of
wind power, RTOs have opted for limited regulation and control over the power out-
put of WPPs, allowing them to inject their generation when available, and treating
them as negative load. As wind volatility becomes a more significant part of the
energy balance problem and causes high congestion costs and significant reliability
challenges, this practice has begun to change, with RTOs opting for additional mar-
ket mechanisms such as market dispatch and penalties for unmet commitments in
energy markets.

Another forthcoming challenge is the total system inertia and contingency reserve
capacity decrease as non-dispatchable renewable generation displaces conventional
generation. This results in the reduction in the amount of critical operating decisions
that need be made from minutes to seconds or even sub-seconds. Therefore, it is
becoming extremely difficult for system operators to maintain the stability and reli-
ability of their networks. In order to facilitate the paradigm shift to achieve higher
energy efficiency in the future, more flexible and fast-acting resources are needed
to handle the uncertainties and variabilities introduced by such uncontrollable and
intermittent energy resources. A prevailing trend to combat the uncertainties on the
generation side, is to reduce uncertainty on the load side through demand-side man-
agement, direct load control, and transactive control. These emerging trends and
associated challenges are discussed in the subsequent sections.
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4.1 Dispatchable Wind Power

The first large-scale WPPs were integrated to the California electric grid during
the 1980s, motivated by the Public Utility Regulatory Policies Act of 1978 which
required companies to purchase a certain amount of renewable energy [20]. Given
the comparatively small dependence on these power plants and the intermittency
associatedwith theirwind resource, limited control overwind generationwas initially
required throughout the different RTOs. Wind power plants were treated as negative
loads, that is, their instantaneous power output was always purchased at the market-
clearing price. This meant that the volatility of their generation was largely absorbed
by other power plants, mimicking variations in electric demand [9].

Between the 1980s and the early 2000s, the average capital expense in wind
generation dropped by close to 65% while average capacity factors (a proxy for per-
formance) improved by over 20%, even when curtailments due to congestion and
grid reliability concerns are included [44]. Decreasing costs and increasing efficien-
cies prompted energy developers to invest in WPPs. In states with significant wind
resources in rural areas, such as Texas, investments in transmission lines were made
to bring power fromwindy regions to load centers. ERCOTs Competitive Renewable
Energy Zone expansion invested $7 billion between 2008 and 2013, increasing the
capacity of theWest–East Corridor by 18.5 GW [45]. Such investments have allowed
for an integration of 74 GW of wind power capacity to the US electric grid by 2015,
primarily in the Midwest, Texas, and California [20].

Ancillary markets, such as balance reserves, and relatively fast-clearing real-time
energy markets have enabled the integration of WPPs to higher fractions of total
generation through the use of fast-ramping, low relative efficiency, natural gas-fired
power plants [7, 9, 45]. RTOs with larger fractions of wind integration, such as
MISO and CAISO, have run into issues in treating wind as a negative load, leading to
additional technology implementation and control. Wind constitutes approximately
7% of the generation mix inMISO and CAISO, with peaks well over 50% renewable
energy [10, 26]. These RTOs have resorted to economic dispatch systems, where
wind is curtailed when additional generation poses a threat to transmission lines
or the energy balance of the region. In California, approximately 1% of potential
renewable generation is curtailed due to operational concerns [10].

Even in RTO operating regions where wind is dispatched by a market, costs
associated with wind volatility are socialized among generators and consumers, as
most integration mechanisms focus on internalizing congestion-related operational
stresses under high generation but fall short of forcing WPPs to internalize costs
for low production. However, wind power producers are on track to face significant
penalties when energy commitments are not met. ISO-NE is an example of an oper-
ating region where the RTO is requiring wind to bid in day-ahead energy markets
for planning and capacity commitment firming (implemented technology for remote
dispatch by mid-2016, requiring Day-Ahead bidding by mid-2019) [33]. By charg-
ing penalties when generation commitments are not met, RTOs can pass on costs
related to balance reserve requirements and fast-ramping of other power plants to
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WPPs. The transition from negative load to economic dispatch and firming of gen-
eration commitments lead wind power producers to internalize costs associated with
wind resource volatility and more accurately reflect the cost of their generation in
the market.

4.2 Demand-Side Management

Current power grid operation predominantly relies on scheduling and regulating gen-
eration resources to supply electric loads and balance load changes. Due to inherent
limitations of most conventional generators in providing fast-ramping capacities,
the power grid solely based on supply-side control will not be able to support the
large-scale integration of renewable energy. Alternatively, in addition to generators,
electric loads can be used to balance between supply and demand. This practice is
often referred to as the demand-side control or demand response (DR).

Traditionally, electric loads were considered to be passive and non-dispatchable
elements of the power grid. However, various grid services that were traditionally
delivered by generators only [12] can nowbe provided by a collection of electric loads
through proper coordination and control with required speed, accuracy, and magni-
tude. Popular load types used for DR are thermostatically controlled loads (TCLs),
including residential air conditioners, water heaters, and refrigerators, deferrable
loads such as dryers and electric vehicles, and commercial HVAC (heating, ven-
tilation, and air-conditioning) systems. Due to the large population size and fast
aggregated ramping rate of these electric loads, DR has an enormous potential to
reliably and economically offset the dynamic variability introduced by renewable
generation.

Besides the emergence of DR, another growing trend in the power grid is the
integration of distributed energy resources such as distributed generator and energy
storage in power distribution systems. These distributed energy resources (DERs) are
small and highly flexible compared with conventional generators. If appropriately
coordinated and controlled, DERs andDR can collectively become a valuable system
asset playing an increasingly important role in the future smart grid. Their seamless
integration into power distribution systems will lead to efficient grid operation and
high renewable penetration without compromising the stability and reliability of the
power grid.

4.3 Direct Load Control

The coordination and control of electric loads to provide various grid services have
been extensively studied in the literature. Direct load control (DLC) is one of the
most popular demand response approaches. It allows electric loads to be remotely
controlled by an aggregator (for example, utility company) based on prior mutual
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financial agreements, referred to as contracts. Traditional DR programs use DLC
to deliver services such as peak shaving and load shifting [16, 19, 43]. The latest
development in this area focuses on modeling and control of electric loads such as
TLCs [6, 11, 37, 41, 54, 76], plug-in electric vehicles [48, 67], and data center
servers [15, 47] to provide various grid services including frequency regulation and
load following. In addition, there are also efforts on the design of financial contracts
between the aggregator and individual loads under DLC. The essential step in the
design of DLC is the development of an aggregatedmodel that can accurately capture
the collective dynamics of the load population.

Existing works on aggregated modeling have focused mainly on air conditioners
and water heaters [5, 11, 18, 49]. The key idea of this approach is to characterize the
evolution of the temperature density for the load population. Several first-principle-
based approaches such as deterministic fluid dynamics approach [22] and stochastic
differential equation approach [51] were proposed, which lead to a Fokker–Planck
type of partial differential equation (PDE). In [11], the analytical solution to this
PDE was derived in a much simplified setting, and provided useful insights into the
transient dynamics. Besides those first-principle-based approaches, Markov-chain-
based approaches were also studied in [39, 49, 53], where state transition probabil-
ities between discrete temperature bins were derived based on simplified first-order
models or directly from the simulated training data. However, both first-principle-
and Markov-chain-based approaches are subject to several limitations for practical
applications. First of all, most of the approaches model individual loads using a first-
order differential equation, yet such amodel is insufficient to capture the dynamics of
TCLs that have large heat capacities. For example, in the case of air conditioners, it is
essential to model the dynamics of both air and mass temperature dynamics because
the house mass is so large that it will significantly affect the transients of air temper-
ature. Second, homogeneity is a common assumption in many aggregated models,
which does not hold in general. It is important to consider the diversity in load param-
eters in order to generate realistic aggregated responses [5, 39, 75]. The methods
in [39, 49, 61] considered the heterogeneity in some parameters but still assume the
homogeneity for the rest of parameters. Finally, the existing aggregated models usu-
ally allow the existence of short cycling for individual TCLs. Thesemodels cannot be
directly applied to air conditioners for which there exist protection schemes that pre-
vent the device from the short cycling. Hence, a newMarkov-chain-based aggregated
modeling that accounts for second-order equivalent thermal parameter models [72]
of individual air conditioners was proposed in [13, 76, 77] to systematically address
all the above issues.

Several non-density-based methods have also been proposed in [36, 37, 42],
whose the main objective is to represent the aggregated dynamics using simple linear
state-space or transfer function models. Compared with aggregated modeling, the
design of aggregated controller is relatively simpler.With a good aggregatedmodel of
the load population,manywell-established controlmethods such asModel Predictive
Control [39], Lyapunov-based control [5], or simple inverse control [53] can be
directly applied to regulate the aggregated power response so that it matches the
given reference signal.
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The most important advantage of DLC is that it can achieve reliable and accurate
aggregated load response. Its implementation in practice, however, has been chal-
lenged often due to privacy and security concerns. This is becausemost of themodels
require information about the state of the end-use appliance owned by customers in
order to design control strategies. On the other hand, there are also concerns that DLC
signals could be disruptive to local constraints and inevitably result in adverse effects
such as response fatigue [27]. Another important paradigm for demand response as
an alternative to DLC is price responsive control (PRC), which sends price signals to
customers so that they can individually and voluntarily manage their local demand.
Unfortunately, under existing PRC schemes, it is difficult to achieve an acceptable
level of predictable and reliable aggregate load response. Transactive control is a
more comprehensive approach compared to PRC, and addresses the reliability con-
cerns while maintaining the privacy and security advantages that PRC has over DLC.
This is the focus of the following section.

4.4 Transactive Control

The most common examples of PRC in place today include time of use (TOU)
pricing, critical peak pricing (CPP), and real-time pricing (RTP) [2, 8, 14, 30].
There have been many demonstration projects [22] to validate the performance of
PRC in terms of payment reduction, load shifting, and power shaving. However,
the existing approaches either directly pass the wholesale energy price to customers
or modify the wholesale price in a heuristic way. Therefore, it is very difficult for
PRC to achieve predictable and reliable aggregated load response that is essential in
various demand response applications.

Transactive control, which is sometimes referred to as market-based control, has
been proposed as an alternative to PRC that can integrate DERs and DR in power
distribution systems and then into the transmission system to realize the transactive
operation for the entire power grid. It shares the same advantage of PRC in preserving
customer privacy by using internal price as the control signal. However, the internal
price is systematically designed according to specific control objectives,which can be
dramatically different from the wholesale price (see, for example, [17, 46]). Hence,
transactive control shares the advantage ofDLC, and avoids the shortcomings of PRC,
in having a more predictable and reliable aggregated load response. Because trans-
active control borrows ideas from microeconomics [52] into the controller design, it
is amenable to problems where self-interested customers are involved [21, 63]. Fur-
thermore, it can also greatly facilitate the coordination and control between DERs
and electric loads in the future distribution systems [73].

The idea behind transactive control is actually not new, and can be traced to con-
cepts outlined in [64]. These concepts also recognize that different regions are struc-
tured in a variety of ways that cover wholesale power markets, electricity delivery
markets, retail markets, and vertically integrated service provider markets. Trans-
active approaches appear to have the potential to be incorporated into many differ-
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ent structures and mechanisms that allow them to coexist with present operational
approaches.

Current research activities on transactive control have mainly focused on inno-
vating end-user loads with enhanced intelligence and launching field demonstrations
involving various parties such as grid operators, energy supply companies, vendors,
and regulators. In the United States, three major field demonstration projects were
executed under the support from the U.S. Department of Energy to illustrate and
prove the technology feasibility of transactive control in practice. Each of these three
projects is summarized below, details of which can be found in [40].

4.4.1 Olympic Peninsula Demonstration

The Olympic Peninsula Demonstration (2006–2007) [24, 28] was the first proof-
of-concept demonstration project on transactive control. This demonstration was
located on the Olympic Peninsula of Washington State. The Penninsula is served by
a capacity-constrained, radial transmission system connection to the Pacific North-
west power grid. The area had been experiencing a significant population growth
and it had already projected by that time that power transmission capacity in the
region may be inadequate to supply–demand during extremely cold winter condi-
tions. The objective of this project was to evaluate practical and economical alterna-
tives to new transmission and distribution construction by coordinating distributed
energy resources and electric loads for congestion management. It used a 5-min
double-auction market to coordinate five 40 HP water pumps distributed between
two municipal water-pumping stations, two distributed diesel generators (175 and
600 kW), and electric water and space heating loads of 112 residential houses. This
demonstration established the viability of transactive control in achieving multiple
objectives such as peak load reduction and energy cost saving.

4.4.2 AEP gridSMART® Demonstration

The AEP gridSMART® Demonstration (2010–2014) [70, 71] was built upon the
technology implemented in the Olympic Peninsula Demonstration andmarket-based
incentive signals. This project used a 5-min double-auction market again to coor-
dinate residential and control air conditioners on each of four distribution feeders
for congestion management. However, it introduced an additional real-time pric-
ing (RTP) component by incorporating PJMs 5-min wholesale locational marginal
price (LMP). The overview of the RTP system design in this demonstration is illus-
trated in Fig. 4.

The AEP gridSMART® demonstration had three specific objectives [69]. The first
is to build a transactive control platform to demonstrate the capability of responsive
end-user loads in providing benefits to the utility and the consumer. The second
was to actively educate consumers in innovative business models that encourage
flexibility in energy use in return for reward and energy saving. The third is to record



20 T. R. Nudell et al.

Fig. 4 Overview of the RTP system in the AEP gridSMART® Demonstration (reproduced
from [40] ©2016IEEE and used with permission)

the system operation to study the technology performance and also the consumer
behaviors under varying operating conditions.

4.4.3 Pacific Northwest Smart Grid Demonstration

The Pacific Northwest Smart Grid Demonstration (PNWSGD) (2010–2015) [31, 60]
was a unique demonstration of unprecedented geographic breadth across five Pacific
Northwest states—Idaho, Montana, Oregon, Washington, and Wyoming as shown
in Fig. 5. There were 55 unique instantiations of distinct smart grid systems demon-
strated at the project site. The local objectives for these systems included improved
efficiency and reliability, energy conservation, and demand responsiveness. In this
demonstration project, a new transactive approach was deployed to coordinate dis-
tributed energy resources and address regional objectives including the mitigation
of renewable energy intermittency and the flattering of system load. Unlike the one
based on the double-auction market, this approach is based on peer-to-peer nego-
tiations as illustrated in Fig. 6. The major objective of this demonstration was to
establish a more efficient and effective power grid that can simultaneously reduce
fossil fuel consumption and CO2 emissions, improve system stability and reliability,
increase renewable penetration, and provide greater flexibility for customers.
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5 Challenges and Opportunities

In the sections above,we have attempted to introduce the reader to electricitymarkets,
the first building block that lays the foundation for a reliable and affordable electricity
infrastructure. With a focus on the United States, we have outlined a brief history of
electricitymarkets, current operation ofwholesalemarkets, and emerging trends.Due
to the overall trend toward deregulation, the structure of markets covering planning
and operations of the power grid, and the emphasis on DERs and DRs, similar
changes are being investigated in electricity markets across the globe, though details
of theworkings of RTOs,wholesalemarkets, and retailmarkets differ. In addition, the
evolution of and emerging topics inmarkets are tightly interwovenwith technological
advances in the cyber aspects as well as other technological domains such as storage
and power electronics. Here too, specific trends and topics that are dominant in
different parts of the world have differed.

A clearmessage that is apparent from the discussions above is that changes inmar-
ket structures are needed because of the growing penetration of DERs and because of
the high potential of DRs. Systems and control tools that can provide guidelines and
foundations for these emerging trends are therefore imperative.Anoverall framework
including models and methods for the quantification and realization of performance
metrics such as robustness, resilience, and reliability need to be developed. The
successful demonstration projects on transactive control as well as the promising
approaches of DERs indicate that there are a number of opportunities for the con-
trols community to develop such a rigorous theoretical framework for integration of
DR and DERs into the electricity market. In the three challenge articles that follow,
some of the opportunities and forward-looking directions are discussed. These span
theoretical issues such as non-convexities and multiple timescales, practical chal-
lenges related to hedging in future markets, setting up retail markets, integration of
multiple demand response units, and a redesign of markets and control to have better
ancillary services. A brief summary of each of these articles follows. Several other
directions on developing a dynamic framework with hierarchical, co-optimization,
passivity, and game theory based components are currently being pursued to develop
new solutions and architectures in electricity markets (see for example [4, 25, 38,
59, 74]) and are not included in this volume.

The paper Some Emerging challenges in Electricity Markets authored by S. Bose
and S.H. Low focuses on five different challenges that are precipitated due to the
growing penetration of renewables. The first concerns a fundamental theoretical
issue of how non-convexities in constraints and feasibility sets need to be addressed,
and how pricing these non-convexities may be used as incentives for introducing
corrective action. The second is the need to understand how forward markets can
be designed so as to guard against risks against large forecast errors with a large
penetration of renewables-based generation. The third is a challenge associated with
integrating storage devices with a possible approach that views storage devices as
entities similar to those in a transmission infrastructure that helpsmanage congestion.
How the hedging of associated price variations needs to be carried out is addressed.
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The fourth challenge pertains to strategic market players and the use of game theory
for analyzing strategic interactions. The final challenge pertains to the setting up
of a retail market, where varied issues need to be addressed including the services
provided by aggregators, both of distributed generation and flexible demand, appro-
priate coordination that ensures economic and physical goals of the distribution grid,
and varied demand response structures such as direct load control and Transactive
control.

The paper Incentivizing Market and Control for Ancillary Services in Dynamic
Power Grids authored by K. Uchida, K. Hirata, and Y. Wasa addresses a redesign of
the energy management system in an electricity market, with the goal of improving
the quality of ancillary services. With increasing renewables, a high- speed market-
clearing structure may be called for that ensures all private information of market
players and reliable performance of the related frequency response. Limitations and
fundamental challenges related to market design and the necessary incentives, when
it comes to the integration of the requisite economic models and dynamic character-
istics of the power grid are discussed. A specific model-based method is outlined as
a possible approach for overcoming these challenges.

The paper Long term challenges for future electricity markets in the presence of
Distributed Energy Resources authored by S. Muhanji, A. Muzhikyan, and A.M.
Farid outlines three main challenges including (i) a simultaneous management of
the technical and economic performance of the electricity grid (ii) spanning multi-
ple timescales during operation, and (iii) enabling multiple demand-side resources.
Reducing day-ahead and real-time market time steps so as to reduce load following,
ramping, and regulation reserve requirements, development of new control archi-
tectures that are able to respond quickly to real-time changes in grid operations,
and market structures that enable the participation of and proper compensation for
such services are stressed in (i). Multi-timescale approaches so as to reduce the
impact of net load variability and forecast error away from scheduled set points and
related perspectives are stressed in (ii). Design and analysis of transactive control of
demand-side management so as to lead to an appropriate balance of physical as well
as economic signals is underscored in (iii).
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Some Emerging Challenges in Electricity
Markets

Subhonmesh Bose and Steven H. Low

Energy deregulation in the 90s led to the development of power markets in the United
States. The Public Utilities Regulatory Policies Act (PURPA) in 1978 laid down the
early foundations of deregulation. Subsequent legislations included theEnergyPolicy
Act of 1992 (EPAct92) and FERC Order No. 888 in 1996. They established the rules
to “remove impediments to competition in the wholesale bulk power marketplace”
by promoting “non-discriminatory transmission services” [1]. These legislations led
to the development of two different market architectures in different parts of the US.
In one, utility companies established a bilateral market to transact with independent
power producers and/or other utilities. In others, a third-party nonprofit facilitator—
an Independent System Operator (ISO) or a Regional Transmission Organization
(RTO)—was established to mediate between the buyers and the sellers of power at
the wholesale level. Our discussion in this article will primarily revolve around the
latter.

Heated debates have continued to shape the rules of engagement in wholesale
electricity markets over the past two decades. As a result, markets in various parts of
the US today do share commonalities, but the specific rules are often diverse. And
now, the electricity markets are undergoing a rapid transformation in an effort to
accommodate a deepening penetration of variable (and often distributed) renewable
supply. Renewable resources like wind and solar energy can reduce carbon emissions
and ensure a sustainable energy future. Their power output, however, is uncertain
(difficult to forecast), intermittent (exhibit large fluctuations), and largely uncon-
trollable (not dispatchable on command). Besides profoundly affecting the control
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paradigm of the power systems, such resources have challenged the current market
designs. Not only are they transforming the wholesale markets, the design of new
retail markets is also under consideration.

Academics, industry, and policymakers have amassed a significant literature on
electricity markets. In this article, we do not attempt to provide a comprehensive
overview of that literature, but focus on a few research directions that we deem
important in response to the rise of renewable supply and distributed energy resources
(DERs) in the grid. Our discussion largely pertains to the electricity markets in the
US.We begin by providing a quick primer on the principles underlying the wholesale
markets that are managed by ISOs/RTOs. We then outline some research challenges
that must be tackled to extend these principles to the emerging energy landscape.

1 Wholesale Electricity Market Primer

Unlike traditional marketplaces, the physics of the underlying grid impacts the out-
comes of the trade in electricity markets. The ISOs/RTOs implement a market clear-
ing mechanism to facilitate this trade within the confines of the power network. In
such a centrally managed networked marketplace, what prices are deemed meaning-
ful? Schweppe et al. in [51] provide an answer to that question based on competitive
equilibrium theory. Their proposal, the locational marginal pricing (LMP) scheme,
has become a ubiquitous feature of today’s wholesale electricity markets. We now
describe an idealized model of such a wholesale market and explain the locational
marginal prices. Our description below does not include various practical considera-
tions. Section2 alludes to some of these considerations for which the stylized model
presented here serves as a prelude.

Consider a power network with n nodes, where each node i has a dispatchable
generator. Let this generator incur a cost of ci (gi ) for supplying gi ∈ Gi , where
ci : Gi → R is a smooth increasing strictly convex function (R denotes the set of real
numbers). The convex setGi encodes the possible power outputs of that generator. Let
node i also have a known inelastic demand di ≥ 0. In the sequel, we use boldface
symbols to distinguish vectors and matrices, and use the notation v to represent
a column vector of the form (v1, . . . , vn)

ᵀ. Consider the following optimization
problem that seeks a socially efficient generation schedule that minimizes the total
cost.

minimize
g∈Rn

n∑

i=1

ci (gi ), (1a)

subject to A(g − d) ≤ b, (1b)

1ᵀ
(g − d) = 0, (1c)

gi ∈ Gi , i = 1, . . . , n, (1d)
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where 1 denotes a vector of all ones, andA ∈ R
2m×n in (1b) maps the vector of nodal

power injections g − d to the vector of directed power flows onm transmission lines
using a linearized power flow model (the so-called DC approximation). This widely
used approximation uses fixed voltage magnitudes, ignores transmission line losses,
and assumes the differences between voltage phase angles across transmission lines
to be small. See [52] for more details. With these approximations, (1b) says that
the power flows over the transmission lines respect their power transfer capacities
b ∈ R

2m , (1c) says that demand and supply of power must balance over the entire
network, and (1d) models the supply constraints on each generator.

Let μμμ ∈ R
2m+ and γ ∈ R be the Lagrange multipliers associated with (1b) and

(1c), respectively. A partial Lagrangian for (1) is then given by

L (g,μμμ, γ ) :=
n∑

i=1

ci (gi ) + (Aᵀ
μμμ − γ 1)ᵀ(g − d) − μμμ

ᵀb.

Let (g∗,μμμ∗, γ ∗) be a primal–dual optimal solution for (1).With the optimal Lagrange
multipliers μμμ∗ and γ ∗, define the following vector of nodal prices or locational
marginal prices LMPs:

λλλ∗ := γ ∗1 − Aᵀ
μμμ∗ ∈ R

n. (2)

Schweppe et al. [51] advocates the use of λλλ∗ as the nodal energy prices. That
is, generator (load) at bus i is paid (pays) λ∗

i for each unit of energy she generates
(consumes). This pricing scheme is justified by the fact that (g∗,λλλ∗) constitutes an
efficient competitive equilibrium, i.e., (g∗,λλλ∗) satisfies the following conditions.

1. Incentive compatibility. Suppose generator i is price-taking in that she believes
that her supply offer cannot meaningfully alter the price the ISO pays her at.
Given the nodal price λ∗

i , the generator will then produce the ISO’s prescribed
quantity g∗

i in an effort to maximize her own profit, i.e.,

g∗
i = argmax

gi∈G i

λ∗
i gi − ci (gi ).

2. Market clearing. The total power production matches the total demand.
3. Efficient dispatch.Under the assumption that generator i is price-taking, her sup-

ply offer will essentially be the parametric maximizer of pgi − ci (gi ) over Gi as a
function of the price p. The ISO can then infer the cost curve ci (up to an additive
constant) required in (1) from the submitted supply offer, and hence, is able to
find the socially efficient generation schedule through this market mechanism.

It is straightforward to draw the above conclusions using the Karush–Kuhn–Tucker
optimality conditions for (1). LMPs are marginal in the sense that λλλ∗ measures the
sensitivity of the aggregate optimal cost to the vector of nodal demands, i.e.,
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λλλ∗ = ∇d

[
n∑

i=1

ci (g
∗
i )

]
.

Interestingly, if the transmission constraints are not binding at the optimal solution,
then μμμ∗ = 0 and λ∗

i = γ ∗ for each i = 1, . . . , n. That is, LMPs become spatially
homogenous without network congestion. With congestion, these prices can vary
with location. Perhaps counterintuitive, a nodal price λ∗

i can be positive or negative,
and hence, sometimes a load can be paid to consume. LMPs and their properties have
been discussed in great detail in many papers over the last two decades. We refer
the interested readers to [31, 59] for more insights. Keeping the above market model
in mind, we now turn toward the emerging market challenges in accommodating
variable renewable supply and DERs.

2 Future Market Challenges

We discuss five challenges and opportunities in electricity markets that we see as
becoming increasingly important moving forward.

2.1 Pricing Nonconvexities

Competitive equilibrium provides an elegant theoretical support for the LMP-based
market mechanism. Real power markets, however, introduce nonconvexities to the
optimization problem in (1). Besides compounding the computational difficulties in
solving the resulting market clearing problem, it is generally difficult to derive a
pricing strategy that enjoys the same economic rationale as the one above. Pricing
such nonconvexities has given rise to its own literature, e.g., see [21, 44, 49], and
the references therein.

Nonconvexity arises in various different ways. For example, unit commitment
decisions introduce integrality constraints into the market clearing problem.1 Slow-
ramping dispatchable generators typically require forward planning. At the forward
stage—a day or a few hours ahead of the time of power delivery—one has to decide
when such generators will come online to produce power over a time horizon. It is
straightforward to extend (1) to includeON/OFF status of the generators as additional
decision variables (with associated costs and constraints) in a multiperiod formula-
tion. These decisions are binary in nature, and render the market clearing prob-
lem nonconvex. Among others, convex hull pricing has been suggested to design
compensation schemes for a market clearing problem with integrality constraints
[21, 50].

1Modeling transmission switching capabilities also gives rise to integrality constraints [43].
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The power flow model in (1) is another source of nonconvexity. While the DC
approximation defines a convex set of feasible power injections, more accurate non-
linear power flow equations define a nonconvex feasible set. The challenge of solving
such an optimization problem over a power network is well documented. The lit-
erature on this so-called AC optimal power flow problem is extensive; see [10, 11,
14, 17, 18, 24, 33–36] for a sequence of surveys. Again, the derivation of meaning-
ful prices to accompany such a dispatch can be challenging. A generator can also
provide voltage and reactive power support in addition to supplying real power. An
LMP-based market mechanism, as described, does not pay for such services.

The challenges in pricingnonconvexities arewell known.Various “side payments”
and “uplift payments” have been designed on top ofLMPs to pay for them. Integration
of variable renewable energy makes it imperative to investigate some of them more
closely in the near future. To provide an example, many have identified the threats
to voltage stability from pockets of large-scale photovoltaic installations [15]. To
mitigate such risks, one can design a market to incentivize corrective actions. One
might conceive a compensation scheme in such a market to accompany the solution
of an optimal power flow problem similar to (1), but with nonlinear AC power flow
equations—a nonconvex market clearing problem.

2.2 Hedging via Forward Markets

Variability characteristics of renewable resources such as wind and solar pose a
fundamental challenge to their integration into the grid. Operational protocols and
market structures need adjustments to respond to that challenge. To illustrate that
need, notice that errors in day-ahead aggregate load forecasts for the bulk power
system are roughly 1–3%. The same errors in forecasts of regional wind energy
output are 6–8% in comparison [29]. Uncertainty in net demand (nominal demand
less wind power output) will therefore significantly change for wind penetration
beyond 15–20% of average load.2 Scheduling decisions, whether taken a day or a
few hours in advance of power delivery, have to account for that uncertainty.

The fleet of dispatchable generators cannot always respond to variations in net
demand in realtime. Cheap baseload generators often have limited ramping capabil-
ities and long start-up/shut-down processes. Consequently, one has to plan forward
when and for how long such units will operate over a time horizon.

One way to schedule generators under uncertainty is the so-called certainty equiv-
alent approach. This approach to unit commitment and economic dispatch replaces
all uncertain parameters at the forward stage by their certainty surrogates. That is,
the forward dispatch is computed based on a point forecast of uncertain demand and
supply. Deviations from said forecasts are balanced in realtime. To explain it mathe-
matically, inherit the notation in Sect. 1 with the addition that the available capacity
of production in realtime is random, given by Gi (ω). Here, ω encodes a scenario, a

2The exact penetration level beyond which the uncertainty is significant will no doubt depend on
the statistics of the wind and the nature of the power system.
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collection of which is given by�. Dispatchable generators will typically have identi-
calGi across scenarios. For simplicity, ignore the forward (binary) commitment deci-
sions, but rather suppose that the forward schedule defines a set-point g0i for generator
at bus i . Then, its ramping capability ismodeled as |gi (ω) − g0i | ≤ Ri . Slow-ramping
baseload generators have a smaller R compared to fast-ramping peaker power plants.
Then, a certainty equivalent approach for forward scheduling can assume the fol-
lowing form:

minimize
g0∈Rn

n∑

i=1

ci (g
0
i ), (3)

subject to A(g0 − d) ≤ b,

1ᵀ
(g0 − d) = 0,

g0i ∈ Ĝi , i = 1, . . . , n.

Here, Ĝi is a certainty surrogate for the random production capacity. If Gi (ω) =
[0, ḡi (ω)], then an example of such a surrogate is Ĝi := [0,E [ḡi (ω)]], where E

stands for expectation. One can price the outcome of Eq. (3) along similar lines
as in Sect. 1. When scenario ω is realized, the realtime dispatch is computed by
minimizing

∑n
i=1 ci (gi (ω))—possibly with an added ramping cost for deviating

from the setpoint—such that g(ω) balances d across the network, and it satisfies
|gi (ω) − g0i | ≤ Ri , and gi (ω) ∈ Gi (ω) at each bus i . Again, the realtime prices can
be computed along the same lines as in Sect. 1. The realtime settlement, however,
only pays for deviations of g from g0 at the realtime price. The forward schedule so
computed and priced is agnostic to realtime balancing costs, making this approach
inefficient. This inefficiency has long been recognized. To circumvent it, one can
alternately make use of a stochastic formulation to schedule forward. Within our
idealized market model, it can be written as

minimize
n∑

i=1

E[ci (gi (ω))], (4a)

subject to A(g(ω) − d) ≤ b, (4b)

1ᵀ
(g(ω) − d) = 0, (4c)

|gi (ω) − g0i | ≤ Ri , (4d)

gi (ω) ∈ Gi (ω), (4e)

i = 1, . . . , n, ω ∈ �

over the variables g0 ∈ R
n , and g : � → R

n . The above stochastic approach is
designed tomaximize efficiency, butmakes it difficult to define ameaningful forward
settlement. To that end, authors in [45] introduce an additional constraint in (4) that
balances demand with generator set points. Then, they define a forward payment
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based on the optimal Lagrange multiplier for that constraint. While it suggests an
interesting workaround, this approach has its limitations. Notice that the forward set
points for peaker power plants and renewable generators lack any physical meaning.
As a result, the rationale behind their forward payment scheme becomes unclear.
In addition, such stochastic economic dispatch-based forward settlement can be
revenue inadequate in certain scenarios. That is, the system operator can end up
cash negative after settling the payments of market participants. The difficulty in
defining forward settlements for a stochastic economic dispatch model is chronicled
in [7, 37]. They also propose alternate settlement schemes; each has its own pros and
cons. In parallel with the stochastic paradigm, different dispatch procedures based
on adaptive robust optimization have also been proposed. For example, [32] advo-
cate the dynamic construction of look-ahead uncertainty sets, based on which one
can correct past commitment or dispatch decisions with revised information about
impending uncertainty closer to the time of power delivery. Designing an accompa-
nying payment mechanism remains an interesting direction for future research.

In general, when forecast errors in demand and supply are relatively small, one
can generally expect a forward nominal dispatch to be close to the physical dispatch
in realtime. The resulting compensation then becomes meaningful, and the forward
settlement will typically comprise a significant portion of the total payment to the
market participants. With deep penetration of renewable supply, the forecasts will
be less accurate. A forward market that compensates for a nominal dispatch will
therefore prove less effective for participants to mitigate financial risks. The design
of alternate and practically implementable forward market mechanism is thus an
important research direction. Extending that logic further, the growing penetration
of renewable supply will make the market participants’ payments more volatile.
Therefore, the participants will have to bear larger financial risks on a daily basis.
Such risks can adversely affect the competitiveness of the market in the long run.
New financial instruments are needed to counter such risks. To illustrate, notice that
peaker power plants are often necessary to ensure that supply can meet demand even
with the least available renewable supply. However, they may not always be required
to produce, if enough renewable supply is realized. Short-term “capacity” payments
via flexible ramping products have been adopted in some markets to address this
question, e.g., in the markets managed by California ISO and Midcontinent ISO.
Such contracts allow flexible generators to earn money when they remain available
but are not called upon to supply power. Toward the samegoal of riskmitigation, some
have also suggested using swing options and call options, e.g., in [2, 26]. Additional
research is necessary to judge the applicability of such ideas within practical market
settings and to carefully characterize their impacts on market competitiveness.

Financial instruments will no doubt help make the energy marketplace attractive
for both renewable power producers and flexible dispatchable generators. One must,
however, analyze and monitor their possible interactions. As a cautionary tale, an
example in [28] points out how a firm can strategically utilize their financial position
in one instrument to favorably influence the reward from another.
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2.3 Integrating Storage Technologies

Energy storage devices are expected to play an important role in integrating renewable
supply. One way to integrate them at scale is to treat them like any other distributed
energy resource operated by a storage owner-operator. Another way is to treat them
as part of the infrastructure like transmission lines where their operation and com-
pensation are determined by the market outcome. We illustrate the second approach
that is proposed in [38, 55].

We start by explaining financial instruments that help hedge against spatial vari-
ations of LMPs when transmission lines are congested. Then, we illustrate how the
same principle carries over to the case of hedging against temporal price variations
using energy storage. Recall our definition of the locational marginal pricesλλλ∗ in (2).
A generator at node i is paid λ∗

i g
∗
i , while a demander at the same node pays λ∗

i di .
After settling the payments with the market participants, the system operator is left
with a merchandising surplus of

MS :=
n∑

i=1

λ∗
i (di − g∗

i ) = −
n∑

i=1

λ∗
i q

∗
i , (5)

where q∗ := g∗ − d is the vector of nodal power injections. If the transmission lines
are not congested at the optimal dispatch, then MS = 0. This follows from (1c) and
the fact that all nodal prices become equal. When there is congestion, one can prove
that MS≥ 0 at an efficient competitive equilibrium. Stated differently, the ISO never
runs cash negative upon settling payments with market participants.

An ISO is a nonprofit market facilitator and is not entitled to keep the merchan-
dising surplus. It reallocates a positive MS (that arises due to congestion) through
financial transmission rights (FTR) [23, 46]. A holder of FTR, e.g., a grid operator or
one who has bought these rights on a secondary market, will receive a fraction of the
MS that the ISO collects in clearing the spot market. Formally, a point-to-point FTR
is identified by a power pi j ∈ R+ with the interpretation that the holder grants the
injection of pi j amount of power into the grid at bus i and a withdrawal of the same
amount from bus j . The FTR holder is entitled to receive a rent (or a liability) equal to
(λi − λ j )pi j . It can be shown that if a collection of FTR positions, together with the
physical power flows over the grid, is feasible (i.e., the injections satisfy (1b)–(1d)),
then the FTR rent is no greater than MS. That is, the simultaneous feasibility ensures
that the ISO has sufficient revenue to cover the issued FTRs [23, 59]. Alternately,
flow-based congestion rents have also been proposed (defined in terms of μμμ and
the line flows, instead of λλλ and the bus injections); they are called flowgate rights
(FGRs) [12, 13]. FTRs and FGRs are convenient instruments for hedging against
spatial price variations, and also provide market signals to incentivize investment in
transmission capacity.

An interesting proposal is presented in [38, 55] to integrate storage devices into the
market framework for hedging temporal price variations using instruments similar
to FTRs/FGRs. Consider a time horizon t = 0, 1, . . . , T − 1. Let the corresponding
generations and (possibly time-varying) transmission line capacities be given by
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q(t) := g(t) − d(t) ∈ R
n and b(t) ∈ R

m at each time t , respectively. Suppose there
is a storage device with capacity si ≥ 0 at each bus i . Denote by ui (t), the power
extracted from the device at bus i and time t . The convention is such that ui (t)
< 0 denotes charging that device. Assuming zero initial state, the state of charge at
time t of the device at bus i depends on past inputs ui (τ ), τ = 0, . . . , t − 1. The
state of charge over the time horizon can then be expressed as Luuui for a suitably
defined matrix L and uuui := (ui (0), . . . , ui (T − 1))ᵀ. We must have 000 ≤ Luuui ≤ si1
for each i = 1, . . . , n to ensure that the state of charge respects the storage capacity
constraints. Here, 1 denotes a vector of all ones. Using the notation introduced, the
problem in (1) can be extended to multiple periods as

minimize
T−1∑

t=0

n∑

i=1

ci (gi (t)), (6a)

subject to q(t) = g(t) − d(t), (6b)

A(q(t) + u(t)) ≤ b, (6c)

1ᵀ
(q(t) + u(t)) = 0, (6d)

000 ≤ Luuui ≤ si1, (6e)

gi (t) ∈ Gi , (6f)

i = 1, . . . , n, t = 0, . . . , T − 1

over the variables g(t) ∈ R
n,q(t) ∈ R

n for each t and ui ∈ R
T for each i . As in

Sect. 1, let μμμ(t), γ (t) denote the Lagrange multipliers associated with (6c), (6d),
respectively, andλλλ(t) be the associatedLMPs at time t . Letνννi , νννi denote the Lagrange
multipliers associated with the lower and upper bounds in (6e), respectively. From
hereon, let (g(t),q(t),ui ,μμμ(t), γ (t),νννi , νννi ) denote the variables at a primal–dual
optimum of (6).

Defining the power flowon the line frombus i to bus j at time t as fi j (t), the power
balance at bus i yields qi (t) + ui (t) = ∑

j fi j (t). That relation allows us to write
the merchandising surplus defined in (5) as a sum of two terms—the transmission
congestion surplus (TCS) and the storage congestion surplus (SCS).

−
T−1∑

t=0

n∑

i=1

λi (t)qi (t)

︸ ︷︷ ︸
MS

= 1

2

T−1∑

t=0

n∑

i, j=1

(
λi (t) − λ j (t)

)
fi j (t)

︸ ︷︷ ︸
TCS

+
T−1∑

t=0

n∑

i=1

λi (t)ui (t)

︸ ︷︷ ︸
SCS

(7)

As proven in [38], TCS is always sufficient to cover the rent from FTRs defined
above. Identify financial storage right (FSR) as a power profile vvvi ∈ R

T with the
interpretation that the holder of an FSR vvvi grants the withdrawal of power vi (t) from
storage device i at time t and will receive a rent (or liability) equal to

∑
t λi (t)vi (t).

FSR is an instrument similar in spirit to FTR; the latter allows its holder to hedge
against spatial price variations, and the former does the same for temporal ones. FSR
entitles its holder to inter-temporal arbitrage gains that a storage device generates
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under socially optimal operation. FSRs also provide market signals to incentivize
investment in storage capacities.

An alternative to FSRs is energy capacity rights (ECRs) as described in [55].
Identify an ECR with eeei ∈ R

T+ that the holder grants the storage of ei (t) amount
of energy at the device at bus i and time t , for which she receives a rent equal
to

∑
t νi (t)ei (t). Recall that νi (t) is the shadow price associated with the storage

capacity constraint at bus i . Much like an FGR, an ECR is a convenient instrument
for compensating property rights to specific energy devices. A key result of [38, 55] is
the revenue adequacy of these compensation schemes. That is, the ISO remains cash
positive after settling the payments of the loads, generators, FTR/FGR holders, and
FSR/ECR holders as long as the physical power flows are simultaneously feasible
with those implied by the FTR/FGR and the FSR/ECR positions. See [38] for more
details.

Several questions need to be addressed tomake these proposedmechanisms viable
in practice. For example, an ISO needs to check a certain simultaneous feasibility
condition to issue such rights through an auction to ensure its revenue adequacy. That
condition, however, involves future dispatch decisions, unbeknownst to the ISO at
the time of that auction. A causal enforcement of such a feasibility condition then
becomes impossible. An ISO will possibly run periodic auctions for such rights
based on forecasts of future operations. It remains to be seen as to how often the ISO
runs cash negative with such a mechanism, given that the realized demand/supply
conditions can substantially deviate from their forecasts with deepening penetration
of variable renewable energy. One also has to analyze how FSRs/ECRs will affect
storage participation in ancillary service markets, in which storage is expected to
play a significant role.

2.4 Mitigating Strategic Interactions

The locational marginal pricing mechanism is derived under the premise that each
generator is price-taking. Under this assumption, they will reveal their true marginal
costs in their supply offers. In reality, market participants can be strategic in that
they can partly anticipate the effect of their bid or offer on the resulting prices that
in turn define their payments. Game theory has been widely used to analyze such
strategic interactions. Electricity markets are particularly challenging to analyze,
however. Since power is procured over multiple timescales, it requires one to model
a multi-settlement market. Further, market participants typically engage repeatedly
in the energy auctions, and when they do, they may not be privy to a complete
network model or the cost/utility structures of other market participants. Also, each
market participant only observes their locationalmarginal prices from the last auction
and not the offers/bids from other market participants. Ideally, one would need to
analyze the electricity market as a dynamic game with incomplete and imperfect
information. Unless one resorts to simulations (e.g., using an agent-based paradigm
[57]), deriving structural insights from such formulations becomes untenable without
making substantial simplifications.
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In the interest of mathematical tractability, many have studied a static game of
complete information. Within that category, some have studied a supply function
competition model on a copperplate power system (ignoring the underlying power
network). In that model, each generator submits a supply offer that represents how
much power that generator is willing to supply as a function of the price it is paid
at. This competition model mirrors current practice in many wholesale markets.
Equilibrium analysis is still quite challenging, given that the strategy set of each
player is a function space. One often restricts attention to a parameterized class of
supply offers to further simplify the analysis. For example, authors in [25] present
a scalar parameterized supply function game that exhibits bounded efficiency loss.
A capacitated version of the same is derived in [62]. And authors in [30] provide
an elegant characterization of the equilibria for a networked variant of the model in
[62]. The networked case with affine supply functions is studied in [54], where the
authors report a lack of equilibrium. See [3, 4, 19, 20, 27, 47, 48, 60, 61] for other
references on this competition model.

Another line of work simplifies the analysis of electricity markets to a networked
Cournot model, where each generator is strategic and competes via quantity offers.
See [5, 9, 22, 41, 63] and references therein for examples. Such models generalize
the classical (non-networked) Cournot competition. While electricity markets do
not employ Cournot-type quantity offers in their mechanisms, conclusions on price
movements from Cournot markets have been known to correlate well with that from
supply function models [58]. And they are substantially easier to analyze than their
supply function counterparts.

What is the ultimate goal of such game theoretic models? First, one can character-
ize how the incentives are aligned for specific market participants to act strategically.
While legal barriers exist to limit strategic behavior, such models can identify poten-
tial transgressors.3 Second, suchmodels can informmarket design. They can provide
insights into how the system operator can alter its market clearing procedure, know-
ing that market participants can be strategic, e.g., [9]. This is precisely the realm
of mechanism design theory. However, adopting popular mechanisms such as the
Vickerey–Clarkes–Groves (VCG) auctions to clear electricity markets will entail a
substantial modification of the current market structure. For example, nodally uni-
form linear pricing based compensation schemes have to be sacrificed in favor of
one with nonlinear pricing. Such tectonic shift in market structure is perhaps less
realistic. Therefore, an interesting research challenge is to identify a market mecha-
nism that maintains the simplicity of a parametric offer/bid-based mechanism and a
nodally uniform linear pricing scheme, but limits the impacts of strategic interaction.

Strategic interaction in wholesale markets has largely been studied for a power
network with a collection of dispatchable generators. The case with variable renew-
able supply will define an interesting and important direction for research in the
coming years.

3Structural market power indices attempt to reveal the same without an explicit game theoretic
analysis; see [8, 56].
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2.5 Retail Markets for DERs

The low-voltage distribution grid is at the cusp of a historic transformation. This
part of the power system has traditionally comprised a collection of consumers with
largely inelastic demands. Such consumers are now rapidly becoming prosumerswho
own devices capable of generation, storage, and active demand side management.
Generation—e.g., from rooftop photovoltaic panels—can be stochastic in nature.
Storage can encompass at-home batteries or electric vehicles. Thermostatically con-
trolled loads as well as other smart appliances can alter their power draw on demand.
Such DERs are individually too small to provide meaningful services to other cus-
tomers within a distribution grid and even less so to the bulk power system. They
can be impactful when aggregated, however. The active management of a collection
of DERs can transform the distribution grid from being a passive demander to a
dynamic participant of the energy ecosystem.

Concomitant to the operational challenges that arise in DER management is the
design of amarket structure to organize these services. Distribution utility companies
or other retail aggregators can assume the role of a DER coordinator. Question arises
as to who will manage a market for DERs or DER aggregators. Consider the exam-
ple of New York state’s Reforming the Energy Vision (NY-REV) initiative. Their
Public Service Commission has approved the state’s utility companies to become
distribution system platform (DSP) providers. Such a market platform will ideally
provide alternate revenue streams for the utilities that have traditionally relied on
returns from grid investments. Many have advocated the creation of an independent
entity called distribution system operator (DSO) to provide such platform services
for DER management. Another model for DER participation is that defined by Cali-
fornia ISO where DER owners with sufficiently large assets or aggregations of them
can offer demand-response services directly in the wholesale market. Designing the
rules of engagement for this emerging retail marketplace will be an important area of
research. The participants are the customers who own and operate the resources, the
retail aggregators who interface between the customers and a market platform, and
the utility company that maintains the distribution grid and may additionally manage
a retail market or play in it.

What services can retail aggregators provide from coordinating a collection of
DERs? DERs can transform the distribution grid into a vibrant energy economy that
is flexible and able to respond to the needs of both the distribution and the transmission
grids. For example, they can collectively reduce the total energy demanded over a
time horizon when needed. They can provide flexible capacity to act as reserves with
the ability to compensate for variability in supply from renewable resources in the
bulk power system. They can also track regulation signals to balance the second-by-
second fluctuations of demand and supply in the transmission network. Furthermore,
some DERs can inject or extract reactive power. That in turn can provide voltage
support in the low and medium voltage distribution grids. The authors in [42] and a
sequence of followup papers argue that distribution network costs currently account
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for up to 35% of the total electricity cost. This cost can be significantly reduced by
utilizing DERs for such grid services.

For retail market design, the authors of [42] among others advocate the use of dis-
tribution LMPs, emulating and extending its wholesale counterpart to the distribution
grids. That proposal breaks away from the widely used practice of fixed, average-
cost based, and possibly tiered retail pricing schemes administered by the utility
companies. The hope is to replace that scheme with one that reflects the locational
value of a DER to the engineering and economic needs of the grid, as recognized
in [16]. Identifying the right engineering architecture (including power electron-
ics based hardware and communication technology) and algorithms (including ones
to solve large-scale optimal power flow problems with nonlinear AC power flow
models under uncertainty) for DER coordination will define important directions for
research. The initiative fromNewYork and California among others indicate that the
power industry has recognized the value of DERs and the possible creation of retail
markets to enable their participation. Such markets may very well become a reality
within the next decade or so. Its successful implementation will complete the dereg-
ulation process of the power industry that began in the 1990s with the unbundling of
the generation sector at the bulk power level.

How can retail aggregators control and coordinate a collection of spatially dis-
tributed resources? Two different paradigms for coordination have been explored.
One paradigm is that of direct load control, wherein a retail aggregator wields some
level of control on the resources themselves. For example, a retail aggregator can
have the ability to turn an air conditioner on or off for a customer who signs up for
direct load control. The other paradigm is that of transactive control, where the retail
aggregator posts an incentive for a certain service, and the customer responds to that
incentive. Transactive control can rely on a human in the loop, or it can be auto-
mated. For example, an energy management system for a house can be programmed
to accept a request to turn an air conditioner off, if the monetary reward for that
action exceeds a certain threshold.

The compensation scheme for customers can vary widely as well. Some have
advocated aggregators to pay for the ability to interrupt the service to a customer. The
payment then depends on the frequency of allowable interruptions [53]. Some pay
for the flexibility to defer demand, and the payment is either deadline-differentiated
[6] or duration-differentiated [40]. Some compensation schemes have been proposed
with specific types of distributed resources in mind such as electric vehicles or in-
home batteries. A major challenge in this line of inquiry is the difficulty for retail
aggregators to accurately measure the response of customers to their commands.
For example, if a retail aggregator compensates for temporary reduction in power
consumption, they need to establish a baseline demand in order to calculate that
reduction. One can surmise that customers can game the baseline measurement. See
[39] for a recently proposed mechanism to elicit truthful baselines from customers.
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3 Conclusion

A sound market design for electricity is crucial to reap the benefits of technological
advances in the power grid. The electricity industry in the US and beyond is on an
aggressive path toward the adoption of renewable generation and distributed energy
resources. How do we integrate these technologies in system operations and mar-
ket mechanisms? In this manuscript, we have discussed five topics surrounding this
transformation: pricing nonconvexities, forward market designs, markets for energy
storage, understanding strategic interactions, and retailmarket design. For each topic,
we have summarized some known results and pointed to some questions for future
research. The list of selected topics, references, and potential research directions are
not exhaustive. We do not cover, for example, market designs for long-run resource
adequacy or reliability in the face of rapid adoption of renewable power and retire-
ments of coal/nuclear power plants. We also do not discuss markets for operating
reserves and regulation products. Such topics are left for similar future endeavors.
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Incentivizing Market and Control
for Ancillary Services in Dynamic
Power Grids

Kenko Uchida, Kenji Hirata and Yasuaki Wasa

Abstract We discuss an incentivizing market and model-based approach to design
the energy management and control systems, which realize high-quality ancillary
services in dynamic power grids. Under the electricity liberalization, such incen-
tivizing market should secure a high-speed market-clearing by using the market
players’ private information well. Inspired by contract theory in microeconomics
field, we propose a novel design method of such incentivizing market on the basis of
integration of the economic model and the dynamic grid model. We first outline our
contract and model-based method to design the incentivizing market and clarify the
basic properties of the designed market. We then discuss possibilities, limitation, and
fundamental challenges in the direction of our approach and general market-based
approaches.

1 Introduction

Achieving a quality assurance of electric energy, called the ancillary service, is a
key target of next-generation energy management and control systems for dynamic
electric smart grids where electricity liberalization is fully enforced and renewable
energy is highly penetrated [1]. Frequency, voltage, and power controls, which are
typical contents of the ancillary service, have been technical requirements for the
electric energy supplier (e.g., see [2, 3]). Since the electricity liberalization starts,
such ancillary control services have been investigated and realized in competitive
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electricity markets; early market designs consider ancillary services as constraint
conditions of the optimal energy dispatch and provide simultaneously the energy
dispatch and the ancillary services in a single market [4–8]; the subsequent devel-
opments [9–11], focusing on the differences not only in the transaction process of
energy and ancillary services but also in the required transaction response time, have
proposed ancillary service markets, which are closely interacted with energymarkets
but external to energy markets, in order to implement ancillary services by transact-
ing typically spinning reserves and regulation reserves; the more recent works [12,
13] have proposed a market model implementing the frequency response ancillary
service in the primary control level and pointed out the importance of incentives in
ancillary market designs. In view these, future energy management and control sys-
tems should include the ancillary service markets with some incentive mechanisms,
as core elements, which provide high-quality and fast-response control services to
the extent of the primary level. Moreover, if we need ancillary control services of
transient state, ancillary service markets should include physical models of dynamic
power grids. In this article, we propose an incentivizing model and market-based
approach to design the energy management and control systems which realize high-
quality ancillary services in such dynamic power grids; especially, we develop a
design method of such incentivizing market based on the contract-based integration
of the economicmodel and the dynamic gridmodel. Commenting on the possibilities
and limitation of our approach, we discuss some challenges and significant research
issues in the direction of our approach and general market-based approaches.

Our approach is developed under the assumption that an energy dispatch schedul-
ing on a future time interval has been finished in a spot energy market at the tertiary
control level [14, 15], e.g., for one-hour future interval and each agent has a lin-
earized model of his/her own system along the scheduled trajectory over the future
time interval. For this linear time-varying model, we formulate a design problem of
real-time regulation markets, i.e., ancillary service markets, at the secondary and pri-
mary control levels [14, 15]. Participants in the dynamic electric grid are consumers,
suppliers, or prosumers, called agents, who control their own physical systems self-
ishly according to their own criteria, and independent public commission, called util-
ity, who integrates economically all the controls of agents into a high-quality power
demand and supply. In the integration, a market mechanism is adopted inevitably
in order to secure selfish behaviors of agents in the electricity liberalization; that is,
each agent bids his/her certain quantity in response to a market-clearing price, while
utility (auctioneer) clears the market based on the bidding and decides the price with
the high speed for regulation at the secondary and primary levels.

The market model in our approach is characterized by two terminologies: “private
information” and “incentivizing market”. A conventional market-clearing process
based on an iterative exchange of price and quantity (private information) between
utility and agents, called the tâtonnement model, does not need rigorous agents’
models, but does not generally converges to an equilibrium. Moreover, even if it
converges, the tâtonnement model takes generally a long time to converge to the
equilibrium without agents’ model information [16]. To overcome these issues, we
propose a novel noniterative/one-shot market model, in which a market planner first
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designs contract-based incentives for the agents to report their private information
(including their ownmodel information) spontaneously to the utility so that the utility
canmake a high-speedmarket-clearing in the incentivizingmarket. Thismodel needs
incentivizing rewards, and the optimization process based on the rewards can be
recognized as an intermediate model (the second best model) between two extremal
models, namely the tâtonnement model and the so-called supply/demand function
equilibrium model (the first best model) which uses for free all agents’ rigorous
models, i.e., agents’ private information. On the basis of our incentivizingmarket, we
discuss the relationships of our incentivizingmechanismwith theLagrangemultiplier
based integration/decomposition mechanism and the mechanism design.

This article has been organized as follows: In Sect. 2, we introduce a dynamic
power grid model and a model-based incentivizing market model. We then outline a
contract-based approach to the design of incentivizing markets. In Sect. 3, focusing
on the relationship between the private information and the incentives, we discuss
possibilities and limitation of our approach through some typical scenarios. From
a systems and control perspective, we also provide some research directions on
model-based and market-based approaches while taking into account the results of
the proposed models and scenarios. In Sect. 4, we conclude our discussion.

2 Grid Model and Incentivizing Market Model

Two Layers Market In this paper, we consider the two-level architecture with the
two layers market, spot energy market, and real-time regulation market (see Fig. 1).
The well-known temporally separated architecture [14, 15] motivated by the con-
ventional power system control is divided into the primary control level (voltage and
frequency stabilization), the secondary control level (quasi-stationary power imbal-
ance control), and the tertiary control level (economic dispatch). The two layers
market reorganizes the conventional three-level architecture according to the func-
tions of the markets. Our approach is developed under the assumption that an energy
dispatch scheduling on a future time interval (shaded blue in Fig. 1) has been finished
in a spot energy market (at the tertiary control level), and each agent has a linearized
model of his/her own system along the scheduled trajectory over the future time
interval (shaded red in Fig. 1). For this linear time-varying model, we formulate a
design problem of energy management and control systems to realize ancillary ser-
vices based on a real-time regulation market (at the secondary and primary control
levels). The combination of the physical models is essentially the same as [14].

Linearized GridModel Let us first consider the linearized time-varying model used
in the ancillary market. This paper considers one of the standard grid models, e.g.,
the average system frequency model [17], as a generic model of high-speed response
for ancillary service control problems with two area power networks and with two
kinds of players: Utility and Agents. Here, we present a linearized model of each
player’s own system along the scheduled trajectory over a future time interval during
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Fig. 1 Two layers market

when an energy dispatch scheduling has been finished in a spot energy market (at
the tertiary control level). Of course, it is straightforward to extend the problem to
the arbitrary number of agents.

The utility dynamics, which describes the deviation of the power and/or frequency
balance and other deviations from physical constraints as well, obeys the following
equation:

dx0t
dt

= f0(t, x1t , x2t , ωt ) = A01(t)x1t + A02(t)x2t + D0(t)ωt , t0 ≤ t ≤ t f , (1)

and is evaluated by the utility’s revenue functional:

J0(t, x; u) = Et,x

[
ϕ0(t f , xt f ) +

∫ t f

t
l0(τ, xτ , uτ )dτ

]
, (2)

where x = (x�
0 , x�

1 , x�
2 )� is the collection of the states of the utility dynamics and

the two agents’ dynamics and u = (u�
1 , u�

2 )� is the local control inputs, respectively;
ωt is the disturbance modeled by a white Gaussian random process with zero-mean
and unity-variance defined on [t0, t f ]; Et,x indicates an expectation given initial data
(t, x); we use an abbreviation like x0t = x0(t), xt = x(t). The agent’s dynamics
obeys the following equation:

dxit
dt

= fi (t, xit , uit , ωt ) = Ai (t)xit + Bi (t)uit + Di (t)ωt , t0 ≤ t ≤ t f , i = 1, 2,

(3)
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and is evaluated by the agent’s revenue functional:

Ji (t, x; u) = Et,x

[
ϕi (t f , xit f ) +

∫ t f

t
li (τ, xiτ , uiτ )dτ

]
, i = 1, 2, (4)

where xi is the state of agent i indicating typically the deviation of power gen-
eration or consumption from the scheduled trajectory; ui is the control input of
agent i compensating the deviation. An admissible control of agent i is a state
feedback uit = ui (t, x), which assures the existence of the unique state trajectory
xt = (x�

0t , x
�
1t , x

�
2t )

�, t0 ≤ t ≤ t f of the grid model defined by the Eqs. (1) and (3).
We formulated the dynamic grid model with the evaluation functionals (2) and (4)
defined on the future time interval from the current time t to the final time t f , which
follows from the time-consistency property of dynamic programming; in otherwords,
our evaluation functionals are of model-predictive type.

We will develop our discussion under the assumption that the standard regularity
conditions hold on the mathematical formulas, e.g., (1)–(4), and will not refer to
such technical conditions on each formula, since the objective of this section is
just to outline the incentivizing market and its contract-based design by using these
formulas. For readers who are interested in a mathematically rigorous treatment,
please see our companion paper [18].

Incentivizing Market Model Now, we present a contract-based approach to the
incentivizing market design, which reformulates the conventional contract problems
[19–24] adapted to the market mechanism from the systems and control perspec-
tive. To describe our market model, we need to specify the participant’s private
information. The private information of agent i consists of the model information
Ξi = ( fi , ϕi , li ) and the online information Zit ⊂ {xt fi t , ut fi t }, i = 1, 2, where x

t f
i t and

u
t f
i t denote the histories of the state xiτ , t ≤ τ ≤ t f and the control uiτ , t ≤ τ ≤ t f ,

respectively.
To incentivize agent’s behavior in market model, we (or a market planner) use a

reward (salary) functional of the following form. The reward functional:

Ww
i (t, x

t f
t ; u) = wi f (t f , xt f ) + wi0(t, x) +

∫ t f

t
wi1(τ, xτ )dτ

+
∫ t f

t
wi2(τ, xτ )

dxτ

dτ
dτ, t0 ≤ t ≤ t f , i = 1, 2,

(5)

are defined along with the trajectory xτ = (x�
0τ , x

�
1τ , x

�
2τ )

�, t ≤ τ ≤ t f given by a
control u = (u�

1 , u�
2 )�, where w = (w1,w2) and wi = (wi f ,wi0,wi1,wi2), i = 1, 2.

An admissible parameter of the reward functional w, called the reward parameter, is
in the same class as for the revenue functionals (2) and (4). We use the notation Ww

i
so as to emphasize the dependence of Wi on the choice of the parameter w. In order
to make these reward functionals play a role in the market model, we express the
reward parameter w with another parameter h, called the price, such that w = w(h).
The price h will be decided by the utility in the market.
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Fig. 2 Incentivizing market

The reward functionals together with the utility’s revenue functional and the
agent’s revenue functional define the social welfare functional as

I w(h)(t, x; u) = J0(t, x; u) − Et,x

[
2∑

i=1

Ww(h)
i (t, x

t f
t ; u)

]
, (6)

and the agent’s profit functional as

I w(h)
i (t, x; u) = Ji (t, x; u) + Et,x

[
Ww(h)

i (t, x
t f
t ; u)

]
, i = 1, 2. (7)

A market planner designs a market mechanism with incentivizing structures
(Fig. 2) and makes auction rules as well, based on the evaluation functionals and
the grid model information introduced so far; the auction is performed in the follow-
ing five steps:

Step 1 Utility announces the auction system, and agents decide participation.
Step 2 Agent offers his/her bid based on his/her own private information.
Step 3 Based on agents’ bids, price is determined so as tomaximize social welfare.
Step 4 Agent decides his/her control tomaximize his/her own profit based on price.
Step 5 Utility pay rewards to agents.

Note that Steps 2, 3, and 4 will be performed continuously over a finite time interval.

RewardDesign andOne-shotPricingTo complete ourmarketmodel,we need to fix
a concrete procedure of agents’ bidding by specifying agents’ private information
to be bidden in the market model; that is, each agent’s model information Ξi =
( fi , ϕi , li ) is sent a priori to utility, and each agent’s online information to be bidden
is just the current state, i.e., Zit = xit ,which means that utility cannot access control
input ui . Then, the design problem of our market is reduced to finding the reward
parameterw = (w1,w2), as a function of the price, i.e.,w = w(h), such that the social
welfare functional is maximized by the reward parameter and the agents’ control
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inputs each of which maximizes his/her own profit and guarantees a satisfactory
level of the profit, at a market-clearing price. Such reward parameters, controls and
market-clearing prices are given as solutions of the following dynamic optimization
problem:

max
u,h

I w(h)(t, x; u)

subject to
Constraint 1 (Incentive compatibility constraint):

I w(h)
i (t, x; u) = max

vi
I w(h)
i (t, x; vi , u−i ), (i,−i) = (1, 2), (2, 1),

Constraint 2 (Individual rationality constraint):

I w(h)
i (t, x; u) ≥ ki0(t, x), i = 1, 2,

where ki0 is in the same class as for the parameter wi0 in the reward functional
(5). Constraint 1 claims that the reward incentivizes each agent’s behavior to adopt
the optimal control that maximizes his/her own profit, so that the agents’ controls
constitute a Nash equilibrium. This implies that, even if the control profiles are not
bidden, the utility can reconstruct them based on the bidden model information. On
the other hand, Constraint 2 assures a prescribed level of each agent’s profit that
incentivizes the agent to participate in the market with his/her model information
to be sent to the utility a priori. Now, if the agents’ bidding is done, the utility can
decide a market-clearing price immediately by carrying out the above optimization,
and send it to each agent together with the reward payment in real-time. Thus, we
obtain a non-iterative/one-shot incentivizing market model.

The above dynamic optimization for market-clearing has an overlapped structure
of a dynamic game and an optimal control problem. We developed an approach to
this optimization based on the dynamic programming (see [18] for details); first, we
parameterize the reward parameter and the agents’ controls with the price, and then
convert our complex problem to the single optimal control problem in which the
social welfare functional is maximized by the price; we also discuss the case that the
optimal price is given as the gradient of the value function with respect to the current
state, called the shadow price in economics literature.

3 Fundamental Challenges

On the basis of a genetic model suggested from the average system frequency model
[17], we have shown an incentivizingmarket andmodel-based approach to design the
energy management and control systems which realize ancillary services in dynamic
power grids. The key issue of the approach is to incentivize the agents (areas) to open
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their private information that includesmodel information,which is essential to realize
ourmodel-based scheme. In this section, first, following our incentivizingmechanism
briefly through two typical scenarios, we discuss the limitation of the mechanism in
collecting the private information and possibilities of revisions/reformations as well.
Next, toward realization of our approach, we discuss basic technical issues when the
utility gathers the model information and also when the utility and the agents process
online information. Finally, we provide an outline of several fundamental research
directions to realize the designed markets in actual smart grids from the point of view
of systems and control.

Incentive Design and Private Information The incentive design in our market
model depends on the setting of the utility’s and the agents’ revenue functionals.
Here, focusing on some special cases of the model, we discuss the roles of the
revenues in incentivizing the agents to open or report their private information to the
utility.

Consider the case that the utility’s revenue functional is given as the sum of the
original utility’s revenue functional, which is assumed not to depend directly on the
agents’ control such that l0 = l0(t, x), and the agents’ revenue functionals. Assume
further that the payment of the rewards for the agents is not liquidated in the social
welfare, i.e., the utility’s revenue is identical to the social welfare and each agent asks
a zero level profit, i.e., ki0(t, x) ≡ 0. In this case, the social welfare maximization
is done by the so-called dual decomposition of optimal control problems and the
market-clearing price is given as the shadow price, i.e., the value of the “Lagrange
multiplier”, of the social welfare maximization [18]. From the viewpoint of the
incentive design, this design provides each agent with a zero level of the inventive
to his/her participation in the market. If all the agents are not satisfied with the zero
level, our model-based market mechanism does not work and requires additional
incentives or legal forces for participations of strategic agents. Even in such a simple
problem setting, we can see that it is not trivial issues to implement an optimal
solution considering some economic constraints.

The reward design discussed so far incentivizes the agents to constitute a Nash
equilibrium and to participate in the market if the profit level is over his/her expecta-
tion. However, these are assured under the tacit assumption that the agents’ private
information consisting of the model data and the online data is truthfully sent and
bidden; if an agent fictitiously bids his/her private information, for example, the
Nash equilibrium shifts or disappears; the “mechanism design” [25–28] provides
a solution in such case by using additional incentives. Consider the same setting
as above where the social welfare functional does not include the budget for the
payment of the agents’ rewards, and, on the other hand, let agent 1’s (2’s) profit
functional have an additional reward functional of the form J0(t, x; u) + J2(t, x; u)

(J0(t, x; u) + J1(t, x; u)). Then, the additional reward provides the utility and all
the agents with the same revenue, so that the optimal price from the viewpoint of
the social welfare is optimal for all the agents. Therefore, if an agent sends or bids
fictitiously his/her private information to the market, the agent obtains a price which
is not optimal for his/her own profit. This incentivizing scheme corresponds to the
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Groves mechanism [25, 26] in mechanism design literature. Finally, we should note
that the additional rewards will be paid from the social welfare budget. More gen-
eral incentivizing schemes of this type, especially, the schemes realizing the budget
balance are sought [28].

Model Information The most significant issue of the model-based approach is to
clearly identify not only the dynamic physicalmodels but also the economicsmodels,
i.e., Ξi = ( fi , ϕi , li ) in sophisticated future smart girds installing diverse energy
management systems (EMSs) and state-of-the-art grid control mechanisms. There
are generally a variety of the market participants; large conventional generators,
xEMSs, aggregators and prosumers combining loads and small-scale renewables,
risk-sensitive utility and agents, and playerswith differentmarket power. It is strongly
required to enrich such reliable mathematical models in order to stabilize the grid
systems and reduce financial risks. The dynamics consisting of mainly mechanical
systems can be estimated by using system identification techniques developed in
the system and control field. It is also important to improve the predicting accuracy
of the dynamical behavior of consumers through behavioral economic analysis and
data-based analysis with environmental information systems. In the model-based
approach, specifically to our approach and generally, the compression of the model
information is another important issue for the future, although there have been already
the trials using randomized models [27, 29], a model reduction method [30].

On-line Information Reducing the online information helps privacy protection and
reduction of communication loads. One of the options is to use the output feedback
strategy with Kalman filter [31] and distributed/decentralized approaches based on
dual decomposition and control methodologies in multi-agent systems. The most
crucial issue of the approaches is that it is a very long time to converge at an appro-
priate equilibrium. Actually, it is necessary to appropriately determine the following
items according to circumstances; the compression of the model information and
the online information, the system performance, the controller complexity and the
computation time to converge at an equilibrium. For instance, in case of LQG power
networks, we can obtain an optimal solution analytically [27, 28, 31]. When we
use the fast regulation market with nonlinear models and state constraints to require
the guarantee of the computability in real time, it is valid to use the continuation
and generalized minimum residual (C/GMRES) method presented in [32, 33]. If the
revenue functional is approximately composed by the combination of specific basis
functions, e.g., linear polynomials, step functions, and piecewise linear functions,
it is expected to shorten the computation time by reporting the basis functions as
the model information and only the coefficients of the basis functions as the online
information. The learning in transition is one of the essential research topics and has
been encouraged in systems and control field.

Market Structure, Performance, and Evaluation In the presence of the aforemen-
tioned varied participants, it is important to theoretically reveal the performance of
the electricity markets such as budget loss and the efficiency (Price of Anarchy), and
an influence for physical state constraints and financial limitations. To enhance the
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reliability of the markets in smart grids, it is also needed to prepare a legal framework
promoting the truth-telling mechanism and the crackdown on a malicious report of
not only the agents but also the utility. As illustrated in Fig. 1, there are not only the
ancillary markets including the incentivizing markets but also energy markets. Ulti-
mately, it is expected to organize a widespread timescale electricity-related market
layer from seconds to decades, similarly to the financial markets. Development of
software platform and benchmark models integrating the above complex and mul-
tiple time-layers models becomes powerful in order to make an opportunity to test
and compare novel control mechanisms and to predict some trends in the near future.
Such system integration based on mathematical models is to enable the quantitative
evaluation of multidisciplinary cost based on system and control theory, engineering
and micro-/macroeconomics required at each timescale without field experiments.
Through the platform, it is also expected to fill the gap between the fundamental
theory based on the systems and control approaches and the well-elaborated practice
to make policy recommendations.

4 Conclusions

We have developed a model-based approach to the incentivizing market design
for realizing the ancillary services in dynamic smart grids and discussed signifi-
cant research challenges in the direction of our approach and general market-based
approaches. The target of our market design is to provide all the participants with
the transparent transactions that assure a satisfactory level from both economic and
technical viewpoints for realizing ancillary services; as a promising approach, we
have reformulated the conventional contract problems in economics literature and
proposed a new contract problem adapted to the model-based market design on
the dynamic grid; from the discussion so far, we can point out that the essential
roles in this research direction should be played by systems and control, dynamic
team/games, multi-agent/distributed decision-making, and so on. We can also see
that many challenges are waiting for people from systems and control community to
join the research on the topics discussed.
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Long-Term Challenges for Future
Electricity Markets with Distributed
Energy Resources
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Abstract Recently, the academic and industrial literature has arrived at a consen-
sus in which the electric grid evolves to a more intelligent, responsive, dynamic,
flexible, and adaptive system. This evolution is caused by several drivers including
decarbonization, electrified transportation, deregulation, growing electricity demand,
and active consumer participation. Many of these changes will occur at the periphery
of the grid, in the radial distribution system and its potentially billions of demand-
side resources. Such spatially distributed energy resources naturally require equally
distributed control and electricity market design approaches to enable an increas-
ingly active “smart grid.” In that regard, this chapter serves to highlight lessons
recently learned from the literature and point to three open long-term challenges
facing future design of electricity markets. They are (1) simultaneously manage the
technical and economic performance of the electricity grid; (2) span multiple oper-
ations timescales, and (3) enable active demand-side resources. For each challenge,
some recent contributions are highlighted and promising directions for future work
are identified.
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1 Introduction

Traditional power systems were built upon the assumption that generation was con-
trolled by a few centralized generation facilities that were designed to serve fairly
passive loads [1, 2]. This assumption has since controlled the structure of the physi-
cal power grid, power systems economics as well as regulatory measures. However,
several drivers have emerged to challenge this assumption.

1.1 Power Grid Evolution Drivers

The first of these drivers is decarbonization. With rising concern about CO2 emis-
sions, many nations have taken major steps to lower their greenhouse gas (GHG)
emissions. More specifically, the European Union has vowed to reduce their GHG
emissions to 40% of 1990 levels by 2030 [3, 4] and increase their renewable energy
portfolio by at least 27% in 2030 [5]. Also, the Paris Agreement signatories have
set national goals to combat climate change within their own capabilities [6, 7].The
renewable portfolio standard (RPS) and the mandatory green power option (MGPO)
policies have been implemented in many US states to encourage renewable energy
generation [8]. For example, the California renewable portfolio standard (RPS) set
out to increase the percentage of renewables in the state of California to 33% by
2020 [9].

The second driver is rising electricity demand, especially in developing countries.
Studies have shown that electricity demand in developing countries will continue
to increase steadily by about 4% each year between 2000 and 2030, approximately
tripling in that time [10–12]. In order to minimize the need for more generation
capacity and its associated investment cost, techniques such as peak shaving and
demand-side management are imperative [13–15].

The third driver of electrified transportation also supports decarbonization efforts.
Electric vehicles offer higher well-to-wheel efficiencies and have zero operational
emissions if charged using renewable energy sources [16–18]. However, studies
have shown that given the temporal and spatial uncertainty of electric vehicles, a
large number of plug-in electric vehicles (PEVs) in one region can potentially affect
different aspects of power system operations, including balancing performance, line
congestion, and system voltages. The grid must, therefore, evolve to accommodate
charging schedules and energy needs of PEVs [19–22].

Fourth, deregulation of power markets promises greater social welfare, reduced
electricity prices, and improved quality of service. Traditionally, power systems have
consisted of vertically integrated utilities, from generation to transmission to distri-
bution, each having monopolies over their own geographical region [23, 24]. How-
ever, as demand for electricity increased and consumption patterns became more
variable, a general interest in reducing reliance on regulation and enhancing mar-
ket forces to guide investments and operations have developed [24]. In time, this
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vertically aligned chain became more unbundled to allow for diversified and com-
petitive wholesale prices [24–28]. As the electric power grid continues to evolve,
deregulated electricity markets must continue to develop down into the distribution
system so as to support these objectives.

Lastly, deregulationmeasures and the rise of smart grid technologies have empow-
ered consumers to take an active role in managing electricity consumption patterns
[15, 29]. Empowered consumers cause both physical and economic changes to the
electricity grid [13, 29, 30]. As a result, demand becomes more controllable and
capable of responding to dynamic prices and reliability signals. Demand-side man-
agement (DSM) programs offer several opportunities. These include active balancing
operations in the presence of stochastic renewable energy resources, and load shift-
ing so as to reduce new generation capacity requirements and increase the utilization
of existing facilities [31]. In spite of their potential benefits, many questions remain
as to how DSM programs will be implemented to realize these gains [32].

1.2 Contribution

These five drivers cause an evolution of the grid so as to become more intelligent,
responsive, dynamic, flexible, and adaptive. Many of these changes will occur at the
grid periphery with the integration of spatially distributed energy resources, namely,
distributed generation (e.g., solar PV and small-scale wind turbines, and run-of-
river hydro turbines) and demand-side resources. These in turn will necessitate their
associated distributed control techniques. This work adopts the terms distributed,
decentralized, and centralized control as described by Farina and Trecate [33]. In that
regard, this chapter serves to highlight lessons recently learned from the literature.
A central theme in these lessons is the need for holistic approaches that integrate
multiple layers of control so as to achieve both technical and economic objectives
[32]. The chapter also points to several open long-term challenges which require
resolution to support distributed energy resources.

1.3 Outline

To that effect, the rest of the chapter is structured in three open challenges facing
design of electricity markets. Section 2 discusses the need to simultaneously balance
the technical and economic performance of the electric grid. Section 3 recognizes that
control actions span multiple operation timescales and asserts the need for holistic
assessment methods to capture potential inter-timescale coupling. Section 4 argues
for active participation of demand-side resources. The chapter is brought to a con-
clusion in Sect. 5.
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2 Challenge I: Simultaneously Manage Technical
and Economic Performance

The evolution of the electricity grid will simultaneously impact its technical and
economic performance [32] in large part due to the integration of variable energy
resources (VERs) and demand-side resources (DSRs). Figure 1 presents this argu-
ment succinctly. The horizontal axis represents the (physical) generation and demand
value chain that is connected through transmission and distribution networks. A sec-
ond axis recognizes that these resources can be either stochastic or dispatchable.
Finally, the vertical axis views the power grid cyber-physically with multiple lay-
ers of control decisions, automation, and information technologies. Together, this
system must achieve both technical and economic control objectives. The technical
side includes balancing operations, line congestion prevention, and voltage control,
while the economic control weighs the investment and operating cost of integrated
technologies against their impact on system performance. Thus, each newly added
technology should provide measurable improvement to the holistic cost and tech-
nical performance. As such, grid control decisions must be assessed holistically to
account for the techno-economic trade-offs of its associated layers.

Most academic literature on the control of the electricity grid has primarily studied
a single resource layer such as variable energy [35–37], energy storage [38–40] or
demand-side resources [13–15]. These studies have also focused on a single layer of
power system balancing operations, such as security-constrained unit commitment
(SCUC) or security-constrained economic dispatch (SCED), thus ignoring potential
cost benefits of ancillary services which are drivers of overall system performance
[32]. Additionally, some of these studies have been conducted on specific case stud-
ies, making generalization to other cases difficult [41–43]. Many integration studies
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ignore the cost of additional measurement and control technologies. Similarly, vari-
ous grid codes impose regulations on renewable energy integration without provid-
ing a cost rationalization. Furthermore, most studies have been limited to statistical
analyses that are yet to be validated by simulations. These statistical analyses are
based upon either the net load variability or its forecast error [44, 45] despite recent
closed-form analytical derivations showing the dependence on both factors [46].
Lastly, many of the grid control assumptions are based on the experience of sys-
tem operators. This experience, albeit practically useful, is not guaranteed to remain
valid as the grid evolves [34, 47]. Overall, these studies indicate a lack of holistic
assessment methods that are necessary to successfully capture the techno-economic
benefits of control decisions.

Recent works have proposed the concept of an integrated power grid enterprise
control as a means of creating techno-economic synergies and studying their trade-
offs [34, 47–51]. Originally, the concept of enterprise control [52, 53] was developed
in the manufacturing sector out of the need for greater agility [54, 55] and flexibility
[56–58] in response to increased competition, mass-customization, and short product
life cycles. Its essence is a single simulation that includes the physical production
system connected to multiple layers of control, operations, and management at their
associated timescales. Over time, a number of integrated enterprise system archi-
tectures [59, 60] were developed coalescing in the current ISA-S95 standard [53,
61]. Analogously, recent work on power grids has been proposed to update oper-
ation control center architectures [62] and integrate the associated communication
architectures [63]. The recent NIST interoperability initiatives further demonstrate
the trend toward integrated and holistic approaches to power grid operation [64].
Other works have also proposed decentralized approaches to generation control by
combining two or more market layers to achieve economic equilibria [65–67]. One
such work presents a distributed optimization-based controller that combines auto-
matic generation control (AGC) layer with the economic dispatch (ED) to achieve
economic efficiency in real-time market operations [67]. These initiatives form the
foundation for further and more advanced holistic control of the grid [68–73].

In power systems, enterprise control is achieved by creating a single simulation
that ties the physical power grid to several layers of control and optimization so as
to study the technical and economic performance simultaneously [38, 74–80]. The
enterprise control model described fully in [34] holistically addresses three control
layers: resource scheduling in the form of a security-constrained unit commitment
(SCUC), balancing actions in the form of a security-constrained economic dispatch
(SCED) and operator manual actions, and a regulation service in the form of AGC.
The enterprise control diagram is shown in Fig. 2, where each consecutive layer
operates at a smaller timescale, reducing the imbalances with each layer of control.
This model has been used to explore the effects of timescale coupling and net load
variability on balancing performance and system costs. The results show that reduc-
ing day-ahead and real-time market time steps can potentially reduce load following,
ramping, and regulation reserve requirements [34], which will significantly reduce
the overall system cost. Additionally, the model in [34, 47] was used to conduct a
series of steady-state simulations to study the impact of integrating variable energy,
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energy storage, and demand-side resources on power system imbalances [46–48, 75,
77, 78, 81–83].

VER volatility has increased the urgency in securing resources to provide ancil-
lary services and ensuring proper compensation for such services. To that end, recent
works have explored various ways of engaging distributed energy resources and
deferrable loads in the provision of ancillary services [84, 85]. The former introduces
the concept of intelligent decentralized control architecture which takes advantage of
the flexibility of loads to provide ancillary services during peak hours, VER volatil-
ity, or various contingencies. Unlike other approaches, this work introduces intelli-
gent deferrable loads that employ randomization and localized decision-making to
minimize communication congestion. The control protocol minimizes information
exchange between loads and balancing authorities by allowing local control loops at
the load level. This architecture helps address the privacy concerns and communi-
cation constraints that arise from automatic control of loads used in the provision of
ancillary services [84]. The work in [85] proposes a real-time charging and discharg-
ing controller for electric vehicles that permits tracking of the AGC signal while
exploring the effects of look-ahead through model-predictive control (MPC). These
two frameworks recognize the need to engage demand-side resources inmarket oper-
ations. It is evident that new control architectures that are able to respond quickly
to real-time changes in grid operations as well as promote autonomous and decen-
tralized decision-making must be advanced. Naturally, market structures that would
enable participation of and proper compensation for such services are necessary.

Perhaps, one of the greatest challenges in the techno-economic assessment of
power systems with large quantities of variable energy, energy storage, and demand-
side resources is the quantitative determination of operating reserves. Power system
energy resources are fundamentally constrained resources. Therefore, the degree to
which they can provide spare capacity of various types is integral to their ability to
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respond to net load variability and forecast error away fromscheduled set points. Such
spare capacity has real economic value. And so for decades electricity markets have
incentivized generators to provide several types of operating reserves, be they in nor-
mal or contingency operation [86]. Consequently, the focus of most renewable (i.e.,
variable) energy integration studies has been on estimating the required quantities of
operating reserves as the grid’s energy portfolio changes [32, 87–89]. The challenge
here is that the taxonomy and definition of operating reserves from one power system
geography to the next varies [86]. Furthermore, this taxonomy and definition is often
different from the methodological foundations found in the literature [86]. There
are even significant differences in the definitions found within the literature itself
[86, 90–92]. Nevertheless, the literature is converging toward a consensus view that
variable energy integration requires the assessment of three types of normal oper-
ating reserves: load following, ramping, and regulation [86]. Recently, Muzhikyan
et al. have shown closed-form analytical derivations of the required quantities of all
three types of operating reserves [46]. This work recognizes that the required quan-
tities of operating reserves depend on endogenous characteristics of the electricity
market design as well as exogenous temporal and spatial characteristics of the net
load [46, 49]. This work may prove fundamental as the methodologies of renewable
energy integration studies advance to account for more holistic aspects of the grid’s
techno-economic operation.

As the power grid continues to evolve in the coming years, it is essential that its
evolution continues to be assessed techno-economically.While the aboveworks have
developed holistic assessment methodologies for today’s power systems, new tech-
nologies be they physical energy resources or control technologieswill continue to be
introduced. In essence, the integration of each new technology should be assessed for
its overall technical and economic impact. Furthermore, these integration decisions
will need to be rigorously framed so as to meet these mixed objectives and their
associated trade-offs. In many cases, the technical integration question will have
to be considered in the context of an evolving control architecture and stakeholder
jurisdictions.

3 Challenge II: Span Multiple Operations Timescales

As illustrated in Fig. 3, power system control phenomena overlap in timescales. Tra-
ditionally, power systems literature have broken these phenomena into a hierarchical
control structure, namely, primary, secondary, and tertiary control. Primary control
(10–0.1 Hz) performs dynamic stability analyses and generator output adjustments
by implementation of automatic generator control (AGC) and automatic voltage reg-
ulators (AVR) [93, 94]. Secondary control acts in the minutes timescale and provides
set points for automatic control actions for primary control. It also involves operator
manual actions to ensure secure and stable performance as fast as possible. Tertiary
control, which happens in tens of minutes to hours timescale, performs economic
optimization to minimize the cost of generation to meet demand subject to generator
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capacity and line limits [93, 94]. In the past, these control actions have been studied
separately under the assumption that they are independent because of their distinct
timescales [32].

However, a study of the load power spectrum, shown in Fig. 4, exhibits varia-
tions across a wide range of frequencies. Similarly, multi-timescale dynamics are
observed in the solar photovoltaic [95] and wind [96] power spectra shown in Figs. 5
and 6. The Federal Energy Regulatory Commission (FERC) has responded to these
findings by reducing the minimum time requirement for economic dispatch to 15
min [97]. Several independent system operators (ISO) have further reduced their
dispatch time to only 5 min. A recent study has shown that due to VER integration,
the frequency of manual operator actions with regard to curtailment has increased
significantly [37]. Furthermore, it has been shown that the probability of infeasible
real-time dispatches is likely to increase in the absence of exact profile distributions
for stochastic resources [98]. In summary, the integration of VER introduces dynam-
ics at all control timescales and consequently challenges the separation of primary,
secondary, and tertiary control phenomena.

Academic studies have illustrated the impacts of cross-timescale variability on
power system balance and operating cost [38, 74, 77–80]. Lately, optimization-based
approaches that seek to capture the timescale coupling of primary, secondary, and
tertiary control of power networks with controllable loads have been introduced [99–
102]. In these approaches [99–102], decoupling is achieved through decentralized
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and distributed controllers, and a steady-state equilibrium of the system is illustrated.
The enterprise control model presented in [34] integrates primary, secondary, and
tertiary control layers into a holistic dynamic simulation to capture the inter-timescale
coupling within these three layers. The simulations in [34] reveal the power grid’s
cross-timescale dynamic behavior.

Results from [47] demonstrate that system imbalances are significantly reduced
when the timescale of the real-time market is reduced from 60 to 15 min. Addition-
ally, the overall load following and ramping reserve requirements are decreased as
shown in Figs. 7 and 8. A study of the relative merits of energy storage reserves in
the balancing operations and resource layer of control shows that energy storage is
effective at balancing high net load variability and small day-ahead market time step
[48]. Figure 9 shows that integrating storage reduces the overall system imbalances
and the amount of load following reserve requirements. Figure 10 illustrates that
the system with a higher normalized variability and greater penetration of renew-
ables will experience greater system imbalances [47]. An enterprise control model
demonstrates the timescale coupling of various power system phenomena and asserts
the benefits of cross-layer coupling in the holistic assessment of techno-economic
trade-offs.

Multi-timescale dynamics that are introduced by VERs and DSRs imply multi-
layer control approaches. The challenge with a multilayer approach is that each layer
of control affects the overall life-cycle properties of the system. In this context, the
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dispatchability, flexibility, stability, forecastability, and resilience of the power sys-
temwould need to be studied from amultilayer and not just a single layer perspective
[32]. This opens up a plethora of practical questions for the emerging theory of hybrid
dynamic systems [103]. The formal analysis of such systems would provide direct
guidance as the power grid continues to evolve with new control architectures.

4 Challenge III: Enable Active Demand-Side Resources

Asmentioned in the introduction, the electricity grid has traditionally operated under
the paradigm that generation exists to follow the exogenous variability in consumer
demand [2]. This has had a significant impact on the design of grid infrastructure in
that generation capacity must be sized for peak demand irrespective of how infre-
quently that capacity is required over the course of the year [14]. Distributed genera-
tion and demand-side resources (DSRs), as actively controlled energy resources,
have the potential to reduce the need for generation capacity expansion. Their
presence, however, causes the potential for upstream flows from the power grid
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periphery toward the centralized transmission system. This possibility violates
another long-held assumption in the power grid where the transmission system is
organized in a meshed fashion while the distribution system is organized in a radial
fashion allowing power to flow outward in one direction [1, 2]. Instead, distributed
generation and DSRs are set to challenge this structural assumption requiring a
meshed topology on the demand-side too [40].

Similarly, power systems economics in the distribution system have been struc-
tured such that electricity prices paid by consumers are independent of system con-
ditions [23, 26]. Those consumers that connect directly to transmission system have
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Fig. 10 Impact of VER variability on power system imbalances. Reproduced from [47] c©IEEE
Apr 1, 2015, used with permission

been wholesale market price-takers up until only recently. Consequently, radical
changes in consumer demand that result in more expensive generation do not affect
the prices paid by consumers [23, 25]. Furthermore, system operators have tradition-
ally had minimal control over the load size, often resorting to blunt solutions such as
emergency load shedding, and blackouts in the most extreme situations [104]. How-
ever, as the new smart grid infrastructure is deployed, demand-side resources will
play a significant role in ensuring grid stability. Consumer participation favors load
flexibility and peak shifting, hence promoting grid reliability. Sensors, communica-
tion systems, automated metering, intelligent devices, and ad specialized processors
have the potential to activate demand-side resources to participate in the electric sys-
tem techno-economic decision-making [15]. Such technologies promote consumer
participation, exploit renewable energy resources, and achieve energy savings [15].

Coordinated control of the demand side is also key to the successful integration of
VERs. As shown in Fig. 11, the introduction of variable renewable energy resources
erodes the dispatchability of the grid introduced by thermal power generation. DSM
restores the grid’s dispatchability, thereby enhancing reliability and flexibility amidst
the increased stochasticity of the generation fleet [32]. In such a case, DSR can be
used to reduce demand when solar PV and wind generation unexpectedly drops,
meet the associated ramp profile, and even act as an ancillary service that responds
to short-term frequency and voltage deviations.

DSM programs take several forms but have the common feature of market-based
price signals that aim to reduce electricity consumption. DSM programs include
energy efficiency, demand response (DR) [40, 105, 106], and load management pro-
grams [107, 108]. Load management programs are designed to reduce consumption
or shift it to off-peak hours. Peak shifting is accomplished through real-time pric-
ing schemes, whereby the energy price grows with the aggregated load for a given
period [109]. Real-time pricing motivates consumers to purchase power during off-
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peak times in order to reduce their overall energy cost [110]. The concept of real-time
pricing (RTP) is, however, still very much under development. Social questions in
relation to equity and access need to be considered and compensation mechanisms
must address consumers with distributed generation and/or energy storage [40, 106].
Another approach to load management is direct load management (DLC). DLC is
based on an agreement between utilities and consumers, whereby consumers agree to
let utilities remotely control the energy consumption of some of their appliances such
as lighting and thermal comfort equipment [15]. Concerns about consumer privacy
have, however, resulted in less participation in DLC programs [105]. Various meth-
ods such as dynamic programming [111], fuzzy logic [112], game-theoretic [105,
110], and binary particle swarm approaches [107] have been proposed for DLC and
RTP programs.

More recently, the focus in literature has shifted toward studying the impact of
the dynamics introduced by shifting loads, fuel price volatility, and stochastic gen-
eration on electricity prices and market stability [65, 66, 73, 113–121]. The concept
of dynamic real-time markets (DRMs) refers to market structures that are set up so
as to enable active VER and DR participation and coordination in real time or near
real time. In this market model, demand-side participants are price-setters rather than
price-takers. To ensure real-time or near real-time coordination, extensive, flexible,
and distributed communication channels capable of handling the large amounts of
data generated and provide feedback in real time are imperative. DRM approaches
tend to be geared toward the overall stability of the wholesale electricity markets
[114, 116, 117] and enhancing the social welfare [73, 119, 121]. While some focus
solely on a single layer such as regulation [66, 119], a few DRM techniques com-
bine multiple layers of real-time market control [73]. It is, however, important to
note that a significant number of these approaches have neglected to define the
communication layer or rather assumed a perfect communication network [65, 66,
113–121]. This results in algorithms that fail to acknowledge communication chal-
lenges such as latency [73] that affect the resiliency of DRM structures. Naturally,
this emerging diversity of DSM approaches needs to be rigorously assessed, be it
techno-economically as in Challenge I, or across multi-timescales in Challenge II.
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Considerable attention has been given to DSM programs in the context of load
scheduling in the day-ahead market or load shifting in the real-time energy mar-
kets. In the electric power industry, these programs are implemented through opti-
mization algorithms that aim to minimize the overall generation cost given capacity
and ramping constraints [122–124]. Demand units are represented in the wholesale
energymarket through curtailment service providers (CSP)whobid through indepen-
dent system providers (ISO) or reliability transmission organizations (RTO) [125].
The CSP has an estimated baseline consumption—consumption without demand
response—from which load reductions can be measured. Load reductions that are
accepted by the bidding process are expected to commit and are compensated based
on their bidding price as compared to the locationalmarginal pricing (LMP) and retail
rates [125]. Unfortunately, it has been determined that consumers are likely to artifi-
cially inflate the baseline to increase their compensation [126]. Through a systematic
comparison of the academic social welfare and industrial approaches to DSM, Jiang
et al. [122, 123] illustrated that inaccurate baselines in industrial DSM could poten-
tially lead to higher systems costs, wrong dispatch levels, and unachievable social
welfare. Furthermore, more recent studies have shown that inflated baselines could
result in more control requirements in subsequent layers of enterprise control [34,
47, 77, 78].

One emerging concept for demand-side management is called “Transactive
Energy” and it is used to refer to “techniques for managing generation, consump-
tion or flow of electric power within the electric power system through the use of
economic or market-based constructs while considering grid reliability constructs”
[127]. Many consider the “homeostatic utility control model” proposed by Fred
Schweppe in 1980 [128] as the intellectual inspiration for transactive energy (con-
trol). Transactive energy techniques can be implemented on a localized level such
as residential demand response, or on a generation to consumption level. A transac-
tive energy project by the Pacific Northwest National Laboratories (PNNL) studied
the effect of two-way communication between generation and distributed DSRs on
energy balance, line congestion, and real-time prices [129] in the Olympic Penin-
sula inWashington State. This demonstration tested the GridWise transactive energy
architecture on 100 homes in the region. This demo has since been extended to 5
states, 11 utilities, the Bonneville Power Administration (BPA), two universities,
and multiple companies [130]. In this demonstration, they were able to test the per-
formance of the control architecture on various system instabilities such as power
outages, wind fluctuations, and transmission incidences such as line outages [130].
Another approach, the Transactive Energy Market Information Exchange (TeMIX),
applies decentralized decision-making and control techniques at the grid periphery
to allow direct interaction between consumer devices and distribution grid devices
[131]. This project enables smart grid services that can quickly respond to the high
penetration of variable energy resources, PEVs, and energy storage. Transactive
energy platforms are enhanced by the concept of dynamic pricing and tariffs [132]
which provide a trading experience for electricity markets that almost mimics the
stock market. Finally, transactive energy approaches eliminate the need for demand
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response baselines and have the potential to avoid many of the associated negative
impacts [51].

As demand-side management develops, rigorous assessment becomes an impor-
tant challenge. In that regard, holistic assessment must be techno-economic as in
Challenge I, and cross-multiple timescales as in Challenge II. Furthermore, in dis-
cussing demand-side management, it is important to recognize that the (economic)
utility of consumed electricity is different depending on its purpose. For example,
a kWh of electricity used in space heating is not equivalent to a kWh of electric-
ity used in making silicon wafers. The latter provides much greater value to its
consumers; and consequently their willingness to pay for that kWh would be quite
different. To that effect, modeling the economic utility of electricity consumption is
of paramount importance as it represents a large trade-off with price incentives in
DSM schemes. Therefore, it will become increasingly important to revise the utility
models of demand-side participants so that they more closely reflect the reality. Such
an approach may quickly overwhelm the practical constraints of centralized market
designs and insteadmay require distributed decision-making approaches. Distributed
control architectures offer a middle-ground between decentralized and centralized
architectures. Like decentralized architectures they have multiple controllers acting
on a physical system but add coordination between controllers so as to achieve per-
formance similar to or equal to centralized architectures [33]. Finally, it is important
to recognize that while market-based approaches may result in economic efficiency,
they may not guarantee physical life-cycle properties. Approaches that too closely
resemble the stock market must recognize that financial markets do not necessarily
exhibit stable behavior. Consequently, DSM programs find the appropriate balance
of physical as well as economic signals.

5 Conclusion and Future Work

In conclusion, this work identified several long-term drivers which together cause the
introductionof distributed energy resources at the grid’s periphery.This, in turn, poses
significant long-term challenges. Power grid assessmentmust be increasingly holistic
considering technical and economic trade-offs as well as variations that spanmultiple
layers. Such techniques demandmultilayer approaches that represent hybrid dynamic
phenomenawhich are difficult to design formally.Demand-side resources (DSRs) are
also expected to play a significant role in promoting grid reliability. Utility modeling
as well as multilayered, scalable, and distributed control algorithms will enhance the
integration of DSRs. Moving forward, power systems’ design and operation must
adapt to the changing needs and interests of new and old stakeholders, be they in the
electric power grid or in interdependent infrastructures. Finally, the newly evolved
“smart grid” must ultimately demonstrate resilient self-healing operation which will
likely be enabled by distributed control and/or multi-agent systems. This work has
highlighted some of the recent contributions with respect to these areas and identified
areas where many challenges still remain.
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Distributed Control of Power Grids

Jakob Stoustrup

Abstract This chapter provides a short introduction to the part of this volumedealing
with distributed control of power grids. A brief description of some of the challenges
facing existing power grids from a control perspective is given. The research com-
munity dealing with distributed control of power grids is highly active, and there
already exists a vast literature on the topic. A coverage of this literature with any
pretense of full or partial completeness would be difficult (if not impossible) and is
not in any way attempted in this brief introduction.

1 Introduction

The electrical power grids of the world rely on infrastructure that emerged based on
pre-digital technology more than a hundred years ago. Since the origin, the power
grids have developed massively in technology in order to improve resiliency, safety,
and effectiveness. As new technologies have been introduced, the grids have grown
in complexity and during the past couple of decades, digital technology has been
massively deployed.

Due to the recent grid evolution, however, the power grids of the world have to
address challenges in terms of an urgent need for massively increased flexibility. This
increased flexibility is required in order to integrate a higher penetration of renewable
generation, of rooftop PV and other Distributed Energy Resources (DERs), see e.g.,
DNV-GL [8]. In addition to an increased level of intermittent generation, also power
usage patterns are changing dramatically. The change of usage patterns on different
time scales is driven, e.g., by the spread of power electronic devices and by a slow
but steady increase of electric vehicles.

The combination of an increased amount of renewable generation and changed
usage patterns introduce more variability and more uncertainty in the power grids,
and thus, threaten to compromise grid reliability, if appropriate action is not taken.

J. Stoustrup (B)
Automation & Control, Aalborg University, Aalborg, Denmark
e-mail: jakob@es.aau.dk

© Springer Nature Switzerland AG 2019
J. Stoustrup et al. (eds.), Smart Grid Control, Power Electronics
and Power Systems, https://doi.org/10.1007/978-3-319-98310-3_5

85

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98310-3_5&domain=pdf


86 J. Stoustrup

Fortunately, some of the very same changes to the power grids also constitute
a potential opportunity to mitigate the challenges. By deploying advanced control
solutions at various levels of the grid, there are significant possibilities for establishing
flexibility to the extent required in the immediate future, but also on a longer term.

The position chapters in this part of the present manuscript encompass a num-
ber of research issues that together constitute part of a transformational grid control
paradigm based on distributed control algorithms. These proposed research chal-
lenges address how to manage dynamic changes within power grids at a local or
a global scale in a reliable way by leveraging additional resources in the grid. At
a system level, massive deployment of distributed control technology is expected
to facilitate a more efficient usage of natural resources and a significant reduction
of greenhouse gas emissions. One of the underlying instruments in obtaining these
goals involves matching power consumption to intermittent generation in real-time.
Also, the capacity of distribution grid networks can be expected to be exploited more
efficiently by employing local DERs optimally. This facilitates a potential of reduced
investments in distribution grid extensions in response to increased consumption.

Also, distributed control solutions deployed massively in power distribution grid
also carry the potential to substitute a proportion of the spinning reserves. This, in
turn, reduces the need to curtail renewable generation and thereby also reducing,
e.g., the need for fossil energy resources.

In similarity with other large-scale systems, by tradition the power grids of the
world have been engineered with hierarchical control topologies, guided by separa-
tion in temporal and spatial scales. This is reflected in the well-known chain from
centralized generation via transmission, sub-transmission, and finally over distribu-
tion systems to load consumption. Across the world, such chains have traditionally
been managed in a strict top-down manner. During the past couple of decades, how-
ever, an increasing number of successes have been reported across various industries,
where application of distributed control solutions have shown significant advantages
over traditional control solutions based on hierarchical control topologies. In a sim-
ilar fashion, power system operators on several continents have gained experience
from experiments with various types of distributed control solutions in power grids.
Results indicate that, indeed, such solutions can lead to increased efficiency in grid
operation and to reduced greenhouse gas emissions, in part by offering scalable
integration of DERs, especially in the medium voltage and the low voltage grids.

The path toward a fully deployed power grid solution based on advanced control
theory, and in part relying on distributed control topologies, however, still requires
adequate responses to a number of research challenges remaining, which is the topic
of the contributions of this part of the present manuscript. The solutions proposed
and in smaller scales explored experimentally range from control topologies on one
extreme based on system operator management from top to bottom to the other
extreme where the grids are operated as a system of weakly connected microgrids.
The research challenges described in the chapters of this part of the manuscript
in part encompasses the question of which control topologies better facilitate an
interconnected power system with a high penetration of renewable power generation
and orchestrates the operation of a large number of DERs.
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2 Legacy Grids, Trends, and Enabling Technologies

From a control perspective, the legacy grids across the world have been operated
according to very similar paradigms, which can be summarized by the conventional
primary/secondary/tertiary control system:

Control level Timescale Goal Strategy
Primary Real-time Stabilizing frequency and voltage Decentralized
Secondary Minutes Restoring frequency Centralized
Tertiary Offline Optimizing operation Centralized/forecast

Several current trends and future expectations to grid developments are challeng-
ing whether, from a control perspective, this hierarchical structure based on temporal
(and spatial) separation is still the best (or even appropriate) for future power grids,
see e.g., EPRI [11].

As one major trend, physical volatility is steadily increasing in part due to the
development mentioned above with increased renewable penetration and distributed
generation, and in part due to growing demand in systems with an aging infrastruc-
ture. As a result, a lowered inertia and reduced robustness margins are seen on grids
worldwide.

As a second major trend, a number of technological advances are seen, e.g., in
terms of novel sensors and actuators (e.g., PMUs, FACTS) and access to grid-edge
resources (e.g., flexible loads). Further, advanced control is being introduced in a
vast number of grid-connected cyber–physical systems. This collectively facilitates
a future cyber-coordination layer for smart grid solutions.

Several other emerging technologies constitute a basis for accelerating the transi-
tion toward a smarter grid. In the following, we shall emphasize a few among several
enabling technologies for the potential grid transformation.

2.1 Advanced Metering Infrastructure (AMI)

Since deregulation andmarket-driven pricing were introduced in a majority of power
grids across the world, utilities have been pursuing technologies that could assist
in matching power generation to power consumption. Thus, an advanced metering
infrastructure has been deployed in grids worldwide, in part consisting of smart
meters deployed at individual customer nodes. The capabilities of smart meters vary
significantly, but usually more than just automatic reading of energy deliveries are
offered. Some smart meters offer real-time or near real-time power usage. Additional
services include notifications of power outages and power quality measurements. A
majority of smart meters are equipped with technology for two-way communication
which makes them a significant potential enabler for advanced control solutions.
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As part of an Advanced Metering Infrastructure (AMI), smart meters can be seen
as communication hubs for systems that can measure, collect and analyze energy
usage, but also receive signals to activate and manage flexible power consuming
and/or generating (e.g., rooftop PV systems) at the user’s end.

Two major classes of distributed control approaches for power distribution grids
based onAMI can be discriminated based on the type of signal, theywould send to the
smart meters. In direct control approaches, meters would receive a command signal,
either in terms of an ON/OFF signal for specific devices, or in terms of a reference
power signal that select devices would have to follow. In indirect control approaches,
meters would receive a price signal, leaving to the consumers’ discretion, how the
consumer would like to respond to the price signal by increasing or decreasing con-
sumption. A variation of this is the Transactive Control and Coordination approach,
see below,where amarket-like structure lets consumers negotiate delivery of a certain
quantity of energy at a certain priced based on two-way communication.

2.2 Internet of Things (IoT)

Across the world, massive research investments are being made in the Internet of
Things (IoT), possibly under the conviction that “…the ‘Industrial Internet’ [will]
start the next Industrial Revolution” (Joe Salvo, GE).

IoT is expected to transform a large number of industries, including Manufactur-
ing, Agriculture, Mining, Transportation, Oil and gas, etc. However, IoT also holds
a huge potential for transforming the Energy and Power area and in particular the
electrical power grids. Leveraging the immense intelligence at the edge of the grid,
however, requires a paradigm shift with a transition from centralized to decentralized
decision-making.

In order to benefit from the expected future access to a huge number of grid-edge
resources, the legacy grid control architecture is further challenged. The system
will never obtain sufficient bandwidth for accumulating, storing, and processing the
immense amount of data. The inherent latency involved in centralized processing
will prohibit decisions to be made on timescales required by the grid.

IoT integration in the grid requires data processing to be performed as close to the
data collection nodes as possible. It is also necessary to allow these nodes to make
decisions (semi-)autonomously.

2.3 Advanced Inverter Technology

During the past couple of decades, converters based on power electronics have been
vastly deployed in the large continental power grids, see, e.g., Blaabjerg et al. [3] and
references therein. The literature has had a strong emphasis on potential challenges
for this major change to the grid. From a controls perspective, it is possible, however,
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also to take the opposite point of view and pursue opportunities embarking from the
significantly extended control capabilities offered by such devices.

From a controls perspective, these opportunities would involve a power grid with
an extensive deployment of controllable power electronic devices and sufficient
resources for real or virtual storage. Such a power grid needs to have a potential for at
least the same resilience and reliability as the legacy grid, even if the penetration of
intermittent renewable generation is significantly increased. In order to realize most
of the potential of widely deployed controllable power electronic devices, advanced
control techniques are required, and the legacy grid structure is not able to facili-
tate this. In order to achieve this, there is a need for developing control algorithms
that aggregate and disaggregate control capabilities from power electronic devices
across levels in the power system. The solutions obtained will be used to investigate
to which extent the new capabilities will facilitate increased penetration of intermit-
tent renewable generation in terms of assessing the added control authority in various
frequency ranges relevant for addressing this type of intermittency.

The applications of scalable control systems involve two fundamental issues: (i)
the realization of the scalable control systems with power electronics apparatus, and
(ii) the assessment of control performance at different system levels.

Power electronics systems are basically a hybrid system of the discrete switching
events of power semiconductor devices and the continuous dynamics of passive
components. Power electronics converters with different power scales operate with
different switching speeds for reduced power losses, which consequently sets the
upper limit for the response time of the control system, and further challenges the
realization of the scalable control systems for power converters with different power
ratings.

The small time constants of power converters andwider bandwidth of their control
systems complicate the dynamic coupling and interactions between the converters
and power grids at different system levels, implying more electromagnetic transient
oscillations. Hence, the dynamic characterization of power electronic components or
subsystems equipped with scalable control systems is essential for the performance
assessment, Rocabert et al. [54].

2.3.1 Virtual Inertia

By deploying a scalable control system for grid-wide coordination of converters, it
will be possible to transform any converter-controlled energy storage to a unit that
contributes to the overall stabilization of the power grid. In particular, such a unit
can be controlled to emulate rotating mechanical energy of conventional generators,
so-called virtual inertia. Actual units could be either at the generating side, e.g., an
electrical storage at a wind farm, or on the load side (smart grid), e.g., a Heating,
Ventilation, and Air-Conditioning system in a large commercial building.
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2.3.2 Harmonic Stability

The increasing penetration of power electronics systems aggravate harmonic dis-
tortions in the power grid, due to the nonlinear switching operations of electronic
devices. The harmonics tend to trigger the electrical resonance frequencies of power
systems, and are further coupled with the fast control dynamics of power convert-
ers causing harmonic oscillations. This instability phenomenon has recently been
reported in large-scale renewable power plants and cable-based transmission grids.
To prevent harmonic instability, advanced control theory could be usedfirst to reshape
the dynamic behavior of power converters with positive damping characteristics, and
then to synthesize the damping over a wide frequency range by system-wide coor-
dination of converters.

3 Distributed Control Paradigms

Distributed control has been proposed as part of a novel control paradigm for power
grids for various parts of the grids. In particular, however, distributed control has been
proposed as an approach to enable load-side participation. Load-side participation
as a supplement to control on the generation side is interesting for a large number of
reasons, including:

• Load-side control might be faster as there is little or low inertia
• The huge number of devices on the load side has the potential ofmaking the system
more reliable by a spreading approach

• A large number of sensing and actuating nodes offers the potential of a better
ability to localize disturbances

• As the need for control capacity reduces on the generator side, generation can be
made more efficient

• Noadditional emissions or use of fossil resources are required for load-side control.

According to Lu and Hammerstrom [38], residential power loads account for
approximately one-third of peak demand, but 61% of these devices are ‘Grid
Friendly’, i.e., they have a potential for participating in load-side control. In the
US, the operating reserve is 13% of the peak, whereas the total ‘Grid Friendly’
capacity is 18%.

A distributed control paradigm must be able to provide voltage control. One
problem in that context is that several distributed control topologies might lead to
steady-state voltage deviations. So, on one hand, voltage regulation constraints must
be built into a feasible distributed grid control solution. On the other hand, a dis-
tributed control solution should be expected to provide a reasonable sharing of loads
between available DERs. Unfortunately, there is a fundamental conflict between
these two objectives, and a feasible power grid distributed control solution must be
able to provide an acceptable compromise between the two.
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An important enabler for applying distributed control as part of frequency control
is the notion of Grid Friendly Appliances (GFA). GFA is a specific standard for
interfacing between grid frequency and individual devices. Some recent work on
GFA can be found in Lian et al. [36], Williams et al. [62] , Elizondo et al. [10], Lian
et al. [35], Moya et al. [46] and references therein.

A large number of distributed control approaches have been proposed in the con-
trol literature. Several of these have been suggested as candidates for being part
of an advanced power systems control solution. In the following, however, among
this large group of solutions, we shall only briefly introduce three categories that
have been emphasized in the challenge chapters of this volume. It should be empha-
sized, however, that several other approaches are relevant for distributed control of
power grids. Examples of such approaches are passivity-based and port-Hamiltonian
methods, see e.g., Schiffer et al. [55] and references therein.

3.1 Transactive Control and Coordination

An approach tomassive activation of DERs that has gained significant attention is the
so-called Transactive Control and Coordination (TC2) approach, see, e.g., Subbarao
et al. [58] and references therein (please, refer also to the part of this volume that
deals with markets). Some further recent references are Subbarao et al. [59], Li et al.
[31–33].

TC2 offers to manage generation, power flows and consumption with reliability
constraints by market-like constructs. This is achieved by using global information
and local control decisions at nodes where the power flow can be affected. Each node
communicates with the network via transactive incentives and feedback signals. TC2
is a flexible design in the sense that it allows deployment at all levels of the energy
hierarchy.

TC2 offers a distributed approach based on self-organized market-like constructs.
Thereby TC2 has the potential to overcome the challenge formed by a huge num-
ber of controllable assets, which make centralized optimization unworkable. TC2
has a simple information protocol, which is common between all nodes at all lev-
els of a system, comprised by quantity, price/value, and time. This makes TC2 a
candidate solution for challenges related to interoperability. In terms of security
and privacy, TC2 attempts to minimize sensitivities by limiting the required amount
of data exchange to the triple mentioned above. Finally, TC2 potentially achieves
scalability by being self-similar at all grid scales. The TC2 paradigm for control
and communication is common across all nodes of the system. A proposed ratio of
supply nodes to served nodes is 103.
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3.2 Consensus-Based Distributed Control and Coordination

Consensus-based control algorithms are a subclass of cooperative control algorithms.
Themain idea is that each local agent generates decisions for a local subset of the total
system states based on a global objective. Each agent has the ability to communicate
subject to a given communication topology with a small number of neighboring
agents with a certain bandwidth, limiting the amount of information exchanged.

The consensus algorithm now proceeds by all agents communicating an estimate
of one or several global variables with their nearest neighbors based on their own
state information and past values of their neighbors’ estimates of said variable(s). It
can be shown that under mild observability assumptions and a simple connectivity
assumption on the communication topology that all local estimates will converge to
the global value(s).

Consensus-based control algorithms have several potential applications for elec-
trical power grids. Maybe the obvious candidate is consensus-based control applied
to a grid configuration consisting of weakly connected microgrids that collectively
have to provide a certain grid objective, e.g., voltage stabilization. There are, how-
ever,many other examples, e.g., coordination of units below a substation and between
substations, on and between individual radials, etc.

It has beenwidely claimed, but not proven, that consensus algorithms are scalable.
Actually, some experimental evidence suggests that scalability is not straightfor-
ward, so future work might be needed. Other issues have been related to integration
of distributed generation and especially storage in the algorithms (a recent break-
through to that end has been published in Wu et al. [63]). To speed up consensus-
based control/coordination algorithms, an important contribution can be found in
Olshevsky [47].

3.3 Distributed Control Based on Distributed Optimization
Algorithms

A huge research effort in the optimization community has been dedicated to dis-
tributed optimization. A significant proportion of available distributed optimization
algorithms, including but not limited to subgradient algorithms, can be applied as
the basis for distributed control.

One large class of distributed optimization techniques are based on augmented
Lagrangian decompositions. These approaches include dual decomposition, alternat-
ing directionmethod of multipliers, and analytical target cascading. Another relevant
class of techniques are based on decentralized solutions of Karush–Kuhn–Tucker
(KKT) conditions. Examples of these are consensus/innovation methods (see also
above) and the optimality condition decomposition.
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A recent survey of distributed control approaches based on distributed optimiza-
tion has been published in Molzahn et al. [45]. Please, refer to this paper for further
literature on the topic.

4 Overview of Challenge Chapters

The remainder of this part of the present volume contains three separate challenge
chapters. The topics include how to control flexible loads in order to make them
behave like virtual storages, how to model low-inertia inverter-dominated power
systems, how to systematically distribute the design of local controllers, and how to
employ stochastic control theory for smart grid solutions, in particular, for micro-
grids.

In the following, each of the three challenge chapters will be described shortly.

4.1 Virtual Energy Storage from Flexible Loads: Distributed
Control with QoS Constraints by Prabir Barooah

This chapter discusses the concept of virtual energy storages. By manipulating
demand around a nominal baseline, power consuming devices in our infrastruc-
ture can contribute to accommodating situations with excess power or with power
deficiency, thus acting in ways that resemble an electrical storage device. However,
to make loads exhibit appropriate charging and discharging patterns that are useful
to the power grid requires the solution of a number of complex control problems.
In essence, the main challenge is to achieve a good compromise between providing
adequate grid services while maintaining Quality of Service for power consumers.

One of the challenges discussed in the chapter relates to the difficulty of providing
good capacity estimates due to variations over time, especially those caused by
exogenous factors such as weather, which is not conveniently captured in simple
models. Also, the power baseline for a device acting as VES is very difficult to
estimate.

Another line of challenges relate to dispatch. An optimal dispatch of VES
resources should be based on cost, but cost of operation is very difficult to quantify or
estimate without tedious modeling of every available system. As part of estimating
cost, round-trip efficiency should be established, which is also generally difficult to
capture.

Finally, the chapter includes a short discussion of challenges associated with the
interplay between control and communication topologies.
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4.2 Distributed Design of Local Controllers for Future Smart
Grids by Tomonori Sadamoto, Takayuki Ishizaki, Takuro
Kato, and Jun-ichi Imura

In this chapter, the authors describe a new notion of distributed controller design
where local controllers are individually designed by using partial models of the
system, e.g., single-machine-infinite-bus models, and their control actions are indi-
vidually determined by local feedbacks from corresponding neighborhoods.

One of the challenges discussed in this chapter is that this approach can cause
transient instability of power systems with large-scale photovoltaic generators (PVs)
integration. Motivated by this, a distributed design problem with consideration of
node clustering is formulated, and it is discussed how to find clusters from the per-
spective of controllability with respect to the corresponding local inputs.

Another challenge discussed in this chapter relates to design of interchangeable
components. In order to facilitate the addition of new components, it would be desir-
able that newly added components have interchangeability or plug-and-play capa-
bility. A significant challenge, however, relates to identifying the class of such com-
ponents as well as which portfolio constraints to be imposed on the interconnection
of the components to preexisting grids.

4.3 Smart Grid Control: Opportunities and Research
Challenges A Decentralized Stochastic Control Approach
by Maryam Khanbaghi

In this chapter, a future grid structure with massive presence of microgrids and
nanogrids is discussed. As one of several salient features, in such a grid structure,
resilience can be pursued by appropriately alternating between islanded and grid-
integrated mode for microgrids and nanogrids. In challenging situations, where a
conventional grid architecture could risk wide-area blackouts, an architecture domi-
nated by large numbers of micro- and nanogrids could keep critical parts of the grid
operational by transitioning these to islanded operation.

One of the control challenges discussed in the paper relates to how to ensure that
the performance obtained for each nano-/microgrid in islanded mode is inherited to
a suitable extent, when most or all of these are operated in grid-integrated mode. The
chapter proposes to address this control challenge by (1) pursuing to design a robust
control strategy to maintain stability, and (2) by reevaluating system requirements in
order to maintain optimality.

NB! This list includes a number of seminal contributions on distributed control
of power grids that are not singled out above.
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Virtual Energy Storage from Flexible
Loads: Distributed Control with QoS
Constraints

Prabir Barooah

Abstract Loads are expected to help the power grid of the future in balancing the
highs and lows caused by intermittent renewables such as solar andwind.With appro-
priate intelligence, loads will be able manipulate demand around a nominal baseline
so that the increase and decrease of demand appears like charging and discharging
of a battery, thereby creating a virtual energy storage (VES) device. An important
question for the control systems community is: how to control these flexible loads
so that the apparently conflicting goal of maintaining consumers’ quality of service
(QoS) and providing reliable grid support are achieved? We advocate a frequency
domain thinking of handling both of these issues, along the lines of a recent paper.
In this article, we discuss some of the challenges and opportunities in designing
appropriate control algorithms and coordination architectures in obtaining reliable
VES from flexible loads.

1 Introduction

A future power grid is likely to experience significant intermittency in generation
from renewable sources such as solar and wind. This intermittency is illustrated in
Fig. 1; the data comes from BPA (http://www.bpa.org), a balancing authority (BA) in
the Pacific Northwest. The net demand, which is the difference between demand for
power and renewable power generated, must be supplied by controllable generation
resources. The sharp ramps and fast variations in the net demand are a cause of
concern for conventional generators. They are not designed to track such a fast
varying signal. Inability to track the net demand can seriously degrade reliability of
the power grid: if demand–supply imbalance becomes too large, the grid frequency
deviates far from the nominal value of 60Hz, and cascading blackouts can occur.

Additional resources are needed to mitigate the volatility created by solar and
wind. One possibility is to employ sufficient standby generation that can ramp up
and down quickly, such as hydro and gas. Hydro is limited by geography, while the
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Fig. 1 (Top) Total demand and renewable generation, and (bottom) net demand in BPA (Bonneville
Power Administration: http://www.bpa.gov), April 19–22, 2016

use of additional fossil plants as backup will negate the environmental benefits of
renewables, apart from increasing the overall cost of energy. The business case for
the power plant owners is also questionable since the plants would not sell much
energy, which is already causing a few power plants to close [1]. Another possibility
is to employ sufficient energy storage resources such as batteries, flywheels, pumped
hydro, and compressed air systems. At present, this is a prohibitively expensive
option. We discuss the cost of batteries in Sect. 4. The third possibility is to equip
loadswith intelligence so that their demand can be varied in such away thatmismatch
between demand and generation is reduced. In fact, with the help of appropriate
control algorithms, loads that have some flexibility in their power demand can be
made to provide the same service as that of a battery. We call this virtual energy
storage (VES) from flexible loads; see Fig. 2 for a schematic. This is to be contrasted
with real energy storage (RES), which include batteries, pumped hydro, flywheels,
compressed air, etc.

This paper describes some of the technological challenges and opportunities in
obtaining VES from flexible loads. Any technological solution to obtaining grid
support from loads must consider its effect on consumers. After all, all loads are
used by consumers to provide a certain function, and they have certain expectation
of the quality of service (QoS) from those loads.

There is a fast-growing literature on the control of flexible loads to provide grid
support services. A dominant paradigm in this literature is control and coordination
of loads through real-time prices of electricity, or some other market-based mecha-
nism; see [2, 3] and references therein. These viewpoints have several weaknesses.
One, real-time prices subject consumers to high levels of risk. Real- time prices of

http://www.bpa.gov
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Fig. 2 Virtual energy
storage (VES) from flexible
loads: demand is varied
around a baseline with the
help of a control algorithm
so that the demand deviation
from the baseline is akin to
the charging and discharging
of a battery
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electricity are volatile even without high penetration of intermittent renewables; see
[4] for examples from around the world. In fact, [4] shows that these volatilities
persist even in an idealized market with participants having no market power (“price
takers”), but occur purely as a result of uncertainty and ramp rate constraints. Two,
they require consumers to assign a dollar value to a change in consumption with an
uncertain QoS loss, e.g., “how much payment is adequate to compensate for a 1 kW
decrease in power consumption?”, such as in [3]. However, the answer to this ques-
tion is likely to change frequently for the same consumer, depending on the context
(during a party, after a workout session), and also depending on how long the loss of
QoS will have to be endured. More recent work on market-based “demand response”
has sought to address some of these issues by moving away from real-time prices;
but using price as a coordination signal meant to help reach an equilibrium; such as
[5]. However, these works also require complex information, such as specification of
utility functions (utility of consumers as a function of consumption). If deployed at
scale, market-basedmechanismsmay not lead to a reliable service that grid operators
can rely on.

Evidence from existing demand response programs indicate that long- term con-
tracts reduce the risk to consumers while providing a more reliable service to the
balancing authorities. Florida Power & Light has 760,000 residential consumers
enrolled in their On Call demand response program [6]. In return for a monthly
rebate, these consumers allow FP&L to turn off their pool pumps and air condition-
ers a few times in a year. This program has been in place for more than a decade, and
has been effective since consumers are getting a reliable return for a known loss of
QoS. We, therefore, argue that a control architecture based on long-term contracts
between consumers and BAs, with negotiated QoS bounds, offer a reliable consumer
engagement. The control system must ensure that QoS never deviates outside of the
pre-negotiated bounds. Although the rest of the paper is not dependent on long-term
contracts being the only form of payment, we use that assumption to remove market
considerations.

It was argued in [7] that Fourier decomposition provides a convenient framework
to assign grid’s needs to all supply side resources, including traditional generators,
loads providing VES service, and batteries providing RES services. In this paper,



102 P. Barooah

we further explore the frequency domain thinking. We emphasize that current grid
operation and planning already is based on a similar framework, by breaking down
the requirements by timescale. Base-load power generation is scheduled based on
predictions of the net demand at the slowest timescale (lowest frequency), load fol-
lowing and frequency regulation at intermediate and fast time scales is performed
by automatic generation control that adjusts generation set points [8]. However, cur-
rent taxonomy of generation-side services, such as “frequency regulation” and “load
following” are inadequate in a renewable-rich power grid. In the future, “renewable
following” may be as important a service as load following. Therefore, we avoid
using that taxonomy in the paper.

The rest of the paper is structured as follows. Section2 describes the VES idea in
detail, and summarizes the main challenges in developing local control algorithms
for a load to deliver VES to the grid with guaranteed bounds on its QoS. Section3
discusses the challenges in developing architectures for distributed coordination of
millions of loads to meet the VES service needed by the grid. Section4 discusses
cost of battery-alone storage and what it means for cost targets of VES technology.

2 Virtual Energy Storage from Flexible Loads

A load’s power consumption can be varied around a baseline to provide a battery-like
service. Let pb(t) be the baseline power demand of a load (or a collection of loads).
Suppose its (their) demand is varied through the use of appropriate control software
to be p(t) so that the demand deviation from the baseline:

pves(t) := p(t) − pb(t) (1)

is zero mean: limT →0
1
T

∫ T
0 pves(t)dt = 0; cf. Fig. 2. We can then say that the load is

providingVES, or, that it is acting like a virtual battery. The demand deviation pves(t)
is the charging power consumption of the virtual battery. Positive pves(t) means the
load is drawing more power from the grid than what it would have under baseline
conditions; so the virtual battery is charging. Conversely, negative pves(t) means it
is discharging. The zero-mean nature of the demand deviation means the net energy
consumption/generation of the virtual battery is 0, just like a real battery.

Two questions arise:

• For a specific load and a bound on change of its QoS, what kind of demand
deviation (“virtual charge/discharge signal”) pves(t) is allowable that ensures the
QoS bound is satisfied? And, how does this vary from load to load?

• How is the net demand signal to be apportioned among the loads so that together
they can supply it, while each load maintains its QoS bound?
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2.1 Constraining Loss of QoS via Constraining Bandwidth

QoS measures vary depending on load type. There are a large variety of flexible
loads, such as refrigeration systems, electric vehicles, pool pumps, water heaters,
data centers, municipal pumping systems, HVAC systems, etc. Each has their own
QoSmetrics, and a distinct degree of flexibility. For HVAC,measures of QoS include
indoor temperature and ventilation rate (as a surrogate for indoor air quality). Hot
water heaters—and pool pumps in some areas—are also large sources of demand. A
QoS measure for a pool pump is the average number of hours the pump is on (as a
surrogate for water cleanliness) [9, 10]. For hot water heaters, it is the availability of
hot water that is critical. For an aluminum plant, a measure of QoS is the temperature
of the smelter [11]. For all loads, whether commercial, residential or industrial, QoS
metrics include the cost of energy used1 and equipment lifetime.

The diversity of QoS metrics among distinct load types is a challenge in devel-
oping control algorithms to exploit their demand flexibility. We argue that, in fact, a
unifying framework can be developed based on the spectral content of the demand
variation, a viewpoint first expounded in [7]. For every load type, maintaining a spe-
cific bound on the QoS can be translated to maintaining a bound on the bandwidth of
its demand deviation. For instance, a small and fast variation of power consumption of
a commercial HVAC system can be obtained by a small and fast variation of airflow.
The resulting temperature deviations will be small since the large thermal inertia of
the building will act like a low-pass filter to such airflow variations. However, even a
small amplitude airflow variation can lead to large deviation in indoor temperature if
the variation persists for a long time, i.e., the frequency is small enough. For a given
amplitude, the higher the frequency of airflow variation, the smaller the effect on
QoS metrics of indoor temperature and average ventilation rate. However, above a
certain frequency, QoS will reduce since equipment life will degrade. Figure3 illus-
trates this idea. For loads that can only be turned on or off, such as hot water heaters,
again limiting the frequency of turning on and off is needed to reduce short-cycling
and ensure delivery of hot water.

In essence, the VES capacity of a load can be characterized in terms of the power
spectral density (PSD) Pves(ω) of the demand variation, pves(t). The PSDmust lie in a
specific region to meet a given QoS constraint, which can be parameterized by, say, a
scalar q. For every value of q, there is a curve cq(ω) so that that QoSwill be respected
only if the PSD of pves lies under the curve cq(ω). The curve corresponding to the
minimum acceptable QoS q∗ determines the load’s VES capacity. We call cq∗(ω) the
load’s capacity curve.

An illustration of the curve cq(ω), for some q, is shown in Fig. 3. For a specific
load, or load class, determination of the curve cq(ω) can be determined either through
modeling or experimental evaluation [12].

Challenges andopportunitiesAweakness of the frequencydomain characterization
of VES capacity is that variations over time, especially due to exogenous factors such

1For some large consumers, “utility bill” is a better measure since their peak demand charges may
constitute a large part of the bill.
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Fig. 3 Constraint on QoS is a constraint on bandwidth of demand variation. The x-axis is frequency
and the y-axis is the PSD of demand variation. The PSDmust lie in the region under the curve cq (ω)

to meet the QoS measure q. For a different value of q, this curve would change. The low and high
limits of the frequency in which this particular load class can provide VES service are denoted as
ωL and ωH , respectively. The three signals shown in A, B, and C, have PSDs that have the same
total power (i.e., the integral of their PSDs are the same), but distinct bandwidths. The signals A
and C violate the QoS metric q, because their bandwidths are too low and too high, respectively.
The signal B satisfies the bandwidth requirement

as weather are not conveniently captured. For instance, during afternoon hours of
very hot days, anHVACsystemmay have to run at peak power, and in that case a zero-
mean deviation from the baseline is not possible. An alternate way of quantifying
capacity that has been explored is a time-varying range (upper and lower bound)
of total power consumption so that as long as power consumption stays within that
bound, QoS metrics will be satisfied [13, 14]. These approaches necessarily lead
to conservative estimates since a constant power deviation from a baseline that still
maintains QoS constraints must be allowed in this framework. A general framework
that combines the advantage of frequency-based characterization, but is capable of
modeling the effect of exogenous factors on VES capacity is still lacking.

Another challenge in this approach is its dependence on baseline for its definition.
The baseline is not possible to measure if a load is providing VES services, only
the total power is, leading to the issues of estimating the baseline and associated
estimation errors [14, 15].

2.2 Matching VES Resources to Grid’s Needs

The grid needs controllable resources to meet the net demand. The net demand2

pd(t) at time t is defined as

pd(t) := pb(t) − gr (t) (2)

2Usually called net-load, but we avoid that term since “load” in this paper refers to physical entities
that consume power.
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Fig. 4 Apotential control architecture for the smart gridwithVESbased on spectral decomposition.
The “Grid” block represents everything other than controllable generation and storage resources,
such as loads (baseline), transmission and distribution networks, etc.

where pb(t) is the baseline power demand (in MW) in the grid and gr (t) is the
uncontrollable renewable generation (in MW). The word baseline refers to the nom-
inal demand from all loads, when loads are operated without employing any of the
algorithms designed to extract flexibility. The net demand is the signal the grid’s
remaining resources will have to provide, which include traditional generators, flex-
ible loads providing VES, and other energy storage (ES) devices such as pumped
hydro, flywheels, and batteries.

How to ensure that available resources together supply the total needs of the
grid, i.e., how do they together track the net demand? Our approach is based on a
spectral decomposition of the net demand into distinct frequency bands, by passing
it through a number of bandpass filters, as shown in Fig. 4. The “C” block at the
BA computes/predicts the net demand pd , which serves as a reference command to
the aggregate controllable resources in the grid. Its low-pass component, pL P

d (t),
is obtained by passing pd through a low-pass filter (“LP” in Fig. 4). As long as the
low-pass filter LP is designed by keeping the ramping abilities of the controllable
generators in mind, the bandwidth of the signal pL P

d (t) will be low enough that
controllable generators will be able to track it. The remaining high-pass component
of the net demand is pH P

d (t) := pd(t) − pL P
d (t), which is zero mean. Because of

the zero-mean property, pH P
d (t) can be tracked by controllable storage resources

(whether real or virtual), by charging when pH P
d (t) is positive and discharging when

pH P
d (t) is negative. The bandpass filters (BPs in Fig. 4) can be located either in a

centralized manner at the BA, or in a distributed manner at the resources, or in some
combination thereof, depending on the control architecture chosen.

To match to resources of appropriate ability, the zero-mean component of the net
demand is passed through a number of bandpass filters to create reference signals for
various energy storage resources: the “BP”s in Fig. 4. Each of the reference signals
is band-limited to a particular frequency band that is suitable for a distinct class of
resource. For instance, the highest frequency component of the net demand can be
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Fig. 5 Frequency decomposition of the net demand of Fig. 1: each bandpass- filtered component
is a reference for a distinct class of resource that is appropriate for that frequency band

the reference signal for batteries, while the one with a slightly lower frequency can
be the reference for HVAC loads providing VES. The sum of all these reference
signals is the net demand. Thus, the needs of the grid are met, and yet no resource
(including a conventional generator and a battery) is asked to provide a service that
is not appropriate for it. Figure5 shows an example of the frequency decomposition
of the net demand based on data from BPA.

Challenges and opportunities

• VES capacity characterization: Based on experiments in a commercial building
in the University of Florida reported in [12], we know that variable speed fans
in HVAC systems can provide VES service in the frequency range of [1/(10min)
1/(1min)] and up to 30% of their average power without any perceptible change
in indoor climate. Simulations with calibrated models show that with both chillers
and fans engaged, HVAC systems can provide VES service in a slower frequency
range of [1/(1 hr)]; [1/(10min)] and up to 50% of its rated power, with an indoor
temperature deviation of 2 ◦C [15]. Collection of pool pumps can provide VES
in lower frequencies of hours [10], and so can residential air conditioners and
heat pumps [16]. Industrial loads may be able to provide much lower frequency
VES—than, say, HVAC—by deferring production in a timescale of days or weeks.
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Fig. 6 Power spectral density of the net demand versus total capacity of the grid’s resources

An important open question is to provide a complete characterization of the VES
capacity of various classes of loads—especially industrial and residential loads—
as a function of QoS within the frequency domain framework introduced here.
Even for HVAC, which has been more thoroughly examined, VES capacity is
likely to vary depending on the thermal load it experiences. A purely frequency
domain framework may not be suited to characterize these variations [14].
Information on VES capacity as a function of QoS constraints is essential for loads
to enter into contractual agreements with BAs. The appropriate payment structure
is not clear yet, but at the simplest form it can be a fixed monthly payment depend-
ing on the load’s QoS bound q. For more sophisticated loads such as industrial
loads or large commercial HVAC, the payment can also consist of a “milage”
payment depending on the actual VES service the load provided [17].

• Ensuring resource adequacy: The combined capacity of various resources (genera-
tion,VES, andRES resources)must be larger than the net demand. The grid’s needs
can again be quantified by the PSD of the net demand. Figure6 illustrates a hypo-
thetical scenario in which resources are adequate: the capacity curves of each cat-
egory of resources—limited to various frequency bands due to QoS constraints—
including conventional generators, VES resources, and RES resources, together
cover the PSD at all frequencies. In this case, we can say that adequate resources
exist.

• Optimal allocation of VES and battery storage: The cost of various types of VES
resources are likely to be distinct. How much of each kind should a BA recruit
to meet its requirements with sufficient margin at the minimum cost? Methodolo-
gies for answering such questions are essential to the BAs for planning purposes.
Currently, a bottleneck in answering this question is the lack of estimates of VES
cost. Section4 discusses cost of battery storage that provides an upper bound for
allowable cost of VES before VES becomes noncompetitive with battery-based
energy storage.
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3 Coordination of Loads to Obtain Required VES

To obtain VES service without violating QoS constraints, a two-tier strategy is
required: local control and coordinated control. The local controller ensures that
the load’s QoS constraints are respected. Each load can provide only a small amount
of VES, so a large number of loads need to act together to provide the desired VES
service, which is ensured by the coordination algorithm.

In this paper, we consider loads with continuously variable demand (LCVD) such
as commercial HVAC systems with variable speed drives. The demand of such a load
can be varied to be any number within a range. In contrast, many residential loads
can only be turned on or off; their demand cannot be continuously varied. However,
if a load aggregator is used, the aggregator becomes a LCVD from the BA’s point of
view even if the all loads managed by the aggregator are on/off type [16].3

3.1 Local Intelligence

Here, the task is for the power demand deviation (from the baseline) pves(t) of a load
to track an external reference. The external reference must satisfy the bandwidth
constraint described in Sect. 2 to maintain QoS, which can be ensured by locally
bandpass filtering a grid-level reference.

Challenges and opportunities

• Baseline uncertainty: The challenges in designing the local intelligence to ensure
tracking is measuring the output, the power deviation from the baseline, since the
baseline, by definition, cannot be measured. In [12], this challenge was addressed
by exploiting timescale separation between theVES reference to be tracked and the
baseline. Since the baseline power consumption is dictated by the normal climate
control system, it is of lower frequency than the high-frequency VES reference
the system was designed to track. As a result, the baseline can be recovered by
low-pass filtering the power consumption measurement.
When theVES reference signal is of the same timescale as the baseline, the problem
of separating the baseline becomes quite challenging. In our priorwork [15] aswell
as in [13, 14], the baseline was prespecified by solving an optimization problem
that ensured QoS (indoor climate) constraints were satisfied. The local controller
was then tasked with tracking the total power: baseline plus VES reference.

• Continuously variable demand from on/off actuators: Chillers in commercial
buildings are a much bigger load than fans, but they are predominantly on/off
actuators, since their motors do not have variable speed drives. It is still possible
to vary their power demand continuously in a range by indirect means, such as

3The problem of controlling an aggregate of on/offloads so that the power consumption of the
collective tracks a smooth signal while respecting every load’s QoS constraints has a different set
of challenges that we do not go into in this paper; see [10].
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airflow rate, due to the inlet guide vane controls. However, models of appropri-
ate complexity that can be used to design and study local controllers for such
equipment are lacking. Existing dynamic models of chillers are too complex for
control design; e.g., [18]. A similar issue exists for packaged air conditioning
units used in small commercial buildings, which may have variable speed fans but
constant speed compressor motors. For chillers, especially larger ones, avoiding
short-cycling is a key QoS requirement.

• Round trip efficiency: For thermal loads such as air conditioners, it is not clear
if there is a loss of efficiency in varying their demand over a baseline instead of
running them at their baseline. In other words, what is the “round trip efficiency”
of the virtual battery? Work in this direction is preliminary [19].

3.2 Coordination

How does one break up the grid-level reference signal among many LCVD, each
with its own QoS constraints? For the purpose of exposition, let us limit our attention
to one particular frequency band, say, the component—pH V AC

ves in Fig. 4—that will
be supplied by commercial HVAC systems.

One possibility is for the grid to broadcast pH V AC
ves and each load locally bandpass

filters it to compute its own VES reference signal. This architecture is shown in
Fig. 7: the goal is to ensure y(t) = r(t), where r(t) is the grid-supplied reference
signal for demand deviation. The bandpass filter Fi (s) at load i has to be designed so
that load i’s QoS is satisfied and the grid-level tracking goal, y = r , is also satisfied.
Load i’s QoS will be satisfied if the PSD of its local reference signal lies within its
capacity curve ci (ω). Recall that capacity curve was defined in Sect. 2.1. Note that
if P H V AC

ves (ω) is the PSD of the grid-level reference signal pH V AC
ves (t), then the PSD

of the i-th load’s local reference is |Fi ( jω)|2P H V AC
ves (ω). The C Li block in Fig. 7

represents the closed-loop system consisting of a load and its local intelligence that

Fig. 7 Part of an open-loop coordination architecture for an aggregate of LCVDs to track a grid-
level VES reference. Only the forward path between the BA and the loads are shown; the outer loop
feedback between the “Grid” block of Fig. 4 and the BA is omitted
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can track a reference signal for its demand deviation. The load belonging to the
LCVD class is crucial; only such a load can track a reference other than a square-
wave. Assuming the local intelligence at each load i is such that it tracks the local
reference signal ri (t) perfectly, i.e., yi (t) = ri (t), the equation

∑
i ri (t) = r(t) must

be satisfied for the grid-level tracking goal to be satisfied. That is, if there are N loads
supplying VES in the “high pass” category, then the following must hold to ensure
that the loads together track the grid-level reference:

N∑

i

Fi ( jω) = 1, ω ∈ [ω(H P)
L ω

(H P)
H ]. (3)

When the grid operator enters into an agreement with a load to obtain VES resource,
it obtains the load’s VES capacity curve ci (ω), either through modeling or through
a system identification test. The local bandpass filter Fi is mutually agreed upon at
that time. The grid operator must engage enough loads to ensure that (3) holds.

Even though this architecture satisfies the needs of both the grid and the loads, it
lacks robustness to uncertainty due to its open-loop nature. There are many sources
of uncertainty: the number of loads providing service at any given time, the capacity
of some of the loads, etc., are all likely to vary over time in less-than predictable
manner.

An alternate, more robust, architecture using feedback is proposed in [20], in
which load coordinate their actions by using a global feedback signal that can be
measured locally. Figure8 shows this architecture. In particular, each load mea-
sures the grid frequency, which can be locally measured at loads [21, 22]. Since
the deviation of the grid frequency from its nominal value (60Hz) is a measure
of demand–supply mismatch, it can estimate the demand–supply mismatch from
this measurement. Since total supply is conventional plus renewable generation, the
demand–supply mismatch—total demand minus total supply—is precisely the net
demand minus conventional generation, so it is the zero-mean component of the net
demand after the low-pass component is removed. The load computes the appropriate
VES reference for itself by passing the estimated demand–supply imbalance with its
local bandpass filter.

The control algorithm proposed in [20] goes one step further, and assumes that
the BA broadcasts a prediction (for the next hour) of the demand–supply imbalance.
The BA is in a unique position to predict this signal, since it has statistical models
to predict grid-level baseline demand db(t) and renewable generation gr (t), and
it can predict the power generation by conventional generators gc(t) based on the
contracts in place. The VES controller at each load uses an MPC scheme to compute
appropriate power deviation (VES reference) subject to a QoS constraint expressed
in terms of the Fourier transform of its local reference. High gain feedback due to
the actions of other loads is avoided by estimating the VES supplied by other loads
from the estimating the grid-level demand–supply imbalance and its ownVES signal.
The grid-level demand–supply imbalance is estimated from locally measured grid
frequency.
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Fig. 8 A potential control architecture for coordination among VES resources by using local feed-
back (on grid frequency fgrid ) and broadcast from BA on the predicted demand–supply imbalance
p̂d

An extremely simplified schematic representation of this architecture, with N
loads L1, L2, . . . , L N , is shown in Fig. 8. The goal is not for the aggregate response
y to track some BA-supplied reference. Rather, it is to determine yi ’s so that the
aggregate response y minimizes demand-generation mismatch and each yi satisfies
the QoS constraint of load i .

The advantage of this architecture is that it is much more robust to uncertainty in
how many loads are providing VES service at a given time and what their capacities
are. In addition, distributed coordination among loads is achieved without any sort
of inter-load communication. Only one-way broadcast from the BA to the loads is
needed. Simulation studies reported in [20] shows the architecture is effective in
providing robust tracking in presence of uncertainty.

Resource adequacy can be ensured by the BA by signing enough contracts so that
the following holds:

|
N∑

i

ci ( jω)| > 1, ω ∈ [ω(H P)
L ω

(H P)
H ], (4)

where ci (ω) is the capacity curve of the i th load. The subscript q∗ in cq∗(ω), which
was used in defining the capacity curve in Sect. 2.1 is suppressed here to avoid clutter.
The advantage is that the inequality (4) is far easier to ensure than the equality (3),
especially when a large number of loads are involved.

Challenges and opportunities

• Communication architecture: A large body of literature exist on distributed control,
and the architectures discussed above are not the only possible ones. Most of the
distributed coordination architectures proposed in the literature rely on inter-agent
communication within a neighborhood for meeting network-wide goals. With the
recent push toward an Internet of Things (IoT) paradigm, it is likely that smart
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loads will be part of the IoT. In that case, it is not clear what an appropriate notion
of neighborhood is. All to all communication may be infeasible, but there is no
rationale for limiting to a geographically defined neighborhood. Communicating
with very far off (in a geographic sense) agents may be possible over the Internet.
That may help with certain performance metrics, but may introduce larger delays.
Determining these tradeoffs for distributed control in the age of IoT remains an
important open question, one that is particularly relevant to the smart grid.

• Contract/mechanism design: A load may not provide the maximum capacity that
was used at the time of signing contracts. That may not be malicious; if all of them
provide maximum capacity at all times that may, in fact, cause demand–supply
mismatch. If some loads bear amuch larger share of the burden of required storage,
it is reasonable they should be incentivized more than others. It is not clear what
is an appropriate incentive to loads providing VES in such a scenario. Currently,
generators in many ISOs are paid based on a two-part scheme based on capacity
and mileage, but such a scheme may not be scalable to millions of loads.

• Characterizing loads on-line: The capacity of a load needs to be known to ensure
that the loads together have enough bandwidth to track the reference. This can be
done through a system identification experiment, as was done in [12] for the fan
motor of an HVAC system. However, such a method may not be scalable to a large
number of loads, and it may fail to identify slow variations in load’s VES capacity
over long time periods. Is it possible for the BA to be sure—without examining
every single load—that the loads together have enough capacity to meets its need?

4 Cost

Without a cost advantage over real energy storage, virtual energy storage has little
justification. Cost of VES is hard to estimate. On one hand, VES involves a change
of software, with little change in hardware. Yet, the cost of large-scale deployment
of VES may vary a lot depending on the kind of communication infrastructure and
hardware retrofits needed. Cost of retrofitting existing consumer loads to make them
VES-friendly is likely to be prohibitive, but it is equally likely that the additional
cost of equipping loads with the required hardware and software at the factory will
be negligible. However, precise estimates are lacking at this point.

Although the cost of VES may be hard to estimate at this point, we can establish
an upper bound on the cost of VES beyond which VES loses its economic advantage.
This upper bound is the minimum cost of the main competitor of VES, that of battery
storage.

To estimate the cost of battery-based storage, we examine how the levelized cost
of electricity (LCOE) will change if a battery is used to store the average daily
generation of energy from an intermittent renewable source, say solar. The LCOE
is the total cost incurred in the lifetime of the generator, divided by the total energy
generated over the same period.
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Consider a renewable generator with peak generation capacity 1 kW. Suppose the
capacity factor of the generator is f , so that the average energy it produces in a day
is 24 f kWh. Let the lifespan of the generator be tlg years. The total energy generated
by the generator in its lifespan is 365tlg24 f kWh.

Suppose a battery is added to the generator so that it can store the average daily
energy produced. That is, the energy capacity of the battery is 24 f kWh. Let the
lifetime of the battery be tlb years, and its cost be c $/kWh. Then, the cost of batteries
over the life of the renewable generator is 24 f ctlg/ttb $.

Since adding a battery does not change the energy generated, the additional LCOE
due to the battery is the total cost of battery over the lifetime of the generator divided
by the total energy generated during the same period:

ΔLCOEbattery = 24 f c tlg
ttb

365tlg24 f
= c

365tlb
. ($/kWh) (5)

Among the myriad types of batteries, Sodium Sulfur (NaS) batteries have had a lead
in terms of grid storage, but the cost of Li-ion batteries—used in mobile phones
and electric cars—is decreasing the fastest: at an annual rate of approximately 14%
per year during 2009–2014 [23]. The cheapest Li-ion batteries in 2015 cost about
$300/kWh (batteries used in Tesla’s model S electric car [23]), and they have a
lifetimeof approximately 5000 charge–discharge cycles [24]. If the battery undergoes
one charge–discharge cycle every day, its lifespan will be 5000/365 = 13.7 years.

Plugging c = 300 and tlb = 13.7, we see that the additional LCOE due to batteries
is ≈ 6 ¢/kWh. Since several important costs are ignored here, especially the cost of
balance of systems and the cost of capital, the true cost will be higher than this
estimate. A more thorough cost estimate can be performed using the methodology
in [24]. Even this low estimate of battery cost is quite high compared to the mean
retail electricity rate in the U.S., which in December 2016 was 12.2 ¢/kWh (from
https://www.eia.gov/electricity/). If we take the estimate, 6 ¢/kWh, as the true cost
of battery storage, the cost of VES must be less than 6 ¢/kWh for it be competitive
with battery-based energy storage.

In comparing batteries with VES, one should keep in mind that battery-based
energy storage is likely to be much more reliable than VES. Availability of VESmay
depend on time of day, weather, etc., while batteries are a firm resource. Therefore,
an optimal solution will probably consist of expensive but highly reliable batteries
as well as inexpensive but less reliable VES.

5 Summary

Loads can vary their power around a baseline in a zero-mean fashion to effectively
act like batteries, thereby providing virtual energy storage (VES) to help the grid.
A frequency domain framework for characterizing loads flexibility vis-a-vis con-

https://www.eia.gov/electricity/
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sumer’s QoS is advocated, following [7]. The framework is powerful enough to
handle not just flexible loads but also conventional generators and batteries. How-
ever, it is highly simplified: issues of transmission constraints, distribution network
and voltage support, contingency reserves are not considered yet, which are worth-
while avenues for further refinement. Some results on local control and distributed
coordination of loads within this framework, are mentioned. Challenges and oppor-
tunities in extending this framework to design reliable VES services, including some
of the open problems, are summarized.
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7. P. Barooah, A. Bušić, S. Meyn, Spectral decomposition of demand side flexibility for reliable

ancillary service in a smart grid, in 48th Hawaii International Conference on Systems Science,
Jan 2015 (invited paper)

8. B. Kirby, Ancillary services: technical and commercial insights (prepared for Wärtsilä North
America Inc, 2007)

9. A. Nayyar, M. Negrete-Pincetic, K. Poolla, P. Varaiya, Duration-differentiated energy services
with a continuum of loads. IEEE Trans. Control Netw. Syst. 3(2), 182–191 (2016)
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Distributed Design of Smart Grids
for Large-Scalability and Evolution

Tomonori Sadamoto, Takayuki Ishizaki and Jun-ichi Imura

Abstract Due to the massive complexity and organizational differences of future
power grids, the notion of distributed design becomes more significant in a near
future. The distributed design is a new notion of system design in which we indi-
vidually design local subsystems and independently connect each of them to a pre-
existing system. In this article, we discuss challenges and opportunities for solving
problems of the distributed design of smart grids so that they are flexible to incorpo-
rate regional and organizational differences, resilient to undesirable incidents, and
able to facilitate addition and modifications of grid components.

Keywords Distributed design · Controllability · Interoperability
Resiliency · Power system evolution · Plug-and-play capability

1 Introduction

Toward the realization of low-carbon society, activities for the development of smart
grids have been growing in the world. Although there is no exact definition of smart
grids, anticipated benefits and requirements of smart grids are shown in the report
from National Institute of Standards and Technology (NIST) [1]. Following this
report, in this article, we focus on the three requirements below.
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1. Smart grids should be flexible to incorporate regional and organizational differ-
ences.

2. Smart grids should be operated resiliently to disturbances, attacks, and natural
disasters.

3. Smart grids should facilitate addition and modification of system components.

How should we design smart grids satisfying these requirements? One may consider
two approaches: centralized design and distributed design.

The centralized design is a notion of system design in which we design an over-
all system from the scratch. Examples of the centralized design include stabilizing
controller design based on the entire power system model. The centralized design
needs both of the full knowledge of the entire system and powerful authority that can
construct the entire system from scratch. However, due to the massive complexity
and organizational differences of power grids, this approach is impossible.

The distributed design is another notion of system design inwhichwe individually
design local subsystems and independently connect each of them to a preexisting
system. Examples of the distributed design include local-controllers design based on
partial models of a power system, e.g., single-machine-infinite-bus models in which
themachine’s behavior depending on grid behavior variation is completely neglected.
The notion of this distributed design in the control community has been proposed
in [2]. We note here that the distributed design is a different notion of traditional
distributed control in the literature [3, 4]. In the distributed control, input signals
of local controllers are determined individually, but the controllers are designed
jointly, with access to the entire system model. On the other hand, in the distributed
design of local controllers, not only the controllers’ actuation, but also their design is
performed individually. Thus, owing to the distributed nature of the design process,
this distributed design approach would suit for the construction of large-scale and
complex network systems like power grids [5]. Nevertheless, the distributed design
theory has not yet been established, and there exist open problems.

This article aims to summarize challenges and opportunities to fulfill the afore-
mentioned three requirements from a viewpoint of the distributed design. This article
is organized as follows.

In Sect. 2, we discuss a problem of the distributed design of local controllers to
satisfy requirement 1 for a power system with photovoltaic (PV) integration. First,
we show a numerical simulation illustrating how the PV integration has an influence
on the centralized and distributed design of controllers. The PV penetration causes
reduction of system inertia [6, 7], resulting in the enhancement of the system control-
lability. As a result, in the distributed design case, the transient instability tends to be
induced as the inertia reduction because negative effects of the unmodeled dynam-
ics can be more strongly stimulated by the controllers due to higher controllability.
Thus, we need a systematic mechanism enabling us the distributed design of local
controllers to accomplish a global objective without causing transient instability of
power grids. Next, we discuss challenges and opportunities for solving this issue.

In Sect. 3, we consider a problem to make power grids resilient, described as
requirement 2. Following [8], in this article, we define resilient systems as systems
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that canmaintain an acceptable level of operation in face of spatially local undesirable
incidents. In this section, first, the significance of resilient system design is shown
through numerical simulation of wind-integrated power systems. More specifically,
we show that faults at wind farms cause serious oscillation in power flow of the
entire power system due to a resonance mode of wind farms. Next, we consider a
problem of the distributed design of local controllers so that each of them can make
the associated local subsystem resilient, and discuss challenges and opportunities to
solve the problem.

In Sect. 4, we discuss a problem to satisfy requirement 3. Examples of this
power system evolution include penetration of distributed energy resources (DERs),
upgrade of power electronics facilities such as transmission lines, and construction
of new power plants. The entire power systemmust adopt such evolution while main-
taining transient stability and performance without any additional configuration of
the preexisting power system. However, so far, control theory does not have paid
much attention to the characteristics of systems’ long-term evolution, but studied
evolved system. In this section, we focus on evolution aspects of power grids, and
briefly discuss challenges and opportunities for such power grid evolution.

Finally, concluding remarks are provided in Sect. 5.

2 Distributed Design of Local Controllers to Incorporate
Regional and Organizational Differences

2.1 Motivating Example

In this subsection, we compare the centralized and distributed design of local con-
trollers for two types of power systems having different system inertia caused by
different levels of PV penetration [6, 7].

First, we consider a simple power system example composed of five synchronous
generators and two loads without any PV farms, as shown in Fig. 1. The synchronous
generators are modeled as the combination of electromechanical swing dynamics

Fig. 1 Power system model
composed of five generators
and two loads, each of which
is denoted by the circles and
arrows, respectively 3

5 7

21

6 4

cluster 1 cluster 2
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with a second-order governor, and the loads are modeled as dynamical loads whose
dynamics are also swing dynamics. For l ∈ {1, 2}, we denote the lth cluster dynamics
by

Σ[1] :
{
ẋ[1] = A[1]x[1] + A[1,2]x[2] + B[1]u[1]
y[1] = C[1]x[1]

Σ[2] :
{
ẋ[2] = A[2]x[2] + A[2,1]x[1] + B[2]u[2]
y[2] = C[2]x[2].

(1)

For this power system model, we consider quantifying influence of the lth cluster
dynamics on the kth cluster from a viewpoint of controllability. To this end, we define
Qlk as the H2-norm of the system whose input is the lth cluster subsystem and the
output is the frequency of all generators and loads inside the kth cluster. Note that
the value of Qlk can be regarded as a measure of the controllability of ul on Σk . The
values of Qlk for l = 1 are

Q11 = 0.13, Q12 = 0.007.

By comparing them, we can see that the controllability of u[1] on Σ[2] is much lower
than that on Σ[1]. Similarly, we have found that the controllability of u[2] on Σ[1] is
also much lower than that on Σ[2]. These results imply that Σ[1] and Σ[2] are almost
decoupled from the viewpoint of the controllability with respect to u[1] and u[2].

We compare the control performance achieved by the following two types of
controllers:

• An ensemble of two controllers each of which is designed based on the lth isolated
cluster dynamics (Σ[l] with A[l,k] = 0, k �= l), i.e., KD := {K[1], K[2]}, where

K[l] :
{

ξ̇[l] = A[l]ξ[l] + B[l]u[l] + H[l](y[l] − C[l]ξ[l])
u[l] = F[l]ξ[l]

, l ∈ {1, 2}. (2)

In (2), F[l] and H[l] are found such that A[l] + B[l]F[l] and A[l] − H[l]C[l] are Hur-
witz, respectively.

• A controller based on the entire system model, i.e.,

KC :
{

ξ̇ = Aξ + Bu + H(y − Cξ)

u = Fξ,
(3)

with u := [uT[1], uT[2]]T, y := [yT[1], yT[2]]T and

A :=
[

A[1] A[1,2]
A[2,1] A[2]

]
, B :=

[
B[1]

B[2]

]
,C :=

[
C[1]

C[2]

]
,

where F and H are found such that A + BF and A − HC are Hurwitz, respec-
tively.



Distributed Design of Smart Grids for Large-Scalability and Evolution 121

Fig. 2 Trajectories of
frequency of all generators
and loads
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As we have described in Sect. 1, the former partial-model-based controller design

is distributed design of local controllers while the latter full-model-based controller
design is centralized design of a centralized controller. In Fig. 2, the red dotted lines
and blue solid lines show the frequency of all generators and loads in the case where
the decentralized controller ensemble KD and the centralized controller KC are used,
respectively. We see that KD and KC can achieve comparable damping performance.
To quantify this, we define a performance measure

J (K ) := sup
x(0)∈B

‖ω(t)‖L2 , K ∈ {KD, KC} , (4)

where ω ∈ R
7 is the stacked version of the frequency of all generators and loads, and

B is the unit ball such that all state variables excluding angles are confined to zero.
The resultant values are

J (KD) = 22.26, J (KC) = 22.26, (5)

which are, in fact, comparable. This fact stems from the aforementioned decoupled
property from a viewpoint of controllability.

Next, we investigate what happens when a large amount of PVs are penetrated.
We suppose that PV farms, each of which is considered to be an aggregation of PV
generators inside each farm, share buses with preexisting generators; see Fig. 3a. In
this article, we suppose that the influence of this PV penetration is modeled as the
decrement of the value of inertia of generators in order to reflect the fact that the
large-scale penetration of PVs can cause the reduction of inertia of the overall power
system [6, 7]. In this case, the metric Qlk for l = 1 and k ∈ {1, 2} are

Q11 = 8.8, Q12 = 0.4.

Next, we design KD in (2) and KC in (3). We plot the resultant frequency trajectories
in Fig. 3b. Furthermore, the resultant values of J (·) in (4) are
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Fig. 3 (Left) Power system with large-scale PV integration. (Right) Trajectories of frequency of
all generators and loads

J (KD) = ∞, J (KC) = 16.62.

We can see that the value of J (KC) is smaller than that in (5). This performance
improvement stems from the fact that the usual notion of controllability is higher than
that in the previous case owing to smaller inertia constants. However, KD destabilizes
the system. This discrepancy comes from the fact that the interference between the
two clusters, neglected in the design of each decentralized controller, ismore strongly
induced due to the higher controllability of u[1] on Σ[2] and that of u[2] on Σ[1].

2.2 Challenges and Opportunities

Through the above example, we found that

1. the reduction of the generator inertia enhances system controllability,
2. the centralized design of a centralized controller has the potential to utilize

enhanced controllability for control performance improvement, and
3. the distributed design of decentralized controllers may induce instability due to

the interference among clusters when the controllability with respect to each
cluster is not sufficiently small.

Fact 3 is more significant toward the implementation of smart grids because typ-
ical controller design approaches taken in power community are some special cases
of this distributed design. An example of such approaches is power system stabi-
lizer (PSS) design [9, 10] based on a single-machine-infinite-bus model, where the
behavior of that model is isolated from the other grid dynamics by neglecting the
bus voltage variation. However, as we have shown in numerical simulation, such
distributed design may pose serious threat to the power system stability in a future
smart grid. Therefore, it is crucial to develop a method of distributed design of
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decentralized controllers so that they can accomplish a global objective such as
damping performance of all generators’ frequency while guaranteeing the stability
of the entire closed-loop system.

Furthermore, it would be meaningful to discuss how to make clusters, i.e., how to
partition a system of interest into clusters, for achieving better control performance.
To find an optimal (or suboptimal) cluster set, it would be important to consider
the controllability as discussed in the motivation example. Furthermore, it would
be also significant to clarify what information is needed for finding an optimal (or
suboptimal) cluster set.

An open problem related to this optimal clustering is optimal DERs allocation
in power grids. The location of DERs has an influence on steady-state power flow
of a grid, thereby influencing the grid characteristics such as transient stability and
controllability. Thus, in order to solve optimal allocation problems, it would be
necessary to reveal the relationship between those dynamical characteristics and
power flow.

3 Resilient System Design

3.1 Motivating Example

In this subsection, we numerically investigate how the wind farm dynamics has an
impact on the resilience of wind-integrated power systems. We consider an IEEE
68-bus power system with the integration of a single wind farm, as shown in Fig. 4.
The generator model is the combination of the standard flux-decay model [9] and an
automatic voltage regulator (AVR) with PSS, and the loads are modeled as constant
power loads. Following [11], the wind farm can be regarded as an aggregated wind
generator whose output power is the total power of wind generators inside the farm.
The aggregated model consists of a wind turbine, doubly fed induction generator
(DFIG), and an internal controller; see [12] for the modeling details.

Figure5 shows the trajectories of all generators’ frequency when a fault happens
at the wind farm. The blue solid and red dotted lines are the cases where the number
of wind generators inside the farm is small and large, respectively. We can see from
this figure that the entire power system becomes more oscillatory when a larger
scale wind farm is penetrated. In other words, a power grid with large-scale wind
penetration has less resilience against a fault at the wind farm. This observation was
also shown in a slightly different context in [13]. This oscillation induction is due
to the fact that the impact caused by the fault is more strongly stimulated by the
resonance mode of DFIG, thereby causing the oscillation of power flow of the entire
system; see [12] for more detail discussion.

One option to combat this oscillatory behavior is to tune the PI gains of the
internal controller in the wind farm. However, such tuning must be done extremely
carefully with full knowledge of the entire closed-loop model, because both low and
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Fig. 5 Trajectories of all generators’ frequency when fault happened at wind farm

high values of these gains can jeopardize closed-loop stability. These observations
motivate us for building a much more systematic method of the distributed design
of controllers by which the resilience of the wind farm can be enhanced in a desired
way.

3.2 Challenges and Opportunities

The concept of resilient system design has been introduced in [14]. In [8], the authors
havediscussed a conceptual property of resilient control systems.As a similar concept
to resilience, the authors in [15] have proposed a notion called intelligent balancing
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authority which is a portfolio of power system equipment responsible for having
adequate control to ensure stability and good dynamic response of their own areas.
However, it is still an open problem how we design resilient control systems.

Although there is no common definition of resilience, one can define resilient
systems as systems that can maintain an acceptable level of operation in the face of
spatially local undesirable incidents.As a relatedwork for enhancing resilience in this
sense, in [16] the authors have proposed a method called retrofit control to improve
a performance of spatially local subsystems against local faults. An advantage of
this method is that the retrofit controller can be designed based on the model of a
local subsystem of interest without any knowledge about the entire system model.
Furthermore, retrofit controllers do not have any influence on each other. Indeed,
when a fault happens at a certain subsystem, only the corresponding retrofit controller
improves damping as soon as it is activated while the other retrofit controllers are
inactivated. Therefore, the distributed design of retrofit controllers enjoys a natural
decoupling property from one subsystem to another. Future works of this retrofit
control include robustness analysis of retrofit controllers against uncertainty of the
local subsystem.

4 Challenges and Opportunities for Power Grid Evolution

We deal with power grids’ long-term evolution such as the penetration of DERs, as
shown in Fig. 6. The entire power system must adopt such evolution while maintain-
ing transient stability and functions of the entire system, without additional configu-
ration of the preexisting power system. So far, control theory does not have paidmuch
attention to the characteristics of systems’ long-term evolution. However, in order to
establish a mechanism so that power grids can facilitate addition and modification of
system components, it would be necessary to develop a theory for explicitly dealing
with systems’ long-term evolution. We briefly discuss challenges and opportunities
for this issue.

So far, power grids have been evolved with the advance of human civilization.
However, large-scale blackouts sometimes happen around the world, which shows
the vulnerability of power systems. Cascading failure is regarded as one of the main
mechanism of large blackouts [17]. Toward the development of power grids that can
decrease the risk of cascading failures, in [18], the authors have proposed power grid

The first stage of evolving power system The second stage of evolving power system The third stage of evolving power system 

Fig. 6 Illustrative example of power system evolution
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evolution models where new power plants and substations are constructed according
to a rule reflecting practical power system planning, and have evaluated the prob-
ability of cascading failures from a viewpoint of Self-Organized Criticality (SOC)
theory in complex network analysis. However, since the proposed models repre-
sent the transition of static power systems without any dynamics such as generator
dynamics, we cannot evaluate dynamical characteristics such as transient stability.
How to describe the long-term transition of dynamical systems is a question that
deserves to be further studied.

In order to facilitate the addition of new components, it would be desirable that
newly added components have interchangeability or plug-and-play capability [1].
A challenge for the systematic design of interchangeable components is to reveal
the class of such components as well as a portfolio to be imposed on the intercon-
nection of the components to preexisting grids. Related works on this topic are as
follows. In [19], the authors have proposed a strategy for constructing a large-scale
network systemwhile keeping an expanding system stable. It is shown that the entire
closed-loop system is stable as long as strictly passive subsystems are interconnected
via a passive interconnection. One approach for a broader class of systems can be
found in [20]. In this approach, we consider a module consisting of the newly added
component satisfying a matching condition and a compensator. It is shown that the
evolving network system keeps its stability as long as each module is connected
to the associated subsystem such that the local closed-loop system composed of
these two systems is stable. These approaches show particular sufficient conditions
of components and interconnection rules for guaranteeing the stability of evolving
network systems. Further studies to reveal the class of interchangeable components
and interconnection rules are necessary.

The evolution of practical power systems is not a self-organized process in a
strict sense, but is a process containing feedback mechanism performed by human
industrial activities. For example, when a new power plant is constructed today, the
amount of power consumption around the new power plant will increase tomorrow,
resulting in the need of further evolution of the power system such as upgrade of
the transmission line. Such feedback mechanism needs to be introduced to evolution
process in order to realize the intelligent power grid’s adaptation [18].

5 Conclusion

Smart grid can be regarded as an electric system integrated across electricity gen-
eration, transmission, substations, distribution, and consumption, to achieve that the
grid is not only clean and stable, but also interoperable, resilient, and changeable.
Due to the massive complexity and organizational differences of future power grids,
it is impossible to construct such smart grids from the scratch. Instead, an approach
what we can take practically is the distributed design of grid components. In view
of this, in this article, we have discussed challenges and opportunities for solving
the following three problems. First, to make grids flexible to incorporate regional
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and organizational differences, we have considered a problem of the distributed
design of local controllers accomplishing a global objective by cooperating each
other. Next, we have considered distributed design of decentralized controllers so
that they can individually enhance resilience of associated subsystems. Furthermore,
we have discussed long-term grids’ evolution caused by addition or modifications of
grid components, and have considered the distributed design of components having
plug-and-play capability.
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Smart Grid Control: Opportunities
and Research Challenges a Decentralized
Stochastic Control Approach

Maryam Khanbaghi

Abstract Recent challenges in power system stability and operation are due to the
fact that these complex systems have not evolved in a way to deal with new forms of
power generation and load types. Although the grid of the twenty-first century known
as “Smart Grid” uses technologies such as two-way communication, advanced sen-
sors, computer-based remote control, and automation, it does not adequately con-
sider increased use of renewable energy which is becoming a major component
of the power grid. Moreover, the potential for instability caused by increased fre-
quency deviation and energy imbalance due to high penetration of Renewable Energy
Sources (RES) places major constraints on their usage. Therefore, finding a solution
to improve the stability of power systemswith high penetration of Renewable Energy
(RE) is a major challenge that needs to be addressed.

One of the key challenges of the electric power grid of the future is the management
of a decentralized power system that includes multiple Distributed Energy Resources
(DER) with high usage of uncertain energy sources. In fact, proliferation of micro-
grids (µGrid) requires utilities to revisit the existing decentralized grid management
and its structure. The grid of the future is flexible where both load and generation
are stochastic. Therefore, a decentralized stochastic control strategy that is capable
of treating the grid as a flexible entity may be a natural solution. In this paper, a
description of opportunities and challenges that the grid of the future may encounter
is provided. Further, new requirements into the proposed control scheme are consid-
ered.
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1 Introduction

The development of human society and its growing economic needs were the cat-
alyst that drove the evolution of transmission grids stage-by-stage, with the aid of
innovative technologies. The shortage of fossil fuel energy over the next few decades
combined with its potential damage to the environment pushed for large-scale usage
of RES. Due to increased penetration of RE, the existing power grid infrastructure
faces new challenges in three major areas: policy, pricing, and technology. Although
the research opportunity proposed in this paper requires changes in all three areas,
the focus is on technology and more specifically control system strategies.

With recent technology advances in energy storage and nonfossil fuel power
generation such as fuel cell, the time is ripe to review the existing power grid control
structure with key emphasis on balancing between the complexity and stability of
this system.

Since the usage of RE is a global priority, intensive research is being conducted
on the integration of RES into existing power generation systems. Current research
direction can be divided into two main paths:

• Power grid voltage regulation and frequency control with integration of RES, and
• Control of µGrids to satisfy their power exchange and demand.

In both paths, the main objective is stability of the overall grid at the lowest cost.
Further, for both research directions, centralized and decentralized control have been
considered. Here, we name only a few recent publications in decentralized control.
Etemadi et al. [6] consider a decentralized robust control for an islanded multi-DER
µGrid. Dagdougui and Sacile [4] proposed a decentralized control of smart µGrid,
where each µGrid is modeled as an inventory system locally producing RES. A
decentralized stochastic control to maintain power system stability due to increase
of RES is proposed by Vrettos et al. [15]. Worthmann et al. [16] compared central-
ized and decentralized control for a power grid with high integration of DER and
distributed battery storage. Di Fazio et al. [5] use decentralized control to improve
the voltage profile along the feeder of a distribution system. Kizilkale and Malhame
[8] proposed using mean field control theory to manage the coordination and decen-
tralized control of large systems. Authors in [1] also provide an overview of recent
publications on distributed and decentralized voltage control of smart distribution
networks.

Proposed control strategies in these studies attempt to address challenges of inte-
grating RE to a network originally designed for one-way power flow from generation
to the customer.However, considering that 90%of all power outages and disturbances
originate in the distribution system [7], it is more desirable to move toward a decen-
tralized grid that allows more flexibility and scalability. It is becoming increasingly
apparent that the future of the grid will be “plug and play” [2] with optimized inter-
operability whereµGrids play an essential role. Therefore, the new opportunity from
a control theory perspective would be to revisit the grid structure concurrently with
the design of the control strategy.
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In Sect. 2 of this paper, we first review a grid-integrated µGrid that can provide
flexibility, reliability, and resiliency. Then, we defineµGrids control system structure
and requirements needed for this flexible grid. Furthermore, the concept of nanogrid
(nGrid) is introduced. In the third section, by recognizing that the grid-integrated
µGrids fit the definition of complex systems, we envision a decentralized stochastic
control architecture in order to meet the stability and robustness required for this
complex system.

2 A Grid-Integrated µGrid

The existing electricity grid is unidirectional by design. It converts only one-third of
fuel energy into electricity, without recovering the waste heat. Approximately 8% of
its output is lost along transmission lines, while 20% of generation capacity exists
to only meet peak demand [2].

Furthermore, the electricity industry landscape is changing due to DER, stor-
age technology, active demand side participation, and a desire for green/renewable
energy. Simultaneously, the grid infrastructure is requiring increased investment due
to aging in order to maintain resiliency and reliability. These two factors combined
(an inefficient grid system and changing industry landscape) create an important and
unique opportunity for the control system community by revisiting the 100-year-old
structure with the control objective in mind, in order to manage resiliency, reliability,
and cost. Therefore, the objective here is not to propose a control strategy for the
existing grid but using control theory to provide input for the grid of the future which
will be inevitably redesigned. The power industry has already embarked in this path
by considering DERs as a viable alternative to centralized generation [14].

The main aspect of this work is to revisit control strategies that were not viable
a few years ago due to lack of required technologies. The grid of the future, “Smart
Grid”, is considered to have adequate sensors, computer networks, and automation
in order to make an attempt to revisit its structure. We first make the assumption
that residential areas can operate independently from the grid. This means that each
house or residential building will have their own µGrid. The residential section of
the grid will be completely disconnected from the grid and will be controlled at the
household level. We will call these single home µGrids, nanogrids (nGrid), which
always operate in an island mode and are individually controlled. Every nGrid will
have anRE source (i.e., solar), a storage and a sustainable clean energy generator (i.e.,
fuel cell). If we first focus on a region that the sun is abundantly available, residential
RE sources are rooftop solar panels. Solar generations are random. This randomness
due to PVs generation that can sell back to the grid and charging demand of Electric
Vehicles (EV), combined with unpredictable individual usage is becoming more and
more one of themajor concerns of utilities. Hence, separation of nGrid from themain
grid will help to ease the randomness of the load viewed by the central generation.

Furthermore,wemake the assumption that commercial, industrial, university cam-
puses and military locations will form µGrids that can operate in islanded mode and
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Fig. 1 A simple schematic of the grid of future

connected mode. In this configuration, we forgo the idea of bidirectional transfer of
energy between the plant and µGrids. The central power plant will be connected to
these µGrids through the distribution centers. Figure 1 presents a schematic descrip-
tion of this idea. In this configuration, central power plants may use intermittent RE
sources such as solar farms or controlled RE such as hydro plants. We also assume
that no storage is used at the power plant; therefore, energy produced needs to be
used by the load. However, storage can be used at distribution centers and µGrids
locations.

2.1 µGrids Usage

According to the U.S. Department of Energy (DOE), a µGrid is “a group of inter-
connected loads and DERs within clearly defined electrical boundaries that act as a
single controllable entity with respect to the grid. A µGrid can connect and discon-
nect from the grid to enable it to operate either in a grid-connected or island mode”.
A µGrid is capable of supporting a predefined number of loads but it is typically
not designed to operate indefinitely without being connected to the traditional utility
infrastructure.

The new generation of µGrids will not only be used for supplying backup power
but also a more complex configuration that contains all the essential elements of
a large-scale grid such as the ability to balance electrical demand with sources,
schedule the dispatch of resources and preserve grid reliability. In fact, these new
µGrids will enable increased DERs utilization, limit greenhouse emission, improve
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local grid reliability, and reduce operating cost. Moreover, driven by declining cost
of DERs, µGrids are becoming more appealing for managing the variability of RE
[11].

2.2 µGrids Control

In the proposed scenarios, each µGrid needs to be controlled individually. A µGrid
controller defined by DOE refers to an advanced control system, comprised of mul-
tiple components and subsystems, capable of sensing grid conditions, monitoring
and controlling the operation of a µGrid in order to maintain electricity delivery
to loads during all µGrid operating modes. Hence, µGrid is a concept for which
the control system is the defining and enabling technology [14]. µGrid key control
objectives are a seamless transition between islanded and connected mode and load
management using local generation and storage for optimized performance. There
is ongoing research in this area [3, 9, 10]. Bulk of the research is to design optimal
control forµGrids with random generation.When generation does not meet demand,
the optimal controller has for objective to connect µGrids back to the grid by mini-
mizing cost. Here, we assume that each µGrid is optimally controlled and meets its
objectives when in islanded mode. The challenge is whether the optimality can be
maintained when connected back to the main grid. This concept will be explained
more in the next section.

3 A Decentralized Stochastic Optimal Control System

For clarity, in this section we use the following definitions:

• Loads: µGrids connected to the grid are central power plant loads,
• Subload: load of each µGrid,
• Generation: central power plant generation,
• Subgeneration: energy sources for each µGrid,
• System: central power plant, transmission, distribution, and µGrids, and
• Subsystem: each µGrid is a subsystem.

For this study, we make the assumption that the grid of the future is a “plug and
play” type of grid with the structure proposed in Fig. 1. The proposed grid is a large
dynamic system composed of several subsystems. Each µGrid may be connected or
disconnected randomly from the grid depending on the load, subload, subgeneration,
and generation.

µGrids in this structure will operate by default in islanded mode. It may connect
to the grid for two reasons:
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• to meet the subload demand in case of insufficient subgeneration, or
• to compensate for overgeneration by the central power plant.

Such on and off participation of the subsystems represent changes in the system
structure which may destroy stability and cause the system to collapse. To prevent
collapse, systems should be built to have the desirable stability properties that are
invariant under structural perturbations [12].

In stabilization of complex systems, decentralized schemes are more practical
since perfect knowledge of the interconnections between different subsystems is not
required, and the control strategy may guarantee robust stability among the sub-
systems. That is, closed loop interconnected systems that are stabilized by local
feedback laws are connectively stable [13]. Furthermore, when a system is complex,
it is difficult or impossible to obtain partitions by physical reasoning. A systematic
method which can be used to decompose the system by extracting information from
subsystems is required [17].

Decentralized control is an appealing concept for the proposed power grid. It
offers an essential reduction in communication requirements without significant loss
of performance. Each subsystem is controlled on the basis of locally available infor-
mation, seldom connecting to otherµGrids. The control objective is to stabilize each
disconnected µGrid using a stochastic optimal control and at the same time, ensure
that the stability and optimality are retained when each µGrid has to connect back
to the grid. Therefore, the challenge resides in two parts:

• design a robust control strategy to maintain stability and
• reevaluate system requirements in order to maintain optimality.

Furthermore, in complex dynamic systems, achieving optimality is complicated by
the presence of uncertainties in the interconnections among the subsystems. For this
reason, the focus will be first on stability via a robust control strategy, optimality will
be addressed consequently.

In the past, much of the effort of robust decentralized control strategies was
directed toward offsetting the effects of load variations in the system [17]. However,
with the emergence of intermittent RE, the problem of robust control has taken on
additional significance and complexity, necessitating the use of stochastic models.
This is largely due to the fact that in a stochastic environment, the operating conditions
become difficult to anticipate. Under such circumstances, it is important to develop
robust decentralized control strategies that can protect the system against random
disturbances.

One of the primary concerns in large-scale decentralized stochastic systems is
the control system robustness. It has been recognized that the degree of robustness
required in a high-performance design cannot be achieved by application of existing
control practices. For this reason, there has been considerable effort to develop new
control schemes with some form of “built in” robustness enhancement [13, 17].
The main objective is to provide a control structure, which ensures that the system
performs satisfactorily under faulty conditions.Here, faulty conditions are not viewed



Smart Grid Control: Opportunities and Research Challenges … 135

as equipment faults, but rather as a consequence of insufficient amounts of power
production due to the inherent stochasticity of the generation.

New insights into decentralized control strategies are needed. The stochastic
nature of the problem and high demands on quality of service for users make this
challenging. To address this problem, it is essential to create:

• adequate methods for analysis of networked systems of high complexity with
stochastic inputs for decentralized control, and

• a fundamental theoretical framework and effective methodology for designing
optimal robust control schemes for complex decentralized stochastic systems.

The first part requires to evaluate computational challenges associated with the scale
of the problem and tomodel sections of loads and generations as stochastic processes.
The second part entails evaluation ofmultilevel control structures. Further, to address
optimality, appropriate optimization techniques need to be considered.

Accomplishment of these aims is expected to provide a model and a decentral-
ized control strategy for complex power systems that take into account variable and
intermittent RES.

Satisfactory decentralized design of a systemwith intermittent inputs will be used
to design a control strategy thatminimizes the cost of operation and improves stability
of the grid.

4 Summary

The grid of today uses technologies such as two-way communication, advanced
sensors, computer-based remote control, and automation. It also faces the challenge
of increased use of renewable energy. The use of renewable energy sources can
reduce greenhouse gas emissions and dependence on fossil fuels. The main problem
of installations based on renewable energy is that electricity generation cannot be
fully forecasted and may not follow the trend of actual energy demand.

There has been significant interest in deployment of µGrid in the last few years.
Also, based on type of customers, applications, and connections, control objectives
are different. Therefore, we separated the power grid load into two categories µGrid
and nGrid. This paradigm shift will address the concern of load variation due to large
numbers of PVs, plug-in electric vehicles, and home storage systems. Furthermore,
the direction proposed is a decentralized stochastic control strategy for complex
power systems that takes into account variable and intermittent RES with a redefined
load.

The opportunity available now to the control community to play a key role in
shaping the grid of the twenty-first century is unprecedented. We hope with this
effort to bring the attention of this community to the redesign of the system where
utility companies are fully aware of the difficulties involved in transitioning their
infrastructure, organizations, and processes towards an uncertain future due to DER
and RE.
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Part III
Wide-Area Control Using Real-Time Data



Wide-Area Communication and Control:
A Cyber-Physical Perspective

Aranya Chakrabortty

1 Introduction

For several decades, the traditional mindset for controlling large-scale power sys-
tems has been limited to local output feedback control, which means that controllers
installed within the operating region of any utility company typically use measure-
ments available only from inside that region for feedback, and, in fact, more com-
monly only from the vicinity of the controller location. Examples of such controllers
includeAutomaticVoltageRegulators (AVR), PowerSystemStabilizers (PSS),Auto-
matic Generation Control (AGC), FACTS control, HVDC, and so on. However, the
US Northeast blackout of 2003, followed by the timely emergence of sophisticated
GPS-synchronized digital instrumentation technologies such as Wide-Area Mea-
surement Systems (WAMS) led utility owners to understand how the interconnected
nature of the grid topology essentially couples their controller performance with
that of others, and thereby forced them to look beyond this myopic approach of
local feedback and instead use wide-area measurement feedback [1]. Over the past
few years, several researchers have started investigating such data-driven wide-area
control designs using H∞ control [2–4], LMIs and conic programming [5], wide-
area protection [6], model reduction and control inversion [7], adaptive control [8],
LQR-based optimal control [9–12], etc., complemented with insightful case studies
of controller implementation for various real power systems such as the US west
coast grid [13], Hydro Quebec [14], Nordic system [15, 16], and power systems in
China [17], Australia [18], and Mexico [19]. A tutorial on the ongoing practices for
wide-area control has recently been presented in [20], while cyber-physical imple-
mentation architectures for realizing these controls have been proposed in [21, 22].

One of the biggest roadblocks for implementing wide-area control in a practical
grid, however, is that the current power grid IT infrastructure is rigid and has low
capacity as it is mostly based on a closed mission-specific architecture. The cur-
rent push to adopt the existing TCP/IP-based open Internet and high-performance
computing technologies such as the NASPInet [23] may not be enough to meet the
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requirement of collecting and processing very large volumes of real-time data pro-
duced by such thousands of PMUs. Second, the impact of the unreliable and insecure
communication and computation infrastructure, especially long delays and packet
loss uncertainties over wide-area networks, on the development of newWAMS appli-
cations is not well understood. For example, uncontrolled delays in a network can
easily destabilize distributed estimation algorithms for wide-area oscillation moni-
toring using PMU data from geographically dispersed locations. Finally, and most
importantly, very little studies have been conducted to leverage the emerging IT
technologies, such as cloud computing, Software-Defined Networking (SDN), and
Network Function Virtualization (NFV), to accelerate the development of WAMS
[24]. Another major challenge is privacy of PMU data as utility companies are often
shy in sharing data from a large number of observable points within their operating
regions with other companies. Equally important is cybersecurity of the data as even
the slightest tampering of Synchrophasors, whether through denial-of-service attacks
or data manipulation attacks, can cause catastrophical instabilities in the grid. What
we need is a cyber-physical architecture that explicitly brings out potential solutions
to all of these concerns, answering how data from multitudes of geographically dis-
persed PMUs can be shared across a large grid via a secure communication medium
for successful execution of critical transmission system operations, how the various
binding factors in this distributed communication system can pose bottlenecks, and,
how these bottlenecks can be mitigated to guarantee the stability and performance
of the grid.

Motivated by these challenges, in this tutorial we review the current state-of-the-
art practice for wide-area communication and control from a Cyber-Physical System
(CPS) viewpoint.We study the ways in which these practices pose limitations against
optimal grid performance, how modern communication technologies such as SDN,
NFV, and cloud computing can be used to overcome these limitations, and how
new ideas of distributed control and optimization need to be integrated with various
operational protocols andwide ranges of uncertainties of thesewide-area networks to
ensure that the closed-loop grid operates in a stable, reliable, robust, and efficientway.
We also discuss the need for advancedmodeling, simulation, and control ofwide-area
communication to ensure cybersecurity and resilience of wide-area controllers.

The remainder of the chapter is organized as follows. In Sect. 2 we recall standard
differential-algebraic models of power system networks followed by wide-area con-
trol designs in Sect. 3. Section 4 presents the potential cyber-physical architectures
for implementing these wide-area controllers over a distributed communication net-
work. Section 5 highlights research directions on how these controllers can be made
aware of the various operational uncertainties in the communication network such
as delays. Section 6 summarizes the potential benefits of modern communication
technology such as SDN, NFV and cloud computing in realizing the envisioned CPS
architecture. Section 7 highlights the importance for making wide-area controllers
secure against cyberattacks. Section 8 presents the current challenges facing simu-
lation of extreme-scale wide-area control, while Sect. 9 describes the importance of
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hardware-in-loop CPS testbeds that can be used for testing, verification, and valida-
tion of such emulated control loops before they are deployed in the field. Section 10
concludes the chapter.

2 Power System Models

Consider a power system network with n synchronous generators. Each generator
is modeled by a flux-decay model assuming that the time constants of the d- and
q-axis flux are fast enough to neglect their dynamics, that the rotor frequency is
around the normalized constant synchronous speed, and that the amortisseur effects
are negligible. The model of the i th generator can be then written as [25]:

δ̇i = ωi − ωs (1)

Mi ω̇i = Pmi − (Vi Iqi cos(θi − δi ) + Vi Idi sin(δi − θi )) − di (ωi − ωs) (2)

Tqi Ė
′
qi = −E ′

qi + (xdi − x ′
di )Idi + E f di (3)

Tdi Ė
′
di = −E ′

di + (xqi − x ′
qi )Iqi (4)

TAi Ė f di = −E f di + KAi (Vref,i − Vi ) + ui (t). (5)

for i = 1, . . . , n. Equations (1)–(2) are referred to as the swing equations while
(3)–(5) as the excitation equations. The states δi , ωi , E ′

qi , E
′
di , and E f di respectively

denote the generator phase angle (radians), rotor velocity, the quadrature-axis internal
emf, the direct-axis internal emf, and the field excitation voltage of the i th generator.
The voltage at the generator terminal bus is denoted in the polar representation
as Ṽi (t) = Vi (t)∠θi (t). Vref,i is the constant setpoint for Vi . The generator current
in complex phasor form is written as Idi + j Iqi = Ii∠φi . ωs is the synchronous
frequency, which is equal to 120π rad/s for a 60-Hz power system.Mi is the generator
inertia, di is the generator damping, and Pmi is the mechanical power input from the
i th turbine, all of which are considered to be constant. Tdi , Tqi , and TAi are the
excitation time constants; KAi is the constant voltage regulator gain; xdi , x ′

di , xqi and
x ′
qi are the direct-axis and quadrature-axis salient reactances and transient reactances,
respectively. All variables, except for the phase angles (radians), are expressed in per
unit. Equations (1)–(5) can be written in a compact form as

ẋi (t) = g(xi (t), zi (t), ui (t),αi ) (6)

where xi = [δi ωi E ′
qi E

′
di E f di ]′ ∈ R

5 denotes the vector of state variables, zi =
[Vi θi Idi Iqi ]′ ∈ R

4 denotes the vector of algebraic variables, ui ∈ R is the control
input, and αi is the vector of the constant parameters Pmi , ωs , di , Tqi , Tdi , TAi , Mi ,
KAi , Vref,i , xdi , xqi , x ′

di , and x
′
qi , all of which are assumed to be known. The definition

of the nonlinear function g(·) follows from (1)–(5).
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The model (6) is a completely decentralized model since it is driven by variables
belonging to the i th generator only. It is, however, not a state-space model as it
contains the auxiliary variables zi . The states xi can be estimated for this model in
a completely decentralized way if one has access to zi (t) at every instant of time.
This can be assured by placing PMUs within each utility area such that the generator
buses inside that area become geometrically observable, measuring the voltage and
currents at the PMU buses, and thereafter computing the generator bus voltage Vi∠θi
and current Ii∠φi (or equivalently, Idi and Iqi ) from those measurements. As the
PMU measurements will be corrupted with noise, the estimated values of zi (t) will
not be perfect. They should rather be denoted as z̃i (t) = zi (t) + ni (t), where ni (t)
is a Gaussian noise. An unscented Kalman filter (UKF) is next designed as

˙̂xi (t) = g(x̂i (t), z̃i (t), ui (t),αi ), x̂i (0) = x̂i0 (7)

producing the state estimates x̂i (t) for the i th generator at any instant of time t . For
details of the construction of this UKF, please see [26]. The estimator can be installed
directly at the generation site to minimize the communication of signals, and made
to run continuously before and after any disturbance.

The network equations that couple (xi , zi ) of the i th generator in (6) to the rest
of the network can be written as

0 = Idi (t)Vi (t) sin(δi (t) − θi (t)) + Iqi (t)Vi (t) cos(δi (t) − θi (t)) + PLi (t)

−
m∑

j=1

Vi (t)Vj (t)(Gi j cos(θi j (t)) + Bi j sin(θi j (t))) (8)

0 = Idi (t)Vi (t) cos(δi (t) − θi (t)) − Iqi (t)Vi (t) sin(δi (t) − θi (t)) + QLi (t)

−
m∑

j=1

Vi (t)Vj (t)(Gi j cos(θi j (t)) − Bi j sin(θi j (t))), (9)

where m is the total number of buses in the network. Here, θi j = θi − θ j , PLi and
QLi are the active and reactive power load demand at bus i , and Gi j and Bi j are the
conductance and susceptance of the line joining buses i and j . As shown in [25],
the variables zi (t) in (6) can be eliminated using (8)–(9) by a process called Kron
reduction. The resulting dynamic model is linearized about a given operating point,
and the small-signal model for the power system is written as

ẋ(t) = Ac x(t) + Bc u(t) (10)

y(t) := �ω(t) = C x(t). (11)

In this model, x(t) ∈ R
5n and u(t) ∈ R

n now represent the small-signal deviation of
the actual states and excitation inputs of the n generators from their pre-disturbance
equilibrium. We define y(t) ∈ R

n as a performance variable, based on which the
closed-loop performance of the overall system as well as the saturation limits on
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u(t) can be judged. Ideally, this can be chosen as the vector of all electromechanical
states. For simplicity, y is often chosen as the vector of the small-signal generator
frequency �ω(t) as frequency is the most effective electromechanical state for eval-
uating damping. The input u(t) is commonly used for designing feedback controllers
such as Power System Stabilizers (PSS), which takes local feedback from the gener-
ator speed, and passes it through a lead-lag controller for producing damping effects
on the oscillations in phase angle and frequency. PSSs, however, are most effective
in adding damping to the fast oscillation modes in the system, and perform poorly in
adding damping to the slow or inter-area oscillationmodes [20]. Our goal is to design
a supplementary controller u(t) for the model (10)–(11) on top of the local PSS by
using state-feedback from either all or selected sets of other generators. If the state
vector of every generator is fed back to every other generator, then the underlying
communication network must have a complete graph, i.e., an all-to-all connection
topology. If the state vectors of only a selected few generators are fed back to the
controllers of some other generators, then the communication network may have a
sparse structure. In either case, since long-distance data transfer is involved, we refer
to this controller as a wide-area controller.

3 Controller Design

Several papers such as [9, 10] have posed the wide-area control problem as a con-
strained optimal control problem of the form:

min
K

J = 1

2

∫ ∞

0
(xT (t)Qx(t) + uT (t)Ru(t))dt

s.t., ẋ(t) = Ax(t) + Bu(t)

u(t) = K x̂(t), K ∈ S, Q > 0, R ≥ 0, (12)

where the state estimate x̂(t) follows from (7). The choice of the objective function
J depends on the goal for wide-area control. For power oscillation damping, this
function is often simply just chosen as the total energy contained in the states and
inputs as in (12). For wide-area voltage control, it can be chosen as the setpoint
regulation error for the voltages at desired buses [27], while for wide-area protection,
it can be chosen as the total amount of time taken to trigger relays so that fault currents
do not exceed their maximum values [6]. The set S is a structure set that determines
the topology of the underlying communication network. In the current state of the
art, most synchronous generators operate under a completely decentralized feedback
from its own speed measurement only. Thus in today’s power grid, the structure set
S is reflected in K as
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K =

⎡

⎢⎢⎢⎣

K1 0 0 · · · 0
0 K2 0 · · · 0

...

0 0 0 · · · Kn

⎤

⎥⎥⎥⎦ , Ki = [
0 1 0 0 0

]
(13)

where Ki is the PSS controller for the i th generator, i = 1, . . . , n, whose state
vector follows from (6). However, as pointed out before, decentralized feedback can
damp only the high-frequency oscillations in the power flows. Their impact on inter-
area oscillations that typically fall in the range of 0.1–2Hz is usually small [20].
Inter-area oscillations arise due to various coherent clusters in the power network
oscillating against each other following a disturbance. If left undamped they can
result in catastrophic failures in the grid. In fact, both the 1996 blackout on the west
coast and the 2003 blackout on the eastern grid of the United States were largely
caused because of the lack of communication between generators resulting from the
decentralized structure of K in (13). Triggered by the outcomes of these events, over
the past few years, utility companies have gradually started moving away from the
structure in (13) to a slightly more global structure as

K =

⎡

⎢⎢⎢⎣

K 1 0 0 · · · 0
0 K 2 0 · · · 0

...

0 0 0 · · · Kr

⎤

⎥⎥⎥⎦ (14)

where K i ∈ R
ni×5ni , ni being the number of generators within the operating region

of the i th utility company, and r being the total number of such companies. All
the elements of the block matrix Ki may be nonzero, meaning that the generators
inside an area communicate their state information with each other to compute their
control signals. The resulting controller K is block diagonal, and, therefore, a better
wide-area controller than (13) since here at least the local generators are allowed
to interact. An ideal wide-area controller, however, would be one whose off-block-
diagonal entries are nonzero as well, meaning that generators across the operating
areas of different companies are allowed to exchange state information. In the worst-
case, K can be a standard LQG controller, and, therefore, a dense matrix with every
element nonzero, whichmeans that the communication topology is a complete graph.
In reality, however, all-to-all communication can be quite expensive due to the cost of
renting communication links in the cloud [28], if not unnecessary. Papers such as [10,
29] have proposed various graph sparsification algorithms based on l1-optimization
to develop controllers that require far less number of communication links without
losing any significant closed-loop performance. Papers such as [9], on the other hand,
have proposed the use of modal participation factors between generator states and the
inter-area oscillation modes to promote network sparsity in a more structured way.
Papers such as [30–32] have proposed various projection and decomposition-based
control designs by which a significant portion of the communication network admits
a broadcast-type architecture instead of peer-to-peer connectivity, thereby saving on
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the number of links. The main challenge of implementing these types of wide-area
controllers, however, is the fact that utilities are still shy in terms of sharing their
PMUmeasurements and state informationwith other utilities due towhich they prefer
to stick to the block-decentralized structure of (14). Besides these network-centric
approaches, other control designs based on more traditional approaches such as
adaptive control [7], robust control [3], and hybrid control [8] have also beenproposed
for wide-area oscillation damping in presence of various model and operational
uncertainties.

Several questions arise naturally from the design problem stated in (12). For
example,

1. In practice, given the size and complexity of any typical grid, the exact values
of the matrices A and B are highly unlike to be known perfectly. Moreover,
the entries of these matrices can change from one event to another. Therefore,
just one dedicated model created from a one-time system identification may not
be suitable. Thus, one pertinent question is—how can one extend the model-
based design in (14) to a more measurement-based approach where online PMU
measurements from different parts of the grid can be used to estimate the small-
signalmodel of the grid, preferably in a recursiveway, based onwhich the control
signals can be updated accordingly? This estimation should also be preferably
carried out in a distributed way over the sparse communication topology gen-
erated from the controller. While traditional notions of adaptive control can be
highly useful here, the speed of estimation may suffer if the entire model needs
to be estimated. Newer ideas from reinforcement learning, adaptive dynamic
programming, and Q-learning can be useful alternatives in this case as they tend
to optimize the objective function directly by bypassing the need for estimating
the model.

2. Another question is—whether it is necessary to base the design of the wide-
area controller u(t) on the entire state-space model (14), or does it suffice to
design it using a reduced-order model only? For example, recent papers such
as [30] have shown that one can make use of singular perturbation based model
reduction for designing u(t) in a highly scalable way for consensus networks
using a hierarchical control architecture. This is especially true if the grid exhibits
spatial clustering of generators due to coherency. Therefore, following [30] one
idea can be to estimate a reduced-order network model, where every network
node represents an equivalent generator representing an entire cluster, design
an aggregated control input for each equivalent generator, and then broadcast
the respective inputs to every generator inside that cluster for actuation. Open
questions for these types of designs would include proofs for stability, sensitivity
of closed-loop performance to estimation and model reduction errors, derivation
of numerical bounds for closed-loop performance as a function of the granularity
of model reduction, and so on.

3. The third question is—how can one robustify the wide-area controller (14)
against the typical uncertainties in both the physical layer and the communi-
cation layer? Uncertainties in the physical grid model, for example, can easily
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arise from the lack of knowledge of the most updated model parameters in the
set αi in (6). With increase in renewable penetration and the associated intermit-
tencies in generation profiles, operational uncertainties are gradually increasing
in today’s grid models [33]. Similarly, significant uncertainties will exist in the
cyber-layer models as well including uncertainties due to delays, congestion,
queuing, routing, data loss, synchronization loss, quantization, etc. A natural
concern, therefore, is—how can the design in (14) be made aware of these uncer-
tainties so as to optimize the closed-loop performance of variables for the entire
CPS grid?

Many other CPS-centric design and implementation questions related to scala-
bility, centralized versus distributed implementation, speed of computation, big data
analytics in the loop, and codependence of (14) on other state estimation and con-
trol loops (for example, those using SCADA) can also arise. All of these questions
deserve dedicated attention from researchers with backgrounds in control theory,
power systems, signal processing, machine learning, computer science, communica-
tion engineering, economics, and information theory. In the following sections, we
highlight several of these CPS research challenges for wide-area control.

4 Cyber-Physical Implementation of Wide-Area
Controllers

Once designed, wide-area controllers as (12) need to be implemented in a distributed
way by transmitting outputs measured by PMUs over hundreds of miles across the
grid to designated controllers at the generation sites. Depending on the number of
PMUs, the rate of data transfer can easily become as high as hundreds of Terabytes
per second. The timescale associated with taking these control actions can be in frac-
tions of seconds. Therefore, controlling latencies and data quality, and maintaining
high reliability of communication are extremely important for these applications.
The media used for wide-area communications typically use longer range, high-
power radios, or Ethernet IP-based solutions. Common options include microwave
and 900MHz radio solutions, as well as T 1 lines, digital subscriber lines (DSL),
broadband connections, fiber networks, and Ethernet radio. The North American
Synchrophasor Initiative (NASPI), which is a collaborative effort between the U.S.
Department of Energy (DOE), the North American Electric Reliability Corpora-
tion (NERC), and various electric utilities, vendors, consultants, federal and private
researchers and academics is currently developing an industrial grade, secure, stan-
dardized, distributed, and scalable data communications infrastructure called the
NASPI-net to support Synchrophasor applications in North America. NASPI-net is
based on an IP Multicast subscription-based model. In this model, the network rout-
ing elements are responsible for handling the subscription requests from potential
PMUdata receivers as well as the actual optimal path computation, optimization, and
recomputation and rerouting when network failures happen. The schematic diagram
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Fig. 1 Architecture of NASPInet [23]

of the NASPI-net is shown in Fig. 1. An excellent survey of NASPI-net can be found
in [34].

The implementation of the state estimator (7) and the controller (12) in theNASPI-
net may be done in the following way. PMU measurements yi (t) from each utility
company i , as shown in Fig. 1, are first gathered in a local Phasor Data Concentrator
(PDC) at the local substation using a local-area network, assuming that the PDC is
located at a reasonably close geographical distance from all the PMUs in that service
area. The generator bus variables zi (t) are computed from yi (t) usingKirchoff’s laws
at this PDC, and the decentralized state estimator (7) may be run to generate x̂i (t).
This state estimate then enters the NASPI-net data bus through a Phasor Gateway
(PGW). The PGW has high levels of security encryption so as to prevent the flow
of any malicious data between the local PDC and the data bus. The state estimates
are then communicated via standard Internet protocols to the designated controllers
of other generators so that they can be used for computing the control signal u j (t)
for the j th generator, which finally gets actuated using the excitation control system
located at this generator.

A slightly different cyber-physical architecture for implementing these types of
controllers has recently been proposed in [21]. A similar distributed communication
architecture for open-loop oscillation estimation using PMU data is also presented in
[35]. This architecture, shown in Fig. 2, is very similar to the NASPI-net except that
here the estimation of the states, and the computation of the control signals are not
done at the PDC or at the generator, but entirely inside a cloud computing network.
For example, PMU measurements from inside a service area are still gathered at its
local PDC, but this PDC does not generate the state estimate. It rather ensures that
all the measurements are properly synchronized with respect to each other, that their
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Fig. 2 Wide-area control using a cloud-in-the loop architecture

measurement noise is within acceptable limits, and that the measurements do not
consist of any bad data due to GPS errors, or errors in the phase-locked loop inside
the PMUs. The PDC then relays all the measurements to a local service-based private
cloud owned by the utility company, wherein they are gathered in a virtual computer
orVirtualMachine (VM), created on theflyusing the available computation resources
in the cloud. The measurements are digitally represented as a periodic stream of data
points. The geographical location of the VMs can be close to that of the generators
in that area so that the latency from PDC-to-cloud communication is small. The
state estimator (7) can then be employed in this VM. The local clouds themselves
are connected to each other through an Internet of clouds, as shown in the figure.
VMs in every local cloud, depending on the sparsity structure demanded by the
controller u(t) = K x̂(t), are connected to other remote VMs through an advanced,
secure, third-party wide-area communication network such as SDN, an example of
which can be Internet2. The VMs can then exchange their estimated states x̂i (t), and
compute their control signals ui (t) through this network in a completely distributed
way.

In reality, depending on the number of PMUs inside any service territory, the
local cloud of a utility company may have multiple VMs, each of which receives a
designated chunk of the local PMU measurements from the local PDC, as shown in
the figure. These VMs communicate with their neighboring VMs inside the cloud as
well as to those across other clouds for exchanging PMU data, and for computing
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control signals via predetermined sparse feedback control laws such as (14). The
control signals are, thereafter, transmitted back from the local cloud to the actuators
of the corresponding generators inside their respective service regions. The resulting
system is referred to as a cloud-in-the-loop wide-area control system. End-to-end
delay specifications forwide-area control using this typeofwide-area communication
have been presented in [22]. Two main advantages of this architecture compared to
NASPI-net are that all the computations are done inside a third-party cloud, thereby
preserving the privacy of PMU data from direct exchange between the utilities, and
that the communication between the clouds no longer has to be based on standard
Internet protocols but can rather use more advanced networking technologies such
as SDN with additional layers of network controllability.

For either architecture, the shared communication networkwill have delays arising
from routing and queuing, besides the usual transmission delays due to the geograph-
ical distance between the VMs. Three classes of delays may be defined, namely—
small delays τs that arise due to message queuing inside any virtual machine, thereby
delaying the availability of the measured state variable assigned to that machine for
computing the corresponding control signal; medium delays τm that arise due to
communication between two virtual machines that are part of the same local cloud,
and large delays τl that arise due to communication between any two virtual machine
that are located in two different local clouds. The stochastic end-to-end delay expe-
rienced by messages in an Internet-based wide-area communication link can be
modeled using three components:

1. The minimum deterministic delay, say denoted by m,
2. The Internet traffic delay with Probability Density Function (PDF), say denoted

by φ1, and
3. The router processing delay with PDF, say denoted by φ2.

ThePDFof the total delay at any time t waswritten in terms of these three components
as

φ(t) = p φ2(t) + (1 − p)
∫ t

0
φ2(u)φ1(t − u)du, t ≥ 0, (15)

Here, p is the probability of the open-period of the path with no Internet traffic. The
router processing delay can be approximated by a Gaussian density function

φ2(t) = 1

σ
√
2π

e− (t−μ)2

2σ2 , (16)

where μ > m. The Internet traffic delay is modeled by an alternating renewal process
with exponential closure period when the Internet traffic is on. The PDF of this delay
is given by

φ1(t) = λe−λt , (17)

whereλ−1 models themean length of the closure period. TheCumulativeDistribution
Function (CDF) of this delay model can then be derived as
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P(t) =
∫ t

−∞
φ(s)ds = 1

2

[
erf

(
μ√
2σ

)
+ erf
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)]
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2
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[
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)
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2σ

)]
. (18)

Random numbers arising from this CDF can be used for simulating delays of the
form τs , τm and τl , as defined above. The challenge, however, is to translate these
single-path models to multipath, multi-hop, shared network models where back-
ground traffic due to other applications may pose serious limitations in latencies.
Recent references such as [36, 37] have provided interesting theoretical tools such
as Markov jump process, Poisson process, multi-fractal models, and Gaussian frac-
tional sum-difference models for modeling delay, packet loss, queuing, routing, load
balancing, and traffic patterns in such multichannel communication networks.

5 Cyber-Physical Codesigns

The next question is—how can the controller in (12) be codesigned with the informa-
tion about τs , τm and τl? The conventional approach is to hold the controller update
until all themessages arrive at the end of the cycle. However, this approachmay result
in poor closed-loop performance, especially for damping of the inter-area oscilla-
tions. In recent literature, several researchers have looked into delay mitigation in
wide-area control loops [38–41], including the seminal work of Vittal and coauthors
in [3] where H∞ controllers were designed for redundancy and delay insensitivity.
All of these designs are, however, based on worst-case delays, which make the con-
troller unnecessarily restrictive, and may degrade closed-loop performance. In [21],
this problem was addressed by proposing a delay-aware wide-area controller, where
the feedback gain matrix K was made an explicit function of delays using ideas from
arbitrated network control theory [42].

For example, considering the three delays τs , τm and τl defined in the previous
section, one may update the control input at any VM as new information arrives
instead of waiting till the end of the cycle. If tweaking the protocols is difficult, then
another alternative strategy will be to estimate the upper bounds for the delays using
real-time calculus [43, 44]. The approach is referred to as arbitration, which is an
emerging topic of interest in network control systems. Based on the execution of
the three protocols, one may define two modes for the delays—namely, nominal and
overrun. If the messages meet their intended deadlines, they are denoted as nominal.
If they do not arrive by that deadline, they are referred to as overruns. Defining two
parameters τth1 and τth2 such that τth1 ≤ τth2, one may define nominal, skip, and
abort cases for computing the wide-area control signal as:

• If the message has a delay less than τth1, we consider the message as the nominal
message of the system and no overrun strategy will be activated.
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Fig. 3 Discrete-time delays τ1 < τ2 < τ3. The vector indicated next to the arrow represents the
state used to compute input ui j (reproduced from [21] c©2014 IEEE and used with permission)

• If the message suffers a delay greater than τth1 and less than τth2, the message
will be computed; however, the computations of the following message will be
skipped.

• If the message suffers a delay greater than τth2, the computations of the message
will be aborted, and themessage is dropped. This strategy ismotivated by assuming
that the messages will be significantly delayed and are no longer useful.

Accordingly, a feasible way to formulate the execution rules can be: (1) if τth1 ≤
τth2 ≤ τwcet , where τwcet is the worst-case delay in the network, both abort and skip
can happen, (2) Abort Only: if τth1 = τth2 < τwcet , the message will be dropped if
they miss their first deadline, and (3) Skip Only: if τth1 ≤ τwcet and τth2 ≥ τwcet .
One idea will be to set τth2 = τwcet to develop a constructive strategy to determine
τth1. This step can be a significant improvement over conventional network control
designs in terms of both closed-loop performance and resource utilization.

To justify this approach, we cite an example from the control design presented
recently in [21]. The sampling interval h of the PMUs between two consecutive
control updates was broken down into three smaller intervals at which the inputs were
updated as new measurements arrive, as shown in Fig. 3. If any state is unavailable,
it is replaced by its predicted value. For the first generator, for example, the input
u1(k) is further divided to

[
u11(k) u12(k) u13(k)

]
, where ui j (k) denotes the input of

the i th generator adjusted using the measurements of j th generator. Repeating the
same logic for all generators, it was shown in [21] that the discrete-time model of
the system can be written as

x(k + 1) = Ax(k) +
n∑

i=1

m(i)∑

j=1

Bi
j1ui j (k) +

n∑

i=1

Bi
i2uik(i)(k − 1), (19)
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where m(i) shows the number of times that the inputs are updated in each generator,
and k(i) is the index of the largest delay, or equivalently as

x(k + 1) = Ax(k) + B2u(k − 1) + B1u(k). (20)

In other words, the excitation controller needs feedback from the current state sam-
ples as well as the past input samples to stabilize the closed-loop swing dynamics
with communication delays. An open problem is to derive the equivalent expressions
of u(k) for various typical protocols used for wide-area communication, develop
tractable and scalable ways for tuning the control gains to guarantee closed-loop
stability and performance while promoting sparsity in the network structure as indi-
cated by the set S in (14), and, most importantly, validating these communication
and control laws using realistic cyber-physical testbeds. These points are explained
in the following sections.

6 SDN, NFV, and Cloud Computing

As mentioned earlier, typically the Internet cannot provide the required latency and
packet loss performance for grid operation under high data rates. Moreover, the net-
work performance is highly random, and therefore, difficult tomodel accurately. That
is why the cloud-basedWAMSarchitecture proposed in Fig. 2 is currently garnering a
lot of attention frompower systemengineers.However, limited studies havebeen con-
ducted so far to leverage all possible benefits of cloud computing, Software-Defined
Networking (SDN), and Network Function Virtualization (NFV), to accelerate this
development [24]. With the recent revolution in networking technology, these new
communication mechanisms can open up several degrees of freedom in programma-
bility and virtualization for computation and communication platforms. However,
customized SDN control and protocols, and sufficient experimental validation using
realistic testbeds are still missing in almost all wide-area control applications.

Latency and data loss rate are important factors in the performance of all wide-
area control and protection applications. Software such as Real-Time Dynamics
Monitoring System (RTDMS), Phasor Grid Data Analyzer (PGDA), and GridSim
are used for online oscillation monitoring using Synchrophasors. A list of related
open-source software can be found in [45]. These simulation engines need to be
integrated into executable actions so that results from the monitoring algorithms can
be exported to a custom SQL database that can be set to trigger alerts or alarms
whenever damping levels of oscillatory modes fall below prespecified thresholds.
These alarm signals need to be communicated to the operator through a reliable
communication network so that the operator can take manual actions to bring the
damping back to acceptable levels [46]. In recent years, simulation platforms such
as ExoGENI-WAMS [47] have been developed to emulate such communication
platforms.The computation andcommunicationplanes are entirely shifted away from
the physical infrastructure, similar to the architecture proposed in Fig. 2. Another
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example of a CPS simulator is GridSim [48]. The data delivery component in this
simulation platform, also referred to as GridStat, is a publish-subscribe middleware,
which allows for encrypted multicast delivery of data. GridStat is designed to meet
the requirements of emerging control and protection applications that require data
delivery latencies on the order of 10–20 ms over hundreds of miles with extremely
high availability.

Similar to GridStat, the VMs in any cloud-in-the-loop CPS simulator may consist
of two communication planes, namely a data plane and a management plane. The
data plane is a collection of Forwarding Engines (FEs) designed to quickly route
received messages on to the next VMs. The FEs are entirely dedicated to deliver-
ing messages from publishers to subscribers. Routing configuration information is
delivered to the FEs from the management plane. The forwarding latency through an
FE implemented in software is generally on the order of 100µs, and with network
processor hardware, it is less than 10µs. The management plane, on the other hand,
is a set of controllers, called QoS brokers, that manage the FEs of the data plane for
every VM. The Quality-of-Service (QoS) brokers can be organized in a hierarchy to
reflect the natural hierarchy in the physical infrastructure of the grid model. When
a subscriber wishes to receive data from a publisher, it communicates with a QoS
broker that designs a route for the data, and delivers the routing information to the
relevant FEs and VMs, creating the subscription.

However, simulation platforms such as GridStat are just starting points for
research. Much more advanced cloud computing and SDN protocols as well as their
emulation software need to be developed for the future grid. One outstanding chal-
lenge is to develop a reliable communication software thatwill enable timely delivery,
high reliability, and secure networking for these emulators. Timeliness of message
requires guaranteed upper bounds on end-to-end latencies of packets. Legacy net-
working devices do not provide such guarantees, neither for commodity Internet con-
nections nor for contemporary proprietary IP-based networks that power providers
may operate on. Moreover, direct communication lacks rerouting capabilities under
real-time constraints, and resorts to historic data when communication links fail.
A promising solution for both timeliness and link failures can be the idea of Dis-
tributed Hash Tables (DHT), which was recently introduced for wide-area control
applications in [49].

7 Cybersecurity

Another critical CPS challenge for both wide-areamonitoring and control is the issue
of cybersecurity. While security is an universally growing concern for applications at
every layer of the grid, ranging fromdistribution grids to powermarkets, the challenge
forWAMS is especially critical since the stakes here aremuch higher. The integration
of cyber components with the physical grid introduces new entry points for malicious
attackers. These points are remotely accessible at relatively low risks to attackers
compared to physical intrusions or attacks on substations. They can be used to mount
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coordinated attacks to cause severe damages to the grid, resulting in catastrophic
blackouts with billions of dollars worth of economic loss. One eye-opening example
of such an attackwas the Stuxnet [50]. Attacks can be originated on the cyber-layer as
well to trigger cascading events leading to damages on physical facilities, leading to
major outages. While mathematical models have been developed to model electrical
faults and device failures, there are far less reliable ways of modeling and simulating
realistic scenarios for different types of cyberattacks happening in a power grid.
Several universities and national laboratories have only recently started developing
simulation testbeds to emulate these vulnerability scenarios. Research demonstration
events such asCyber SecurityAwarenessMonth,which is a student-run cybersecurity
event in the US, have been introduced by the Department of Homeland Security
[51]. Many organizations are working on the development of smart grid security
requirements including the NERC Critical Infrastructure Protection (NERC-CIP)
plan, the National Infrastructure Protection Plan (NIPP), and National Institute of
Standards and Technology (NIST). The goal is for power system operators to work
with these standards organizations to develop simulation software that can model,
detect, localize, and mitigate cyber vulnerabilities in the grid as quickly as possible.
A more detailed overview of these methods will be provided in the forthcoming
chapter by Wang.

Given the size, complexity, and enormous number of devices present in a typi-
cal grid, developing one unique solution for securing the grid from cyberattacks is
probably impossible. Even the attack space can easily become huge, ranging from
Denial-of-Service (DoS) attack on communication links, to disabling of physical
assets, to data corruption, to GPS spoofing, to eavesdropping. Every physical appli-
cation, whether it be state estimation, oscillation monitoring, Automatic Generation
Control (AGC), or wide-area damping control, would need its own way of dealing
with each of these attacks. One common solution to make all of these applications
more resilient is to switch from centralized to distributed implementation, as alluded
to in the previous sections. Although distributed communication opens up more
points for an attacker to enter through, it also provides resilience through redun-
dancy. For example, the distributed architecture shown in Fig. 4 was recently used
in [52] for the purpose of wide-area oscillation monitoring. The idea was to carry
out distributed estimation of the eigenvalues of the small-signal model of a power
system using multiple VMs following the cloud-in-the-loop architecture of Fig. 2. If
any of the VMs in a local cloud is disabled by a cyberattack, then one option is to
quickly assign another estimators to take up the role of the disabled estimator. An
alternative option is to run distributed localization algorithms such as those proposed
in [52] to identify the faulty VMs, and eliminate them from the cloud.

So far most attack mitigation and localization methods in the literature are geared
towards open-loop applications such as state estimation or oscillation estimation.
Muchmorework is needed to extend thesemethods to closed-loopwide-area control,
such as the design in (14). For example, an LQR wide-area controller was designed
in [53] using a sparse communication graph G. The example was also cited in [54].
The nonlinear model of the IEEE 39-bus power system model was simulated with
this sparse state-feedback controller using Power System Toolbox (PST) in Matlab.
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Fig. 4 Cyberattacks on wide-area monitoring and control (reproduced from [52] c©2018 IEEE and
used with permission)

A faultwas induced at t = 0, and the small-signal speeddeviations of the synchronous
generators were recorded, as shown in Fig. 5. The closed-loop system behavior is
observed to be stable. At t = 10 s, a DoS attack induced on the communication
link connecting generators 1 and 8, which means that these two generators are no
longer capable of exchanging state information for their control actions. Instability is
noticed immediately, with the frequency swings diverging with increasing amplitude
at a frequency of roughly 0.05 Hz. This can be seen in Fig. 5 onwards from t = 10
s. At t = 60 s, the communication links connecting generators (2, 6) and (3, 6)
are added, and the corresponding control gains are recomputed. The system is seen
to regain stability, indicating that the attack has been successfully mitigated. The
frequency deviations are all seen to converge to zero over time. This example shows
the importance of developing formal recovery rules of wide-area controllers in face
of attacks. It also highlights the need for developing effective simulation packages for
investigating the impact of attack scenarios. Simulations, in fact, can reveal the most
important pairs of generators that must communicate to maintain stable operating
condition before and after an attack, and also the lesser important pairs that, either
due to large geographical separation or weak dynamic coupling, do not necessarily
add any significant contribution to stability. Software packages for illustrating other
types of attack scenarios such as datamanipulation attacks, jamming, eavesdropping,
and GPS spoofing also need to be developed [55, 56].
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Fig. 5 Time response of generator speeds before, during, and after DoS attack (reproduced from
[54] c©2017 IEEE and used with permission)

8 Simulation of Wide-Area Controllers

Besides design and implementation, an equally important challenge forWAMS engi-
neers is to develop simulation platformswhere extreme-scale power gridmodels, and
their associated wide-area monitoring and control algorithms can be simulated for
various contingencies against various system-level uncertainties. As described in the
introduction, the grid itself is changing because of the proliferation of new technolo-
gies. New sources of renewable generation that are intermittent and have no rotating
inertia are being added rapidly. New types of loads such as electric vehicles and
smart buildings are also proliferating. Power electronic converters and controllers are
being introduced to connect these new generation sources, load and storage devices
to the grid. The grid is being overlaid with more PMUs, communications, computers,
information processors, and controllers. The challenge is that to fully showcase the
capability of any wide-area controller, all these new technologies must be modeled
and simulated together. Growth in computing power shows no signs of slowing down,
so we do not foresee any limitations on model size or algorithm speed. However, the
ability to utilize such powerful simulations depends on how easy their handling can
be made to the engineers. Moreover, power systems today are gradually becoming
an integral part of other interconnected infrastructures such as gas networks, trans-
portation networks, communication networks, water networks, economics, and food
chain networks. Thus, interoperability of simulation programs will become a key to
minimizing the manual effort needed to set up and run co-simulations of these sys-
tems with PMU-assisted monitoring and control loops in grid models. We highlight
two potential ways by which these co-simulations can be handled.
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8.1 Parallel Computing

An obvious approach to speed up simulations is to utilize parallel or distributed
computing. Although specially written programs for particular parallel architectures
can provide high speed-ups, the rapidly changing hardware and software makes it
impossible to keep modifying the simulation programs to keep up. The trend today is
to use multiprocessor computers with compilers that can distribute the computation
optimally to multiple processors. For wide-area monitoring and control simulations,
some applications are much more amenable to parallelization than others. For exam-
ple, any simulation that requires running many contingencies can run these hundreds
of contingency cases in separate processors. The dynamics of individual generators
can be run in parallel but the network that connects the generators has to be solved
simultaneously. It turns out, however, that the algebraic equations representing the
network cannot be parallelized very efficiently and become the main bottleneck for
speeding up power system simulations. Parallel computing can also be used for
gain-scheduling of robust wide-area controllers.

8.2 Hybrid Simulations

In order to implement fast wide-area control strategies, it is highly desirable to have
a faster than real-time simulation of that model in hand. One promising solution
is hybrid mixed-signal hardware emulation. In these emulations, hardware-based
digital simulation and analog simulation can be used in an integrative way to achieve
a massively parallel and scale-insensitive emulation architecture. There have been
several attempts at building hardware accelerators in the past [57, 58]. For example,
the grid models can be emulated in hardware by a coupled set of oscillators, resistors,
capacitors, and active inductors. A higher frequency can be used so as to suit the
scale of on-chip elements and permit faster than real-time operation. These elements
then need to be built on chip, and connected with a customizable switch matrix,
allowing a large portion of the grid to be modeled in real-time. Researchers have
proposed the use of Verilog-AMS model, which is a hardware modeling language
that includes features for Analog and Mixed Signal (AMS) elements [59]. It can
incorporate equations to model analog subcomponents. The AMS model can be
designed to emulate open-loop models of very large-scale power systems with tens
of thousands of buses with built-in equations for AC power flow, electromagnetic and
electromechanical dynamics of synchronous generators and induction generators,
AC load models, power oscillation damping control, voltage control, droop control,
AGC, and PSS. Several challenges that still stand on the way for developing at-scale
faster than real-time simulations are:

1. How to synthesize the transmission network without unnecessary and unrealistic
assumptions, and approximations using state-of-the-art microelectronics design
technology?
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2. How to develop a scalable mixed-signal emulation architecture capable of large
power systems with tens of thousands nodes?

3. How to design configurable units of emulation on a chip so that any large power
systemwith realistic transmission connections canbe realizedvia software-based
configuration?

Research activities are underway on building VLSI chips that can scale to large
grid models for faster than real-time emulators, especially directed towards transient
wide-area AC emulations. In [58], for example, predictive simulations were shown
to be very useful for real-time path rating.

9 Simulation Testbeds

Gaining access to realistic grid models and PMU data owned by utility companies
can be difficult due to privacy and nondisclosure issues. More importantly, in many
circumstances, even if real data are obtained they may not be sufficient for study-
ing the detailed operation of the entire system because of their limited coverage. To
resolve this problem, several smart grid simulation testbeds have recently been devel-
oped to facilitate hardware-in-loop simulation of different grid applications without
the need for gaining access to real data. Selected examples of such testbeds in the
United States include CPS testbeds at Washington State University using GridStat
[48], cloud-assisted wide-area control testbed at North Carolina State University
using ExoGENI [47], cybersecurity testbeds at Iowa State [60], TCIPG in University
of Illinois [61], DETER-lab testbed at University of Southern California [62], CPS
testbeds at Idaho National Lab, Cornell University, and Pacific Northwest National
Labs, and a big data hub at Texas A&M [63]. A comprehensive list of many other
smart grid testbeds and their CPS capabilities was recently presented in the survey
paper [64]. Two key questions that most of these testbeds are trying to answer are—
(1) is it possible to design sufficiently general CPS standards and protocols to support
a mass plug-and-play deployment of a wide-area grid without sacrificing reliability,
data privacy, and cybersecurity, and (2) if so, then what standards and protocols
are required to transform today’s grid into an end-to-end enabler of electric energy
services.

9.1 Hardware Components

Generally speaking, the physical components of these testbeds are comprised ofReal-
Time Digital Simulators (RTDS) and Opal-RT. These are power system simulator
tools that allow real-time simulation of both transmission and distribution models
with a time-step of 50µs. The RTDS comes with its own proprietary software known
as RSCAD, which allows the user to develop detailed dynamic models of various
components in prototype power systems. TheRTDSalso comeswith digital cards that
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allow external hardware to interface with the simulation. For example, the Gigabit
Transceiver Analog Output (GTAO) card allows the user to view low-level signals
proportional to voltages and currents at different buses of the system in real time.
The GTAO card generates voltage and current waveforms, and communicates them
to sensors such as relays, circuit breakers, and PMUs. The PMUs measure these
signals, and send the resulting digitized phasor data calculations to the PDCs. The
PDC time-stamps and collects the data from all the PMUs, and sends them to the
server for display and archival, when requested. The hardware and the software layers
of these testbeds are integratedwith each other to create a substation-like environment
within the confines of research laboratories. The two layers symbiotically capture
power system dynamic simulations as if these measurements were made by real
sensors installed at the high-voltage buses of a real transmission substation.

9.2 Cyber and Software Components

The cyber-layer, on the other hand, is generally emulated by either a local-area
network or a local cloud service. The ExoGENI-WAMS testbed at NC State [47],
for example, is connected to a state-funded, metro-scale, multilayered advanced
dynamic optical network testbed called Breakable Experimental Network (BEN)
that connects distributed cloud resources in local universities [65]. It allows one to
set up dynamic multilayer connections of up to 10 Gbps between different sites.
One may simulate different types of disturbance events in power system models in
RTDS, collect the emulated grid responses via PMUsandother sensors, communicate
these data streams via BEN, and run virtual computing nodes at various sites in
the ExoGENI cloud overlaid on top of BEN to execute distributed estimation and
control algorithms. Some open questions for these types of setups in the future are, for
example—where to deploy the computing facilities to better facilitate data collection
and processing, and how to design better communication topologies.

9.3 A Network of Remote Testbeds

One pertinent question is whether these different simulation testbeds at different
locations should be conjoined with each other to create a much bigger nationwide
network of CPS testbeds. And if yes, then what are the most common challenges for
such remote testbed federation?Developing protocols for usability by different users,
and potential safety hazards are two important challenges, for example. Researchers
are also contemplating making their testbeds open to public for accelerating research
in the power andCPS community, but a robust economic and ethicsmodel for sharing
access to private resources still needs to be developed. Should there be a common
centralized simulation testbed for accessing power system model and data, one must
also resolve standardization issues, communication issues, maintenance costs, and
strategies for sustainability.
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9.4 Interoperability: Databases and User Interfaces

One of the major challenges for the users of the hundreds of existing simulations is
that none of them are compatible with each other. Using two different simulations
require keeping up two different databases of input data, and being familiar with
two different sets of graphical outputs. This is not only true for different types of
applications but also of the same application marketed by different vendors. Thus,
in the current state of the art, it is impossible to integrate these different simula-
tion programs. The easiest way to encourage interoperability is to standardize the
databases. The data that go into these databases are proprietary to the utilities, and if
the utilities can agree on using a standard database the simulation vendors will have
to adopt it. In the USA, the National Institute for Standards and Technology (NIST)
has been tasked to develop such standards. An earlier standard called the Common
Information Model (CIM) is now an IEC standard, and is slowly being adopted at
different rates in different countries. A similar effort should be made to standardize
user interfaces for wide-area monitoring and control. If the database and user inter-
face for a simulation are standardized, the ability to integrate different simulators as
mentioned above would become much simpler.

10 Summary and Conclusions

This tutorial serves as a technical invitation to engineers for entering the challenging
and attractive research field of wide-area control of power systems. We presented an
overview of themain research ideas related to the cyber-physical aspects of this topic,
and established a strong dependence of control on various properties of the under-
lying communication, computing, and cybersecurity. Evidently, there are several
challenges that need to be surmounted in order to implement the proposed designs,
requiring a strong knowledge of stochastic modeling, estimation theory, distributed
control, system identification, model reduction, robust control, optimization, and
related topics in signal processing and computer science. It is, therefore, our hope
that this topic will be viewed by budding and established control theorists as a chal-
lenging and attractive opportunity. We hope that the compelling societal importance
of power and energy systems will also serve as an additional motivation to enter this
endeavor.

While this tutorial overviewed the general research landscape of WAMS, in the
following three chapters, we present a more detailed overview of some specific
research challenges associated with this technology. A preview of these chapters is
as follows.

The chapter by Chakrabortty enlists six research challenges that need to be
resolved before wide-area control can transition from a concept to a reality. These
challenges include scalability of modeling and control, system identification and
online learning ofmodels from streaming or stored PMUdata followed bymodel val-
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idation, wide-area communication and its associated uncertainties and architectural
bottlenecks, cost allocation strategies for renting links in wide-area communication
networks where game-theoretic algorithms can play a significant role, cybersecu-
rity of WAMS, and finally, WAMS simulation testbeds where real-time interaction
between hardware PMUs and software emulation of communication networks can
be tested with high fidelity.

The chapter byWanghighlights several research problemson the signal processing
aspects of WAMS. It presents an overview of the data-centric challenges that the
power industry is currently facingwhile it transitions fromSCADA-basedmonitoring
and control towide-areamonitoring and control using gigantic volumes of PMUdata.
Data quality is an inevitable issue for the control room incorporation of these data.
Because of the communication networks that were not conventionally designed to
carry high-speed PMU data and the early deployment of older PMUs, data losses
and data quality degradations happen quite often in practice. Different applications
have diverse requirements on the data quality. This chapter provides a detailed list
of challenges associated with data quality, and also cites recommendations on how
trust scores can be assigned to data for taking control actions.

The chapter by Sun addresses the topic of wide-area protection and mitigation of
cascading failures using PMU data. In the current state-of-the-art, cascading failures
in the grid are prevented by separating the grid into disconnected islands. The chapter
proposes the use of controlled islanding using real-time PMU data by which system
efficiency can still be maintained at an acceptable level. It specifically highlights
the three main challenges on when to island, where to island, and how to island.
For the latter, it proposes the use of advanced numerical algorithms for predicting
transient instability using PMU data, and lists a number of open challenges on how
these predictive commands can be made use of in taking appropriate control and
decision-making actions.
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Research Challenges for Design
and Implementation of Wide-Area
Control

Aranya Chakrabortty

The 2003 Northeast blackout uncovered the vulnerability of the US power system,
and manifested the urgent need for real-time state monitoring and control of the
grid leading to the development of the Wide-Area Measurement Systems (WAMS)
technology.Under the auspices of theUSDepartment ofEnergy and theNorthAmeri-
can Synchrophasor Initiative, development and deployment of high-resolution, GPS-
synchronized PMUs have been greatly accelerated, together with the development of
many newWAMS architectures and applications. However, as the number of PMUs
scales up to over thousands within the next few years, Independent SystemOperators
(ISO) and utility companies are struggling to understand how the resulting gigantic
volumes of real-time data can be efficiently harvested, processed, and utilized to
solve wide-area monitoring and control problems for any realistic power system.
Given the complexity and scale of next-generation power grids, an important lesson
that researchers have learnt is that the design of and the capability to run at-scale
wide-area controllers is indispensable and yet extremely difficult. Currently, there
are six main research challenges that need to be resolved before wide-area control
can transition from a concept to a reality. These challenges can be listed as follows.

1. Scalability: The first and foremost challenge for designing tractable wide-area
controllers is scalability. Any typical power system network in reality would con-
sist of several hundreds to thousands of buses, generators, and loads that are
spatially distributed over wide geographical spans. Developing tractable meth-
ods for modeling, simulation, and control of such large complex networks, and
implementing those designs through affordable communication continue to be a
challenge for power system engineers. Foundational work on taxonomy theory
for modeling and analysis of extreme-scale models of power systems has been
done in theory [1], but its translation to simulation models is still missing. Soft-
ware such asModelica and Hydra, for example, need to be exploited for modeling
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scalability throughmodularity, composition, static correctness, implicit represen-
tations, and structural dynamics. All of these selected abstractions then need to be
brought under the umbrella of a common modeling language and the front end of
a compiler, followed by a library and language-level abstractions that support the
needs of experimentation. Similarly, from a design standpoint, conventional state-
feedback and output-feedback controllers such as Linear Quadratic Regulators
(LQR) and Linear Quadratic Gaussian (LQG) control involve the computation
of large matrix decompositions that can result in detrimental numerical inac-
curacies without any guarantee of robustness. They also demand every node in
the network to share its state information with every other node, resulting in an
impractically large number of communication links. Traditionally, control the-
orists have addressed the problem of controlling large-dimensional systems by
imposing structure on controllers. The most promising approach, for example,
started with the idea of decentralized control [2], followed by techniques such
as singular perturbation theory [3], balanced truncation [4], and gap reduction
methods among others. These methods aim to simplify the design of controllers
for large systems by exploiting weak coupling between their state variables, and
by ignoring states that are “less important” than others [5, 6]. The trade-off, how-
ever, is that the resulting controllers are often agnostic of the natural coupling
between the states, especially the coupling between the closed-loop states, since
many of these couplings were forcibly eliminated to facilitate the design itself.
Therefore, extending these methods to facilitate controller designs for networks,
especially to power networks where states may be defined over highly structured
topologies such as spatial clustering of generators and loads [7], is quite difficult.
A significant literature exists on controllability and observability properties of
power networks, but the literature for developing tangible and yet simple low-
dimensional controllers that satisfy global stability and dynamic performance
requirements is still, unfortunately, very sparse. Ideas on aggregate control [8],
glocal control [9], and hierarchical control [10] have recently been proposed to
address this challenge. The goal of these designs, however, is to guarantee global
closed-loop stability by modular tuning of local controller gains. Their degrees of
freedom for guaranteeing a desired closed-loop performance can be limited. Some
recent papers such as [11] have used structural projection-based ideas for model
reduction of large networks, but not for control designs. Attention has also been
drawn to designing controllers for large systems by finding low-rank solutions
of algebraic Riccati equations [12]. However, like most Krylov subspace-based
reductionmethods, these controllers are unstructured, and hence demand asmany
communication links as the full-order LQR itself. Distributed controllers using
model matching [13], sparsity-promoting LQR [6], and structured LQR [14, 15]
promise to reduce the communication density, but their designs inherit the same
dimensionality as the full-order design. What designers are lacking is a tractable
approach for constructing controllers that can facilitate both design and imple-
mentation, preferably at the scale of several thousand buses.A promising rationale
behind such an approach can be, for example, to exploit the clustered structure of
the controllability Gramian of the closed-loop system with LQR state-feedback
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control, as shown recently in [16]. Clustering of generators and other assets opens
up further opportunities in consummating control theory with machine learning
and computer science, and, therefore, can be a very lucrative choice for designing
large-scale wide-area controllers. Yet another important challenge is to ensure
robustness of these controllers so that the network can still function gracefully in
case a generator equipped with an important wide-area PSS fails for any reason,
or in case the power system model changes drastically between two consecutive
disturbance events thereby invalidating a fixed control design, and so on.

2. System Identification and Model Validation: Given the large size and extraor-
dinary complexity of any realistic power system, deriving and simulating the
dynamic model for an entire network becomes extremely challenging. Construct-
ing approximate, aggregated, reduced-order models using simplifying assump-
tions, therefore, becomes almost imperative in practice. Papers such as [17] have
defined aggregation methods for simulation time, for generation units, and for
load demand units. The performance of the aggregated models is checked against
detailed models including binary effects such as minimum down-time, minimum
generation, or demand side contracts. This is especially important for control
designs such as model predictive control, where very large optimization prob-
lems need to be solved online. The optimization in these cases usually has to be
simplified by using approximated power plant models, aggregating several assets
to single units, and limiting controller foresight. The main question is—if mod-
eling granularity is necessary, then what degree of aggregation is acceptable in
the asset domain as well as in the time domain?
Not just for reducing the complexity of simulations, model aggregation may also
be necessary if one is purposely interested in simulating only a certain part of
the grid, or a certain phenomenon that happens only over a certain timescale. For
example, one may be interested in simulating only the low-frequency inter-area
oscillations of a group of synchronous generators instead of the entire spectrum
of their frequency response. Identifying coherent subgroups among this group of
generators, aggregating the subgroups into an equivalent hypothetical generator,
and analyzing the oscillation patterns of these equivalents become necessary in
that situation. For example, we often hear power system operators mentioning
how “Northern Washington” oscillates against “Southern California” in response
to various disturbance events. The main question here is whether we can analyt-
ically construct dynamic electromechanical models for these conceptual, aggre-
gated generators representing Washington and California, which in reality are
some hypothetical combinations of thousands of actual generators. One example
for this motivating problem is the Pacific AC Intertie system in the US west coast,
a five-machine dynamic equivalent mass–spring–damper model for which has
been widely used in the literature [18]. The main question, again, is—how can
we construct an explicit dynamic model for this conceptual figure, and that too
preferably in real-time, using voltage, current or power flow signal measurements
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in order to establish a prototype for the nonlinear inter-area dynamics of the entire
interconnection?
Recently, several papers such as [19, 20] have addressed this problem, and derived
a series of results on model reduction based on Synchrophasor measurements that
combines aggregation theory with system identification. Several open questions
still exist, however. For example, once a baseline model is constructed, one must
study how it can be updated at regular intervals using newer PMU data. Ideas
from adaptive learning and decomposition theory [21] can be useful for that.
How this updated model can be used to predict the slow frequencies and corre-
sponding damping factors also needs to be formalized and validated via realistic
simulations. Questions also exist on how the reduced-order model can predict the
sensitivity of the power flow oscillations inside any area with respect to faults in
any other area. If answered correctly, utilities can exploit this information from
simulations of the aggregated model, and evaluate their dynamic coupling with
neighboring companies, leading to more efficient resource planning. Significant
amount of work still needs to be done in formalizing how different failure sce-
narios in the actual full-order grid model can be translated to the aggregated
model, what kind of advanced signal processing and filtering need to be applied
to PMU data for accurate identification of the aggregated model parameters, and
how controllers designed based on the aggregated model can be mapped back to
the original system for implementation.
An equally significant challenge is the validation of identified models, whether
they be full-scale models or approximated models. This is particularly true for the
dynamic models of the generators and their associated controls. After the large
blackout in the US west coast in 1996, it became clear that the generator models
used in the studies were not accurate enough. Since then the Western Electricity
Coordinating Council (WECC) standard requires updating of the model parame-
ters through standardized testing. Power systems in other parts of the world where
stability is an issue have followed a similar approach. However, off-line testing is
expensive and as PMUs have proliferated over the past decade, using PMU data
during disturbances to update model parameters online has become more com-
mon. Several challenges still stand on the way. For example, new technologies
such as renewable generation sources and storage that require power-electronic
grid interfaces have completely new types of dynamic models. Together with
HVDC and FACTS devices, developing accurate modeling methods and devising
procedures to validate these models and their parameters are currently lagging
behind.

3. Wide-area communication: Another major roadblock for implementing wide-
area control in a practical grid is that the current power grid IT infrastructure is
rigid and low capacity as it is mostly based on a closed-mission specific archi-
tecture. The current push to adopt the existing TCP/IP-based open Internet and
high-performance computing technologies such as the NASPInet [22] would not
be enough tomeet the requirement of collecting andprocessingvery large volumes
of real-time data produced by such thousands of PMUs. Moreover, the impact
of the unreliable and insecure communication and computation infrastructure,



Research Challenges for Design and Implementation of Wide-Area … 169

especially long delays and packet loss uncertainties over wide-area networks, on
the development of newWAMS applications is not well understood. The need for
having accurate delay models and network synchronization rules is absolutely
critical for wide-area control since the timescale of the physical control loop
is in the order of tens of seconds to a few minutes, while the spatial scale can
range over thousands of miles, for example, the entire west coast of the US [23].
The existing PMU standards, IEEE C37.118 and IEC 61850, only specify the
sensory data format and communication requirements. They do not indicate any
dynamic performance standard of the closed-loop system. One needs to develop
a cyber-physical framework where one can explicitly show how the closed-loop
dynamic responses of phase angles, frequencies, voltages, and current phasors at
any part of a grid model are correlated to real (not simulated) network delays,
that arise from transport, routing, and most importantly, from scheduling, as other
applications are running in the shared network. Several researchers have looked
into delay mitigation in wide-area control loops, with controllers designed for
redundancy and delay insensitivity [24–26]. All of these designs are, however,
based on worst-case delays, which makes the controller unnecessarily restrictive,
and may degrade closed-loop performance. Instead, what one really needs is to
understand what may be the most common queuing protocols for transmitting
PMU data over a shared wide-area communication network, and how will prior
knowledge of these protocols help one in estimating variable queuing delays,
and subsequently use that knowledge for designing delay-aware wide-area con-
trol designs instead of the traditional approach of delay tolerance. Ideas from
real-time calculus and arbitrated network control systems, both of which have
recently been shown to be highly promising tools for this purpose in embedded
system designs can be used for this analysis [27]. The goal here is twofold—first,
to characterize closed-loop response of a large power grid in terms of distinct
performance metrics, and second, to derive analytical expressions for the error
bounds between ideal designs and delay-aware designs as explicit functions of
the queuing protocols. Besides delays, other challenges in communication such
as packet drops, bad data detection, synchronization issues, and problems arising
from quantization of PMU data also need to be addressed.

4. Cost allocation: Another challenge is the economics behind wide-area control.
Installing a wide-area communication and control infrastructure would require
significant monetary investment from the ISO and utilities. Currently, there are
no incentives or markets for wide-area control. Hence, it is not clear how these
companies can jointly decide the use and deployment of communication links
for achieving global control objectives in the most economical way. For example,
if different generators within the balancing regions of different companies are
benefiting differently in terms of oscillation damping, transient or voltage stability
margins, etc., then howmuch cost benefit does that company gain by transcending
from selfish or completely local control to a system-level wide-area control? Ideas
of cooperative game theory and distributed real-time control methods need to be
combined to develop efficient and robust cost-sharing mechanisms before the
controllers can be implemented in reality [28]. The sensitivity of cost allocation
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to controllers with and without network delays also need to be tested. In fact, the
final goal can even be to create a power system market for wide-area controls,
where pricing and incentives are decided not only by steady-steady power flows
but also their dynamics and transient oscillations, all of which cause electrical
wear and tear in the electrical excitation system inside the generators.

5. Cybersecurity: The next challenge is resilience, privacy, and cybersecurity. The
main question here is: how can we ensure privacy of PMU data, and security
and resilience of wide-area computing and communication architectures against
nefarious attacks and failures at both cyber and physical layers? Existing network-
ing solutions need to be used to evaluate distributed server-based and peer-based
architectures, and their potential use in security of wide-area control [29]. Atten-
tion must be paid to all three layers of resilience, i.e., detection, localization,
and mitigation of attacks [30]. With several thousands of networked PMUs being
scheduled to be installed in theUnited States by 2020, exchange of Synchrophasor
data between balancing authorities for any type of wide-area control will involve
several thousands of Terabytes of data flow in real-time per event, thereby opening
up a wide spectrum of opportunities for adversaries to induce data manipulation
attacks, denial-of-service attacks, GPS spoofing, attacks on transmission assets,
and so on. The challenge is even more aggravated by the gradual transition of
WAMS from centralized to distributed in order to facilitate the speed of data pro-
cessing. Several recent papers have studied how false-data injection attacks may
be deceptively injected into a power grid using its state estimation loops. Others
have proposed estimation-based mitigation strategies to secure the grid against
some of these attacks. The fundamental approach behind many of these designs
is based on the so-called idea of Byzantine consensus, a fairly popular topic in
distributed computing, where the goal is to drive an optimization or optimal con-
trol problem to a near-optimal solution despite the presence of a malicious agent.
In practice, however, this approach is not acceptable to most WAMS operators
as they are far more interested in finding out the identity of a malicious agent
if it exists in the system, disconnect it from the estimation or control loop, and
continue operation using the remaining nonmalicious agents rather than settling
for a solution that keeps the attacker unidentified in the loop. This basic question
of how to catch malicious agents in distributed wide-area monitoring applications
is still an open challenge in theWAMS literature. Ideas on differential privacy are
also currently being researched to ensure privacy of PMU measurements so that
sensitive information about system parameters, line flows, and load consumptions
that may be embedded in these measurements cannot be deciphered accurately
by malicious users [31].

6. Simulation testbeds: The final challenge is to create a reliable simulation testbed
that can be used for verification and validation of various cyber and physical level
experiments for wide-area control of very large-dimensional power system mod-
els. In current state-of-art, using PMU data for research purposes is contingent
on accessing the real data from specific utility companies that own the PMUs
at the locations of interest. Gaining access to such data may not always be an
easy task due to privacy and nondisclosure issues. More importantly, in many
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circumstances, even if real PMU data are obtained they may not be sufficient
for studying the detailed operation of the entire system because of their lim-
ited coverage. WAMS researchers are in serious need for a Hardware-in-Loop
(HIL) simulation framework where high-fidelity detailed models of large power
systems can be simulated. These simulations, for example, can be done using
Real-time Digital Simulators (RTDS) and Opal-RT, and the dynamic responses
can be captured via real hardware PMUs from different vendors, that are syn-
chronized via a common GPS reference. These types of physical-layer testbeds
also need to be federated to metro-scale, multilayered dynamic optical network
testbeds, an example being the Breakable Experimental Network (BEN) [32],
owned by the GENI project of the US National Science Foundation. The result-
ing testbed infrastructure would not only be relevant for WAMS, but can also
complement other emerging and well-established networking testbeds around
the country for different cyber-physical applications, transportation, Internet of
Things, smart manufacturing, and cybersecurity. Efforts must also be made to
make these testbeds as much available to the power system research community
as possible so that researchers from other institutions, both nationally and inter-
nationally, can use them for carrying out their own experiments using remote
connection. Appropriate measures of privacy, security, and safety must be also
imposed on such remotely accessible testbeds to ensure smooth and safe usage
by multiple parallel users.
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Signal Processing in Smart Grids: From
Data to Reliable Information

Meng Wang

1 Introduction

The recent proliferation of data is revolutionizing the practice of power system mon-
itoring and control. With the Smart Grid initiative, more than two thousand multi-
channel phasor measurement units (PMUs) [37] have now been installed in North
America [35]. PMUs can directly measure GPS-synchronized bus voltage phasors,
line current phasors, and the frequency, at a rate of 30 or 60 samples per second per
channel. Compared to the conventional Supervisory Control and Data Acquisition
(SCADA) systems that only provide measurements every 2–5 s, which are not accu-
rately synchronized in time, PMUs can drastically improve the system visibility and
enhance the situational awareness.

The data abundance imposes significant challenges on the power industry. Cur-
rently, the transmission grid operators decide control actions based on the output of
state estimation, which is carried out at multi-second intervals in correspondence
to the data acquisition rate of the SCADA system. Moreover, control actions are
mostly computed offline and are not optimized for diverse real-time situations. With
the recent data wealth, an important and urging question is how to convert the mas-
sive amounts of data to reliable information quickly so as to facilitate the following
real-time control decisions.

PMUs are envisioned to improve wide-area situational awareness and prevent
blackouts [1, 7]. Ever since the initial installation, many research efforts have been
devoted to exploiting the PMU data in various applications, and the continued inves-
tigation is still ongoing. The applications include but not limited to state estimation
[50], oscillation detection and electromechanical mode identification [17, 29], dis-
turbance detection and location [28, 32], and dynamic security assessment [8, 21].
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Data quality is an inevitable issue for the control-room incorporation of PMUdata.
Because of the communication networks that were not designed to carry high-speed
PMU data and the early deployment of older PMUs, data losses, and data quality
degradations happen quite often in practice, especially in the Eastern interconnection
[41]. Current PMU-based applications usually assume that the measurements are
available and reliable. To incorporate PMU data into real-time operations, a data-
conditioning component is needed to reconstruct missing data [12] and correct bad
measurements. Alternatively, data analysis methods that are robust to data quality
degradation are worth investigation. Moreover, different applications have diverse
requirements on the data quality. The trust scores of the obtained and the recovered
measurements should be computed and incorporated into the design of the control
actions.

Developed when the measurements were scarce, conventional methods usually
require the modeling of the power system. The proliferation of PMU data enables
the development of data-driven methods for feature extraction without power system
modeling. Data-driven methods are much investigated, especially for applications in
which accurate and explicit models are difficult to obtain. Despite all the nice prop-
erties, the output of data-driven methods might lack a clear physical interpretation.
In contrast, physical models of the power systems are well studied, and conven-
tional methods are usually accompanied with clear physical intuitions. Moreover,
data-driven methods usually require parameter tuning, and the computational time
of these methods could be of concern for real-time applications.

Cyber data security cannot be ignored. Cyber operations have been integrated
into smart grids to enhance control performance; however, such integration also
increases the possibility of cyber attacks. Although attacking the control laws of
the operator is relatively difficult, an intruder could alter the measurements to mis-
lead the operator, resulting in wrong control actions. The detection of these cyber
attacks requires efforts in both the communication level through the development of
advanced encryption methods and the signal processing level through the develop-
ment of methods that can detect these cyber data attacks based on the abnormality
in the measurements.

2 Data Quality Improvement

Data losses happen due to network congestion or PMU malfunctions. The missing
data rate is reduced in recent years, but data losses still happen. When the measure-
ments were scarce, the missing data points were interpolated using observations in
the same measurement channel. Another way was to run the state estimator on the
partially obtained measurements and compute the missing data points based on the
estimated system state.

Now with the large amounts of data collected by many PMUs, the missing points
can be directly and accurately estimated from the data without modeling the power
system. The idea is to exploit the correlations in the spatial–temporal blocks of
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Fig. 1 Six PMUs in the Central NY Power System (reproduced from [12] c©2016 IEEE and used
with permission)
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Fig. 2 Current magnitudes of PMU data (9 current phasors out of 37 phasors) (reproduced from
[12] c©2016 IEEE and used with permission)

PMU data. In fact, the data correlation could be easily characterized by the low-rank
property of the PMU data matrix.

Let M ∈ C
m×n contain the phasor measurements (represented by complex num-

bers in rectangular form) from m PMU channels in n time instants. Then, M can be
approximated by a low-rankmatrix with a negligible error. For example, the recorded
data of sixmulti-channel PMUs in the Central NewYork (NY) Power System (Fig. 1)
were analyzed in [12]. M contains 37 voltage and current phasors in 20 s at a rate of
30 samples per channel per second. Figure2 shows the current magnitudes of PMU
measurements. Figure3 shows the singular values of M . The largest 10 singular val-
ues are 894.5942, 36.8319, 20.7160, 8.3400, 3.0771, 2.4758, 1.9705, 1.3543, 0.5930,
and 0.2470. We can approximate M by a rank-eight matrix with a very small error.
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Fig. 3 Singular values of a
600 × 37 PMU data matrix
(reproduced from [12]
c©2016 IEEE and used with
permission)
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Table 1 RecoveryperformanceofOLAPonNYISOdata that contains disturbances.Computational
time is the total time to recover missing points in 5-min data on a normal desktop. Relative recovery
error is the ratio of recovery error to the actual value (both measured in �2-norm) [45]

Voltage
magnitude

Voltage angle Frequency Current
magnitude

Current angle

Computational
time (s)

1.305 1.327 1.239 8.121 9.113

Relative recovery
error (%)

0.02 0.005 0.0015 0.24 0.05

The low-rank property enables computationally efficient methods with theoretical
guarantees for various data analysis tasks. For instance, recovering missing points in
a low-rank matrix M can be formulated as a convex optimization problem

min
X∈m×n

‖X‖∗ s.t. Xi j = Mi j , for all (i j) ∈ Ω, (1)

where Ω denotes the locations of the observed entries, and the matrix nuclear norm
‖ · ‖∗ is the sum of singular values. The original matrix M is proved to be the optimal
solution to (1) under mild assumptions [5] and thus recovered in polynomial time.

We connected PMU data analysis with low-rank matrix theory and obtained
promising results for missing PMU data recovery [9, 11, 12, 44]. We proved that
the missing PMU data points can be correctly recovered under very mild assump-
tions [12]. The numerical evaluations of our developed online missing data recovery
method, called OLAP, on recorded PMU datasets from NYISO are shown in Table1
[45]. This 5-min dataset contains 53 voltage phasors, 53 frequencies, and 263 current
phasors, with 8% missing data. Figure4 shows the data recovery of consecutive data
losses in one channel by OLAP. A capacitor-switching event during the data losses
is recovered by utilizing the measurements in other channels, and this recovery is
impossible by single-channel interpolations.
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Fig. 4 Data recovery in one
channel [45]

Besides missing data recovery, the low-rank property could also be exploited
to detect and correct bad data. Bad data detection and identification has been an
important issue for power system state estimation. It is usually integrated with the
state estimation, which requires power systemmodel. The measurements that are not
consistent with the currently estimated system state are considered as bad data and
removed. With the abundance of PMU data, bad data can be detected and identified
directly from the data, see e.g., [10, 30, 48].

If we impose the assumption that the number of bad data is much less than the
total number of measurements, the bad data detection problem can be formulated
as a matrix decomposition problem. The obtained data matrix M is viewed as the
sum of two matrices L∗ and C∗, where the low-rank matrix L∗ denotes the actual
data without errors, and the sparse matrix C∗ denotes the additive errors in the bad
measurements. A matrix is sparse if it only has a small number of nonzero entries,
while most entries are zero. The goal of matrix decomposition is to obtain L∗ and
C∗ from M . Under mild assumptions [4], it can be achieved by solving a convex
program

min
L ,m×n

‖L‖∗ + λ
∑

i j

|Ci j | s.t. L + C = M, (2)

where λ is a predetermined weighting factor.
The above problem formulation has been exploited to detect bad data, including

injected false data by cyber attackers [10, 30]. Note that this formulation does not
require any information about the system topology and the line impedances. Thus,
bad data detection can be separated from state estimation. Moreover, it is shown in
[10] that the topology information can be incorporated easily with minor changes to
(2), resulting in a provable enhancement of the detection performance.

The above methods for data quality improvement only use PMU data. One inter-
esting question is how to incorporate PMU data with other formats of data. For
instance, conventional SCADA data provide information about power injections and
power flows every 1–5 s. Is it possible to use the SCADA data to enhance the accu-
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racy of the data recovery and error correction of PMU data? How shall we handle
the different sampling rates of these data?

Another important question is how to differentiate data anomalies and system
events.When a system event just starts, the affectedmeasurementswould be different
from the nearby measurements. They might be treated as bad data if we directly
apply (2). How shall we determine whether these measurements are bad data or
resulting from system events? Is it possible to achieve this separation mostly based
on data without much modeling of the system?

3 Model-Based and Data-Driven Analysis

Power system monitoring is conventionally model-based to compensate for the lack
of measurements, as in dynamic state estimation [14, 43]. These methods degrade
significantly when the model is inaccurate, which is a long-standing issue due to
the complexity of power systems. Recent data abundance fosters the development of
data-driven methods that do not require power system models.

Data-drivenmethods can extract information directly from data without modeling
the power systems; however, completely ignoring the underlying dynamical system
also has some limitations. First, data-driven methods might not perform as well as
model-based methods when the model is correctly specified. Second, the computa-
tional complexity ofmachine-learning-basedmethods usually increases significantly
when the data size increases. Lastly, the analyses are often lack of physical under-
standings of the power systems. An interesting research direction is how to incorpo-
rate the domain knowledge and engineering intuitions about the power system into
the data-driven analyses.

Take disturbance identification as an example. Both model-based identification
methods (see e.g., [42, 51]) and data-driven methods [3, 6, 15, 47] have been devel-
oped to identify different types of events in the system. Data-driven methods extract
features (including direct features like a frequency [6] or its derivative [3], as well
as indirect features like wavelet coefficients [19]) from measurements and classify
those with similar features as resulting from the same event type.

We also developed a data-driven method to identify and locate events without
modeling the power system [26, 27]. The key idea is to characterize an event by a
low-dimensional row subspace spanned by the dominant singular vectors of the data
matrix that contains spatial–temporal blocks of measurements from multiple PMUs.
This subspace characterization is robust to initial system conditions and captures the
system dynamics. Then an event is identified by comparing the obtained data with
a pre-computed event dictionary with each dictionary atom corresponding to a row
subspace of an event. The location of an event is determined based on the magnitudes
of changes. Figure5 shows the overview of this approach.

One distinctive feature of this approach is that a dictionary atom has a clear physi-
cal interpretation. It is the subspace spanned by a few dominantmodes in the observa-
tion window. The subspace can be computed through Singular Value Decomposition
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Fig. 5 Dictionary construction from historical datasets and real-time data identification through
subspace comparison (reproduced from [27] c©2018 IEEE and used with permission)

Table 2 Identification results
of 380 events (reproduced
from [26] c©2017 IEEE and
used with permission)

Type of event IAR (%) ELAR (%) ALAR (%)

Line trip 100 85 94 (among 3
buses)

Short circuit 100 77 90 (among
top 3 buses)

Load change 100 46 90 (among
top 5 buses)

(SVD) [18].Moreover, the dictionary size ismuch smaller than those of the dictionar-
ies of time series [47] or other computed features [20]. That is because all the events
will be compactly represented by a few row singular vectors to reduce the dimen-
sionality. The reduction of the dictionary size reduces the computational complexity
of both the offline training and the online event identification. The method identifies
events shortly after the event starts (e.g., within 1–5 s) and can be implemented in
real time, while existing methods are mostly designed for past event analysis (e.g.,
30 s of data are needed in [47]).

The method is evaluated on the IEEE 68-bus test system (details see [26]). We
simulate 380 events, including 160 line trip events, 100 load change events, and 120
short circuit events at different locations and with different pre-event conditions.
Only one second of data is used for event identification. The constructed dictionary
includes 33 events. Each event is represented by a subspace spanned by 30 × 6
matrix, where 30 is the number of time steps in one second and 6 is the number of
dominating singular vectors.

Table2 records the identification and location results under three criteria:

Identification Accuracy Rate (IAR): The ratio of the number of accurately identi-
fied events to the total number of events;
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Approximate Location Accuracy Rate (ALAR): The ratio of the number of events
with actual locations1 among the top k buses with the most significant changes to
the total number of events.

Exact Location Accuracy Rate (ELAR): A special case of ALARwhen k = 1, i.e.,
the event location is exact.

The above disturbance identification method is one initial effort in incorporating
physical understandings into the data-driven analyses for power system monitoring.
One future direction is to extend these efforts to other aspects of power system
monitoring such as state estimation and disturbance location.

4 Resilience to Cyber Data Attacks

Cyber operations have been integrated into power systems to enhance control perfor-
mance; however, such integration also increases the possibility of cyber attacks. In
early 2016, hackers caused a power outage for the first time inUkraine during holiday
season [36]. The development of a trustworthy power system requires developing
new technologies in various aspects, such as a secured communication infrastructure
and protected sensing and control devices. Here we focus on data security from a
signal processing perspective.

Cyber data attacks can change the measurements obtained by the operator such
that the operator would obtain a wrong estimate of the system state, resulting in
harmful control actions and potential failures. These data attacks may also lead to
significant financial impacts in the electricity market [49]. A malicious intruder with
sufficient system configuration information can manipulate multiple measurements
simultaneously, and the resulting injected false data can be are viewed as “the worst
interacting bad data injected by an adversary” [25, 31].

State estimation in the presence of false data injection attacks has attracted much
research attention recently. These attacks are carefully selected, and the interacting
erroneous measurements cannot be detected by conventional bad data detections
that only use measurements at one time instant. Many efforts have been devoted to
studying the requirements to launch a cyber data attack [39] and preventing these
attacks by protecting criticalmeasurement units [2, 24]. A few recentworks proposed
detection methods for cyber data attacks [10, 30, 40]. Since the attacks cannot be
detected only using measurements at one time instant, these methods exploit the
temporal correlations in the data and detect the attacks as anomalies in time series.

Eavesdropping attacks are another form of security concerns [34]. An adversary
might obtain sensitive information about the grid by monitoring the network traffic.
The gathered information could be used for future crimes. Data privacy [23, 33]
is an emerging issue in smart grids. PMU data are owned by regional transmission
owners and considered to be private and sensitive. Privacy-guaranteed PMU data

1The location of line trip events are considered as successful if one of the two related buses are
correctly identified.
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communication has not yet been seriously investigated. Besides enhancing the data
privacy by improving communication technologies for smart meter data [16, 22],
the tools at the signal level to increase data privacy need to be developed. One
can enhance data privacy by adding random noise [46] or applying quantization
to the measurements [38], usually at a cost of data distortion. Some initial efforts
have been devoted to developing data recovery methods from noisy and quantized
measurements with a small data distortion for large amounts of PMU data [13].

Since cyber attacks can happen in various aspects of power system monitoring
and control [34], it is very important to be precautious and develop the corresponding
protection schemes in advance. The vulnerabilities of individual components of the
system against cyber attacks should be constantly estimated, and attack prevention
and detection methods should be incorporated into power system monitoring.

5 Conclusion

In summary, the data wealth bringsmultidisciplinary research opportunities of power
engineering, signal processing, andmachine learning.Data-oriented approaches, ide-
ally incorporated with physical understandings of the power systems, can extract
information from the data and enable real-time control operations. Data quality
enhancement is a necessary pre-conditioning step to recover missing points and
correct bad measurements. Data security issues should be taken into account in the
design of these methods.
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WAMS-Based Controlled System
Separation to Mitigate Cascading
Failures in Smart Grid

Kai Sun

1 Background

Catastrophic power blackouts can cause tremendous losses and influence up to tens of
millions of people. Since the 1965 Northeast Blackout, many efforts have been made
by power industry, but cascading power outages continued to happen. Some recent
blackout events are such as the east and west coast blackouts in North America
in 2003 and 2011, respectively, the 2006 European blackout and the 2012 Indian
blackout events [1–5]. Blackouts are usually caused by cascading failures initiated
by, e.g., natural disasters and mis-operations, which are long chains of dependent
equipment failures or outages successively weakening the transmission network [6].
If not prevented or mitigated, cascading failures can break the stability and integrity
of the system and result in large-area power outages. When cascading failures occur,
it is hard for grid operators to manually take a real-time remedial action in a matter of
tens of seconds, so automatic system-wide protection and control schemes are vitally
important to stop propagation of failures towardswide areas.At present,most existing
protection systems lack adaptability and system-wide coordination. Theirmechanism
is prone to trip equipment under a predefined fault or abnormal condition, which,
however, further weakens the transmission network and may speed up propagation
of failures. Therefore, effective mitigation of cascading failures requires smart grid
be armed with an adaptive, system-wide protection, and control scheme.

This article will focus on the visions and research problems on a final resort
against power blackouts called controlled system separation (CSS) or controlled
system islanding in contrast with unintentional system islanding. The latter breaks
the integrity of the network unintentionally at a late stage of cascading failures and
expedites failures towards a blackout. CSS should be performed once unintentional
system islanding becomes unavoidable. A power transmission system is usually
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operated as multiple control areas. The tie lines connecting them are critical to inter-
area electricity exchange as well as the integrity and stability of the system. A tie-line
failure can cause oscillations of generators, overloading other lines, and increased
vulnerability of the network. Due to lack of coordination at the system level, local
protective actions may trip more system components, cause more oscillations, over-
loaded lines and failures, and even break the network into electrical islands. That is
how unintentional system islanding happens. Those islands formed not in a designed
manner may have unbalanced load and generation, overloaded equipment, or unsta-
ble generators, and hence are hard to survive from blackouts even if shedding lots
load or generation. Compared to such unintentional islanding, CSS allows the control
center to proactively separate the grid into islands. Namely, each island is strategi-
cally formed with matched and stable generation so as to continue power supplies to
its loads. Thus, CSS effectively prevents a blackout and the system can be restored
by resynchronizing all islands, which is easier than a blackstart process from the
blackout.

At present, many phasor measurement units (PMUs) have been installed in trans-
mission systems as one important element of smart grid technology. PMUs provide
the grid control center with time-synchronized voltage and current phasor data at a
high sampling rate (e.g., 30–60 Hz for AC power systems operated at 60Hz) through
secured communication infrastructures. Based on PMUs, a wide-area measurement
system (WAMS) can be established to help grid operators monitor and control the
power grid and a real-time CSS scheme: the WAMS helps to monitor how control
areas oscillate against each other to identify a potential separation boundary and
help detect or predict out-of-step (OOS) conditions among those areas in order to
decide the timing to perform CSS; once islands are formed, the WAMS can continue
to monitor their frequency and voltage excursions and trigger necessary remedial
actions for stabilization control; theWAMS also helps to expedite resynchronization
of all islands toward power system restoration.

So far, deployment of a WAMS-based adaptive, system-wide CSS scheme for a
real-life large-scale power grid has not been reported. There are still many research
problems on CSS such as strategy optimization. In fact, most applications of PMUs
are still in the research, development, and testing stages. Some relatively matured
applications aremainly in power systemvisualization, oscillation and event detection,
postmortem analysis, and offline model validation [7]. There are few protection
systems or grid control room functions relying on PMUs, so WAMS-based grid
protection and control in general is still an emerging research area. The rest of the
article will first discuss some key research problems on CSS followed by a literature
review on existing methods. Then, the criteria about separation strategies for CSS are
discussed and accordingly, two formulations of the problem on separation strategies
will be suggested. Finally, a unified framework for implementation of a WAMS-
based CSS scheme in a future smart grid will be proposed with enabling techniques
highlighted and existing technical gaps pinpointed.
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2 Three Questions to Answer

Any practical CSS scheme has to answer three key questions: “Where to separate?”
“When to separate?” and “How to separate?”

1. The first question “where” is about the locations or points of separation, i.e.,
which lines to be disconnected. Those points together form a cut set of the
network and should properly be located to create sustainable islands.

2. Question “when” concerns the timing to disconnect the lines at separation points.
Retarded disconnection at properly selected separation points may still ruin the
success of CSS because the system state may change unpredictably under cas-
cading failures. The sooner the islands are disconnected at desired points, the
higher chance we have to save the grid.

3. The last question “how” is about actuation of CSS, askingwhat hardware devices
to use, how to coordinate them at multiple locations, and what additional actions
to take for stabilizing the generators, frequencies, and voltages of formed islands.

In existing literature, the three questions are rarely addressed at the same time.
Most efforts focus on answering one question while assuming the others are either
answered already or solvable afterward. “Where” is themost studied question. Papers
[8–10] apply graph theory to model and simplify a power network and formulate a
problem answering “where” and find separation strategies by methods based on the
ordered binary decision diagram (OBDD). Further simulation and implementation
studies on OBDD-based methods are presented in [11, 12]. Papers [13–18] present
a slow-coherency-based controlled islanding approach that first groups generators
by the slowest modes and then determines separation points by minimum net flow
or spanning tree algorithms. Graph theory based spectral clustering and multilevel
partitioning techniques are utilized in [19–25] to find separation points. References
[26–31] find separation points by heuristic searching algorithms, e.g., the Particle
Swarm Optimization, Genetic Algorithm, Ant Search, and Tabu Search. Mixed inte-
ger linear programming is utilized in [32–35] to optimize separation points. There
are also data-driven methods [36, 37].

Not as many studies have addressed questions “when” and“how”. For instance,
paper [38] integrates an OBDD-based method with the extended equal area criterion
(EEAC) method to ensure creating stable islands. Paper [39] takes an event-based
approach that selects the strategy matching best the actual event from an offline
built strategy table. Paper [25] calculates the maximal Lyapunov exponent of power
swings measured by PMUs to predict an OOS condition and thus decide the timing
of separation. Papers [40, 41] propose feeding real-time PMU data to offline trained
decision trees to decide when to form a predesigned island. To stabilize each island
formed after separation (i.e., addressing question “how”), load shedding strategies
are proposed by [13, 42], in which the rate of change of frequency (ROCOF) is used
as an important index on the amount of load to shed.
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3 Formulation of the Problem

Although we discussed three questions separately, we have to clarify that, when
system islanding is unavoidable, finding the best locations and timing to perform
CSS should ideally be solved as a single CSS problem having all related questions
such as where, when, and how addressed together in a systematic manner. However,
two technical gaps make such a systematic resolution difficult at present:

• Lacks fast and reliable methods for real-time prediction of transient instability for
general large-scale power systems under complex contingencies like cascading
failures

• Lacks efficient algorithms and computational powers to overcome the computa-
tional complexities inherent with the problem.

Thus, awidely adopted approach as a compromise is to decompose that singleCSS
problem into subproblems solved separately, as done in past works, which inevitably
sacrifices the optimality and performance of the resulting solution for CSS.With fast
development of high-performance parallel computing technology and its increasing
applications in smart grid, we reasonably envision that the two technical gaps may
be filled or reduced and thus the single CSS problem may be tackled by parallel
computers in a timely manner when CSS is needed. In the following, we introduce
formulations on question “where” as an example to show computational complexities
inherent with the CSS problem.

A separation strategy specifies a set of separation points where sustainable islands
may form with minimum additional control to preserve frequencies and voltages. In
most of the existing works, satisfaction to the following constraints is required.

• C-I (generation coherency constraint): all generators after separated into each
island are stable or, in other words, can keep their synchronism.

• C-II (real power balance constraint): generation-load imbalance in each island
is minimized or less than a tolerance to avoid frequency and voltage drifting out
of acceptable ranges.

• C-III (transmission capacity constraint): lines and transformers cannot be over-
loaded in formed islands.

C-I concerns in what manner generators are clustering or going out of step before
CSS as important information for choosing separation points. Cascading failures
often disturb generators to oscillate or even lose stability. Because an unstable gen-
erator will be tripped and is unable to support loads, maintaining stability of all
generators in each island is the most critical criterion, whose satisfaction ensures the
maximum capability to support loads. It needs to be pointed out that C-I is neither
a sufficient nor necessary condition for the satisfaction of that critical criterion. The
reasoning behind C-I is that if all generators of an island belong to one coherent
group, they may have more chances to keep stability spontaneously or with mini-
mum stabilization control. In fact, a coherent group of generators before CSS cannot
ensure always keeping synchronism after being isolated into an island from the rest
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of the system; also, a generator that originally does not cohere with the others in one
island is unnecessarily unstable after CSS as long as its excessive kinetic energy is
absorbed timely. Therefore, requiring C-I in the problem formulation is mainly to
increase the chance of successful CSS without rigorous examination of the stability
of each island. That is a tradeoff due to the lack of real-time methods for predicting
transient instability. If there is any theoretical breakthrough in real-time transient
stability analysis, the constraint C-I and the related problem formulation should be
redefined.

C-II requires allocating matched loads to the generation of each island. In prac-
tice, maintaining the frequency and the balance of real power is more important for
each island since voltage and reactive power can be controlled using dispersed local
reactive power compensators after the formation of the island. The satisfaction to
C-II is mainly to define and enforce a threshold of real power imbalance in each
island.

C-III is to avoid further overloading equipment after CSS. If a transmission line
in any island is overloaded, i.e., violating the C-III, it will be tripped by protection.
Thus failuresmay continue in the island. Since the portion of network isolated in each
island becomes more vulnerable than it was in the original system, any additional
equipment trip could be fatal to the survival of the island.

Of course, some other constraints can be added. For instance, a constraint may
forbid disconnecting lines carrying large power flows unless they are necessary for
separating the system. The main purpose of adding this constraint is to avoid large
power flow redistribution caused by CSS, which may have a significant impact on
the stabilities of islands.

Finding separation strategies addressing question “where” can be formulated as
two problems below. The first problem is actually a relaxation of the second since
once the optimal solution is found, it will usually be acceptable unless the tolerance
is too small. From the computational complexity point of view, both problems are
NP-hard, i.e., falling into a class of most complex problems in computation.

• Satisfiability checking problem: finding one or multiple acceptable solutions
satisfying all the above constraints. Specifically for C-II, the tolerance on power
imbalance in each island should be predefined.

• Optimization problem: finding the optimal solution minimizing the generation-
load imbalance (C-II) in each island while satisfying the other constraints.

To mathematically formulate the problem, a power system can be modeled as
an undirected, node-weighted graph or a directed, edge-weighted graph. In both
graphs, buses of the power system are modeled by nodes or vertices, and branches
are modeled by edges. Two models respectively assign weights to nodes and edges
to model power injections at buses and power flows on branches. As pointed out
in [8, 9], the problem of finding separation strategy satisfying C-I and C-II can be
translated into a graph partitioning problem on either graph. Then, the solutions of
that problem can be further checked with C-III and other constraints. The problem
finding K acceptable or optimal islands is equivalent to finding a cut set of edges
creating K subgraphs: for a node-weighted graph, the total node weight of each
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subgraph should beminimized (i.e., an optimization problem) or less than a tolerance
(a satisfiability checking problem); for the edge-weighted graph, that problem is
equivalent to the total edge weight of that cut set being minimized or less than
the tolerance. The problem of finding separation strategy satisfying C-I and C-II is
proved NP-complete in [9]. Thus, finding strategies also satisfying other constraints
is NP-hard. There are also papers, e.g., [19], formulating a problem based on the
edge-weighted graph to minimize the sum of absolute edge weights of the cut set.
Note that such a problem is in fact solvable in polynomial time and the solution does
not guarantee the minimum generation-load imbalance in each island or restricting
the imbalance within a predefined small tolerance.

Because of the computational complexity of the problem, when the CSS on a
real-life power grid is studied, simplification on the power network is often needed
by power system knowledge and engineering judgments. If the integrity of a control
area such as a metropolis is desired in CSS, it can be merged to an equivalent bus.
Also, if offline simulation studies indicate that a group of generators has strong
coherency under various contingencies, they together with neighboring load buses
can be merged to one equivalent generator. Graph theory also helps simplified the
graph model of a power system [8].

4 Unified Framework for WAMS-Based Controlled System
Separation

This section suggests a unified framework for designing and developing a WAMS-
based practical CSS scheme addressing all three questions. Some assumptions are
made here:

• PMUs are placed near main generators to send real-time data streams to the central
EMS located in the control center. The data are used to monitor oscillations and
grouping among generators as important information on locations and timing of
CSS.

• Actuators of CSS are separation relays, which can be designed based on OOS
relays having both blocking and tripping functions. These separation relays are
placed at the separation points according to the answer of question “where”, and
are remotely controlled by aCSS program integratedwith the central EMS (Energy
Management System) located in the grid control center. The communication chan-
nels from all separation relays to the control center are highly secured and reliable.
Once CSS is decided, the program trips a proper set of separation relays at the
same time while blocking the others in order for desired islands to form.

As shown in Table1, under this framework, all tasks related to CSS are divided
strategically into three time stages addressing three questions as follows:

• “Where”: theOfflineAnalysis stage determines a set of potential separation points
to place separation relays; thus, potential separation boundaries are made up by
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Table 1 Three stages of the proposed WAMS-based unified framework for CSS

Stages Main tasks with the questions addressed
indicated

Offline Analysis (in the planning stage) Optimize the separation points of each
potential island to place separation relays
(where and how)

Design and daily update a post-separation
control strategy table for each potential island
(how)

Online Monitoring (every second) Monitor inter-area oscillations between
generators by WAMS for any potential OOS
condition (where and when)

Identify probable separation boundaries made
up by proper separation points according to
how generators cluster (where)

Real-time Control (milliseconds) Trip all separation relays on the separation
boundary where the OOS condition is detected
or credibly predicted (when and how)

Perform stabilization control in islands (how)

some of separation points to be monitored in the Online Monitoring stage; the
final separation boundary is determined in theReal-time Control stage according
to the final OOS condition detected or predicted.

• “When”: Online Monitoring stage monitors inter-area electromechanical oscil-
lations for early warning of potential system separation; the Real-time Control
stage determines the timing to trip the right set of separation relays once an OOS
condition appears

• “How”: theOffline Analysis stage has separation relays placed at optimized loca-
tions and constructs a strategy table for stabilization control of each potential
island; the Real-time Control stage performs control strategies from the table
that match actual islands.

Reference [43] demonstrates such a WAMS-based CSS scheme on the WECC
179-bus power system.

In theOffline Analysis stage, planning engineers may study generator coherency
to determine potential OOS conditions. The slow-coherency analysis method can
help estimate generator coherency by the slowest modes [44]. The method assumes
coherent generator groups to be almost independent of the size of the disturbance
and the level of details of generator models so that the linearized, simplified model
of the system having all generators in the classical model can be used [14]. That
assumption is not true under large disturbances like cascading failures, so thismethod
only provides an approximate, initial guess on generation coherency. It does provide
insights on what generators tend to become coherent than the others in general, based
on which the grouping can be refined after time-domain simulations on selected
severe contingencies. This stage may identify a number of small, strongly coherent
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groups of generators. Each group has a high probability to preserve its synchronism
and is merged to one equivalent generator together with neighboring lines and load
buses. That largely simplifies the problem and now separation points are only chosen
from the remaining lines between those groups. The stability of generators within
each group is ensured by stabilization control after CSS.

For each OOS scenario, algorithms like the method proposed in [8, 9] can be
applied to quickly find all separation strategies satisfying C-I (generation coherency
constraint), C-II (power balance constraint), C-III (transmission capacity constraint),
and the others as well. Alternatively, optimal strategies can be solved to minimize
the generation-load imbalance (C-II) while satisfying the other constraints. When
the system operating condition changes, the separation points may drift. There is a
compromise between the number and applicability of the separation points since it
maynot be economically practical to install separation relays at all possible separation
points.

Regarding stabilization control on each formed island, adequate real and reactive
power reserves need to be planned to help arrest frequency and voltage excursions and
stabilize generators after CSS. Spinning reserves allow fast increase of the generation
in an island to balance the surplus of load and support the frequency; unimportant
or dispatchable loads in the island can also be shed to match generation. Reactive
power reserves include shunt capacitors and reactors and dynamic VAR sources such
as SVCs and STATCOMs, which can control voltage profile in an island. For each
potential island, a strategy table on stabilization control can be developed offline in
this stage. The strategy table needs to be comprehensive to cover a wide variety of
operating conditions and each strategyneeds to be validated sufficiently by simulation
studies. Once an island is formed, a real-time algorithm finding the strategymatching
best the actual condition is also necessary.

In the Online Monitoring stage, separation boundaries are predicted by means
of real-timeWAMS data. Major disturbances can usually be reflected from real-time
changes in amplitudes or shapes of inter-area oscillation modes whose frequencies
typically range in 0.1–1Hz. Therefore, this online stagemonitors dominant inter-area
oscillation modes for probable separation boundaries. Measurement-based modal
analysis can help identify the dominant inter-area modes and their mode shapes.
For instance, the spectral analysis based method in [45] and the phase-locked loop
(PLL) based algorithm in [46] can be applied to a latest time window of PMU data
to differentiate inter-area modes from local modes and estimate the mode shape of
each dominant mode as an important indicator on how generators actually cluster
regarding the mode. Accordingly, the most probable separation boundaries should
be identified.

The Real-time Control stage takes the final action of CSS when the stability and
integrity of the power system cannot be preserved. In general, real-time, accurate
prediction of angular instability for a large-scale multi-machine power system is
a difficult problem, so this stage requires the most future efforts for research and
development among all three stages. In operations, power companies usually adopt an
approximate, often conservative approach that compares the angle distance between
two selected substations with a preset threshold in, e.g., 120◦–180◦. Thus, before a
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more accurate real-time method for prediction of transient instability is available,
an engineering compromise is to monitor the real-time angle distance across each
probable separation boundary by PMUs and compare it with a threshold determined
by offline simulation studies. Alternatively, the angle distance can be extrapolated
utilizing itsmeasuredwaveforms from the latest timewindow to foresee a violation of
the threshold before it happens [43]. Moreover, when two potential islands oscillate
about a dominant mode in opposite directions, i.e., having phasing difference close
to 180◦, they have increased risk to separate. Paper [47] suggests also considering
phasing differences across potential separation boundaries in predicting the final
separation boundary.

5 Conclusions

Controlled system separation (CSS) is considered the final resort against power
blackouts in smart grid. Although there have been works respectively addressing
three key questions “where”, “when”, and “how” on CSS, these questions are in
fact coupled into a single complex problem on CSS, which has rarely been studied
in literature. The main technical gaps are in the lack of a fast and reliable method
for real-time prediction of transient instability for large power systems, which is
critical for answering “where” and “when”, and in the lack of powerful algorithms
and computing resources to overcome the inherent computational complexities with
the CSS problem. Breakthroughs in those two areas will expedite the research on
CSS in smart grid. For instance, both technical gaps are being reduced with increas-
ing applications of PMU-based WAMS and high-performance parallel computers to
the real-time operations of power grids. Finally, this article also suggests a unified
framework for research and development of a practical WAMS-based CSS scheme
that addresses all three key questions in a systematic way.
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Smart Grid Security: Attacks
and Defenses

Azwirman Gusrialdi and Zhihua Qu

Abstract Electric grids in the future will be highly integrated with information and
communications technology. The increase in use the of information technology is
expected to enhance reliability, efficiency, and sustainability of the future electric
grid through the implementation of sophisticated monitoring and control strategies.
However, it also comes at a price that the grid becomes more vulnerable to cyber-
intrusionswhichmay damage the physical system. This chapter provides an overview
of cyberattacks on power systems from a system theoretical perspective by focusing
on the tight coupling between the physical system and the communication network. It
is demonstrated via several attack scenarios how the adversary may cause significant
impacts on the power system by intercepting the communication channel andwithout
possibly being detected. The attack strategies and the corresponding countermeasures
are formulated and analyzed using tools from optimization, dynamical systems, and
control theory.

1 Introduction

Electric grids (physical systems) in the future will be highly integrated with infor-
mation and communications technology (cyber-layer) resulting in a complex cyber-
physical system (CPS). The communication technology has been mainly used by
the supervisory control and data acquisition (SCADA) systems for the purpose of
sensing, monitoring, and control of the power systems. The increase in use of infor-
mation technology is expected to enhance reliability, efficiency, and sustainability
of the future electric grid through the implementation of sophisticated monitoring
and control strategies such as advanced demand side management system. On the
other hand, information and communication technology of the power grids have
started evolving from isolated structures into a more open and networked environ-
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ment via TCP/IP and Ethernet. Since the information and communication technology
is known to be vulnerable to cyber-intrusions and cyberattacks, potential network
intrusion may cause physical damage to the power network due to the tight coupling
between the power system and the cyber-layer.

An example of the most recent cyberattack on power systems is the attack on the
Ukraine power grid in December 2015, which is a synchronized and coordinated
cyberattack, causing a 6-h blackout and affecting hundreds of thousands of cus-
tomers [48]. Investigations revealed that the attackwas initiated by the BlackEnergy3
malware delivered via phishing emails and activated by the employee. Specifically,
the attack was a hijack of SCADA network by targeting field devices with malicious
firmware which facilitates foreign attacker to remotely open the substation break-
ers [30]. The attack consists of multiple stages [12] including gaining a foothold into
the IT networks and harvesting credentials to access the industrial control system
(ICS) network, using existing remote access tools to issue commands, using tele-
phone systems in generating denial-of-service attack to deny access to customers
report for outages, and delaying restoration efforts by erasing master boot records
on workstations via a modified KillDisk firmware attack.

1.1 Adversary Models

Adversary model in general is composed of attack strategy and the adversary
resources, that is themodel (system) knowledge, disclosure, and disruption resources
as discussed in [62].Moreover,manywell-knownattack schemes can be conveniently
categorized based on the adversary resources as depicted in Fig. 1. Model knowledge
is the most important component of the adversary model since it can be used by
the adversary to construct complex and undetectable attacks with more significant
impacts on the physical systems. The disclosure resources such as a set of actuator,
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sensor channels, and communication channel that can be accessed during the attack
enable the adversary to gather sensitive information about the system by violating
data confidentiality. It is worth noting that disclosure attack alone cannot damage the
physical system but it can be used to construct more complex attacks which could
affect the physical dynamics of the systems. Disruption resources are used by the
adversary to disturb the system operation, that is by violating data integrity of the
systems. The attacker can affect the system operation via physical resources or data
deception resources such as by modifying control action or sensor measurement.

In order to discuss the adversary model in more details, let us take the false data
injection attack (FDIA) as an example. As will be shown later in the chapter, in order
to launch an undetectable FDIA, an adversary requires [30, 31]: (i) information of
power system operation and features of target system, (ii) capability of manipulating
meter measurements, (iii) system knowledge such as network topology, electrical
parameters, and bad data detection scheme. These requirements might raise question
on the practical feasibility for launching FDIA. However, the previously mentioned
Ukraine power grid attack illustrates the plausibility of the above requirements as
discussed in [30]. To be more precise, the adversary can obtain substantial collection
of knowledge on the targeted power system via the Internet which provides access
to power system and vendor-specific information, research publications to update
the knowledge of power system innovation, and industrial control standards and net-
work protocols. Knowledge of network topology and system parameters can also be
gathered via one-off observation of components and market data. In addition, meter
measurements can be manipulated by compromising meters locally, modifying con-
trol center database, or intercepting and forging data sent to the control center. The
adversary can also take advantage of the vulnerabilities in network protocols, fire-
walls, encryption, and VPN connections. For example: (i) intercepting and forging
communication messages of SCADA is relatively easy since its communication net-
work is not equipped with secure communication protocol; (ii) password-protected
access can be obtained via keystroke loggers as in the case of the Ukraine black-
out; (iii) database manipulation is also possible given that the adversary successfully
obtains credentialed access via VPNs.

1.2 Cybersecurity Countermeasures

In addition to ensuring grid’s reliability against random failures, smart grid security
objectives in a traditional security include: (i) availability, that is to ensure reliable
access to information, (ii) integrity, that is to ensure information authenticity against
information modification, and (iii) confidentiality, that is to protect personal privacy
and proprietary information. Availability and integrity are the most important objec-
tives from the perspective of system reliability. On the other hand, confidentiality
becomes more important for operation involving interactions with customers, such
as demand response. The existing solutions to network security can be applied to
detect and mitigate network threats from the smart grid. For example, packet-based
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detection can be used to detect denial-of-service attack by identifying a significant
increase in packet transmission failure. Moreover, cryptographic based approaches
such as encryption, authentication, and key management can be utilized to deal with
attacks targeting integrity and confidentiality. We refer the interested reader to a
survey of results in [64] for the details.

However, the tools from network security alone are not sufficient to address chal-
lenges in smart grid security since they do not take into account the physical attacks
through direct interaction with the components in the grid, including the stability
and control performance of the physical systems. For example, by placing a shunt
around a meter, the integrity of a meter can be violated without the need of break-
ing the cybersecurity countermeasure implemented to protect the data sent through
the network. Since it is prohibitive to protect all sensors in the grid, an innovative
approach is required to address the security challenges in a smart grid. As demon-
strated in [41] and will be demonstrated through the chapter, the combination of
network security countermeasures (to deal with the network level) and system theo-
retic approaches (to consider the physical aspects of the grid) show a great promise
to address cyber-physical security of the future grid.

1.3 Objective of the Chapter

The chapter provides an overview of (cyber) attacks on power systems together with
their countermeasures. It should be noted that there already exist several survey
papers on cyberattacks and security of smart grid, for example [19, 31, 61, 64]. The
work [64] presents a comprehensive survey of cybersecurity issues for smart grid
from a communication network perspective by focusing on security requirements,
network vulnerabilities, attack countermeasures, and secure communication proto-
cols and architecture. In addition, the authors in [61] provide a survey of security
issues for smart grid based on a data-driven approach including data generation,
acquisition, storage, and processing. However, the above survey papers do not dis-
cuss in details the coupling between the cyber-layer (e.g., communication network)
and the physical system, including the impact of cyberattacks on the physical sys-
tems. On the other hand, the work [19, 31] presents a survey of smart grid security
from the cyber-physical system perspective, namely by considering the coupling
between the communication network and physical system. In particular, the sur-
vey paper [19] provides a comprehensive review of attack scenarios with significant
impact on the smart grid operation together with the corresponding defense mecha-
nisms. The attack schemes are grouped based on the infrastructure of the power grid,
namely generation, transmission, distribution, and electricity market. However, the
papers lack technical details and analysis which are of interest for researchers, in
particular, from control systems society. In contrast, this chapter presents a sample
of attack schemes on smart grid and their countermeasures from a system theoretic
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perspective. Each attack scheme and its associated defense mechanism (when appli-
cable) are systematically formulated and analyzed using tools from optimization,
dynamical systems, and control theory.

2 Insider Attacks

An insider attack occurs when an authorized operator, for example of the supervisory
control and data acquisition (SCADA) system, misuses the permissions and injects
malicious commands including changing data values, manipulating control signals,
and opening breakers in order to bring damages to the power grid. Since themalicious
operator has detailed knowledge on the system operation and his/her commands are
legal, he/she could then easily design an attack with a high success rate and great
impact without being detected. Moreover, complicit insider may also provide critical
information to outsider attackerswhouse the information to increase the effectiveness
of their attacks. Hence, insider attack is considered as one of the most dangerous
threats on security of critical infrastructures [4]. One of the most well-known real-
world examples of insider attack on SCADA system is the attack onMaroochy water
services in Australia in 2000 [56] where a disgruntled ex-employee sent control
signals to various pumps in the system resulting in the release of thousands of gallons
of sewage into the surrounding area.

In SCADA system, an alarm will be triggered when abnormal changes or fail-
ures occur in the power system. The alarms in SCADA system can be categorized
into transient alarms which are short term and can be easily remotely resolved by
the operator, and permanent alarms which are long term and cannot be resolved
remotely [45]. Disgruntled operator can cause damage to the power system through
the following actions [45]: (i) not responding to the alarms resulting in cascading fail-
ure, (ii) sending incorrect responses to the incoming alarm, (iii) creating new alarms
by modifying the topology or load transfer resulting in power failure, opening out-
put feeders or improper equipment settings. In addition to the previously mentioned
scenarios, insider attacks can also be launched by physically accessing the power
system device located in the remote substations. Even though some of the devices
are equipped with basic password authentication, a trusted insider attack could easily
bypass this basic protection technique.

Since the command from the authorized but disgruntled operator is legal, tradi-
tional security technique including intrusion detection system becomes ineffective
against insider attacks. Moreover, operator with authorized access to the control
systems could still launch the insider attacks even though the networks are isolated
from the public networks. Since the operation of SCADA system in general has a
regular pattern, one possible strategy to counteract the insider attack is by detecting
anomalous behavior. Anomaly detection in SCADA system is based on determining
whether the current behavior deviates from the normal behavior. This can be achieved
by periodically monitoring the logs of the SCADA and applying knowledge-based
method, case-based reasoning [3], statistical method [7, 45], or machine learning
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based methods [15]. However, the previously mentioned countermeasure is only
valid for detecting attacker at the network level. As previously mentioned, in some
cases, the attacker may have physical access to power system device such as remote
substations and gain complete control of the device. Basic password authentication
may not be able to protect the device if the attacker is a trusted one. Moreover, it
is not practical for the power system company to protect their devices by deploying
physical locks and tracking all physical keys. To address this issue, a software-based
solution, namely an overlay network of gateway devices, is developed in [14] which
provides authenticated access control and security monitoring for the vulnerable
interfaces.

3 Outsider Attacks: Non-stealthy Case

Outsider attack refers to attackers who inject false data or modify control signals by
(remotely) intercepting the communication channel and modifying the transmitted
data accordingly, hence by taking advantage of the deployment of information and
communication topology in the smart grid. The objective is in general to drive the
system to an unsafe state. In the following section, we provide several scenarios of
outsider attacks together with the defense strategies (if applicable).

3.1 Attacks on Load Frequency Control

Load frequency control (LFC) is one of the automatic control loops in SCADApower
systems whose goal is to keep the frequency of power system at a nominal value
(i.e., 60Hz) by adjusting power generation set-point. In the following, we illustrate
how the attacker could destabilize the frequency of the power system away from its
nominal value by launching denial-of-service attack based on the results presented
in [35]. First, the power system can be decomposed into several areas where each
area consists of generators and load and is interconnected with the neighboring areas
through the tie lines. Representing all generators in an area by one single machine,
the dynamics of LFC for the i-th area is given by
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where ωi ,ΔPM
i ,ΔPv

i ,ΔPc
i ,ΔPtie

i ,ΔPL
i denote the deviation of frequency, gener-

atormechanical power, turbine valve position, load reference set-point, tie-line power
flow in area i , and load, respectively.Moreover,MG

i , DG
i , T G

i , T t
i , Ti j , βi , Eri , Ri , N

are moment of inertia of generator i , damping coefficient of generator i , time con-
stant of governor i , time constant of turbine i , stiffness constant, frequency bias
factor of area i , i-th area control error, speed droop coefficient, and number of areas
respectively. The state-space model of (1) can then be written as

ẋi = Aii xi + Biui +
N∑

j=1, j �=i

Ai j x j + FiΔPL
i (2)

where xi = [ωi ,ΔPM
i ,ΔPv

i ,ΔPtie
i , Eri ]T and ui = ΔPc

i . For simplicity, it is
assumed that ΔPL

i is constant. The overall interconnected system can then be com-
pactly written as ẋ = Acx + Bcu and its discretized model is given by

x(k + 1) = Ax(k) + Bu(k) (3)

where x = [xT1 , xT2 , . . . , xTN ]T and u = [u1, u2, . . . , uN ]T . After receiving the mea-
surements telemetered in remote terminal units, the control center then computes the
optimal control input given by

u(k) = −Kx(k). (4)

However, the communication channels in the sensing loop may be compromised
by the adversary. The adversary may launch denial-of-service (DoS) attack by jam-
ming the communication channel, attacking networking protocol, or flooding the
network traffic which results in that the measurement packets sent from the sensor
through this channel will be lost [47]. Assuming that the controller in (4) is equipped
with zero-order hold, the DoS attack can then be modeled as

{
x(k) = x(k) no attack

x(k) = x(k − 1) under DoS attack

Defining augmented state x̄(k) = [xT (k), xT (k − 1)], the overall system under DoS
attacks can then be modeled as the following switched system:

x̄(k + 1) = Φσi x̄(k) (5)

where σi = 1, σi = 2 denote the no attack mode and under DoS attack mode, respec-
tively, and

Φ1 =
[
A − BK 0

I 0

]
; Φ2 =

[
A −BK
0 I

]
.
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It is known that the switching among stable or/and unstable subsystemsmay result
in that the whole system becomes stable or unstable [32]. Hence, the adversary can
destabilize switched system (5) by choosing a switching rule using the well-known
stability result of linear switched system [34]. Alternatively, the attacker can choose
a constant 0 < ζ < 1 (if any) such that the average system Φζ = ζΦ1 + (1 − ζ )Φ2

has an eigenvalue with magnitude outside the unity circle. One countermeasure to
Dos attacks is by reconfiguring the routing topology of the network so that malicious
nodes can be isolated [58].

Note that in addition to DoS attacks, other types of attacks on the LFC and
Automatic Generation Control which may yield instability also include time-delay
switch attack [54, 55], resonance attack [68], and integrity attack [57].

3.2 Interdiction Attack

An interdiction refers to the tripping of lines, transformers, generators, buses, and
substations in the transmission grid by an attacker under limited budget in order to
cause the largest possible disruption to the grid. As discussed in [51], the problem
in general can be formulated as the following bi-level optimization:

max
μ∈Δ

min
p

CT p subject to g(p, μ) ≤ b, p ≥ 0, (6)

where the binary vectorμ denotes the interdiction plan, namely,μk = 1 if component
k of the system is attacked and zero otherwise and discrete set Δ represents the
attacks that may be carried out. The inner optimization in (6) is the standard optimal
power flow whose goal is to minimize the total generation plus total load shedding
costs. The vector p denotes the generation outputs, power flow, phase angles, and
load shedding while vector C is the generation and load shedding cost. The set
of inequality constraints in (6) represent constraints on thermal limit, generating
unit output, power balance at each bus, and interdiction attack budget. Optimization
problem (6) can also be used to study power system’s resilience against natural
disasters by identifying critical sets of power grid’s components and can be solved
using mixed-integer bi-level programming [2], greedy search [6], or generalized
Benders decomposition [52].

One strategy to minimize the risk of disruption due to interdiction attacks is by
hardening targets, acquisition of spare critical components, and surveillance [63].
The challenge is that how to allocate the available and constrained countermeasure
resources to the power system such that their effectiveness ismaximized. The strategy
should also consider the attacker’s response after the countermeasure resources are in
place and themitigationmeasures that can be performed after the attack.As discussed
in [71], the defense strategy can be formulated as the following trilevel optimization
problem:
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min
y

max
μ∈{Δ\y} min

p
CT p subject to ḡ(p, μ, y) ≤ b̄, p ≥ 0, (7)

where it is assumed that a protected network element cannot be attacked. The ele-
ments of binary vector y, i.e., yk = 1 if element k need to be defended and zero
otherwise. Similar to (6), the inequality constraints include thermal limit, generat-
ing unit output limit, power balance at each bus, interdiction resource (budget), and
defense budget.

3.3 Attack on Circuit Breaker

A circuit breaker is an electrical switch designed to protect electrical circuit in power
system from damage typically caused by overload or short circuit. Modern circuit
breakers are remotely controlled and connected to the control center via the commu-
nication network. Hence, another strategy of the adversary to destabilize the power
grid is by compromising communication channel and the control signal in order to
manipulate the circuit breaker. In the following, we summarize the results on attack
of circuit breaker presented in [36].

The action of a circuit breaker in power system can be modeled as the following
variable structure system:

ẋ =
{
f1(x, t), s(x) > 0

f2(x, t), s(x) ≤ 0
, (8)

where x denotes the state (e.g., rotor angle and generator frequency) and s(x) is a
state-dependent switching signal which is also called switching surface. According
to the sign of s(x), the system switches between f1(x, t), i.e., when the load is
connected, and f2(x, t), when the load is not connected. One interesting property
of variable structure system (8) is the so-called sliding mode in which s(x) = 0
is attractive so that the trajectories within the subset of state space will converge,
confine to the surface, and then slide along the surface in the direction or away from
the equilibrium point. Even though the power system is stable when the breaker is
static (either open or close), since the switching between stable subsystems may
induce instability, the attacker can then destabilize the power system by controlling a
circuit breaker, i.e., determining the switching surface s(x) so that thewhole switched
system is unstable.

3.4 Load Altering Attacks

While the attacks described previously target generation and power distribution and
control, the attacker can also aim the consumption sector in power system by altering
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the loads at certain grid locations. The goal of the attacker is to alter the loads in order
to damage the grid through circuit overflow, disturbing the balance between power
demand and supply or destabilizing the frequency of power system away from its
nominal value. Demand side management (i.e., demand-response program) has been
widely adopted tominimize peakdemandand shift this load to off-peakhours and also
to improve system operation. Due to the increase in use of information technology
in demand side management which makes the loads to be remotely accessible via
the Internet, the adversary can modify the load by compromising the communication
network [44]. In the following, we demonstrate how the adversary can alter the loads
by corrupting the control signals in demand-response program based on the results
presented in [1, 16].

3.4.1 Direct Load Control

One of the commonly used demand side management method is direct load control
in which some loads such as water heating and air conditioning are under direct
control of the utility. To this end, the load control systems are equipped with two-
way communications in order to send command signals (via power line carrier [66] or
Internet [40]), such as switch on or switch off commands or operational power level
to the appliances being controlled. The attacker can then compromise the command
signals by changing the volume of certain vulnerable loads in an abrupt manner
which could potentially yield a large spike in the aggregate demand. In addition, an
adversary can also launch a more sophisticated load altering attack by changing the
load over time which is called dynamic load altering attack (D-LAA) [1].

AD-LAA can be launched in both open-loop and closed-loop fashion. In an open-
loop D-LAA, the adversary does not monitor the grid condition and the impact of the
load manipulated while implementing the attack through a feedforward controller.
On the other hand, in a closed-loop D-LAA, the attacker monitors the grid condition,
such as measuring the voltage magnitude or frequency, by hacking into the existing
monitoring system and use these information to control the load trajectory via a
feedback controller. Moreover, the adversary can compromise the vulnerable load at
one victim bus or multiple vulnerable loads at several victim buses in a coordinated
fashion.

One of the objectives of closed-loop D-LAA is to deviate the frequency of the
power system from its nominal value (60Hz in North America) which affects the
power system stability by changing the load based on the frequency measurement
through the frequency sensor co-located with the victim bus or located at some bus
on the same interconnection network called as sensor bus. It should be noted that it is
sufficient for the adversary to hack into the remote load control systems in launching
the attack. Hence, he/she does not need to have access to the transmission-level
SCADA system where the impact of area frequency is taken place. Specifically, the
adversary first monitors frequency at sensor bus and sends the measurements to the
controller. Based on these measurements, the adversary calculates the amount of
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vulnerable load PLV and remotely controls the load at that amount by compromising
the command signals in direct load control program [1].

3.4.2 Indirect Load Control

Indirect load control is an alternative to direct load control in demand-response
programs which allows the utility to control the load indirectly via incentives such
as real-time pricing sent through the Internet. This type of load control can also be
automatedwith the use of energy consumption scheduling (ECS) [43] in smartmeters
which schedule the timing and amount of energy consumption for each controllable
household appliances based on the price information such that the cost of energy is
minimized.

Let us assume that the aggregated demand of consumers at time instant k can be
written as dk(λk) = bk + wk(λk), where λk denotes the clearing price determined by
the independent system operator (ISO), bk is the power required to satisfy the main
consumer needs at each instant k and is independent of the pricing mechanism, and
wk ≥ 0 denotes the price-responsive demand which is the amount of demand that
can be controlled by pricing signal λk . In general, a decrease in price values yields an
increase in the load demand. The following constant elasticity of own-price model
has been widely utilized to characterize the total price-responsive demand [33] and
is given by w(λk) = Dλε

k , where D > 0 denotes a scaling constant and ε ∈ (−1, 0)
captures how the price λk affects the demand. Moreover, a model of the supply
of electricity is proposed in [60] based on linear regression between supply and
cost and is given by su(λk) = pλk + q, where parameters p, q are estimated using
historical market data. Based on the above models, define the unbalance (error)
between the electric power supply and demand as erk = su(λk) − dk(λk). The ISO
aims at adjusting the price signal λk (which must be carefully designed so that it will
not yield instability [50]) in order to keep erk close to zero by measuring the error
erk . To this end, the following price-setting algorithm which guarantees the stability
of the feedback system is proposed in [60]:

λk = λk−1 − 2η

p − Dε(λ0)ε−1
erk−1 (9)

where η ∈ (0, 1) influences the convergence rate of the price, λ0 is the operational
point, and p = ˙su(λ0). Briefly speaking, the price will increase if erk−1 is negative
to influence consumers to reduce their consumption.

Since the calculated price signal λk is sent through a communication channel
such as Internet, the adversary can then compromise a portion of the communication
channels to send a falsified price signal. For example, by sending a price which is
lower than the actual price values, the advisory can cause a large spike in the total load
demand which can further lead to economical losses and unstable behavior of the
system. Let ρ denote the amount of communication channels which is compromised
and each of these consumers received the modified price value [16]: λ̂k = λk + δλa

k ,
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where δλa
k is the false price information injection launchedby the adversarywhich can

take any value. The price-responsive demand for the set of compromised loads is then
equal to ρwk(λk, δλ

a
k ) = ρD(λk + δλa

k )
ε. Moreover, in order to avoid detection, it is

assumed that |δλa
k | � λk . The objective of the attacker is to maximize the potential

damage of the system by maximizing the mismatch between power generated and
consumed, i.e., the error erk . Sensitivity analysis (based on sensitivity functions) is
performed in [16] to quantify the impact of the attack by looking at the response
of the system to a perturbation (i.e., δλa

k ) of a specific frequency. It is observed that
the impact of supply–demand mismatch is severe for most frequencies. On the other
hand, it is also found that smaller values of gain η in (9), i.e., a slower control action,
can attenuate the impact of high-frequency component of the attack time series.

An attack-resilient controller can be designed by estimating the parameters of the
system, namely the disturbance using the historical data. To this end, first the discrete-
time state-space model of feedback real-time pricing problem is given by [16]
erk = (

p − Dε(λ0)
ε−1

)
λk − (

ρDε(λ0)
ε−1

)
δλk , which can be written as the fol-

lowing generic linear discrete-time system: x̃k+1 = Ax̃k + Buk + Γ dk , where A =
0, B = p − Dε(λ0)

ε−1, Γ = − (
ρDε(λ0)

ε−1
)
, x̃k+1 = erk , uk = λk , and dk = δλk .

Next, consider the following observer [26]:

zk+1 = zk + K
(
(A − I )xk + Buk + Γ d̂k

)
, d̂k = Kxk − zk (10)

where d̂k is the estimated disturbance (price signal). Moreover, assume that the dis-
turbance is slowly time-varying, that is, |dk − dk−1| ≤ Tμ for some constant μ and
sampling period T . Note that the defender in reality does not know the amount of
compromised nodes, that is Γ is unknown. However, using the approximate value of
Γ given by Γ̂ and setting K = Γ̂ −1(1 − φ) where φ ∈ (−1, 1), it is shown in [16]
that the estimation error êk = Γ dk − Γ̂ d̂k is bounded by |ê∞| ≤ |Γ |Tμ

1−|φ| .

4 Outsider Attacks: Stealthy Case

The objective of this type of outsider attacks is to drive the system to an unsafe
state while not being detected, i.e., stealthy, by traditional anomaly detector (such
as bad data detection test) designed to detect possible deviations from the nominal
behavior. In general, more resources such as model knowledge and the feature of
anomaly detector are required by the adversary to launch the stealthy attacks.

4.1 Attacks on State Estimation

State estimation (SE) is a key function in smart grid due to its wide applications such
as for contingency analysis, load forecasting, and calculating locational marginal
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pricing for power markets. Control center typically receives two types of data from
sensors deployed throughout the grid. The first one is digital data s ∈ {0, 1}d which
indicates the on and off states of various switches and line breakers used to construct
the network topology. The second one is analog meter data z consisting of a vector of
bus injection and power flow measurements. SE aims at estimating the states of the
power systems (e.g., bus voltage magnitudes and phase angles) denoted by x ∈ R

n

from a limited set of measurements z ∈ R
m (with m > n) which satisfies

z = h(x) + e (11)

where h(x) is a nonlinear relation between the states x and measurements z and e ∈
R

m is Gaussian noise vector with zeromean and covariancematrixΣe. Equation (11)
is commonly solved using the weighted least square method given by the following
optimization problem:

min
x̂

1

2
(z − h(x̂))TΣ−1

e (z − h(x̂)) (12)

where x̂ denotes the estimated state. If the phase difference is small, the linear
approximation of (11) (also known as DC model) can then be written as

z = Hx + e (13)

where H is the Jacobian matrix of h(·). Assume that system (13) is observable,
namely rank(H) = n. It is known that for linearized model (13), the solution to (12)
is analytically given by

x̂(z) = (HTΣ−1
e H)−1HTΣ−1

e z. (14)

Next, based on (14), let us define the residue vector r given by the difference between
the measurement and the calculated value from the estimated state

r = z − Hx̂ = Rz (15)

where R = I − H(HTΣ−1
e H)−1HTΣ−1

e , also called residual sensitivity matrix.
Substituting (13), (14) into (15), the residue vector can then be written as

r = Re. (16)

Since the measurements may be corrupted due to, for example, random noise, faulty
sensors, and topological errors, bad data detection techniques have been widely
developed to detect such abnormality using a threshold test over the residue (15).
One example is J test [18] which uses the weighted least square error

J = r TΣ−1r (17)
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in the following threshold test

{
good if J ≤ γ

bad if J > γ
(18)

where γ is the prespecified detection threshold.
While detector (18) is relatively effective against random noise, it lacks the ability

to detect highly structure bad data (coordinated attack). In order to demonstrate this,
we first introduce the false data injection attack problem. Note that a comprehensive
review of the state of the art in false data injection attack in power systems is provided
in [31]. For linearized model (13), the attacks can be modeled as

za = Hx + e + a (19)

where a ∈ R
m denotes the bad data injection vector launched by the adversary which

may depend on z, i.e., a(z) and za is the corrupted measurement. This type of attack
is also known as false data injection attack (FDIA).

Under corrupted measurement (19), residual vector r in (15) can be computed as

r = Re + Ra. (20)

The FDIA is called stealthy (i.e., undetectable) if the attacker can still pass the
bad data detection test, i.e., under residue r in (20), we have J ≤ γ . For example, if
the attacker chooses attack vector a so that following condition holds:

Ra = 0, (21)

then the residual under attack (19) will be equal to the one without attack, given
in (16). Hence, any residue-based detector test, including (17), will not be able to
detect the attack. If the attacker has knowledge on the network topology, i.e., matrix
H , he/she can then simply launch the following stealthy injections to become stealthy:

a = Hc (22)

where c is an arbitrary vector. Hence, the control center will believe that the true state
is equal to x + c. Moreover, in launching stealthy false data injection, in general, the
attacker aims at minimizing the number of sensors it needs to compromise in order to
reduce the probability of being detected and also to minimize the cost of launching
the attack. This problem is also called as the least-effort attack problem which in
general can be formulated as the following optimization problem [10]:

min
c

‖HS c‖0 subject to HS c = 0, ‖c‖∞ ≥ τ, (23)
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where some of the sensors, denoted by the set S , are assumed secure. Hence, the
attacker can only modify the measurements of the sensors given by the complemen-
tary setS . Note that HS is a matrix composed of the rows in Jacobian H indexed by
S . The last constraint in (23) shows that the attacker tries to guarantee a minimum
distortion at at least one attack position where τ is a predefined threshold. Note that
a similar problem formulation of finding the sparsest attack vector a has also been
considered in [53, 70]. The above least-effort attack problem is in general NP-hard.
Hence, one reasonable approach to solve it is to find the suboptimal solution to the
original combinatorial problem. Several methods based on heuristic [38], graph the-
oretic [28], greedy [27], and sparse optimization [46] have been developed to obtain
the suboptimal solution and reduce the computational complexity.

When matrix H is not known to the attacker, the attacker needs to first estimate
the network topology before launching the stealthy false data injection attack. The
authors in [23] demonstrate that the topology of the network in terms of Laplacian
matrix can be estimated sufficiently accurate from the locational marginal prices
using a regularized maximum likelihood estimator. Moreover, a method to estimate
the topology from power flow measurements is proposed in [13]. Specifically, the
idea is that when the system parameters such as active and passive loads vary in a
small range, the topology information is embedded in the correlations among power
flow measurements. Hence, using the power flow measurements and independent
component analysis algorithm, the attacker can then estimate the network topology.
While the work mentioned above deals with the estimation of the overall network
topology, it is shown in [37] that it is possible for the attacker to launch stealthy false
data injection attack by only estimating the topology of the local attacking region
(and thus without knowing any information of the non-attacking region).

In addition to modifying measurement z by injecting attack vector a, the attacker
can also simultaneously modify the network topology [8, 25], i.e., matrix H in (13)
by corrupting the digital data s received by the control center according to

s = s + b (mod(2)) (24)

where s denotes the modified network data with corrupted Jacobian matrix H and
attack vector b ∈ {0, 1}d . The attacker’s goal is to launch injections (a(z), b) while
satisfying the test (18). To illustrate this and for the sake of simplicity, let us consider
the noiseless case which yields that the test (18) is equivalent to check if the received
measurement data is in the column space of H . Based on this observation, it is
shown in [25] that an attack to modify the topology (measurement matrix) H to
H with injection vector a is undetectable if z + a ∈ Col(H), ∀z ∈ Col(H), where
Col(·) denotes the column space. Hence, one strategy of the attacker in launching
undetectable attack is simply by preserving the state. To this end, consider again the
noiseless case. Given z = Hx ∈ Col(H), the attacker can modify the measurement
matrix H to H without being detected by injecting a = (H − H)x since z + a =
Hx ∈ Col(H). Furthermore, since H has a full column rank, the injection a can
then be explicitly computed as a = (H − H)(HT H)−1HT z. Similar undetectable
attack can also be constructed for noisy measurement case and by using only local
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information (the attacker does not havemeasurement of the entire network), see [25].
While the previouslymentionedwork consider FDIA for a linearizedmodel, amethod
to construct a stealthy FDIA for AC state estimation in (11) is presented in [20] and
guidelines for designing stealthy FDIA for nonlinear grid model without any need
of information on the power grid topology and transmission line admittances are
discussed in [9].

One of the strategies for the defender tomitigate FDIA is by securing or protecting
the measurement or sensors so that they cannot be compromised [10, 11, 27]. One
way to protect the measurements is by deploying advanced measurement units such
as PMUs which are equipped with various security measures [27]. The goal of the
defender is to find the smallest set S in (23) such that there is no stealthy and
nonzero feasible a (note: an attack a is feasible if and only if ai = 0 for all i ∈ S ).
Before proceeding, let us define Γ (S ) = diag(s1, . . . , sm), where si = 1 if and only
if i ∈ S . A setS is called observable if and only if Γ (S )H is of full column rank
[41]. It can then be shown that the only feasible and stealthy attack is a = 0 if and
only ifS is observable [41]. Hence, the problem of finding the minimum number of
sensors to be secured such that the control center can detect the compromised nodes
is equivalent to the problem of computing the smallest observable set S .

Another possible objective of the defender in securing the sensors is to meet a
certain level of resilience with the minimum protection cost. To this end, let NAi be
the minimum number of measurements that the attacker needs to control to inject
bad data into the state of bus i without being detected. The defender then aims at
solving the following optimization problem presented in [10]:

min
S

|S | subject to min
i∈{1,...,N } NAi ≥ NA,

where NA is a predefined positive integer. Since the above optimization is also a
combinatorial problem, one possible method to obtain a suboptimal solution is by
adding one measurement into the setS at a time, until the constraint is met.

Alternative approaches in addition to protecting some of the measurements or
sensors are summarized in [31] which include a system theoretic countermeasure
(e.g., using noise as an authentication signal) to detect reply attack [42] and by
dynamically changing the information structure of the grid [59].

4.2 Data Attacks in Power Market Operations

One application of the state estimation described previously is for the computation
of the locational marginal price (performed by the independent system operator) in
a wholesale electricity market that reflects the electricity price at each node in the
network. Therefore, the attacker canmake profitable market transactions by injecting
false data to compromise several line sensors without being detected. To illustrate
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this, in the following, we summarize the results on data attacks in power market
operations presented in [69].

The electric power market consists of several forward (ex-ante) and real-time (ex-
post) markets. Given the expected load L∗

d j
, the goal of the ex-ante market (which

takes place every 1 to 15min prior to real-time spot market) is to determine the opti-
mal power generation P∗

gi by solving the following security-constrained economic
dispatch problem:

min
P∗
gi

G∑

i=1

Ci (P
∗
gi )

subject to
G∑

i=1

P∗
gi =

D∑

j=1

L∗
d j

, Pmin
gi ≤ P∗

gi ≤ Pmax
gi ∀i = 1, . . . ,G,

Pmin
i j ≤ P∗

i j ≤ Pmax
i j ∀(i, j) ∈ E,

(25)

where G, D denote the number of generators and loads respectively, E is the set of
lines in the power network, Pmin

gi , Pmax
gi denote the minimum and maximum power

available to the i-th generator, and P∗
i j , P

min
i j , Pmax

i j are the power flow on line (i, j)
and its minimum and maximum allowable power flow, respectively. However, the
real-time values of Pg, Ld and Pi j may differ from the ones obtained from (25) due to
the stochastic nature of real-timedemand Ldj . Hence, using the actual state estimation
obtained from the SCADA system, the market management system calculates the
ex-post locational marginal price which also corresponds to the settlement price for
all market participants. Specifically, the market management system solves (25) in
the small range of the actual system state which can be written as the following
optimization problem:

min
ΔPgi

G∑

i=1

Ci (ΔPgi + P̂gi )

subject to
G∑

i=1

ΔPgi = 0, Pmin
gi ≤ ΔPgi ≤ ΔPmax

gi ∀i = 1, . . . ,G

Pmin
i j ≤ P̂i j + ΔPi j ≤ Pmax

i j ∀(i, j) ∈ E

(26)

where P̂gi , P̂i j denote the estimated power generation and power flow, respectively,
and ΔPmin

gi ,ΔPmax
gi are chosen to be sufficiently small.

Since the market management system uses the state estimation to solve (26), a
malicious third party can then make a profit by compromising the sensors and thus
injecting false data to measurement data used for the state estimation as discussed in
Sect. 4.1. Specifically, the attacker exploits the virtual bidding mechanism which is a
legitimate financial instruments in many regional transmission organizations. In the
virtual bidding, when a market participant purchases/sells a certain amount of virtual
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power at location i in day-ahead forward market, he/she is obliged to sell/purchase
the same amount in the real-time market. If the attacker knows the network topology
and also the optimal states P∗

g , L∗
d , P

∗
i j from the ex-ante market, he/she can then

execute the following strategy:

• During day-ahead forward market, the malicious third party buys and sells virtual
power Pv at locations i1 and i2 at price λ

f
i1
, λ

f
i2
respectively.

• Injects a in (19) to manipulate the locational marginal price of ex-post (real-time)
market.

• During ex-post market, sells and buys virtual power Pv at locations i1 and i2 at the
price of λi1, λi2 .

The profit obtained by the attacker from the above virtual trading is given by

p f = (λi1 − λ
f
i1
)Pv + (λ

f
i2

− λi2)Pv = (λi1 − λi2 + λ
f
i2

− λ
f
i2
)Pv.

Note that the difference in price of two nodes λi1 − λi2 is obtained by computing
the Lagrangian multipliers in (26) which also depends on the compromised mea-
surement. The goal of the attacker is to maximize the profit p f while satisfying the
security constraint and without being detected. However, since the system is stochas-
tic, the attacker can only guarantee the expected profit. Moreover, the problem is still
hard due to the implicit relation between the compromised measurement and the
price given by the Lagrangian multipliers. To address this issue, several heuristics
are proposed in [69] by exploiting the structure of the ex-post formulation. To con-
clude this section, it is also possible for the attacker to launch more sophisticated
attack while being stealthy, namely by combining a generalized FDIA and cyber
topology attack with the goal to mislead customers so that they pay higher electricity
bills in the wholesale market as presented in [29].

4.3 Spoofing Attack on GPS Receiver of a PMU

Phasor measurement unit (PMU) is one of the most important devices in a smart
grid which uses the global positioning system (GPS) in order to obtain synchronized
positive sequence phasor voltage and current measurements and thus enables real-
time monitoring and control. Using signals transmitted by the GPS satellites, the
PMU computes its own position and the offset of its clock with respect to the GPS
time measured by the satellite clocks which enables all PMUs to synchronize their
clocks and further derive a Coordinated Universal Time time stamp reference.

To this end, first the receiver of PMU computes an estimate of its distance, called
pseudorange ρi , from the i-th satellite by taking the difference between the time of
signal transmission and reception andmultiplying it by the propagation speed, which
is equal to the speed of light l. If the satellite clock and receiver clock were perfectly
synchronized, the pseudorange ρi is equal to the true satellite-to-receiver range and
thus it would be sufficient for the receiver to compute its Earth-centered Earth-fixed
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(ECEF) coordinate by using the information received from three satellites. However,
in reality, the receiver clock has an offset tu (not known a priori) which yields that
the pseudorange is not equal to the true range di . The true range between the i-th
satellite and the receiver can then be computed according to

ρi = di − ltu (27)

with di = √
(xi − xu)2 + (yi − yu)2 + (zi − zu)2, where xi , yi , zi denote the i-th

satellite’s ECEF coordinates and xu, yu, zu be the receiver’s ECEF coordinates. Since
the receiver needs to compute its position and the clock offset, it then requires to
track at least four satellites. Note that the receiver can compute the satellite’s position
using the set of values broadcast by the GPS satellite known as the ephemerides.
Let δ̄i = [δi (1), . . . , δi (m)]T be the vector containing the ephemerides broadcast by
the i-th satellite. The satellite’s ECEF coordinate can then be expressed as xi =
f (δ̄i , t), yi = g(δ̄i , t), zi = h(δ̄i , t) [22].
Errors in the GPS clock offset will affect PMU time synchronization which is

critical for obtaining accurate phasor angle measurements. Hence, the attacker may
aim atmaximizing the error of the clock offset by spoofing theGPS signal, namely the
ephemerides, pseudoranges, and the receiver position, and by taking into account the
possibility that the GPS receiver may implement certain spoofing detection scheme.
For the case of four satellites, the spoofing attack can be formulated as the following
optimization problem [22]:

max
p̄u ,δ̄i ,ρi

(
tu( p̄u, δ̄i , ρi ) − t∗u

)2

subject to ρi = di (δ̄i , p̄u) − ctu( p̄u, δ̄i , ρi ), i = 1, 2, 3, 4

| p̄u(l) − p̄∗
u(l)| ≤ ε p̄u (l), l = 1, 2, 3,

|δ̄i ( j) − δ̄∗
i ( j)| ≤ εδ̄i

( j), j = 1, . . . ,m, ∀i,
| p̄i (k) − p̄∗

i (k)| ≤ ε p̄i (k), k = 1, 2, 3, ∀i, |ρi − ρ∗
i | ≤ ερi ,∀i

(28)

where p̄i = [xi , yi , zi ]T , p̄u = [xu, yu, zu]T , and constants ε p̄u (l), εδ̄i
( j), ε p̄i (k), ερi

are some thresholds. Note that the notation (·)∗ denotes the pre-attack value and ȳ(k)
refers to the kth entry of vector ȳ. The inequality constraints are added to demonstrate
that the spoofing can still be stealthy even if the receiver applies a simple form of
countermeasures by detecting large deviations in the variables in comparison to their
pre-attack values.

A brief review on existing techniques to detect and mitigate spoofing threats is
presented in [21]. The following countermeasures are recommended in [24, 65]
to detect suspicious GPS signal activity: (1) amplitude discrimination, (2) time-of-
arrival discrimination, (3) consistency of navigation inertial measurement unit (IMU)
cross-check, (4) polarization discrimination, (5) angle-of-arrival discrimination, (6)
cryptographic authentication. While the first two methods can be implemented in
software on GPS receivers, their effectiveness are limited only to detect simple
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attacks. The next three techniques are effective against some sophisticated attacks.
However, they require additional hardware to implement, such as multiple antenna
or a high-grade IMU, and they are still ineffective against coordinated spoofing
attack, for example, the one involving multiple GPS transmitters. Finally, the crypto-
graphic authentication calls for significant changes to the current GPS signal coding
scheme, specifically when implemented to the civilian GPS signal. Note that the
attack scenario formulated in (28) can be detected using, e.g., the angle-of-arrival
discrimination or cryptographic authentication methods [22].

4.4 Coordinated Attacks and Systematic Defense

As more functions of forecast, estimation, optimization, and control get enabled at
the grid edge, the potential of coordinated attacks will inevitably increase. A holistic
framework is needed to achieve resilience of wide-area monitoring [72] and control
[49], distributed cooperative controls [17, 39], market and energy management [5,
67]. New analytic tools and systematic designs will have to be developed in the future
research.

5 Summary and Challenges

In the chapter, we demonstrate through several scenarios how adversary can destabi-
lize the power system and cause economic loss by intercepting the communication
channel and further modifying the measurement and/or control signals. It is also
shown that cybersecurity and widely used bad data detector are not sufficient to
defend the power system against such attacks. Moreover, in the future, the adver-
sary may launch more sophisticated attacks, for example, by simply combining the
attacks on different layers of power systems. It is also demonstrated the potential of
dynamical systems and control theory as analytical and design tools to defend the
power grid against cyberattacks. Hence, it is promising to combine cybersecurity
approach and system theoretic approach to improve the resilience of smart grid.

Following this chapter on the survey of smart grid security are four papers which
discuss in more details and comprehensive manner the research challenges in smart
grid security described above. The highlight of each research challenge paper is
provided below.

1. The paper by Zhu provides a layered perspective of the smart grid security.
Specifically,motivated by theOSI for the Internet andPRMmodels for enterprise
and control systems, the author proposes to organize the smart grid into six layers,
namely, physical layer, control layer, data communication layer, network layer,
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supervisory layer, and management layer. Security problems at each layer are
then identified and it is demonstrated that the solutions require a cross-layer
viewpoint. It is also discussed that game and decision theory are promising tools
to model the interactions among system components and the interaction between
attackers and the system.

2. The paper by Chakhchoukh and Ishii considers attacks on state estimation. After
describing attacks on the measurements and topology of the grid together with
their impacts, the authors discuss cybersecurity solutions such as offline and
online methods and propose necessary research directions including distributed
algorithmby considering trade-off between reduction of execution time andmax-
imization of detection, randomization the set of measurements, state estimation
at distribution level, and development of cybersecurity testbeds.

3. The paper by Weerakkody and Sinopoli first identifies attack surfaces and also
describes the potential strategies attackers may carry out to obtain benefits or
cause damage. It is also discussed that the existing mechanisms in cybersecu-
rity are insufficient for addressing smart grid security. Therefore, the authors
propose the development of cyber-physical system security which augments
cybersecurity with tools from system theory, namely by leveraging fundamental
understanding of the dynamics of power systems to ensure security. Specifi-
cally, the authors envision research directions comprised of three thrusts namely
attack detection (including passive and active methods), attack identification,
and design of resilient control algorithm that can guide operators in performing
corrective control actions.

4. The paper by Gusrialdi and Qu considers resilient control design for smart grid.
The authors start by discussing the concept of passivity-short and demonstrate its
potential to deal with heterogeneous dynamics and enable plug-and-play opera-
tion of the networked system. Next, the authors introduce two distributed control
strategies tomake the smart grid resilient against unknown attacks. The first strat-
egy is based on constructing an observation graph which assigns a confidence
level to the neighbors of each node in the network and gradually decreases the
confidence level of the misbehaving nodes until they are isolated. The second
strategy is by introducing an additional information flow, interconnectedwith the
original networked system, which maintains the stability of the overall system
by competitively interacting with the original networked system.
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Multilayer Cyber-Physical Security
and Resilience for Smart Grid

Quanyan Zhu

Abstract The smart grid is a large-scale complex system that integrates communi-
cation technologies with the physical layer operation of the energy systems. Security
and resilience mechanisms by design are important to provide guarantee operations
for the system. This chapter provides a layered perspective of the smart grid security
and discusses game and decision theory as a tool to model the interactions among
system components and the interaction between attackers and the system. We dis-
cuss game-theoretic applications and challenges in the design of cross-layer robust
and resilient controller, secure network routing protocol at the data communication
and networking layers, and the challenges of the information security at the man-
agement layer of the grid. The chapter will discuss the future directions of using
game-theoretic tools in addressing multilayer security issues in the smart grid.

1 Introduction

The smart grid aims to provide reliable, efficient, secure, and quality energy gen-
eration/distribution/consumption using modern information, communications, and
electronics technologies. The integration with modern IT technology moves the
power grid from an outdated proprietary technology to more common ones such
as personal computers, Microsoft Windows, TCP/IP/Ethernet, etc. It can provide the
power grid with the capability of supporting two-way energy and information flow,
isolate and restore power outagesmore quickly, facilitate the integration of renewable
energy resources into the grid, and empower the consumer with tools for optimiz-
ing energy consumption. However, in the meantime, it poses security challenges on
power systems as the integration exposes the system to public networks.

Many power grid incidents in the past have been related to software vulnerabilities.
In [1], it is reported that hackers have inserted software into the USA power grid,
potentially allowing the grid to be disrupted at a later date from a remote location.
As reported in [2], it is believed that an inappropriate software update has led to a
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recent emergency shutdown of a nuclear power plant in Georgia, which lasted for 48
hours. In [3], it has been reported that a computer worm, Stuxnet, has been spread to
target Siemens SCADA systems that are configured to control and monitor specific
industrial processes. On November 29, 2010, Iran confirmed that its nuclear program
had indeed been damaged by Stuxnet [4, 5]. The infestation by this worm may have
damaged Iran’s nuclear facilities in Natanz and eventually delayed the start-up of
Iran’s nuclear power plant.

Modern power systems do not have built-in security functionalities, and the secu-
rity solutions in regular IT systemsmay not always apply to systems in critical infras-
tructures. This is because critical infrastructures have different goals and assumptions
concerning what needs to be protected, and have specific applications that are not
originally designed for a general IT environment. Hence, it is necessary to develop
unique security solutions to fill the gap where IT solutions do not apply.

In this chapter, we describe a layered architecture to address the security issues in
power grids, which facilitates identifying research problems and challenges at each
layer and building models for designing security measures for control systems in
critical infrastructures. We also emphasize a cross-layer viewpoint toward security
issues in power grids in that each layer can have security dependence on the other
layers. We need to understand the trade-off between the information assurance and
the physical layer system performance before designing defense strategies against
potential cyber threats and attacks. As examples, we address three security issues
of smart grid at different layers, namely, the resilient control design problem at the
physical power plant, the data-routing problem at the network and communication
layer, and the information security management at the application layers.

The rest of the chapter is organized as follows. In Sect. 2, we first describe the
general multilayer architecture of cyber-physical systems and the related security
issues associated with each layer. In Sect. 3, we focus on the cyber and physical
layers of the smart grid and propose a general cross-layer framework for robust and
resilient controller design. In Sect. 4, we discuss secure network routing problem at
the data communication and networking layers of the smart grid. In addition, we
discuss the centralized versus decentralized routing protocols and propose a hybrid
architecture as a result of the trade-off between robustness and resilience in the
smart grid. In Sect. 5, we present the challenges of the information security at the
management layer of the grid. We conclude finally in Sect. 6 and discuss future
research directions that can follow from the multilayer model using game-theoretic
tools.

2 Multilayer Architecture

Smart grid comprises of physical power systems and cyber information systems.
The integration of the physical systems with the cyberspace allows new degrees
of automation and human–machine interactions. The uncertainties and hostilities
existing in the cyber environment have brought emerging concerns for modern power
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systems. It is of supreme importance to have a system that maintains state awareness
and an acceptable level of operational normalcy in response to disturbances, including
threats of an unexpected and malicious nature [6].

The physical systems of the power grid can be made to be resilient by incorpo-
rating features such as robustness and reliability [7], while the cyber components
can be enhanced by many cybersecurity measures to ensure dependability, security,
and privacy. However, the integration of cyber and physical components does not
necessarily ensure overall reliability, robustness, security, and resilience of the power
system. The interaction between the two environments can create new challenges in
addition to the existing ones. To address these challenges, we first need to understand
the architecture of smart grids. The smart grid can be hierarchically organized into
six layers, namely, physical layer, control layer, data communication layer, network
layer, supervisory layer, and management layer. The first two layers, physical layer
and control layer, can be jointly seen as physical environment of the system. The
data communication layer and network layer comprise the cyber environment of the
power grid. The supervisory layer together with the management layer constitute the
higher level application layer where services and human–machine interactions take
place.

The power plant is at the physical layer, and the communication network and
security devices are at the network and communication layers. The controller inter-
acts with the communication layer and the physical layer. An administrator is at the
supervisory layer to monitor and control the network and the system. Security man-
agement is at the highest layer where security policies are made against potential
threats from attackers. SCADA is the fundamental monitoring and control archi-
tecture at the control area level. The control center of all major U.S. utilities have
implemented a supporting SCADA for processing data and coordinating commands
to manage power generation and delivery within the EHV and HV (bulk) portion of
their own electric power system [8].

To further describe the functions at each layer, we resort to Fig. 1, which concep-
tually describes a smart grid system with a layering architecture. The lowest level is
the physical layer where the physical/chemical processes we need to control or mon-
itor reside. The control layer includes control devices that are encoded with control
algorithms that have robust, reliable, secure, and fault-tolerant features. The commu-
nication layer passes data between devices and different layers. The network layer
includes the data packet routing and topological features of control systems. The
supervisory layer offers human–machine interactions and capability of centralized
decision-making. Themanagement layermakes economic and high-level operational
decisions.

In the following, we identify problems and challenges at each layer and propose
problems whose resolution requires a cross-layer viewpoint.

Physical layer: The physical layer comprises of the physical plant to be controlled.
It is often described by an ordinary differential equation (ODE) model from physical
or chemical laws. It can also be described by difference equations, Markov models,
or model-free statistics. We have the following challenges that pertain to the security
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Fig. 1 A conceptual control system with layering

and reliability of the physical infrastructure. First, it is important to find appropri-
ate measures to protect the physical infrastructure against vandalism, environmental
change, unexpected events, etc. Suchmeasures often need a cost-and-benefit analysis
involving the value assessment of a particular infrastructure. Second, it is also essen-
tial for engineers to build the physical systems with more dependable components
and more reliable architecture. It brings the concern on the physical maintenance of
the control system infrastructures that demands cross-layer decision-making between
the management and physical layers [9].

Control layer: The control layer consists of multiple control components, including
observers/sensors, intrusion-detection systems (IDSs), actuators, and other intelli-
gent control components. An observer has the sensing capability that collects data
from the physical layer and may estimate the physical state of the current system.
Sensors may need to have redundancies to ensure correct reading of the states. The
sensor data can be fused locally or sent to the supervisor level for global fusion. A
reliable architecture of sensor data fusion will be a critical concern. An IDS protects
the physical layer as well as the communication layer by performing anomaly-based
or signature-based intrusion detection. An anomaly-based ID is more common for
physical layer whereas a signature-based ID is more common for the packets or traf-
fic at the communication layer. If an intrusion or an anomaly occurs, an IDS raises an
alert to the supervisor or work hand-in-hand with built-in intrusion-prevention sys-
tems (related to emergency responses, e.g., control reconfiguration) to take immediate
action. There lies a fundamental trade-off between local decisions versus a central-
ized decision when intrusions are detected. A local decision, for example, made by
a prevention system, can react in time to unanticipated events; however, it may incur
a high packet drop rate if the local decision suffers high false negative rates due to
incomplete information. Hence, it is an important architectural concern on whether
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the diagnosis and control modules need to operate locally with IDS or globally with
a supervisor.

Communication layer: Communication layer is where we have a communication
channel between control layer components or network-layer routers. The communi-
cation channel can take multiple forms: wireless, physical cable, blue-tooth, etc. The
communication layer handles the data communication between devices or layers. It
is an important vehicle that runs between different layers and devices. It can often
be vulnerable to attacks such as jamming and eavesdropping. There are also privacy
concerns of the data at this layer. Such problems have been studied within the context
ofwireless communication networks [10]. However, the goal of critical infrastructure
may distinguish themselves from the conventional studies of these issues.

Network layer: The network layer concerns the topology of the architecture. It
comprises of two major components: one is network formation, and the other one is
routing. We can randomize the routes to disguise or confuse the attackers to achieve
certain security or secrecy or minimum delay. Moreover, once a route is chosen, how
much data should be sent on that route has long been a concern for researchers in
communications [11–13]. In control systems, many specifics of the data form and
rates may allow us to reconsider this problem in a control domain.

Supervisory layer: The supervisory layer coordinates all layers by designing and
sending appropriate commands. It can be viewed as the brain of the system. Its main
function is to perform critical data analysis or fusion to provide an immediate and
precise assessment of the situation. It is also a holistic policy maker that distributes
resources in an efficient way. The resources include communication resources, main-
tenance budget as well as control efforts. In centralized control, we have one super-
visory module that collects and stores all historical data and serves as a powerful
data fusion and signal-processing center [14, 15]. One key challenge at this layer
is to defend against advanced persistent threats which behave stealthily, leverage
social engineering, and exploit the vulnerabilities of the computer networks to obtain
unauthorized credentials to access the control system networks [16, 17]. Hence, it
is critical to implement security mechanism at this layer to detect intrusive, stealthy
and deceptive behaviors, and ensure the integrity of information processing and the
availability of critical services.

Management layer: Themanagement layer is a higher level decision-making engine,
where the decision-makers take an economic perspective toward the resource alloca-
tion problems in control systems. At this layer, we deal with problems such as (i) how
to budget resources to different systems to accomplish a goal; (ii) how to develop poli-
cies tomaintain data security and privacy; and (iii) how tomanage patches for control
systems, e.g., disclosure of vulnerabilities to vendors, development and release of
patches [18].

Addressing the security challenges at themultiple layers of the smart grid requires
a holistic and integrable framework that can capture different system features of the
multilayer cyber-physical security problems. Game theory is a versatile quantitative
tool which can be used to model different types of adversarial interactions between a
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defender and an attacker. For example, at the physical and the control layers, game-
theoretic methods can be used to used to design robust and resilient controllers
for dynamical systems in an uncertain or adversarial environment [19–22]. At the
supervisory layer, game-theoretic methods can be used to understand spear-phishing
attacks [23], insider threats [24], and the advanced persistent threats [17, 25, 26].
At the management layer, game theory serves as a primary tool to design strategies
for security investment and information disclosure policies. At the network layer,
game theory has been used as a quantitative method for analyzing network security
policies and designing defense mechanisms [10, 19, 27, 28]. The wide range of
application domains of game theory have made it an ideal tool for developing a
unifying framework for a holistic and fundamental understanding of cyber-physical
security across different layers of functionalities. In the following section, we will
discuss the applications of game-theoretic methods for addressing control, network
and management layer problems.

3 Robust and Resilient Control

The layered architecture in Fig. 1 can facilitate the understanding of the cross-layer
interactions between the physical world and the cyber world. In this section, we aim
to establish a framework for designing a resilient controller for the physical power
systems. In Fig. 2, we describe a hybrid system model that interconnects the cyber
and physical environments. We use x(t) and θ(t) to denote the continuous physical
state and the discrete cyber state of the system, which are governed by the laws f
and Λ, respectively. The physical state x(t) is subject to disturbances w and can be
controlled by u. The cyber state θ(t) is controlled by the defense mechanism l used
by the network administrator as well as the attacker’s action a.

We view resilient control as a cross-layer control design, which takes into account
the known range of unknown deterministic uncertainties at each state as well as the

Fig. 2 The interactions between the cyber and physical systems are captured by their dynamics
governed by the transition law Λ and the dynamical system f . The physical system state x(t) is
controlled by u with the presence of disturbances and noises. The cyber state θ(t) is controlled by
the defense mechanism l used by the network administrator as well as the attacker’s action a
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random unanticipated events that trigger the transition from one system state to
another. Hence, it has the property of disturbance attenuation or rejection to physical
uncertainties as well as damage mitigation or resilience to sudden cyber attacks. It
would be possible to derive resilient control for the closed-loop perfect-state mea-
surement information structure in a general setting with the transition law depending
on the control action, which can further be simplified to the special case of the linear
quadratic problem.

The framework depicted in Fig. 2 can be used to describe the voltage regulation
problem of a power generator subject to sudden faults or attacks. A power system
has multiple generators interconnected through a large dynamic network. There are
three types of attacks that can be considered, which are given as follows:

• Sensor Attacks: Attackers can launch a man-in-the-middle attack to introduce a
bias to the measured parameters or multiply the sensed value by a constant.

• Actuator Attacks: Attackers can intrude the power control system and disrupt the
physical control loops. The attack can cause an error on the generators’ output
torque, and consequently system dynamics are modified.

• Controller Attacks: An attacker can change the control signal sent through the
SCADA system to an extent without being noticed by the system administrator.
Consequently, the output of the controller is modified.

The framework can incorporate networked control system models to capture dif-
ferent aspects of network effects, for example, sampled-data systems, systems with
delayed measurements, and model predictive control systems. The optimal design of
the cyber and physical system can be made jointly by viewing each design process as
a game-theoretic problem. For example, a zero-sum differential game problem can
be used to design a robust controller while a stochastic game model can be used to
design a defense strategy. With the joint game design, the framework yields control
and defense strategies depend on both cyber states and physical states, and there is
the need for the development of advanced computational tools to compute such joint
control and defense strategies.

4 Secure Network Routing

One of the challenging issues at the data communication and networking layers of
the smart grid in Fig. 1 is the assurance of secure routing of phasor measurement unit
(PMU) and smart meter (SM) data in the open network, which is enabled by the
adoption of IP-based network technologies. It is forecasted that 276 million smart
grid communication nodes will be shippedworldwide during the period from 2010 to
2020, with annual shipments increasing dramatically from 15 million in 2009 to 55
million by 2020 [29]. The current dedicated network or leased-line communication
methods are not cost-effective to connect large numbers of PMUs and SMs. Thus,
it is foreseen that IP-based network technologies are widely adopted since they
enable data to be exchanged in a routable fashion over an open network, such as the
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Internet [30–34]. This will bring benefits such as efficiency and reliability, and risks
of cyber attacks as well. Without a doubt, smart grid applications based on PMUs
andSMswill change the current fundamental architecture of communication network
of the power grid, and bring new requirements for communication security. Delay,
incompleteness, and loss of PMU and SM data will adversely impact smart grid
operation in terms of efficiency and reliability. Therefore, it is important to guarantee
integrity and availability of those PMUs and SMs data. Tomeet theQoS requirements
in terms of delay, bandwidth, and packet loss rate, QoS-based routing technologies
have been studied in both academia and the telecommunications industry [35–38].
Unlike video and voice, data communications of PMUs and SMs have different
meanings of real-time and security, especially in terms of timely availability [30,
39–43]. Therefore, QoS-based and security-based routing schemes for smart grid
communications should be studied and developed to meet smart grid application
requirements in terms of delay, bandwidth, packet loss, and data integrity.

We can leverage the hierarchical structure of power grids and investigate a routing
protocol that maximizes the QoS along the routing path to the control room. In
addition, the data communication rates between the super data concentrator can be
optimized at the penultimate level with the control center. A hybrid structure of
routing architecture is also highly desirable to enable the resilience, robustness, and
efficiency of the smart grid.

Hierarchical routing: The smart grid has a multilayer structure that is built upon
the current hierarchical power grid architecture. The end-users, such as households,
communicate their power usage and pricing data with a local area substation which
collects and processes data from SMs and PMUs. In the smart grid, the path for
the measurement data may not be predetermined. The data can be relayed from
smaller scale data concentrators (DCs) to some super data concentrators (SDCs) and
then to the control room. With the widely adopted IP-based network technologies,
the communications between households and DCs can be in a multi-hop fashion
through routers and relay devices. The goal of each household is to find a path
with minimum delay and maximum security to reach DCs and then substations. This
optimal decision can be enabled by the automated energymanagement systems built-
in SMs. Figure3 illustrates the physical structure of the smart grid communication
network. The PMUs and SMs send data to DCs through a public network. DCs
process the collected data and send the processed data to SDCs through (possibly)
another public network.

In the depicted smart grid, the data from a PMU or an SM has to make several
hops to reach the control room. The decision for a meter to choose a router depends
on the communication delay, security enhancement level, and packet loss rate. In
addition, the decisions for a DC to choose an SDC also depends on the same criteria.
The communication security at a node is measured by the number of security devices
such as firewalls, intrusion-detection systems (IDSs), and intrusion-prevention sys-
tems (IPSs) deployed to reinforce the security level at that node. We can assign a
higher utility to network routers and DCs that are protected by a larger number of
firewalls, IDSs/IPSs and dedicated private networks in contrast to public networks.
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Fig. 3 An example of the
physical structure of the
multilayer smart grid
communication network

This relatively simple metric only considers one aspect of the control system cyber
security. It can be further extended to include more security aspects by considering
the authorization mechanisms, the number of exploitable vulnerabilities, potential
damages as well as recovery time after successful attacks. The readers can refer to
[6, 44–46] for more comprehensive metrics.

A trade-off with higher security is the latency and packet loss rate incurred in
data transmission. A secure network inevitably incurs delays in terms of processing
(encrypting/decrypting) and examining data packets. We can model the process of
security inspection by a tandem queueing network. Since the arriving packets are
inspected by IDS using signature-based or anomaly-based methods to detect mali-
cious behaviors, each security device can be modeled with a queueing model. One
simple example is the M/M/1 queue whose external arrival rate follows a Poisson
process and the service time follows an exponential distribution. The latency caused
by the security devices such as IDSs/IPSs is due to the number of predefined attack
signatures and patterns to be examined [9, 27, 47]. In addition, devices such as IPSs
can also lead to high packet loss due to their false negative rates in the detection.

Furthermore, a node with a higher level of security may be preferred by many
meters or routers, eventually leading to a high volume of received data and hence
higher level of congestion delay. Hence it leads to a distributed decision-making
problem inwhich each device determines its route by assessing the trade-offs between
security risks, the congestion delay and the quality of services. This problem can be
analyzed using a game-theoretical approach to yield distributed routing decisions
in the smart grid [12, 48]. The solution concept of mixed Nash equilibrium [49]
as a solution outcome is desirable for two reasons. First, in theory, mixed Nash
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equilibrium always exists for a finite matrix game [49] and many learning algorithms
such as fictitious play and replicator dynamics can lead to mixed Nash equilibrium
[28, 50, 51]. Second, the randomness in the choice of routes makes it harder for an
attacker to map out the routes in the smart grid.

Centralized versus decentralized architectures: A centralized routing architecture
ensures the global efficiency, and it is robust to small disturbances from SMs and
individual DCs or SDCs. However, it is costly to implement centralized planning on
a daily basis for a large-scale smart grid. In addition, global solutions can be less
resilient to unexpected failures and attacks as they are less nimble for changes in
routes and it takes time for the centralized planner to respond in a timely manner.

On the other hand, decentralized decision-making can be more computationally
friendly based on local information, and hence the response time to the emergency is
relatively fast. The entire system becomes more resilient to local faults and failures,
thanks to the independence of the players and the reduced overhead on the response to
unanticipated uncertainties. However, the decentralized solution can suffer from high
loss due to inefficiency [14, 15]. Hence, we need to assess the trade-off between effi-
ciency, reliability, and resilience for designing the communication protocol between
the control stations and the SDCs.

5 Management of Information Security

The use of technologies with known vulnerabilities exposes power systems to poten-
tial exploits. In this section, we discuss information security management which is
a crucial issue for power systems at the management layer in Fig. 1. The timing
between the discovery of new vulnerabilities and their patch availabilities is cru-
cial for the assessment of the security risk exposure of software users [52, 53]. The
security focus in power systems is different from the one in computer or communi-
cation networks. The application of patches for control systems needs to take into
account the system functionality, avoiding the loss of service due to unexpected
interruptions. The disclosure of software vulnerabilities for control systems is also a
critical responsibility. Disclosure policy indirectly affects the speed and quality of the
patch development. Government agencies such as CERT/CC (Computer Emergency
Response Team/Coordination Center) currently act as a third party in the public
interest to set an optimal disclosure policy to influence the behavior of vendors [54].

The decisions involving vulnerability disclosure, patch development, and patching
are intricately interdependent. In Fig. 4, we illustrate the relationship between these
decision processes. A control system vulnerability starts with its discovery. It can be
discovered by multiple parties, for example, individual users, government agencies,
software vendors or attackers, and hence can incur different responses. The discoverer
may choose not to disclose it to anyone, may choose to fully disclose through a
forum such as Bugtraq [55], may report to the vendor, or may provide to an attacker.
Vulnerability disclosure is a decision process that can be initiated by those who have
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Fig. 4 A holistic viewpoint toward vulnerability discovery, disclosure, development, and patching.
An attacker can discover a vulnerability or learn it from a disclosure process, eventually influencing
the speed of patch application. A discoverer can choose to fully disclose through a forum or report
to the vendor or may provide to an attacker. A vulnerability can be disclosed to a vendor for patch
development or leaked to the attacker

discovered the vulnerability. Patch development starts when the disclosure process
reaches the vendor and finally a control system user decides on the application of
the patches once they become available. An attacker can launch a successful attack
once it acquires the knowledge of vulnerability before a control system patches its
corresponding vulnerabilities. The entire process illustrated in Fig. 4 involves many
agents or players, for example, systemusers, software vendors, government agencies,
attackers. Their state of knowledge has a direct impact on the state of vulnerability
management.

We can compartmentalize the task of vulnerabilitymanagement into different sub-
modules: discovery, disclosure, development, and patching. The last two submodules
are relatively convenient to dealwith since the agents involved in the decision-making
are very specific to the process. The models for discovery and disclosure can be more
intricate in that these processes can be performed by many agents and hence spe-
cific models should be used for different agents to capture their incentives, utility,
resources, and budgets. In [18], a dynamic model for control system patching is
established to assist users in making optimal patching decisions. It has been shown
that the optimal patching intervals are much shorter when risks of potential attacks
are taken into account in the system. A dynamic game problem can thus be formu-
lated to study the optimal frequency of patching to minimize the risk of an unpatched
control system while an attacker aims to determine the time to launch the attack.

6 Discussions and Challenges

Security issues that arise in the smart grid constitute a pivotal concern in modern
power-system infrastructures. In this chapter, we have discussed a six-layer security
architecture for the smart grid, motivated by theOSI for the Internet and PRMmodels
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for enterprise and control systems.We have identified the security challenges present
at each layer and pinpointed a holistic viewpoint for security solutions in the smart
grid. The layered architecture facilitates the understanding of the trade-off between
the information assurance at the cyber-related layers and the physical layer system
performance.

We have presented security issues at three different layers. The resilient control
design at the physical system is pivotal for modern power systems. We need a hybrid
framework inwhich the occurrence of unanticipated events ismodeled by a stochastic
switching, and deterministic uncertainties are represented by the known range of
disturbances. It is important to develop new methodologies to take the resilience
of physical systems into consideration and enable a cross-layer control design for
modern power grids.

At the data communication and network layers, we need to investigate the secure
routing problem in the smart grid,which arises from the adoption of IP-based network
technologies due to thewide use of PMUs and smartmeters. It is important to leverage
the multilayer structure of power grids and discuss a routing protocol that is based
on distributed optimization of the quality-of-service along individual routing paths.
The hybrid structure of the routing protocol is desirable to incorporate the desirable
features of the centralized and decentralized architectures.

The use of information technologies in power systems poses additional poten-
tial threats due to the frequent disclosure of software vulnerabilities. At the higher
level of the information security management layer, we have discussed a series of
policy-making decisions on vulnerability discovery, disclosure, patch development
and patching. We can use a system approach to understand the interdependencies of
these decision processes.

Game-theoretic methods have provided formal approaches to model the adver-
sarial interactions at multiple layers of the cyber-physical energy system. The game
model has taken different forms to design resilient control systems, secure routing,
and patching mechanisms. Understanding the security of multilayer energy system
requires a holistic model that integrates the game models to provide an integrated
framework for designing cross-layer security strategies. Mitigation of one security
threat at one layer can be sometimes more effective than achieving it at other layers.
In addition, the success of mitigation of certain attacks can rely on the strategies
implemented at other layers. Hence cross-layer game-theoretic models are essen-
tial for developing an effective defense under budget constraints for the multilayer
system as a whole.

More challenges as a result of themultilayer architecture of the smart grid security
involves the integration of game theory, machine learning, control theory, and data-
driven approaches for detection, automation, and reconfiguration in the smart grid.
In addition to the security problems illustrated in the chapter, there are other security
and privacy issues existing at each layer, for example, the jamming and eavesdrop-
ping problems at the data communication layer, the user data privacy problem at the
management layer, and the system reliability problem at the network layer. Further-
more, the multilayer framework can be extended to study multi-agent systems. The
interactions between subsystems in the smart grid can reside at the network, com-
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munication, and physical layers. It will be interesting to investigate the competition
and cooperation for resources at multiple layers.
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9. Q. Zhu, T. Başar, Towards a unifying security framework for cyber-physical systems, in Pro-
ceedings of Workshop on the Foundations of Dependable and Secure Cyber-Physical Systems
(FDSCPS-11) (CPSWeek, Chicago, 2011)
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11. W. Saad, Q. Zhu, T. Başar, Z. Han, A. Hjorungnes, Hierarchical network formation games
in the uplink of multi-hop wireless networks, in Proceedings of 28th IEEE Conference on
Global Telecommunications (GLOBECOM), December 2009, Honolulu, Hawaii, USA (2009),
pp. 2390–2395
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14. T. Başar, Q. Zhu, Prices of anarchy, information, and cooperation in differential games. Dyn.
Games Appl. 1(1), 50–73 (2010)

15. Q. Zhu, T. Başar, Price of anarchy and price of information in linear quadratic differential
games, in Proceedings of American Control Conference (ACC) (Baltimore, MD, USA, 2010)

16. S. Rass, A. Alshawish, M.A. Abid, S. Schauer, Q. Zhu, H. deMeer, Physical intrusion games—
optimizing surveillance by simulation and game theory. IEEE Access 5, 8394–8407 (2017)

17. S. Rass, Q. Zhu, GADAPT: A sequential game-theoretic framework for designing defense-in-
depth strategies against advanced persistent threats, in Proceedings of the 27th Conference on
Decision and Game Theory for Security (GameSec), NY, USA, on 2–4 November 2016
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Cyber Security for Power System State
Estimation

Yacine Chakhchoukh and Hideaki Ishii

Abstract State estimation is a critical application that provides situational aware-
ness and permits efficient operation of the smart grid. The secure, accurate, and
fast computation of the state estimates is crucial to execute the complex decisions
and diverse control actions needed in real time to provide reliable, economic, and
safe power systems that integrate distributed and intermittent renewable generation.
This chapter discusses research directions to evaluate the cyber security and develop
novel algorithms for securing today and tomorrow’s power state estimation and grid
operation.

1 Introduction

Power systems are essential in the functioning and development of our modern
society. Unfortunately, the modern power systems are vulnerable to cyber attacks
that could degrade their performance and cause blackouts [1, 2]. Indeed, the power
grid is becoming increasingly complex and the need for implementing sophisticated
cyber systems for its automatic operation raises serious concerns regarding its safety.
Recently, the US administration warned power companies against cyber attacks such
as the ones that targeted Ukraine’s power grid in December 2015 [3].

The power systems are evolving toward the so-called smart grid, which enables
increased integration of intermittent generation from renewable energy sources such
as solar and wind with classical sources such as coal, nuclear, natural gas, and
hydroelectric [2]. For example, renewable generation is forecasted to englobe more
than two-thirds of all installed generation capacity between now and 2030 [4].
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The rapid development of energy storage, sensing, communication, computing tech-
nologies, and distributed automatic control will aid this transition. The resulting
power grid can be viewed as a large interconnected cyber-physical system [2]. The
cyber part will contain all the communication, data analysis, computation, and con-
trol needed by the power systems. Developing the cyber part and its applications
helps improve the operation of the future power systems but increases vulnerabilities
to cyber attacks introduced by malicious agents and hackers. Cyber attackers can be
individuals, groups, organizations, or even nations and could be motivated by induc-
ing financial gains or creating nuisance by targeting the power grid. Such attacks can
be possible due to the development of complex communication networks, the Inter-
net, and different viruses and malwares. Modern power system control networks are
interconnected at certain points with traditional Information Technology (IT) enter-
prise networks and the Internet. Intruders will have the possibility to access the power
systems and modify the normal operation of the system. Actually, manipulations or
attacks committed by malicious intruders can result in tremendous adverse effects
in both the cyber and the physical worlds.

The vulnerabilities of the smart grid toward cyber attacks are not fully understood
and cyber attack impacts could range from amodified electricitymarket and degraded
operation to a threatened integrity of the grid causing material loss and destruction,
and even cascading blackouts. The power grid is considered to be an important
critical infrastructure and today’s economyand society dependson its stable, efficient,
and secure operation [5]. The amount of cyber security threats and the success rate
of cyber attacks on current Information Technology and Operational Technology
systems pose a currently immeasurable amount of risk to this critical infrastructure
on which our society and economy depend. Since the reliability and costs can be
affected by attacks, it is vital to insure the security and safety of the cyber system
against malicious intruders [6, 7]. Research and development of techniques and
algorithms for securing critical control systems in the power grid is imperative.

The focus of this chapter is on the cyber security issues that arise in the context
of state estimation (SE) in power systems. Real-time operation of the power systems
uses the SE results, which consists of the evaluation of voltage magnitudes and phase
angles at chosen buses or substations [8, 9]. Several grid operation tools and power
market tasks such as contingency analysis, unit commitment, economic dispatch,
and locational marginal prices (LMPs) computation rely on an available and accurate
state estimation. The SE is also needed by the operator in order to picture the power
system condition clearly, which permits situational awareness in order to take the
optimal corrective control actions. The results from SE are useful to run a Security
Analysis (SA), or the so-called Operational Reliability Analysis (ORA). In the ORA,
a contingency analysis is executed to check if the system is (N-1) secure. The term
(N-1) secure means that the power system is still stable and in an acceptable state
region after any single major contingency. A contingency could be, for example, a
loss of a major generator, a transmission line or a large load change. The results from
the contingency analysis will determine the need of the operator to intervene in the
operation. If the system is safe, then the optimized electricity markets will determine
the grid operation and the different power flows in the grid. Otherwise, the operator
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will take the appropriate actions such as generation rescheduling to insure the safety
of the system which is fundamental.

In order to implement the future smart grid technology, it is necessary to identify
the cyber-threats and the cyber-vulnerabilities of the real-time operation of realistic
power systems and propose novel theoretical and practical solutions. This is a mul-
tidisciplinary area which requires complementary research expertise from systems
control, signal processing, and power systems. The process is in general composed
of three stages: (1) To assess the cyber-vulnerabilities and their consequences on the
power grid. The emphasis here consists in providing a study of attacks targeting the
power state and topology of the grid and their impacts on the real-time operation,
control and power markets. (2) To propose novel procedures to detect and isolate
cyber attacks. The techniques studied consist of adapting new robust signal process-
ing methods for the linear and nonlinear regression and time series contexts, filtering
and forecasting in the presence of cyber attacks and non-stationarity. (3) To counter
or mitigate the impact resulting from cyber attacks and take the convenient correcting
operation actions to ensure a resilient, reliable, efficient, and economical operation
of the whole power system.

The organization of this chapter is as follows: In Sect. 2, we first provide an
overview of the static state estimation problem and the bad data detection schemes.
In Sect. 3, we discuss cyber attack models, configuration, and consequences on the
power systems. Section4 provides interesting and necessary future research direc-
tions. Finally, Sect. 5 concludes the chapter.

2 Static Power State Estimation

The static state estimation is run after collecting measurements from the supervisory
control and data acquisition units (SCADAs) at remote terminal units (RTUs), and the
results are communicated to the control center every 2–5 s.One important objective of
the state estimation is to detect accidental bad data, i.e., bad measurements, topology
errors, and line parameter inaccuracies and to correct this erroneous sensed data using
the power model and available redundant measurements. To fulfill this objective, SE
modules from different energy management systems (EMS) vendors are equipped
with bad data detectors (BDD).

The objective consists in estimating the vector x ∈ R
n obeying a linear regression

(DC) or nonlinear regressionmodel (AC). The vector z ∈ R
m contains communicated

readings from SCADAs. The number n of states is estimated from a larger number
of measurements m. The AC model considers reactive power measurements and
permits to estimate voltage magnitudes as well as phase angles at different buses or
substations. The DC model assumes the voltages to be equal to 1 per unit (p.u.) at
all buses and estimates only the phase angles. Obtaining the phase angles gives a
clear picture about the power flow paths in the grid. The obtained models are linear
regression for DC and nonlinear regression for AC.



244 Y. Chakhchoukh and H. Ishii

In the AC formulation, the state x follows the equation:

z = h(x) + e. (1)

The vector x provides the power states, i.e., voltage magnitudes and phase angles
at the buses of interest. The error vector e is random and assumed Gaussian with
zero mean and covariance matrix R. The nonlinear vector function h(·) is known
as the measurement function and reflects the grid topology and transmission line
parameters. The grid topology is estimated in the topology processor module and is
updated continuously by collecting readings of the circuit breakers’ binary states (i.e.,
0 or 1 that can be obtained from node breaker models). The binary states provide the
information about whether the different transmission lines are open or closed [8]. The
different line parameters are available in the operators’ database and are exploited
to reconstruct the nonlinear function h(·). The line parameters are also estimated or
updated when needed [8, 9].

In practice, the SE is solved by running an iterative algorithm based on the
weighted least squares (WLS) [8], i.e., at the k + 1 iteration, the state estimate x̂k+1

is related to the gain matrix G(x̂ k) = (
H (k)(x̂ k)

)T
R−1H (k)(x̂ k) as

x̂ k+1 = x̂ k + Δxk, (2)

G
(
x̂ k

)
Δxk = (

H (k)
)T (

x̂ k
)
R−1

(
z − h

(
x̂ k

))
. (3)

The matrix H (k) is the Jacobian of h(·) with respect to x at step k. The gain matrix
G(x̂ k) is factorized following the LQ decomposition. The inverse matrix of G

(
x̂ k

)

can also be computed to evaluate Δxk .
After the convergence of the algorithm [9], the obtained residuals, i.e., r = z −

h(x̂ k) are analyzed in BDDmodules to flag possible outliers or bad data. The bad data
could be due to natural failures such as sensor, communication channels misbehavior
or intrusions and cyber attacks. The most practical outlier detection rules are known
as the chi-square (χ2) test and the “3σ” rejection rule [9]. In the power systems
literature, the largest normalized residual rejection (LNR) has been proposed as
well. Basically, the largest normalized residual or element in r is rejected if it does
not obey the Gaussian assumption (i.e., measurement is rejected if its normalized
residual absolute value is larger than 3). The estimation is rerun after removing the
detected measurement until no residual is flagged as outlying [9].

3 Cyber Attack Models in the State Estimation
and Their Consequences

In this section, we introduce several classes of cyber attack models in the static
SE problem. We provide an overview of the current state of research and discuss
important future directions to enhance the security for the SE and critical systems
affected by inaccuracies in SE.
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In general, the security of SCADA systems is a real widespread practical concern
since their use is pervasive [5]. In fact, SCADA systems require adapted security
studies and newly developed tools that go beyond solutions available in Information
Technology (IT). For example, SCADA systems installed in power systems are gen-
erally inexpensive, vulnerable, and have long life cycles. The life cycles of SCADA
sensors are of a few decades, which means that their defense should be adaptable
with possible continuous updates.

The existing bad data detectors implemented at control centers are useful for acci-
dental or random sensor and communication channel errors, but are not adapted to
counter sophisticated cyber attacks [10–14]. Cyber attacks targeting SE can be clas-
sified into different types such as denial-of-service (DoS) where data is not available
or missingwhich can result in certain states to be unobservable; eavesdroppers which
analyze the communication traffic to gain private information [7, 15] and raise pri-
vacy concerns; and integrity attacks where the data communicated is modified by a
“man-in-the-middle” access where attackers are intermediate nodes in the commu-
nication. This latter type of attacks is also known as false data injection (FDI) cyber
attacks. They can result in intentionally modified measurements communicated to
the control center that could change the state in a stealthy fashion where the attacks
could, under certain conditions, escape bad data detectors (BDDs) integrated into
existing SE modules at energy management systems (EMS). FDI attacks are invisi-
ble and hence raise a lot of concern about the operation of the power grid. We will
concentrate on this last type of attacks in the following sections.

3.1 False Data Injection Attacks on Measurements

Analyzing (2), we notice that at each step, a linear regression problem is solvedwhere
the state increment Δxk is evaluated from the residual r = z − h(xk) regressed on
H (k). This means that the estimation is run iteratively after linearizing the regression
in each step. With slight abuse of notation, the problem can be reformulated as

z = Hx + e. (4)

The above linear equation or regression represents also the DC formulation problem
where theWLS solution is given by x̂ = (HT H)−1HT z. The covariance of the error
vector e is assumed to be equal to the identity matrix for simplicity. Notice that
the WLS algorithm corresponds to the maximum likelihood estimator under the
assumption that the errors are Gaussian [16].

In this context and as proposed in [10, 11], a man-in-the-middle attack could be
generated, for example, in the communication between RTUs and the control center.
This attack could create a contamination in the measurements by adding the vector
equal to a as za = z + a. In particular, if the attacker has knowledge of the system
topology (i.e., the Jacobian matrix), he can generate an attack with a = Hc [11], that
is,
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za = z + a = z + Hc. (5)

In this case, the attacker is able to change the state estimate to x̂a = x̂ + c where
he controls the state vector bias c ∈ R

n . The residuals are unchanged, i.e., ra =
za − Hx̂a = z − Hx̂ = r , which means that the attack is stealthy to the classical
bad data detectors (BDD) based on analyzing the residuals. In other words, a bad
data detector that analyzes the vector ra will not detect any change due to the stealthy
attack. Stealthy attacks could be generated on both the DC and AC formulations of
state estimation as shown in [11, 13]. Due to the sparsity of the power systems and the
matrix H , the attacker does not need to target all sensors or have a global knowledge
of the topology when targeting a few buses by a stealthy attack. The intrusion would
mislead the operator at the control center because he obtains a modified result that
does not reflect the actual state of the grid. All consequent actions at the EMS are
contaminated by false data injection (FDI) cyber attacks. The impact of bad data and
attacks on SE impacting power markets is discussed in [14, 17].

3.2 FDI Attacks Targetting the Topology of the Grid

False data injection (FDI) type attacks could also target the topology of the grid [18–
20]. The topology represents the connectivity of the power system and is updated
constantly over time in the topology processor. The binary readings from the circuit
breakers representing the transmission line states (i.e., open or closed) are commu-
nicated to the control center. An intruder can modify these readings as well as the
SCADA analog measurements reflecting, for example, power flows on neighboring
lines in a coordinated fashion confirming the false state of the line. Such an attack
allows a malicious update of the topology undetected by BDD. This type of FDI
attacks clearly requires more knowledge and skills of the system by the intruder. The
attacker needs the knowledge of the topology and the measurements or the actual
grid state. He needs access to the circuit breaker states and the SCADA analog mea-
surements communicated to the control center [18]. The consequences can be more
dangerous and complex for the operation than those caused by attacks only on the
measurements as considered in the previous subsection. In [18, 20], stealthy cyber
attack strategies on both the power state and the topology of the grid are discussed.

Figure1 illustrates the 14 bus system where bus 5 is targeted by a cyber attack.
The system could be decomposed in subsystems as proposed in [22]. For example,
subsystem 1 includes buses 1, 2, and 5 and their connecting lines. The other sub-
systems are cyclic {2, 4, 5}, {2, 3, 4}, {4, 7, 9}, {6, 9, 10, 11, 13, 14}, {6, 12, 13},
{4, 5, 6, 9, 10, 11}, and radial {7, 8} [20, 22]. The decomposition maximizes the
number of bad measurements detected while insuring the observability of the whole
system [23].

Figure2a, b illustrate the vulnerability of several estimators [21, 24] toward
stealthy attacks targeting the topology and the state through simulations for the IEEE
30 bus system. In both figures, the final state errors and estimate x̂ are shown after
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Fig. 1 IEEE 14 bus system ( c© 2016 IEEE. Reprinted with permission from [39])

cyber-intrusions escaped detection. In this simulation, the true state is obtained from
solving a power flow. In practice, the real state is not known by the operator. The
figures illustrate the errors in the absence (clean) and presence of stealthy attacks
(RA and LTS) assuming the ideal case where the true state is known. In Fig. 2a, the
phase angle of a single state at one bus in the system is targeted with a large error (i.e.,
phase angle at bus 5). In Fig. 2b, the attacker manages to manipulate the value of the
final estimated phase at bus 6 because he has enough access to the grid information.
If the attacker can target a large number of sensors, then all estimators illustrated
in the figure will become vulnerable. In Fig. 2a, RA represents the popular “3σ”
rejection rule applied to normalized WLS residuals. The curve labeled “clean” gives
the estimation errors in the absence of cyber attacks. In Fig. 2b, WLSc denotes the
WLS applied to the clean non-attacked topology and the curve labeled “true” gives
the value obtained with the power flow solution, which represents the real state.
LNR denotes the popular largest normalized residual rejection [8]. LTS represents
the diagnostic of the measurements using the least trimmed squares estimator (LTS).
The LTS is a robust estimator that is adapted to handle false data in the topology
[8, 16, 23, 25, 26]. It was shown in [20, 22, 23] that the classical commercial BDD
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topology ( c©2015 IEEE. Reprinted with permission from [20, 21])
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based on analyzing the residual of theWLS is not effective against random errors and
attacks on the topology. Application of robust estimation techniques needs further
verification.

3.3 Cyber Security of the PMU-Based State Estimation

Recently, phasormeasurement units (PMUs) are being deployed due to the incentives
provided by the USDepartment of Energy [27–29]. PMUs have higher reporting rate
(30–120measurements every second) and are better synchronized than SCADAs due
to their use of the Global Positioning System (GPS) clocks [29, 30]. According to
the North American SynchroPhasor Initiative (NASPI), around 1800 synchrophasor
units or PMUs were available across North America in 2015 [31].

PMUs measure directly the states, i.e., voltage magnitudes and phase angles. The
number of available PMUs is, however, still limited in practice because of their asso-
ciated high costs. Power companies are interested in combining both their existing
SCADAs and the newly installed PMUs in estimating the system state using the
so-called hybrid state estimator. The state of the grid is estimated at regular inter-
vals, i.e., every several seconds to a few minutes. Novel state estimation algorithms
exploiting PMUs are gaining a lot of interest in the recent literature [29, 32–35].
These PMU-based state estimators are important to control the grid using the wide
area measurement system (WAMS) technologies [27]. In [33], the authors proposed
to buffer the data from PMUs to resolve the disparity in the reporting frequency
between SCADAs (every few seconds) and PMUs (every 1/30 s). An optimal buffer
length could be derived to ensure a good trade-off between tracking the fast changes
in the grid states versus maximizing the time interval of the data exploited from
PMUs to increase the accuracy of the estimates [33, 36].

Monitoring the grid with PMUs that are capable of delivering large amounts of
real-time data creates cyber-vulnerabilities. Indeed, PMUs are vulnerable to both
random bad data and cyber attacks [27, 35, 37, 38]. For example, intruders could
create attacks by spoofing theGPSclocks ofPMUs.However, the delivereddata could
be exploited in a clever way to improve both the cyber security and the operation
of the grid. Practical and novel algorithms could be exploited to notify the operator
at the control center when abnormal measurements are detected [39]. Furthermore,
these techniques could correct the bad data introduced by cyber attacks automatically
and secure the control in the power grid. One important research direction consists
of proposing data-driven algorithms and power system model-based approaches that
improve the cyber security of the whole power system operation.

Modeling time and space dependencies in multiple PMUs and estimating the
existing correlation could be used in order to detect outliers or cyber attacks in
PMU signals [38, 40, 41]. This approach improves also the accuracy of the hybrid
state estimation. The technique proposed in [38] provides a sophisticated defense
mechanism against stealthy cyber attacks and was shown to make the task of cyber
attackers extremely complicated and tedious. The preliminary simulation results have
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considered an SE resolution of 2 s. This implies that every 2 s, a new estimate of
the grid state is obtained, which might be considered to be a low resolution in the
future power grid. Several authors have recently proposed to reconstruct the power
states from PMU measurements to increase the SE resolution in order to track the
rapid changes expected in the future smart grid [34, 42]. The SE will be refreshed
very frequently (i.e., every few fractions of a second), which will completely change
the real-time control of the power systems. This is an important emerging area for
future studies.

Furthermore, the dynamic state estimation, which has gained interest thanks to
the available PMU measurements, is executed in a nonlinear context using extended
Kalman filters (EKF) [43] or unscented Kalman filters (UKF) [44]. Using a dynamic
SE in the WAMS context enables the anticipation of power system dynamics and
necessary fast controls. To improve the practical implementation of the dynamic SE,
the authors in [45] proposed a decentralized algorithm that uses the UKF. Both the
EKF and the UKF are vulnerable to bad data [25, 46] and cyber attacks [47]. The ref-
erence [48] shows the possibility of generating stealthy attacks in the general case of
networked control systems obeying a dynamic linear state space representation. The
theoretical results could be adapted to the case of power state estimation problem.
Recently, some authors have implemented robust versions of both EKF and UKF
using robust methods such as the Generalized M-estimator [46] and the least abso-
lute value [35]. Offline PMU-based diagnostic techniques that improve the detection
of cyber attacks [49] and errors on the topology or parameters are also being devel-
oped [50]. These techniques consist generally in identifying vulnerable sensors to be
secured. Exploiting forecasts of PMUs and loads could improve the robustness and
cyber security of the SE as proposed recently in [51]. Effective cyber security solu-
tions considering realistic large power systems and hybrid state estimation for both
static and dynamic approaches that handle attacks on PMU signals remain necessary
for future grid operation security.

3.4 Assessing SE Cyber-Vulnerabilities and Their
Consequences on the Power Grid Operation

So far, our discussion on security has been limited to SE on its own. However,
assessing the impacts of cyber attacks targeting the power state estimation is very
important in order to evaluate the danger of the different cyber attack types and
configurations. That is, we must go beyond quantifying the power state modification
to analyze the real cascading consequences of cyber attacks on contingency analysis,
control actions, power markets, and power flows. While this issue is very vast and is
outside the scope of this chapter, wewould like tomention a few important directions
for future research.

Developing and implementing metrics to assess the cyber security of practical
power systems is necessary. Such metrics could be developed considering not only
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the impacts on the security of the operation but also the economic impacts on power
markets. Some authors are starting to study cyber attacks consequence on power
markets [14, 17], system operation [19] and tools to quantify cyber security [52].
Cyber attacks consequences will be quantified by static and dynamic studies on
realistic systems. To reach this goal several universities are developing cyber security
testbeds for the smart grid that emulate the real-time behavior of a large power
system [53–56]. Testbeds are necessary to research the cyber-vulnerabilities that
account for the complexity and the different interactions between the system part and
the cyber part of the smart grid in real-time conditions. Fluctuations in frequency
and power flows, oscillation modes, and voltage magnitudes will be considered in
deriving these metrics for cyber security quantification. This will allow to rank the
proposed cyber security methods and enable combining different solutions in an
optimal and cost-effective way in order to secure the grid operation.

4 Future Directions

Here, we outline several future research directions related to the SE problem from a
slightly broader perspective.

The cyber security solutions discussed so far can be classified into two main
categories, online and offline solutions [51]. The offline solutions are remedial actions
developed offline with no time constraints on the computation. An example of such
methods consists of finding the minimum number of sensors to be secured and their
positions in order to make a stealthy attack unfeasible [11, 17, 49]. On the other
hand, online solutions are techniques that update their capabilities and models in
real time using available sensed data. An example of the latter solutions consists of
implementing robust estimation tools that detect an attack by comparing themodified
measurement to a majority of clean data collected and analyzed in real time.

Sophisticated robust estimation tools have been developed recently in the signal
processing and statistics literature [16, 25]. These methods are becoming practical
thanks to the fast-evolving computation power. Novel techniques could be developed
or adapted from robust statistics and signal processing to improve the detection
of cyber attacks. This has the advantage of providing online adaptable methods
that could reduce investments in expensive secure sensors. Robust signal processing
methods and machine learning techniques exploit newly available data to update
their models and detection procedures [57, 58].

For example, to enhance the overall cyber security of the static AC SE, the work
in [39] introduces an approach that runs several robust least trimmed squares (LTS)
estimators with different breakdown points or rejection percentages in parallel to
improve the detection of cyber attacks targeting both the measurements and the
topology of the grid. This approach allows us to not only robustly estimate but also
accurately identify the presence of attacks. Also, as an alternative approach to detect
the presence of stealthy cyber attacks, machine learning techniques are exploited
in [57, 58]. The work in [59] introduces a statistical outlier detection approach
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using a recently proposed machine learning technique called density ratio estimation
(DRE) [60]. Combining such different techniques should be further investigated.

While the proposed methods in the literature are effective and promising on com-
puter simulated data and theoretically justified, their performance and implementa-
tion rely heavily on the power system complexity and collected data used during
the estimation or the learning process. The collected data should be as realistic as
possible to validate the effectiveness of the proposed methods in practical control
centers allowing their real implementation. Cyber security testbeds are necessary to
collect large amounts of data from SCADAs and PMUs to assess the performance
of the proposed methods in real-life conditions. Investigating the sensitivity of the
proposed machine learning methods, for example, when attacks are present in the
learning process is of great interest. Furthermore, decomposing the grid in several
subsystems (Fig. 1) and executing the proposed algorithms in a distributed fashion
to reduce the computational burden allows the implementation of the online defense.
Some authors proposed distributed state estimation methods [29, 61–63]. A trade-
off should be ensured between a decomposition that maximizes detection versus a
decomposition that reduces execution times. Finally, power systems are very sparse,
i.e., each bus is connected only to a limited number of buses. Sparsity should be
considered when adapting the robust techniques both to evaluate their robustness
characteristics [26] and their implementation algorithms.

Moving target defense (MTD) is useful to defend the SE against cyber attacks.
The objective of the MTD is to increase the complexity of the system so as to
increase the attack cost for the intruder by reducing his knowledge of the system.
This objective is achieved in [64] by randomizing the set of measurements and the
topology of the grid. The topology of the grid change is reflected by a few changing
line impedances thanks to distributed flexible AC transmission system (D-FACTs).
The work [65] proposed to randomize the set of measurements as well and obtained
an improved cyber security of the SE. This research direction could be explored
further by improving the randomization and integrating PMUs as well.

For the case of an increased SE resolution to track fast changes in the future
power systems, cyber security becomes even more challenging since the procedure
will be fully automatic and the algorithms implemented to secure the operation need
to converge very fast. Reference [34] proposed a method that provides robustness
against random errors occurring in PMU sensors but sophisticated cyber attacks were
not studied. Furthermore, the dynamic state estimation, which is also gaining interest
and is vulnerable to both bad data and cyber attacks [46, 47], will allow even the
anticipation of the control in the wide area measurement systems (WAMS).

The state estimation at distribution level is also a very interesting research topic
for future investigation [66]. It may improve the monitoring of distribution systems
especially with increased distributed generation and storage such as photovoltaic
panels (PVs) and electric vehicles. The SE at the distribution level has been con-
sidered as more challenging because of the limited measurements redundancy and
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the imbalance at the distribution level requiring to consider the three phases sepa-
rately [66]. This research could also enhance the control of the distribution systems
which are vulnerable to cyber attacks [67, 68].

Finally, control is evolving with the development of wide area measurement sys-
tem (WAMS) technologies [27, 69]. The authors in [70] have shown the vulnerability
of the automatic generation control (AGC) module at the EMS toward cyber attacks.
The AGC provides automatic frequency regulation of the power system while insur-
ing that the scheduled power exchanges between adjacent power areas and utilities
are met. In [37], the authors studied the effect of cyber attacks spoofing the GPS
clocks of PMUs. They proposed algorithmic solutions to secure the damping of
inter-area oscillation modes in the WAMs that will be deployed to control the future
grid. The classical (N-1) secure operation of the grid criteria is not sufficient in the
context of cyber-intrusions. Since the consequences of cyber attacks are tremendous
on the grid, several layers of defense measures should provide resistance against the
effects of cyber attacks. If a cyber attack is missed by the sophisticated data-analytic
tools or a cyber attack is introduced directly in the control orders sent to controllers,
relays, tap changers or Industrial Control Systems (ICS) at Remote Terminal Units
(RTUs), the power system should be able to mitigate or limit the bad consequences
using resilient and robust control.

5 Conclusions

The state estimation problem has significantly raised the concerns in the last decade
about its vulnerability and security toward cyber attacks. The importance of state
estimation is significant in the operation of the smart grid where it can be exploited
not only in creating vulnerabilities and intrusions but also in implementing security
measures. In this chapter, the critical current and future research applied to improve
the state estimation safety against threats from the cyberspace has been discussed.
Improving the cyber security of the state estimation combines multilayer defense
systems. Novel robust signal processing and data-analytic methods could be very
effective especiallywith the presence of synchrophasormeasurements. Assessing the
cyber security of the grid by evaluating the impact of undetected attacks is crucial.
Proposing techniques for resilient control that limits and mitigates the impact of
undetected attacks would complement the detection of attacks to ensure a secure and
efficient operation of the grid. In general, the discussed research could be adapted to
many engineering fields where industrial control systems are implemented. Hence,
these directions should be explored further for the enhancement of the cyber security
for the safety and well-being of the society.
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Challenges and Opportunities:
Cyber-Physical Security in the Smart
Grid

Sean Weerakkody and Bruno Sinopoli

Abstract In this chapter, we develop a vision to address challenges in securing the
smart grid. Despite recent innovations, grid security remains a critical issue. The
infrastructure is highly vulnerable due to its large scale, connectivity, and hetero-
geneity.Moreover, attacks on cyber-physical systems and the grid have been realized,
most notably the attack on the Ukraine power system in 2015. While techniques in
cyber security are useful, their implementation is not sufficient to secure the smart
grid. Consequently, we advocate for research in cyber-physical system security, an
interdisciplinary field which combines tools from both cyber security and system
theory. Within this field, we argue that engineers need to develop a framework of
accountability comprised of three main research thrusts: (1) the detection of attacks,
(2) the attribution of attacks to particular malicious components and devices on the
grid, and (3) the resilient design of systems and algorithms to ensure acceptable
performance in the presence of malicious behavior. To close, we discuss the need
for a unifying language and set of tools to address these problems, as we consider
additional research in compositional security.

1 Introduction

Securing the smart grid, one of society’s most crucial resources, is a significant
problem. There exists ample motivation for attackers to target the smart grid. Eco-
nomically, an adversary can tamper with smart meters to reduce bills or compromise
sensors to elicit a profit in the electricity market. Attackers may also perturb the
grid for more nefarious reasons including terrorism. Unfortunately, securing the grid
is an open challenge [11, 14, 17, 19]. The electricity grid, due to developments
in sensing and communication technologies, is becoming increasingly connected.
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Moreover, many heterogeneous components are being installed. The infrastructure
is highly complex, connecting generation, transmission, and distribution subsystems
that are often managed by multiple distinct parties. The scale of this infrastructure
creates additional challenges as the system’s size makes it impractical to guarantee
physical security to any significant fraction of the grid. A decentralized, diverse, and
connected system provides numerous attack surfaces for adversaries. Finally, there
exists precedence for attacks on the grid, most notably the attack in Ukraine [25].
In this chapter, we argue that while existing tools in cyber security are necessary,
these methods alone are insufficient because they do not account for the underlying
dynamics of the grid. First, cyber security does not account for the impact of physical
attacks. For example, the secrecy of encrypted sensor data can be compromised by
placing an unencrypted sensor beside a legitimate sensor. Cyber security also fails to
provide prescriptive tools to ensure resilient performance during an attack. Special
system theoretic insight is required to ensure graceful degradation of performance
under attack.

To address these challenges, we recommend the development of cyber-physical
system security. The smart grid is a cyber-physical system (CPS), which is the
embedding of communication, sensing, and computing technologies into physical
systems to improve efficiency and reliability. Other CPSs include transportation net-
works, water distribution systems, smart buildings, and waste management systems.
A science of CPS security will address the smart grid’s role as a combination of a
safety critical physical system and a complex information technology (IT) infras-
tructure. We expect that security researchers, with the aid of the controls community,
will develop tools that ensure properties of secrecy, integrity, and availability while
accounting for an attacker that can impact the grid’s physical dynamics. It is likely
impractical to remove all attack surfaces in the smart grid. We recommend that
researchers instead focus on developing methods to respond to attacks once they
occur. Specifically, we envision research developed around a framework of account-
ability comprised of three thrusts: (1) the detection of attacks, (2) the attribution
of malicious behavior to specific entities, and (3) resilient system design to ensure
graceful degradation of the grid when under attack.

The rest of the chapter is formulated as follows. In Sect. 2, we review case studies
in CPS security to motivate research and help identify weaknesses in the smart
grid. Next, in Sect. 3, we characterize potential malicious behavior on the grid,
summarizing entry points and possible attack strategies. Then, in Sect. 4, we call
for the development of CPS security to defend the smart grid. Here, we highlight
weaknesses of traditional approaches and summarize the benefits CPS security can
provide. Afterward, in Sect. 5, we develop a set of research goals centered around
creating a framework of accountability. Finally, in Sect. 6, we bring attention to the
burgeoning problem of compositional security and call for efforts to bridge the gaps
that exist in CPS security.
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2 Case Studies

Wenext review two case studies. The first, Stuxnet, while not an attack on the grid, did
target supervisory control and data acquisition (SCADA) architectures. The second
case study is the hack on the Ukraine power system.

2.1 Stuxnet

The Stuxnet worm was a malware that attacked uranium enrichment facilities in
Iran, damaging 1,000 centrifuges [7]. It mainly spread through USB sticks and local
networks. Stuxnet was designed to remain dormant unless it detected specific config-
urations and model numbers [13]. Stuxnet used four unknown or zero-day exploits
against Microsoft Windows. Two allowed the malware to spread across networks
using USBs and shared printers. An additional two exploits elevated privileges of
Stuxnet to execute code. Moreover, Stuxnet leveraged two stolen certificates [3]
to install rootkit drivers. It also infected Siemens Programmable Logic Controllers
(PLCs) used to control centrifuges at the plant. For stealthiness, Stuxnet used the
first PLC rootkit.

As a result, Stuxnet compromised centrifuges by increasing the gas pressure of
uranium hexafluoride and varying rotational speeds. While rotor speed was not a
measured variable, gas pressure was likely monitored. In order to avoid detection,
Stuxnet used a replay attack, sending prior measurements to the SCADA system. By
avoiding detection, Stuxnet damaged centrifuges for long periods of time without
defender interference. The worm demonstrated that mechanisms for cyber security
can fail, here due to zero-day exploits and stolen certificates. A layer of physical secu-
rity to actively detect a replay attack likely would have curtailed much of Stuxnet’s
impact. This will be discussed in greater detail when we examine attack detection.

2.2 Ukraine Power Grid Attack

We now examine the December 2015 attack on the Ukraine power grid [1, 25]. The
hack caused blackouts over several hours, affecting thousands of customers. The
attack was initiated months prior to the outage when the BlackEnergy3 malware was
delivered to operators and employees through infected Microsoft Word documents
via phishing emails. The BlackEnergy3 malware allowed hackers to establish a con-
nection with the command and control server, harvest valid credentials, and perform
reconnaissance. The adversaries likely used valid credentials to deliver the KillDisk
malware and schedule uninterrupted power supply (UPS) outages. On December 23,
2015, the adversaries carried out an attack on the grid.Using remote access, the adver-
saries hacked workstations and tripped breakers. Malicious firmware was delivered
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to converters, preventing operators from remotely operating breakers. Meanwhile,
a telephone denial of service was carried out, cutting off communication between
customers and providers. The UPS outages impeded backup power at control centers
while the KillDisk malware destroyed data.

The Ukraine power attack provides ample lessons for researchers. It highlighted
a need for operators to implement better security policies and educate employees.
Network access may have been prevented if employees were better trained to rec-
ognize phishing emails. Additionally, the ability for employees to remotely access
the system was a contributing factor to the attacker’s success, allowing adversaries
to carry out actions remotely after obtaining valid credentials. Restricting remote
access and requiring two- factor authentication may have thwarted the adversary.
A cyber-physical approach to security can improve resilience. Here, better auto-
matic robust control mechanisms, implemented at the grid, might have prevented
widespread blackouts.

3 Adversarial Models

To establish a vision for securing the grid, wemust identify the threats that the system
faces through an adversarial model. To do this, we first identify attack surfaces. Later,
we investigate potential strategies attackers may carry out to obtain benefits or cause
damage. The resulting attack model will help to inform cyber-physical strategies for
providing security.

3.1 Attack Surfaces

An adversary can access the grid or SCADA systems by leveraging entry points.
For example, an attacker can target improperly configured or nonexistent firewalls.
Alternatively, attackers can leverage weaknesses in existing SCADA protocols such
as DNP3 and Modbus. The Ukraine hack illustrated how VPN connections allow
attackers to enter a network. An easy way for an adversary to enter the network
is to target smaller heterogeneous devices. As an example, Stuxnet was able to
spread across networks due to shared printers. In both Stuxnet and the Ukraine hack,
employee actions likely allowed malware to enter the system. In addition to USB
devices (Stuxnet) and phishing emails (Ukraine), laptops can be used to breach the
system, especially if these devices are transferred in and out of the network. Attacks
can also occur at the supply chain. In particular, if production is not performed
securely, adversaries can secretly install backdoors in devices. An adversarymay also
physically access components on the grid. Unfortunately, due to the grid’s size, it is
impractical to guarantee the physical security of smartmeters or even PMUs. Further-
more, substations are often unattended and are only monitored remotely. The actions
of malicious insiders also cannot be underestimated. Malicious insiders can use grid
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knowledge and system access to attack the infrastructure. A notable example of this
is the Maroochy Shire incident [31], where a disgruntled former employee hacked
a SCADA system performing waste management. Thwarting malicious insiders is
challenging. Thus, care should be given when granting permissions to employees.

3.2 Attack Strategies

Next, we consider the strategies an adversary chooses to violate properties of secrecy,
integrity, and availability. Notably, we discuss the physical impact of an adversary’s
behavior, motivating the study of CPS security.

Secrecy Violations: Violating secrecy has diverse consequences in a power system.
The privacy of smart meter data is essential as it can reveal sensitive information
about consumers [26]. This data, however, can be used benignly to help operators
forecast demand and increase efficiency. Fortunately, the confidentiality ofmeter data
should not adversely affect the performance of a power system. As such, addressing
this issue is out of scope in this work. Alternatively, an attacker can try to learn
sensitive information about the grid infrastructure including its SCADA monitoring
system. It is widely speculated that the hackers of the Ukraine power grid leveraged
their stolen credentials and access to HMI workstations to learn more about the
SCADA system and grid infrastructure, allowing them to maximize the impact of
their attack. In Sect. 4.1, we will discuss mechanisms in cyber security that can
protect sensitive information. As these countermeasures are not full-proof, we will
detail recommendations for controls researchers in Sect. 5.1.

Integrity Violations: Integrity attacks, where information is modified, can signif-
icantly impact the smart grid. Individual consumers may perform isolated attacks
to modify power consumption measurements in smart meters. This energy theft at a
small scale should not affect the health of the infrastructure.Nonetheless, the integrity
of other information can be safety critical. For instance, an adversary who modifies
the price being sent by an independent system operator (ISO) can cause fluctuating
demand and instability [34]. Here, low electricity prices can lead to heavy demand,
that cannot be met with matching generation. This can lead to possible blackouts.
Attackers can also violate the integrity of sensor measurements [2, 10, 12, 14, 27].
These attacks can be realized by targeting communication protocols. Alternatively,
sensors may also be altered by attackers with access to the device.

Example FalseData InjectionAttacks—Weconsider the followingmodel of trans-
mission in a power system

yk = Hθk + ek + ak . (1)
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Here, yk consists of power flow measurements at each line and power injection
measurements at each bus at time k. Also, θk consists of bus voltage angles, ek ∼
N (0, �e) is Gaussian sensor noise, and ak is the attacker’s input. An estimator to
obtain θ̂k and a residue detector can be constructed as follows:

θ̂k = (HT�−1
e H)−1HT�−1

e yk, zk = yk − H θ̂k, ‖zk‖
H1

≷
H0

τ. (2)

H0 is the hypothesis that the system is operating normally whileH1 is the hypoth-
esis that there is faulty or malicious behavior. If ak = Hck , the attacker biases the
state estimate by ck , without changing the detection statistic. This attack can yield
a profit in the market [46] and more importantly, cause SCADA operators to take
incorrect actions, possibly leading to instability.

The integrity of control commands must be protected. In the Ukraine attack, the
adversaries modified commands to trip breakers and schedule UPS outages. Simi-
larly, attacks on software can have a profound effect on a CPS, potentially allowing
attackers to manipulate any grid device. Stuxnet was able to modify software affect-
ing PLCs, leading to centrifuge damage. Traditional countermeasures for detecting
integrity attacks are considered in Sect. 4.1. As these methods are insufficient, we
detail recommendations to detect and isolate integrity attacks in Sects. 5.1 and 5.2.

Availability Violations: Adversaries who carry out denial of service (DoS) attacks
on the smart grid affect availability. While real-time data availability is not typically
crucial in software systems, the real-time availability of information is often essential
in CPSs due to the physical dynamics. The ability to deliver control inputs is often
necessary to stabilize a CPS and achieve objectives. Likewise, sensor measurements
on the grid are necessary to inform proper feedback control actions. Additionally, an
absence of pricing information can affect the market and lead to undesirable changes
in electricity demand. References to work in anti-jamming are provided in Sect.
4.1. As these anti-jamming tools are not prescriptive for ensuring grid performance,
recommendations for resiliency are provided in Sect. 5.3.

4 A Case for Cyber-Physical System Security

Responding to the attackswill requiremultidisciplinary contributions fromboth secu-
rity researchers as well as system scientists. In this section, we will describe existing
tools in cyber security and then show that these existing mechanisms are insufficient
for addressing smart grid security, necessitating our vision of CPS security.
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4.1 Cyber Security Countermeasures

In this subsection,we summarize existing tools in cyber security, identifying strengths
and weaknesses to inform future research.

Limiting Attack Surfaces: Well- configured firewalls can serve as a perimeter
around SCADA systems and prevent access. Stringent policies can also limit an
adversary’s attack surface. For example, operators can prohibit USB sticks and lap-
tops from being carried in and out of the SCADA system. The Ukraine attack would
have been prevented if employeeswere trained to spot phishing emails or if two-factor
authentication was used during VPN connections.

Secrecy, Integrity, and Availability: To help guarantee secrecy, operators can
encrypt sensitive information.More generally, prior work in cyber security has exam-
ined mechanisms to stop sensitive information from leaking. Defenders can leverage
information flow analysis to promote confidentiality [5]. Information flow analysis
is a set of tools in software security designed to prevent illicit flows of informa-
tion in computing systems. Various tools have been considered to prevent invalid
information flows [37] and to quantify information leakage when it does occur [32].
Authentication protocols can be used to verify the identity of different devices, com-
ponents, and operators and guaranteemessage integrity. Authenticated encryption, in
particular, can provide message secrecy and detect integrity attacks. This ideally will
enable secure communication for instance between sensors and the SCADA system,
power distributors and smart meters, and equipment and field crews. The root of trust
in such a system are cryptographic keys. Due to the sheer size of the grid, developing
a key management system, which allows for key generation, sharing, replacement,
and recovery is a nontrivial challenge [45]. Detecting software modification is a diffi-
cult problem. Typical antivirus software are ineffective against zero-day exploits and
may be corrupted. Remote attestation can be a promising method to detect integrity
attacks on software [29]. Finally, previous work has examined means to ensure the
availability of data. These include preventing DoS and jamming attacks. We refer
the reader to a survey of results found in [22, 24].

4.2 Toward Cyber-Physical System Security

Unfortunately, the tools available in cyber security are insufficient for the smart
grid. First, the scale, connectivity, and heterogeneity of the grid make it impossible
to remove all attack surfaces. Even established barriers such as firewalls can be
broken. Next, the listed tools cannot account for physical attacks where an adversary
physically interacts with the grid. For instance, to violate the secrecy of an encrypted
sensor, a second unencrypted sensor can be placed in close proximity. Additionally,
the integrity of a meter can be violated by placing a shunt, allowing electricity to
bypass this device. Similarly, firewalls and authenticated encryption cannot prevent
an attacker with physical access from modifying control commands. Availability
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can be compromised by physically shielding sensors and actuators. Such an attack
cannot be mitigated by standard anti-jamming technologies. Cyber security also fails
to provide prescriptive tools to deal with the physical layer of the smart grid as it fails
to account for properties of stability and performance. For instance, upon detecting
that a software system is compromised, one common solution is a system reboot.
This, however, can be dangerous due to the inertia and dynamics of the grid. Instead,
in a CPS, actions should be carefully taken to ensure graceful degradation.

We propose the development of cyber-physical system security which augments
cyber security with tools from system theory. We recommend that researchers lever-
age a fundamental understandingof the dynamics of power systems to ensure security.
A stochastic model of the physical dynamics on the grid can serve as a ground truth,
allowing defenders to recognize and isolate anomalies by analyzing sensor measure-
ments. Control inputs and other degrees of freedom can be used as active monitors,
allowing the defender to differentiate observed behavior under attack and expected
behavior under normal operation. This will be discussed further when we describe
active detection. Finally, resilient algorithms from control theory can guide opera-
tors in performing corrective actions, which ensure the grid meets key performance
objectives.

We stress that CPS security should consist of tools from both system theory and
cyber security. Like cyber security, system theory on its own can be ineffective. One
shortcoming is that detection is always probabilistic due to stochastic system model-
ing. Meanwhile, an attacker who breaks cryptographic primitives without key access
will almost certainly be caught. Methods from system theory also often introduce
high-level abstractions, which can be better captured via cyber security. A layered
approach that considers cyber security and system theory will be imperative in secur-
ing a CPS.

5 Accountability in Cyber-Physical Systems

We now present a vision to guide progress in CPS security research. It is likely
impossible to completely prevent attacks on the smart grid, first due to the grid’s
immense size and diversity and second due to weaknesses in the implementation
of standard tools in cyber security. Consequently, systems researchers should focus
on resiliently responding to attacks when they occur. We recommend developing a
framework for accountability in CPSs [4], centered around responding to attacks,
and consisting of three research thrusts:

1. The detection of attacks on the grid.
2. The attribution of attacks to malicious components.
3. Resilient design to ensure graceful degradation under attack.

We now delve deeper into these research areas. For generality, we consider the
model of a generic control system.
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xk+1 = Axk + Buk + wk, yk = Cxk + vk . (3)

Here, xk ∈ R
n is the state at time k, which in power systems can correspond to bus

voltage angles and magnitudes. Next, uk ∈ R
p is a set of control inputs. Moreover,

yk ∈ R
m is a vector of measurements , for instance real power flows at transmission

lines and power injections at each bus. Finally, wk ∈ R
n and vk ∈ R

m are process
and sensor noise.

5.1 Detection

The first step to responding to an attack is detection. Both passive detection and active
detection require investigation.Passive detection is essentially equivalent to standard
detection theory [8, 44],where the defender attempts to determinewhether the system
is healthy or operating abnormally. One classical detector is the χ2 Detector.

Example χ2 Detector—One standard detector is aχ2 detector. Givenmeasurements
yk , and information Ik , a χ2 detector is given as follows

zk � yk − E[yk |Ik],
k∑

t=k−T+1

zTk (Cov(zk))
−1zk

H1

≷
H0

τ. (4)

Here, the residue zk characterizes the difference between measurements yk and
their expected values. As mentioned, the null hypothesisH0 refers to normal opera-
tion, while the alternative hypothesis H1 refers to an attack.

The changing composition of the grid creates new opportunities to improve detec-
tion. PMUs, which enables faster, synchronized sensing, are changing detection from
a static problem to a dynamic one. Dynamic detection creates challenges for adver-
saries, who must ensure their attacks generate outputs compatible with dynamical
models. Data gathered from smart meters can also help operators model demand.
Detectors should address tradeoffs between the probability of detection, probabil-
ity of false alarm, and time to detection. Detection is time critical, especially if an
unchecked adversary can disrupt service. To detect attackers quickly, the defender
might have to sacrifice average detection performance. In the χ2 detector, the thresh-
old τ determines the tradeoff between the probability of false alarm and the probabil-
ity of detectionwhile thewindow size T balances the tradeoff between the probability
of detection and detection time.

Passive detection can be ineffective against knowledgeable adversaries. Model-
aware adversaries with channel access can potentially perform stealthy covert attacks
[33], zero dynamics attacks [23, 35], false data injection attacks [18], and replay
attacks [20]. Unfortunately, tactics in cyber security such as authenticated encryp-
tion are ineffective against physical attacks or might be broken (as in the Ukraine
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Fig. 1 Active detection in
CPS. To detect stealthy
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his control policy or system
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attack). The threat of stealthy attacks motivates research in active detection, where
the defender alters aspects of the CPS to recognize adversarial behavior. Figure1
illustrates active detection.

For instance, under certain scenarios, an attack is stealthy only if a defender uses
a particular set of control policies. In this case, a defender can actively detect an
adversary by changing his or her control strategy.

Example Physical Watermarking—One example of active detection is physical
watermarking [21, 28, 39]. Here, the defender inserts a secret noisy control input
�uk or watermark on top of the optimal input u∗

k

uk = u∗
k + �uk . (5)

Themeasurements yk are ideally correlated to the physical watermark through the
dynamics of the system. The absence of a watermark in the sensor measurements is
indicative of faulty or malicious behavior. Physical watermarking is effective against
replay attacks, where an adversary sends a sequence of prior outputs to the defender,
the same strategy used in Stuxnet. The watermarks act like a cyber-physical nonce,
verifying the freshness of the measurements being delivered to the operator. Figure2
illustrates physical watermarking.

We recommend that researchers examine using control inputs as active monitors.
Scientists should identify realistic attack strategies, whose stealthiness is linked to
control policies on the grid. Alternative control policies can then be implemented
to reveal these otherwise stealthy attacks. Detailed studies must be performed to
address tradeoffs between control performance and security. The defender must have
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(b) Add Watermark 

Normal  Faulty/Attack 

Δuk

(d) Perform Detection 

Physical Watermarking 

(c) Watermarked Output 

(a) Output with Optimal Input 

Fig. 2 An illustration of physical watermarking. aOutput with optimal control input, susceptible to
replay attack. b Add watermark �uk on top of optimal control input uk . c Output is now correlated
with watermark. d If we can not detect watermark in output the system is faulty/under attack

computable metrics to evaluate security and system performance. In the case of
physical watermarking, the design of the watermark was determined by solving
optimization problems that aim to maximize detection performance (as related to
the expected detection statistic) subject to constraints on linear quadratic Gaussian
costs. This active detection canmodify the system’s root of trust. For instance, control
strategies may need to be private, necessitating encryption of inputs. Control inputs
can also be used to preserve secrecy. For instance, a worthwhile task is to determine
how changing a control policy can conceal the dynamics on the grid from an attacker
[47], who passively observes input/output traffic.

There exist scenarios where active detection at the control input is ineffective,
notably when an adversary uses model knowledge to construct stealthy attacks. We
then envision a defender performing active detection by changing parameters of the
system, in particular the dynamics itself.

Example The Moving Target Approach—Another active method of detection is
the moving target [40]. Here, the defender introduces an authenticating subsystem
on top of the original system. This subsystem is designed so it is causally affected by
the normal dynamics of the system, but itself has no impact on the normal dynam-
ics. The authenticating subsystem also has random time-varying dynamics, whose
real-time realization is unknown to the attacker. The time-varying dynamics can,
for instance, be determined by a cryptographically secure pseudorandom number
generator (PRNG) whose seed is available to the defender and forms a root of trust.
Existing dynamics or dedicated hardware with time-varying components can be used
to realize the moving target. The hardware, for instance, can consist of circuits with
controllable potentiometers and time-varying capacitors. These devices should be



268 S. Weerakkody and B. Sinopoli

Fig. 3 Moving target
approach in a CPS

affected by the true state and thus might be affixed to generators, transformers, or
power lines. An adversary who disrupts the normal dynamics of a system, may not be
revealed by the sensors yk . However, with proper design, an attack would be revealed
by sensors ỹk , which measure the extra states correlated to the normal dynamics.
Moreover, because the dynamics are time varying, the attacker will be unable to use
system identification to completely hide his their impact. If the defender does not
care about controlling the extra dynamics, the moving target allows the system to
remain at peak performance. Figure3 illustrates the moving target approach.

We recommend that researchers evaluate changing system parameters on the grid
to improve detection. To do this, a balance must be struck between maintaining
performance and improving security. In the moving target approach, introducing
an independent authenticating subsystem alleviates concerns about reducing control
performance. However, if meaningful parameters on the grid are altered, a careful
evaluationmust occur. Interested parties will need to gaugewhich components on the
grid can be modified and then analytically weigh the delicate performance–security
tradeoff.

Additionally, practitioners must select a root of trust when changing parameters
to inform subsequent design. For instance, if an attacker can not read information
being sent across input/output channels, a single set of carefully chosen perturbations
may be sufficient to detect attackers [36]. However, if this information is deemed
available to attackers, researchers will need to consider the attacker’s use of system
identification techniques [15]. The defender may have to hide sensitive information
about the dynamics by changing his policy or system parameters in a time-varying
fashion. Researchers will then need to demonstrate that an attacker cannot glean sen-
sitive information from public channels, perhaps using information theoretic bounds.
To close, we argue the composition of detection tools must be considered. As only
certain detection strategies are suitable for certain attacks, researchers must consider
the problem of systematically combining detection methods in order to adequately
account for realistic threats, while maintaining efficiency.
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5.2 Attribution

While attack detection is necessary, it does not always prescribe a solution for system
recovery. This motivates research in attack identification, which allows operators to
attribute malicious behavior to a subset of malfunctioning devices and components
and respond accordingly.

Example Identifying Malicious Sensors and Actuators in Generic Control Sys-
tems—Identifying malicious sensors and actuators in control systems has been well
investigated. For instance, in [23], algebraic conditions were provided to determine
when a system can identify q malicious sensors and actuators. The problem of identi-
fying malicious sensors is related to resilient estimation. Qualitatively, by isolating a
set of malicious sensors, resilient estimation can be performed by only using trusted
sensors. It has been shown in deterministic systems that performing perfect state
estimation under sensor attacks is equivalent to performing perfect identification [6].

The computational efficiency of attribution requires attention. If only a single
failure is allowed (e.g., only one transmission line can fail [43]), the number of
failure states to consider is the number of corruptible components. It might still
be viable to leverage hypothesis testing to identify corrupt devices in this scenario.
In the case of multiple failures, the number of possible sets of malicious nodes is
combinatorial and practitioners must weigh the tradeoff between considering a large
number of contingencies and efficiency. Relaxations should also be investigated. For
instance, when attribution is posed as an optimization problem (as in [6]), we can
look for convex relaxations. Satisfiable modulo theory (SMT) solvers [30] may also
be promising.

There exist scenarios where intelligent attackers are able to generate unidentifi-
able attacks [6]. However, generating unidentifiable attacks, in many cases, relies on
knowledge of the system parameters [41]. Consequently, we recommend the devel-
opment of a theory of active identification to be applied in the smart grid. Researchers
should prove that proposed active identification techniques accurately attribute mali-
cious behavior to specific entities. The tradeoff between performance and security
once again must be examined and operators must carefully select an appropriate root
of trust for the CPS.

5.3 Resilient System and Control Design

The ultimate goal in securing the smart grid is to ensure that even when under attack,
there exists graceful degradation, and essential services can be provided. The tools of
cyber security are ill-equipped to deal with resilient control since they do not consider
the underlying physical dynamics. Thus, significant contributions are required from
the controls community to ensure that power grids remain functional in the presence
of attacks.
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After detection and attribution, operators can alter their control strategy to main-
tain performance. For example, if a subset of measurements is corrupted, resilient
estimation on healthy measurements can still allow the grid to remain functional.
Alternatively, if measurements are jammed, local robust control loops can be imple-
mented at the plant level until connection is reestablished with SCADA operators.
Additionally, if a transmission line fails, optimal power flow can be solved under the
system’s new configuration.

Because resilience is time sensitive, corrective actions should be automatic and
designed offline. Since the possible set of contingencies is immense, risk assess-
ment is needed to prioritize solutions. Engineers must identify the most high-risk
failures and design control actions to respond to these failures. Due to a lack of
trusted resources under attack, creative solutions may be required. In cases where
online corrective action is analytically deemed impossible, researchers and involved
parties must weigh the cost and benefits of resilient offline design [38]. As an exam-
ple, ensuring a system is resilient to a fixed number of sensor attacks may require
redundant sensing hardware.

Of course, identifying malicious devices is not instantaneous. Engineers must
account for the gap in time between when detection and identification occurs. Robust
controllers, which meet minimal performance standards in the presence of large
classes of failures, can be used here. An interesting example of such a scenario is
described in [16], where after detection, local set-theoretic control is performed until
more countermeasures can be deployed. Developing similar robust controllers on the
grid is a valuable research goal.

The scalability of the proposed approaches must be examined, due to the size
and connectivity of the grid. While solutions can be implemented at the level of
control areas for which there is often a designated SCADA system, operators should
account for contingencies which require cooperation at a larger scale. Along these
lines, efficient architectures must be developed to integrate solutions in detection,
attribution, and resilient control.

We conclude by considering why the aforementioned three-step approach is nec-
essary. If an operator can develop robust algorithms for estimation and control, why
is detection/attribution necessary? The proposed approach results in better perfor-
mance. Under normal operation, optimal estimators and controllers will outperform
robust estimators and controllers. Upon detection, conservative countermeasures for
control are likely similar to alternative robust algorithms. Finally, once attribution
has occurred, specially designed countermeasures will outperform general robust
techniques.

6 Bridging the Gap: Cyber-Physical System Security

In this chapter, we examined smart grid security, a necessity given the grid’s crucial
role in society and the precedence for attacks.We discussed standard techniques from
cyber security and showed these methods are not sufficient for the security of the
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grid. We motivated the necessity of CPS security, which combines tools from both
cyber security and system theory. We then proposed a vision for securing the grid
centered around a framework of accountability consisting of detection, attribution,
and resilient system design.

Nevertheless, despite the significant work in CPS security, the field as a whole is
disjointed. While intelligent techniques have been proposed in both cyber security
and system theory, most of these approaches fail to model the real interactions that
exist between computing devices and physical components. A science of compo-
sitional security must be developed to address these concerns. Researchers should
examine how changing the security properties of individual cyber and physical sub-
systems affect the security of the entire connected system. Proving security properties
for the grid through analysis of the system as a whole is likely impractical. Conse-
quently, a toolbox of analyticalmethods should be developed to answerwhen security
properties hold after individual, disparate, subsystems are composed.

The lack of progress toward developing a science of compositional security is
likely due to the fact that there are few individuals who are well versed in both
cyber security and system theory. As such, interdisciplinary approaches will aid in
addressing the existing gaps in CPS security. To help this effort, we recommend that
a common language be developed to consider problems in both cyber security and
physical system security. A unifying framework will allow researchers to better com-
municate ideas as well as implement tools across disciplines. A relevant direction is
information flow analysis which, as mentioned earlier, has significant applications in
developing security policies for confidentiality [9]. Recent work, has demonstrated
that the tools of information flow can be applied to problems of detection and iden-
tification [4, 42] in CPS. Thus, developing a unified theory in terms of information
flow could help to bridge the gaps that exist in smart grid security.
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Toward Resilient Operation
of Smart Grid

Azwirman Gusrialdi and Zhihua Qu

Abstract Electric grids in the future will be highly integrated with information
and communications technology resulting in a complex cyber-physical system. The
increase in the use of information technology is expected to enhance reliability,
efficiency, and sustainability of the future electric grid through the implementation
of sophisticated monitoring and control strategies. However, the information and
communication technology is known to be vulnerable to cyber-intrusions, which
may cause physical damage to the power network due to the tight coupling between
the physical and cyber layers. This chapter first discusses potential strategies to detect
stealthy attacks in a smart grid. Since attacks cannot be foreseen in advance, it is
highly desirable to design control algorithms so that the networked system becomes
resilient against unknown attacks. Moreover, the heterogeneity of the individual
dynamics and the openness of the networked system introduce additional challenges
in designing the resilient control algorithm. To this end, we discuss the concept of
passivity-short and demonstrate its potential to deal with heterogeneous dynamics
and enable plug-and-play operation of the networked system. Two distributed control
strategies are then presented to guarantee the resilience of the networked system
against unknown attacks.

1 Introduction

Electric grids (physical systems) in the future will be highly integrated with infor-
mation and communications technology (cyber layer) resulting in a complex cyber-
physical system. The communication technology has beenmainly used by the Super-
visory Control and Data Acquisition (SCADA) systems for the purpose of sensing,
monitoring, and control of the power systems. The increase in the use of informa-
tion technology is expected to enhance reliability, efficiency, and sustainability of
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Fig. 1 Two-way communications (denoted by dash arrows) in the smart grid. An adversary could
intercept the communications in order to destabilize the systems or to gain financial benefit

the future electric grid through the implementation of sophisticated monitoring and
control strategies. On the other hand, information and communication technology
of the power grids have started evolving from isolated structures into more open
and networked environments via TCP/IP and Ethernet. Since the information and
communication technology is known to be vulnerable to cyber-intrusions, potential
network intrusion may cause physical damage to the power network due to the tight
coupling between the power system and the cyber layer.

As an illustration, consider the demand-side management system shown in Fig. 1.
The objective of such a system is to minimize peak demand and shift this load (i.e.,
demand response) to off-peak hours in order to improve system operation. To this
end, the load control systems are equippedwith two-way communications such as the
Internet. Demand response can be achieved by either controlling some of the loads
such as water heating, air conditioning directly or indirectly via incentives such as
real-time pricing sent through the communication channel. Instead of physically
accessing the power system device such as substations and gain complete control of
the device, the adversary can remotely compromise a portion of the communication
channels between the energy management system and aggregator. For example, the
adversary could send a falsified price signal resulting in a large spike in the total
load demand and destabilize the frequency of the power system [3, 22]. A real-world
example of themost recent cyber-attack on power systems is the attack on theUkraine
power grid inDecember 2015, which is a synchronized and coordinated cyber-attack,
causing a 6-hour blackout and affecting hundreds of thousands of customers [23].

Tools from network security alone are not sufficient to address the above chal-
lenges in smart grid security, since they do not take into account the physical attacks
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through direct interaction with the components in the grid, including the stability
and control performance of the physical systems. Furthermore, the integrity of a
meter can be violated without the need of breaking the cyber-security countermea-
sure implemented to protect the data sent through the network by placing a shunt
around a meter.

This chapter presents strategies to detect false data injections on a smart grid.
Specifically, we are interested in detecting a stealthy attack, that is the one which
could not be detected by the standard bad data detection test. Moreover, since attacks
cannot be foreseen in advance, it is desirable to design control algorithms so that the
overall system becomes resilient against unknown attacks. An important issue that
also needs to be taken into account in designing resilient control algorithm for a smart
grid is the heterogeneity of the individual system and the openness of the networked
system. To this end, we first discuss the concept of passivity-short and demonstrate its
potential to deal with heterogeneous dynamics and enable plug-and-play operation
of the networked system. Two distributed control strategies to make network-level
cooperative control resilient against unknown attacks are then discussed.

2 Smart Grid and Potential Cyber-Attacks

Smart grid, in general, consists of four integrated sets of components:

(i) Heterogeneous and individual dynamic systems (e.g., distributed generations)
that can be modeled as, for i = 1, . . . , n,

ẋi = Fi (xi , vi ), yi = Hi (xi ), (1)

where xi ∈ �ni is the state, vi is the control input, and yi ∈ �p is the output.
(ii) A physical network whose characteristics could be characterized as

κl(y1, y2, . . . , yn, θ1, . . . , θn) = 0, l = 1, . . . , n, (2)

where θi ∈ �ni are the state variables of the physical network.
(iii) Sensory and local communication networks are represented by observation

equation (estimator)
z = Hθ + w, (3)

and communication matrix

S(t) = [
Si j

] ∈ �n×n, Sii (t) ≡ 1, Si j (t) =
{
1 { j → i} ∈ E
0 else

,

where z ∈ �M is the vector of measurements, H ∈ �M×N is the measure-
ment matrix, w is the measurement noise, and digraph (V ,E (t)) represents
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the instantaneous communication topology. Moreover, the control center could
also implement dynamic estimators such as Kalman filter.

(iv) A system operator (e.g., energy management system as depicted in Fig. 1) who
attempts to optimize the overall system.

In this chapter, we consider a class of attacks known as deception attacks which
violate data integrity and whose goal is to destabilize the system by injecting exoge-
nous input to the system. To this end, it is assumed that the adversary is able to
intercept the communication network and corrupt the measurement and input sig-
nals of the system. Without any knowledge of the system dynamics, the adversary
can disrupt the operation of the system by launching a replay attack [31]. That is,
first he/she observes and records the readings of the sensors and then repeats them
while injecting exogenous signal to the system.

If the adversary has some knowledge of the systemmodel, he/she can then perform
a much more powerful attack and possibly without being detected (i.e., stealthy) by
the standard statistical test. This class of deception attacks is also known as false
data injection attack (FDIA). One of the well-known FDIA attacks on power grid is
the attack on state estimation [16]. State estimation is a key function in smart grid
due to its wide applications such as for contingency analysis, load forecasting, and
calculating locational marginal pricing for power markets. State estimation aims at
estimating the states θ ∈ �N of the power systems (e.g., bus voltage magnitudes and
phase angles) denoted by from a limited set of measurements z ∈ �M (with M > N )
by solving (3). It is known that if the adversary has sufficient information of the
physical network, he/she can then launch FDIA by modifying measurement data
from the true measurement z in (3) to (z + δz) for some δz = Hc, where c ∈ �N .
In other words, the attack vector δz lie in the null space of matrix (P − I ) where P
is projection of matrix H , namely P = H(HT H)−1HT . It is shown that the injec-
tion δz = Hc keeps the measurement residual unchanged compared to the case when
the measurement is not corrupted. Hence, the attack is stealthy (unobservable) since
its presence cannot be detected by bad data detection test which utilizes the measure-
ment residual. Since, in practice, the adversary has a limited budget to compromise
the sensors, the smallest set of sensors that need to be compromised which results in
network unobservability is discussed in [15]. While the above discussions focus on
the attack by a single adversary, the case where the attack is launched by multiple
adversaries is analyzed in [28].

In the following, we discuss existing and potential strategies to detect both replay
and false data injection attacks. While detecting an attack is an important first step
toward mitigating the effect of the attack, the ultimate objective in securing the smart
grid is to ensure the operation of the grid (that is the power network can still provide
essential services) under unknown attacks. Therefore, in addition to attack detection
methods, promising strategies to make smart grid resilient against unknown attacks
will also be discussed.
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3 Potential Defense Strategies

In the following, we discuss potential strategies together with their challenges to
detect (stealthy) deception attacks andmake the smart grid resilient against unknown
cyber-attacks.

3.1 Attack Detection

When the injection is not stealthy, a method to detect the attack is proposed in [15],
which utilizes a generalized likelihood ratio test and incorporates historical data.
Moreover, the work [12] develops a real-time detection scheme whose goal is to
detect the attack as early as possible while satisfying certain error constraints. In
comparison to the traditional detection test and the generalized likelihood ratio test,
the algorithm has low complexity and leads to a better accuracy. For the case of
stealthy attacks, the system operator can strategically secure certain critical sensors
to either increase the number of sensors needed to attacks needed or make attack
vector c infeasible, see e.g., [14, 20]. Moreover, a game theoretic approach to ana-
lyze FDIA involving a defender (whose goal is to reduce the impact of the attack
by securing a set of measurements) and multiple adversaries are studied in [28].
However, from a practical point of view securing meters works well for transmis-
sion but not for expansive distribution network. A strategy based on reconfiguring
the information structure used for state estimation is proposed in [30]. To this end,
it is assumed that the power grid can be partitioned into a group of subsystems as
depicted in Fig. 2. Moreover, each subsystem is assumed to have the capability of
reconfiguring its information structure, performing state estimation, and reporting
the result to the higher level energy management system. Assume that the matrix H

Transmission
Energy Management System

Distribution
Energy Management System

H =
[
Ha

Hb

] H1 =
[
Ha

0

]

H2 =
[
0
Hb

]

z1 zM

Fig. 2 Protection of power grid against false data injection attack



280 A. Gusrialdi and Z. Qu

can be reconfigured by

[
Ha

Hb

]
and partitioned into H1 =

[
Ha

0

]
and H2 =

[
0
Hb

]
such

that

rank

[
P1 − I
P2 − I

]
= M

where P1, P2 denote the projection matrix of H1 and H2 respectively. The only
admissible solution of stealthy attack vector is then given by δz = 0. Hence, the
power grid can be secured from coordinated data attacks by reconfiguring the infor-
mation structure and without the need for any physical effort. Moreover, if physical
constraints (2) could be adjusted real time, detectability of false data injection would
be substantially increased by using dynamically changing physical topology.

As a future direction, the designer (system operator) can also take advantage of the
physical system dynamics and use it to detect stealthy attacks. In particular, dynamics
of local systems in (1) can be utilized to enhance injection detection, and Kalman
filters can be designed to correlate local system output yi to estimated physical
network state (θ + c). In addition, since in order to remain stealthy, the adversary
needs to obey to a certain structure related to the physical system, the system operator
can then introduce a type of randomization (not known to the attacker) to increase
the probability of detecting the stealthy attacks. For example, a concept of physical
watermark is introduced in [21] to detect replay attack, where a disturbance is added
to the control signal which acts as a time-stamped authentication signal. The attacks
can then be detected with high probability by checking the correlation between
disturbance and measurement. Another potential strategy to detect stealthy FDIA is
byutilizing tools frommachine learning to distinguish normal operation from the case
under attacks. Learning-based techniques, namely supervised learning (requiring
data training) and unsupervised learning are proposed in [1] to detect stealthy attacks.
In both strategies, a principal component analysis which projects the data to a low-
dimensional observation is used to reduce dimensionality of the processed data. An
interesting key observation is that normal and compromised data tend to be separated
in the projected space since the normal data are governed by physical laws while
the compromised data are not. Finally, distributed detection algorithms should be
developed to take advantage of better resolution and granularity of sensory data at
the local level.

3.2 Resilient Control Design

Resilient control refers to those controls that are capable of maintaining or restoring
systems performance under unexpected events. Given that attacks or faults cannot
be foreseen in advance, it is desirable to design control algorithms so that the overall
system becomes resilient against unknown attacks, which will be discussed in this
section.
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3.2.1 Modularized Design for Cooperative Control

As described previously, a smart grid involves a number of heterogeneous physical
systems that are networked not only by their physical network but also their sensory,
communication, and control networks. Moreover, the networked operation of these
heterogeneous dynamics needs to be maintained even when some of the components
get upgraded or exchanged. Hence, before designing a resilient control system, we
first need to answer the fundamental question of how a networked of heterogeneous
systems can be operated in a stable and cooperative manner. The concept of dissi-
pativity offers a way to analyze input–output relationship of nonlinear systems and
hence has potential to deal with the heterogeneous dynamics and their networked
operation. System (1) is said to be dissipative if a positive semi-definite storage
function Vi and a supply rate Φi (·) exist such that

Vi (xi ) − Vi (xi (0)) ≤
∫ t

0
Φi (xi , vi )ds.

The input–output pair {vi , yi } of the system (1) is said to be input feedforward passive
if, for some positive semi-definite function ηi ,

Φi (xi , vi ) = −ηi (xi ) + vTi yi + εi

2
‖vi‖2

where the constant εi is called impact coefficient. The most common form of dissi-
pativity is passivity [13], that is when εi ≤ 0. Even though control design for passive
systems is well known, they are known to have limited applications. On the other
hand, if εi ≥ 0 the system is said to be passivity-short [29]. While passive systems
are always decreasing in energy with respect to input energy, passivity-short sys-
tems may increase or remain the same in energy from input to output during the
transience. This behavior is also related to oscillating systems with small or nonex-
istent damping, in which the output energy of the system may be similar to the input
energy. An example of this is a generator that is not decreasing in energy at all times
since it is producing some amount of energy. While most systems are passivity-short
(e.g., it is shown in [11] that each component in the power system is passivity- short),
analysis tools and control design for passivity-short systems have not been inves-
tigated until recently [25]. Passivity-short systems enjoy the nice property that its
input feedforward passivity is invariant under all interconnections including parallel,
series, positive feedback loop, and negative feedback loop [10]. Cooperative control
theory [24] aims to design network-enabled distributed controls by explicitly con-
sidering both dynamics and control of individual physical systems as well as local
communication networks and information-structured controls. Specifically, the goal
of cooperative control is to achieve nontrivial consensus using only local information,
that is for all individual system i in the network we have

lim
t→∞ ‖yi − y j‖ = 0,∀i, j or lim

t→∞ yi (t) = cn. (4)
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Cooperative controls have been successfully applied to distributed dispatch of active
and reactive power [32], distributed voltage control and loss minimization [19],
charging of electric vehicles [8], load control for ancillary services [27], and opti-
mal power flow and frequency synchronization [17]. The concept of passivity-short
allows us to develop a fully modular design methodology where a self-feedback con-
trol is first designed individually for each heterogeneous system and network-level
cooperative control can then be designed separately. To this end, the control input
in (1) is chosen as

vi = vsi (xi ) + ui

where vsi is the self-feedback control designed so that the individual system becomes
passivity-shortwith impact coefficient εi ∈ (0, ε) and ui ∈ �mi is the network-enable
control. It is shown in [26] that, for any connected network of passivity-short systems,
their network-level control can always be chosen to be

ui = kyi

n∑

j=1

Si j (y j − yi )

to guarantee non-trivial consensus (4), provided that kyi ∈ (0, ky)with ky is given by

ky = λ2(Γ L + LTΓ )

ελmax(LTΓ L)

in which L = D − S with D = diag(S1), λ2 denotes the smallest nonzero eigen-
value, λmax denotes the largest eigenvalue, matrix Γ = diag(γ ) and eigenvector γ

satisfies γ T L = 0. It is worth noting that the constant ky can be computed in a dis-
tributed manner using the approach developed in [4, 5]. It can also be observed that
the network-level control design does not require any information about individual
systems except that their impact coefficient are no larger than a threshold ε. This
feature enables plug-and-play feature of networked operations, that is any individ-
ual heterogeneous systems in the network can be switched into and out of service.
As has been demonstrated above, the concept of passivity-short and impact equiva-
lence principle enable the separation of control design of individual heterogeneous
systems and network-level cooperative control design. Hence, for the remaining of
the section, we focus on potential strategies to make the network-level cooperative
control resilient against unknown attacks, that is for a small constant δ:

lim
t→∞ ‖yi − y j‖ ≤ δ,∀i, j or lim

t→∞ ‖yi (t) − cn‖ ≤ δ. (5)

In order to illustrate resilient control design, we consider a cooperative power con-
trol strategy of multiple distributed generators in distribution network. Distributed
generators (DGs) have received significant attention since they could reduce power
transmission loss andmaintain power supply even in an emergency situation by oper-
ating in an islandmode.Conventional centralized control schemewhich requires each
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Fig. 3 Cooperative control of DGs. Solid and dash arrows denote communication between local
controller ofDGs and between physical and cyber layers respectively. Red arrows represent potential
cyber-attack

DGs to communicate directly with a central control is not desirable in controlling
the geographically dispersed DGs since it requires high-bandwidth communication
and more importantly, it does not enable plug-and-play operation. Hence, distributed
control schemewhich relies only on local communication between geographic neigh-
boring DGs is more suitable due to its low operating cost, less system requirement,
scalability and robustness to communication failures. A cooperative control scheme
is proposed in [32] to design a virtual power plant (VPP) consisting of multiple DGs
connected to transmission grid via a step-up transformer as depicted in Fig. 3. The
objective is to regulate the active power flow across the line to a preferred value
while at the same time ensuring that the active power of each DG reaches consensus
on its utilization (defined as the ratio between the dispatched active power Pi and
the maximal available power Pi,max ). To be more precise, the goal is to regulate the
power dispatched by each DG so that the total active power transferred to the trans-
mission network Ptran (which depends on Pi ) tracks a reference value Pref and the
utilization ratio of all DGs, that is Pi

Pi,max
converge to the same value.

It is demonstrated in [32] that the objectives mentioned above can be achieved
by designing cooperative control strategy in the form of (4) (that is by taking yi =

Pi
Pi,max

) which relies on local communications between the DGs as shown in Fig. 3.
However, it is shown in [18] that an adversary could compromise local controller of
DGs by launching a replay attack to prevent DGs in the network reach a consensus
on the utilization ratio and thus result in unfair split of the profit among the DG
owners. As an example, when the i-th DG is compromised such that it intentionally
increases its dispatched power (consequently its utilization ratio), this will yield other
DGs converge to a smaller utilization ratios (i.e., generating less power) to maintain
Ptran to track Pref . As a result, DG i has more economic benefit since it generates
more electricity. Furthermore, this compromised DG could also deliberately set its
utilization ratio to weaken the controllability of the VPP by narrowing the adjustable
range of Ptran .
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(a) (b)

isolated node

Fig. 4 a Communication network consisting of control graph (solid arrow) and observation graph
(dash arrow). An observation link is denoted by a solid arrow if it coincides with control link;
b network after the isolation of misbehaving node

3.2.2 Confidence-Based Resilient Control Design

An advanced cooperative control strategy is developed in [18] to make the VPP
resilient against the above- mentioned attacks, that is Ptran tracks the value Pref and
all DGs reach a uniform utilization. First, given a control graph (that is a communica-
tion topology used for cooperative control (4)), an observation graph is constructed
whose responsibility is mainly for surveillance, that is to estimate both the upper
and lower bounds of utilization ratio of every in-neighboring DGs. The topology of
the observation graph is designed such that for each DG k, any of its in-neighbors
can communicate to any of its out-neighbors as illustrated in Fig. 4a. For each out-
neighbors of the k-th DG, it can then estimate the feasible ratio range of DG k
using the information obtained from the observation links and given that it knows
the in-neighbors of the k-th DG. A distributed confidence level manager (DCLM)
is then established for each DG which maintains a confidence level (a nonnegative
value) for each of its in-neighbors and is updated at each iteration when executing
the cooperative control. That is the confidence level of a certain in-neighboring DG
decreaseswhen the probability that the corresponding node ismisbehaving increases.
Finally, using the confidence level the misbehaving DG is gradually marginalized
and isolated (that is all communication links relevant to it are removed) so that it
cannot influence the consensus of the remaining DGs in the network as illustrated in
Fig. 4b. The strategy has a limitation when detecting colluding attack which requires
multiple DGs to be compromised simultaneously. For example, when a DGmodifies
its information to others and its output neighbors do not marginalize and isolate it
on purpose.

3.2.3 Competitive Interaction Based Resilient Control Design

Analternative strategy tomake the networked operation of smart grid resilient against
unknown attacks is by introducing an additional information flow, namely a virtual
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system (with the so-called hidden layer and synthetic anchors) [6, 9], shielded from
the adversary (thus it is called hidden layer) and interconnected with the local con-
troller of the DGs as illustrated in Fig. 5. As discussed in [6], dynamics of the virtual
system and its interconnection with the local controller of the cooperative system
need to be designed such that its presence does not interfere with the operation of the
original networked system. Moreover, it is designed to maintain stability of the over-
all system by competitively interacting with the original networked system [2]. The
virtual system in principle increases the networked system’s inertia against unknown
but bounded attacks [6] and thus resilient operation of the networked system is guar-
anteed, that is limt→∞ ‖yi (t) − cn‖ ≤ δ.

It is worth noting that the design of the virtual system together with its inter-
connection does not require any information about the nature of the attacks and is
independent of the number of attacks. The virtual system with hidden network could
be implemented as an internal signal component at every node of the networked
system whose security is guaranteed such as within SCADA system which makes it
difficult (i.e., requires high cost) for the attacker to compromise.Moreover, additional
information flow in the hidden layer can be achieved using different communication
network/channel (for better security) such as internet technology (including software-
defined networks). In contrast to the state of the networked system, the state of the
hidden layer has no physical meaning (e.g., can be transferred by the internet) and
thus is less observable to the attacker (i.e., unlikely to be attacked) or it would be
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difficult for the attacker to associate the information flow in the internet with the
measurements of physical variables used by the networked systems. In other words,
the networked systems could be made resilient if the defender has a superior infor-
mation structure, i.e., has access to more layers of information than those accessible
to the attacker [7]. The addition of a hidden layer also comes at a price of increased
communication expenses. However, the communication expense could be small as
well since the hidden network is not necessarily physical (as the primary network
of cooperative systems) and hence could be done using wireless or internet. Fur-
thermore, the interconnection between the virtual system and the networked system
could also be designed to be distributed and sparse. It is also demonstrated in [6]
that when less than half of the nodes being attacked, the strategy could also help
the system to identify the attacks. Hence, it can be seen that such cyber informa-
tion layers would substantially increase the resilience of the overall cyber-physical
system and maintain open access to the system while thwarting all potential attacks.
As a future direction, the strategy can be further combined with Kalman filters in
order to detect attacks without any restriction on the number of nodes being attacks.
Moreover, further analysis needs to be done for the case of time-varying topologies.

4 Conclusion

This chapter first briefly discusses cyber-attacks on a smart grid and their potential
impacts. Potential strategies to detect stealthy attacks in a smart grid are then pre-
sented and discussed. Since attacks or faults cannot be foreseen in advance, it is
desirable to design control algorithms so that the overall system becomes resilient
against unknown attacks. An important issue that needs to be taken into account
in designing resilient control algorithm for a smart grid is the heterogeneity of the
individual system and the openness of the networked system. To this end, we first
discuss the concept of passivity-short and demonstrate its potential to deal with
heterogeneous dynamics and enable plug-and-play operation of the system. More
importantly, it enables the separation of control design of individual heterogeneous
systems and network-level cooperative control design which simplifies the design
and analysis. Two distributed control strategies to make network-level cooperative
control resilient against unknown attacks are then discussed. The results serve as ini-
tial steps towards development of a comprehensive analysis and design framework
for resilient operation of smart grid.
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