Notes on Numerical Fluid Mechani
and Multidisciplinary Design 1

Rudibert King Editor

Active Flow and

Combustion
Control 2018

Papers Contributed to the Conference
“Active Flow and Combustion Control
ber 19-21, 2018, Berlin,

Germany

@ Springer



Notes on Numerical Fluid Mechanics
and Multidisciplinary Design

Volume 141

Series editors

Wolfgang Schroder, Aerodynamisches Institut, RWTH Aachen, Aachen, Germany
e-mail: office@aia.rwth-aachen.de

Bendiks Jan Boersma, Delft University of Technology, Delft, The Netherlands
e-mail: b.j.boersma@tudelft.nl

Kozo Fujii, Institute of Space & Astronautical Science (ISAS), Sagamihara,
Kanagawa, Japan
e-mail: fujii@flab.eng.isas.jaxa.jp

Werner Haase, Hohenbrunn, Germany
e-mail: whac@haa.se

Ernst Heinrich Hirschel, Zorneding, Germany
e-mail: e.h.hirschel @t-online.de

Michael A. Leschziner, Department of Aeronautics, Imperial College, London, UK
e-mail: mike.leschziner@imperial.ac.uk

Jacques Periaux, Paris, France
e-mail: jperiaux @free.fr

Sergio Pirozzoli, Dipartimento di Meccanica e Aeronautica, Universita di Roma,
La Sapienza, Rome, Italy
e-mail: sergio.pirozzoli @uniromal..it

Arthur Rizzi, Department of Aeronautics, KTH Royal Institute of Technology,
Stockholm, Sweden
e-mail: rizzi @aero.kth.se

Bernard Roux, Ecole Supérieure d'Ingénieurs de Marseille, Marseille CX 20,
France
e-mail: broux @13m.univ-mrs.fr

Yurii I. Shokin, Siberian Branch of the Russian Academy of Sciences,
Novosibirsk, Russia
e-mail: shokin@ict.nsc.ru



Notes on Numerical Fluid Mechanics and Multidisciplinary Design publishes
state-of-art methods (including high performance methods) for numerical fluid
mechanics, numerical simulation and multidisciplinary design optimization. The
series includes proceedings of specialized conferences and workshops, as well as
relevant project reports and monographs.

More information about this series at http://www.springer.com/series/4629


http://www.springer.com/series/4629

Rudibert King
Editor

Active Flow and Combustion
Control 2018

Papers Contributed to the Conference
“Active Flow and Combustion Control 2018,
September 19-21, 2018, Berlin, Germany

@ Springer



Editor

Rudibert King

Chair of Measurement and Control
Institute of Process and Plant Technology
Berlin, Germany

ISSN 1612-2909 ISSN 1860-0824  (electronic)
Notes on Numerical Fluid Mechanics and Multidisciplinary Design
ISBN 978-3-319-98176-5 ISBN 978-3-319-98177-2  (eBook)

https://doi.org/10.1007/978-3-319-98177-2
Library of Congress Control Number: 2018950822

© Springer Nature Switzerland AG 2019

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

The ability to manipulate flow fields started more than 100 years ago when Prandtl
presented his concept of boundary layer control in the year 1904. Meanwhile,
open-loop control and closed-loop control of flow instabilities let to what is known
today as active flow control (AFC). AFC has the potential to save huge amounts of
costs for land, air, and sea vehicles by reducing drag or increasing lift. Noise
emitted by flow engines can be mitigated by AFC, mixing in reaction systems can
be improved, or unsteady cooling concepts can be exploited to reduce costly
cooling fluids to name just a few additional areas of application. AFC is inherently
interdisciplinary needing expertise at least from experimental, theoretical and
numerical fluid mechanics, acoustics, metrology, mathematics, and control theory.
In the year 1998, this led to the creation of a collaborative research center CRC 557
CONTROL OF TURBULENT SHEAR FLOWS at Technische Universitdt Berlin, which was
funded by the Deutsche Forschungsgemeinschaft (DFG) for 12 years. This CRC
organized the first conference on ACTIVE FLOW CONTROL in the year 2006, followed
by AcTivE FLow coNTROL 1 in 2010. In contrast to many other meetings, the
interdisciplinary discussion was stimulated by the avoidance of parallel sessions.
Invited lectures allowed the International Program Committee to set a clear focus
and to guarantee high-quality contributions. Besides talks coming from interna-
tionally renowned experts, the local CRC presented the actual results.

Some of the projects of the CRC 557 were already devoted to the mitigation of
thermo-acoustic instabilities that might occur in burners of turbomachines.
Combing new ideas and local expertise of AFC and combustion control ended in
the formulation of a new CRC proposal. This CRC 1029 SUBSTANTIAL EFFICIENCY
INCREASE IN GAS TURBINES THROUGH DIRECT USE OF COUPLED UNSTEADY COMBUSTION AND
FLOW DYNAMICS was granted by the DFG in 2012 for a first 4-year period. It allowed
the CRC 1029 to announce a follow-up conference on ACTIVE FLOW AND
CoMBUSTION cONTROL 2014. Resulting from the new challenges faced by the CRC,
the scope of the conference was extended to combustion control as well, and the
name was adopted accordingly. Meanwhile, the CRC is in its second funding period
organizing ACTIVE FLOW AND COMBUSTION CONTROL 2018, for which the support by
the DFG is gratefully acknowledged. The successful format of the conference was
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unchanged with invited lectures and single-track sessions only. Not all presenters
could prepare a manuscript for this volume, but it still presents a well-balanced
combination of theoretical, numerical, and experimental state-of-the-art results of
active flow and combustion control.

As in the former conferences, experimental results of AFC applied to flight
applications, theoretical investigations of AFC, actuators, and model reduction were
the main topics of the meeting. These were complemented by contributions resulting
from the scope of the CRC 1029, for which AFC and combustion control will have to
be highly interlinked. The focus of CRC 1029’s research is the increase of the
efficiency of a gas turbine by more than 10% by the exploitation and control of
innovative combustion concepts and unsteady characteristics of a machine. The
major contribution to an efficiency increase is expected from a thermodynamically
motivated change from a constant pressure to a constant volume combustion.
Besides the more classical pulsed detonation combustion, a shockless explosion
concept was proposed in the CRC. In the meantime, this portfolio of constant
volume combustion schemes is extended by the rotating detonation combustion, for
which new results are described in this volume as well. As all combustion concepts
produce highly dynamic boundary conditions for the remaining parts of a turbo-
machine, an efficiency increase will only be possible if these unsteady effects can be
controlled. It is the vision of the CRC 1029 that this is possible by AFC applied in the
compressor, turbine, or in the cooling system. First results are presented here as well.

All papers in this volume have been subjected to an international review process.
We would like to express our sincere gratitude to all involved reviewers, to the
International Program Committee, and to DFG for supporting this conference.

Finally, the members of CRC 1029 are indebted to their respective hosting
organizations, TU Berlin and FU Berlin, for the continuous support, and to Springer
and the editor of the series NOTES oN NUMERICAL FLUID MECHANICS AND
MULTIDISCIPLINARY DESIGN, W. Schroder, for handling this volume.

Berlin, Germany Rudibert King
June 2018 Chairman of AFCC 2018 and CRC 1029
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Sparse Model of the Lift Gains )
of a Circulation Control Wing L
with Unsteady Coanda Blowing

Richard Semaan, M. Yosef El Sayed and Rolf Radespiel

Abstract The present study investigates and models the lift gains and losses gener-
ated by the superposition of a periodic actuation component onto a steady component
on an airfoil with a highly deflected Coanda flap. The periodic actuation is provided
by two synchronized specially-designed valves that deliver actuation frequencies
up to 30 Hz and actuation amplitudes up to 20% of the mean blowing intensity. The
lift gains/losses response surface is modeled using a data-driven sparse identification
approach. The results clearly demonstrate the benefits of superimposing a periodic
component onto the steady actuation component for a separated or partially-attached
flow, where up to AC; = 0.47 lift increase is achieved. On the other hand, this same
superimposition for an attached flow is detrimental to the lift, withup to AC; = —0.3
lift reduction compared to steady actuation with similar blowing intensity is observed.

Keywords High-lift - Sparse modeling - Coanda actuation

1 Introduction

Active flow control (AFC) with periodic actuation has been proven to bring aerody-
namic benefits (e.g. Greenblatt and Wygnanski [1]; Barros et al. [2]; and Chabert et
al. [3]). These benefits stem from the power reductions obtained compared to steady
actuation. The success of periodic actuation is rooted in its exploitation of the flow
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instabilities, contrary to steady actuation which attempts to alter the flow topology
by momentum injection.

For aircraft, circulation control in combination with high-lift devices offers several
advantages over traditional high-lift configurations. The basic concept of circulation
control involves the Coanda principle, where energy is introduced into the flow by
means of a thin jet ejected tangentially from a slit near the trailing edge. The main
advantage of circulation control is an increased lift output, which makes shorter take-
offs and landings possible. This technology was first patented by Davidson [4] in
1960 and has since been repeatedly investigated (Lachmann [5]; Wood and Nielson
[6]; and Englar [7]). A circulation control wing (CCW) with steady jets, even at very
small mass flow rates, has been shown to yield lift coefficients that are comparable
or superior to conventional high-lift systems (Sexstone et al. [8]; Smith [9]). A
particular variant of circulation control is the Coanda flap, where the objective is to
keep the flow attached over a highly deflected flap by blowing a jet tangentially over
its specially designed upper surface. This concept has been previously investigated
and geometrically optimized in several previous studies [10—12].

Efficiency requirements demand that the lift gained through the use of circulation
control be as large as possible in comparison to the momentum coefficient of the
blown jet, which is usually acquired by engine bleed. This ratio is referred to as the
lift gain factor. An increase in the lift gain factor can be achieved through periodic
blowing. Two studies during the mid-1970s investigated pulsed blowing associated
with circulation control (Oyler and Palmer [13]; Walters et al. [14]). Results from
these experiments indicated that pulsed blowing reduced the mass requirements for
CCW. More recently, periodic blowing on a circulation control wing with circular
trailing edge was examined (Jones et al. [15]), where a 50% reduction in the required
mass flow for a required lift coefficient was achieved. It is worth to note that the
benefits of periodic excitation targeting flow instabilities have also been demonstrated
in other flow control applications, such as pulsed actuation over a flap (e.g. Petz and
Nitsche [18]) and acoustic excitation (e.g. Greenblatt and Wygnanski [1]; Seifert et
al. [19]).

In this study, we investigate and model the lift gains/losses from superimposed
steady and periodic Coanda actuation. The investigation is based on experimental
measurements in the large water tunnel facility at the Technische Universitit Braun-
schweig using the configuration studied by Burnazzi and Radespiel [20] as part of
the Coordinated Research Centre 880 (CRC 880). The periodic actuation is achieved
using two specially-designed high-speed proportional valves. The results demon-
strate the benefits of superimposing a periodic actuation component onto the steady
one, where up to AC; = 0.47 lift increase compared to the corresponding steady
blowing is observed.
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2 Experimental Setup

2.1 Model

The experimental 2D model is a modified DLR-F15 airfoil with a ¢ = 300 mm
chord length and a 1 m span. It features a highly deflected Coanda-flap and a drooped
leading edge, as seen in Fig. 1. The Coanda-flaphas alengthofcy = 0.25 - c(i.e.cp =
75 mm) and is deflected by 65° for a landing configuration. The Coanda jet is blown
over the flap shoulder through a 0.00067 - ¢ slit following design considerations
presented in Radespiel et al. [12]. The jet is supplied through a plenum inside the
model, which is connected on both sides of the model to a KSB Movitec VF 32-7
PD multi-stage inline-pump installed outside the tunnel that delivers flow rates up to
10 /s at 8 bar pressure.

The droop nose shape was reached through a parametric study that maximized the
lift [20]. The geometry is morphed from the clean nose by deflecting the leading edge
down by 90° over a length of 0.2 ¢ and increasing the leading edge thickness by 60%.
The reference coordinate system, shown in Fig. 1, is that of the clean airfoil, where
the leading edge coincides with the origin. Henceforth, all subsequent dimensions
are with respect to this reference coordinate system.

2.2 Facilities

The experiment is carried out in the large water tunnel facility (GroBer Wasserkanal
Braunschweig (GWB)) at the Technische Universitidt Braunschweig [21] (Fig. 1b).
The facility is a Gottingen-type closed return tunnel, with a 6 m long and 1 m x1 m
test section. The flow is driven by a 1.5 m diameter one-stage axial pump powered
by a variable frequency drive 160 kW electric motor, yielding flow velocities up to
6 m/s in the test section. To inhibit cavitation, the tunnel can be pressurized up to
2 bar above ambient pressure.

The choice of a water tunnel is based on time scale considerations. Due to the
much smaller kinematic viscosity of water compared to air (about 1/16th that of air

(@)

Droop nose -
y %4

ta

// p—

=
—
Plenum inlet

Fig. 1 a Schematic and b a picture of the experimental model installed in the water tunnel
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at room temperature), the same Reynolds number for a given model size is reached at
a fraction of the free stream velocity. Higher Reynolds numbers can be achieved by
heating the water (up to 40 °C are possible in the GWB). Therefore, it is possible in
a water tunnel to capture a considerably larger portion of the flow dynamics than in
air at similar Reynolds number, since flow phenomena happen on larger time scales.
The larger time scales also make water tunnels better suited for closed-loop flow
control experiments, which would be the focus of our future efforts.

Although Reynolds numbers of up to Re = ‘%‘ = 2.5 x 10% are possible, the
Reynolds number in the current study is limited to 2.0 x 10° at 4.5 m/s due to
concerns about exceeding the load limit of the model. The subscript co denotes
freestream conditions.

2.3 High-Speed Proportional Valves

Due to the lack of commercially-available high-frequency proportional valves for
water, two custom-made valves are purposely constructed (see Fig.2). The valves
build on the body of Danfoss EV210B, where the electromagnetic coils are length-
ened and the core tubes are extended and modified. To keep the valves from over-
heating, each electromagnetic coil is wrapped in a water cooling coil, which in turn
is encased in thermally conductive epoxy. The valves allow high flow rates of up to
3 1/s and actuation frequencies of up to 30 Hz. The flow rate fluctuation levels are
however dependent on the actuation frequency. The blowing intensity amplitude
decreases with frequency as the core tube inertia becomes increasingly difficult to
overcome. This amplitude drop can be compensated (to some extent) by increasing
the power. The valves are controlled by a special electronic circuit, illustrated in
Fig.2. A signal produced by a signal generator is sent to a pulse width modulation
(PWM) unit and then to a solid state relay. This electronic circuit is a cheaper alter-
native to using massive amplifiers, albeit at the cost of restricting the signal to a
rectangular train type. An adjustable (0 to 60 V) voltage power source provides the
necessary power. To minimize hydraulic dampening, the two valves are attached on
either side of the airfoil model close to both plenum inlets (see Fig. 1). Two Prandtl
probes installed between the valves and the model plenum are used to measure the
flowrate and thus the actuation intensity in real time.

2.4 Instrumentation and Measurement Technique

Since the main objective of this work is to examine the possible lift gains brought by
superimposing periodic actuation, all presented results are surface pressure measure-
ments and corresponding lift coefficients. The pressure distributions are measured
using 64 pressure taps along the mid-span section connected to high precision (0.1%
FS error) Keller PD-X33 pressure transducers. Each ensemble is sampled at 100 Hz
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Fig. 2 Schematic of the electronic circuit controlling the two in-house constructed proportional
valves, along with a picture of one of the valves

for 5s. Besides the pressure taps, the model is instrumented with seven real-time
miniature piezo-resistive pressure Keller sensors with 300 kHz possible eigenfre-
quency that are flush mounted onto the Coanda flap. These real-time pressure sensors
will provide the input for the upcoming closed-loop control measurement campaign.

2.5 Test Cases

Periodic actuation is characterized by three parameters, the actuation frequency, the
blowing intensity, and the blowing amplitude. The actuation frequency f is usually
presented in its non-dimensional form F*, defined as [1]

= f_a Cﬂ
Voo

Ft (1
where ¢ is the flap chord length. In this study, the actuation frequency can reach
a maximum of 1 at Re = 1 x 10°, imposed by the valves mechanical limitations.
The blowing intensity of a circulation control wing is usually characterized by the
non-dimensional momentum coefficient ¢, [17]. The momentum coefficient was first
introduced by Poisson-Quinton and Lepage [22] as the blown jet thrust normalized
by the product of the free stream dynamic pressure and a reference area

o V2 h
Pjet Jet (2)

Cp =T —"—""H7 o >
%poo Vozo Sref
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where Vj,, is the jet nozzle average exit velocity, h is the slit height, and S, is
the projected clean wing area. The momentum coefficient, in this case, contains
both the mean and the periodic component. For sinusoidal actuation, the momentum
coefficient can be expressed as

27V

¢ =Cy+ Cpyy cosnft) = C, + Cpy cos( F*1), 3)

i/l

where C,, is the mean steady component, and C,, is the oscillation amplitude.

The measurements are acquired for a range of momentum coefficients, starting
from the natural unactuated case C, = 0 and up to C,, = 0.06, where the flow is
fully attached to the flap. Measurements are conducted for three Reynolds numbers
Re =1 x 10%, 1.5 x 10°, and 2.0 x 10° and for angles of attack up to 22°.

3 Methodology

3.1 Identification of Sinusoidal Actuation

The type of actuation signal (e.g. sinusoidal, square, etc) can affect the flow’s aerody-
namic response. With a square wave voltage input from the PWM, the custom-built
valves are designed to deliver sinusoidal forcing. This sinusoidal flow results from
viscous dampening effects of the flow, and from the valve mechanism itself: the coil
cannot react instantly to the square voltage input, as it requires a finite time to build a
strong-enough magnetic field to push the rod. The valves operate in fully-open mode
by default. When the magnetic coils are energized, the core rods are pushed down-
ward to constrict the flow. The closing force is dependent on the actuation frequency
(rod inertia) and on the pressure acting against the rod (blowing intensity). For certain
actuation frequency/pressure settings, the rod/flow interactions yield non-sinusoidal
flow rates (and hence momentum coefficients). Figures 3a and 4a show one sinu-
soidal and one non-sinusoidal time trace of the momentum coefficient, respectively.
Non-sinusoidal forcing occurs in ~13% of the total number of test cases, and yield
a different aerodynamic response than that of the sinusoidal one. This motivated
the identification and deletion of non-sinusoidal actuation signals. The procedure
involves four steps:

1. Fourier transform the momentum coefficient trace, F(c,) (e.g. Figs.3b and 4b).

2. Identify the peaks in the Fourier transform.

3. Compute the ratio SR between the highest peak and the second highest non-
harmonic peak.

4. Enforce a R > 5 threshold for sinusoidal classification.
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Fig. 3 a A sinusoidal time trace of the momentum coefficient, and b its corresponding Fourier
transform
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Fig.4 a A non-sinusoidal time trace of the momentum coefficient, and b its corresponding Fourier
transform

All momentum coefficient signals with R < 5 are thus considered non-sinusoidal
and are removed. The threshold is simply reached by trial and error. The Fourier
transformation peak also served to identify the actuation amplitude C,; in Eq. (3).

3.2 Sparse Modeling of the Lift Gains/Losses

This section describes the methodology to identify a sparse nonlinear model of the lift
gains/losses. The motivation behind promoting model sparsity is to reduce complex-
ity and to avoid overfitting. The current approach is comparable to the sparse iden-
tification of nonlinear dynamical systems (SINDY) method [23], but for a response
surface. Specifically, we are concerned with identifying a sparse nonlinear model
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for the lift gains/losses based on the experimentally-measured data for a range of
actuation parameters C,, C,; and F * (refer to Eq.3). In other words, we seek to
identify the following model

AC = AC(X), 4)
where,
ACI,]
AC»
AC, = ) (5
Acl,m

are the lift gains/losses for m test cases, and

X1 C 1 Cull F
X2 CL 2 Cﬂl 2 F2
X=| . |= , (6)
in Com Cyron
are the normalized actuation settings, C,, = —— C,j = —t— frt = L~
> “Lp max (C,)* ~ K1 max {Cp1}’ max {FT}"

The normalization ensures that
~ o+
_lfcﬂscplvF 517

a condition that greatly simplifies the sparse optimization problem in the identifica-
tion process. Modeling begins by constructing an augmented library ® (X) consist-
ing of candidate nonlinear functions of the columns of X. For example, ® (X) may
consist of constant and polynomial terms:

L1
oX)=| I1XX2Xh . .. |. (7)

Here, X denote higher polynomials. For example, X’ denotes the quadratic non-
linearities in X, given by:

. N
u1Cutt Cuky C,ul CullF F

X2 — 2 éﬂvzcﬂlvz éﬂqzﬁ; C? ul,2 Cul ZF F

®)

é/;, mel m C/l mF C C/l,l,mFA‘nt f;';er

m ~pul,m
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For the current study, the highest polynomial order is set to four. Hence,

(I O I I
OX)=| 1 XXP XP XP | . 9)

Each column of ® (X) represents a candidate function for the model in Eq. (4). There
is a large number of possible entries in this matrix of nonlinearities. Since we are
seeking a parsimonious model, only a few of these nonlinearities are active. Moreover,
the measured lift coefficient contains experimental uncertainties. The solution to this
overdetermined system with noise is obtained by solving

AC = OX)E +1Z, (10)

which yields the sparse vectors of coefficients E = [£&; . . . &,]. Here, Z represents
white noise with vanishing mean and unit variance while 1 denotes noise gain.
System (10) can be easily solved using the LASSO [24], which is an £;-regression
that promotes sparsity. The LASSO solves the minimization problem,

m

2
b ; ]
ﬁldsso = argmin, E Z vi — PBo — Z}Cljﬂj + /\Zﬂ] 11
j=1 J=1

i=1

where y; is the response (ACy;) at observation i, A is a positive regularization param-
eter, and 3y and (3 are the model coefficients. Hence, as ) increases, the number of
nonzero components of 3 decreases. To select the proper regularization parameter,
we examine the cross-validated mean-square error of the model for a range of \’s
(Fig.5). As expected, the mean square error reduces with smaller values of )\, which

Fig. 5 The cross-validated 0.06
mean square error for a range

of \’s 0.05 +
0.04 +

7 0.03

g 0.0
0.02 ¢
0.01

0

10" 10 107 1074 107
A
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also indicate higher model complexity. The red circle and dashed line indicate the
selected regularization parameter A, which yields fifteen nonactive coefficients from a
total of thirty five, and a mean-square error of ~0.008. This selection is a compromise
between complexity and accuracy. For a = 0° and Re = 1.5 x 10°, 706 measured
test cases covering four mean steady momentum coefficients (C,, = 0.03 — 0.05) are
used to train the model, which reads

AC; = 0.1874 + 2.8211C,,; — 0.0443FF —0.3891C, — 2.2557C,, \ F*
—0.0232C,,1C, — 0.5286C | — 1.1201C2 | C, — 6.2910C,, F**
—2.0115C,, C2 + 0.0972F " + 0.0043F T C2 + 0.7102C; | F*
+1.9343C \FTC, +4.7541C,, 1 F 7 = 0.6339C,  F 2 C,
+4.8698C, 1 FTC} — 0.6847C,,,1C) — 0.0002F > C2 +0.1589C,

4 Results

4.1 Steady Actuation

The pressure distributions over the airfoil with increasing blowing intensity are shown
in Fig. 6 for zero angle of attack and Re = 1.0 x 10° and Re = 1.5 x 10°, respec-
tively. The benefit of the droop nose is clear. The low and rounded suction peak
at the leading edge reduces the adverse pressure gradient and thereby enhances the
boundary layer over the suction side and its receptivity to actuation. This in turn

a b
(a) i ( ) o
12+ —— G .
------ C =0.02 p!
10F e C =0.03 z’%
_8 -
o 6f
(\
4k & A
O 2 S e
- Ry o S e
-2F NS ST e
0 -
% 02 04 __06 08
Toale

Fig. 6 Pressure coefficient distribution with increasing steady momentum coefficients for
aRe=1.0x 10%and bRe=1.5x 10%ata = 0°
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Fig. 7 The effect of the steady momentum coefficient on the lift coefficient over a range of angles
of attack at a Re = 1.0 x 10° and b Re = 1.5 x 10°, respectively

yields improved aerodynamic performance, such as increased lift and higher stall
angles compared to a traditional droop nose [25].

The second suction peak near the trailing edge results from the locally high rate
of flow turning, which is enabled the jet momentum injection that increases with
higher blowing intensities. Stronger actuation also increases the circulation, shifting
the stagnation point away from the leading edge over the pressure side. The increase
in actuation causes the separation to gradually recede over the flap up to C,, = 0.05
where the flow becomes fully attached. This gradual mitigation of separation and
the added circulation result in steady lift gains, as shown in Fig.7 for six blowing
intensities at two Reynolds numbers. The lower stall angles with higher C,, can be also
observed. Figure7 also shows the Reynolds number influence on the aerodynamic
performance, with higher Reynolds numbers yielding higher lift coefficients. Further
increase in the Reynolds number yields smaller lift gains (not shown).

4.2 Unsteady Actuation

The lift gains/losses distributions from superimposing a periodic component onto
the steady actuation are presented in Fig. 8 for two test cases at Re = 1.5 x 10° and
o = 0° with mean blowing intensities of C,, = 0.03 and C,, = 0.05, respectively. The
test cases are selected for their different aerodynamic characteristics (see Figs. 6 and
7), where the flow is partially separated for C,, = 0.03 and is attached for C,, = 0.05
during steady actuation (F+ = 0). The contour distributions are those of the modeled
AC, and the dots designate the measured test cases. The addition of a periodic
component to actuation has an opposite effect on the two cases. For the C,, = 0.03
case, unsteady forcing yields lift increases throughout the tested actuation frequency
and amplitude range. The highest lift gains with respect to the reference steady case
is AC; = 0.47 achieved at F™ = 0.17 and C,1 = 0.016. On the other hand, unsteady
actuation is detrimental to the lift coefficient for the C,, = 0.05 case almost across
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Fig.8 Modeled AC; distributions for arange of actuation amplitudes C,,; and actuation frequencies
F*foraC, =0.03andb C, =0.05atRe = 1.5 x 10°

the entire actuation parameter range. In fact, the lift coefficient decreases by as much
as AC;=—03atFt =0.11and C,; = 0.015.

The evolution of the lift gain with increasing momentum coefficient can be exam-
ined using the previously-developed model. Figure 10 shows the lift gain distribution
over arange of C,, for a fixed actuation amplitude C,;; = 0.016 and a fixed actuation
frequency F™ = 0.11. As the figure shows, the lift gains gradually decrease with
increasing momentum coefficient until they become lift losses starting C,, ~ 0.04,
when the flow starts to fully attach. The highest lift gains are achieved at the lowest
evaluated mean steady momentum coefficient, where the flow is partially attached.
Since there exist no measurements at lower C,,, it is not clear if these lift gains con-
tinue their increase. It is worth to note that even if the lift gains were highest at lower
C,,, the overall lift is low and is of no interest to a STOL-capable aircraft.

Figure9 presents the modeled AC; distributions for a range of actuation ampli-
tudes C,,; and actuation frequencies F* for (a) « = 0° and (b) = 12°at C,, = 0.035
andRe = 1.5 x 10°. Compared to Fig. 8a, the two distributions exhibit a similar shape

(@) 002 e 03 (b) m

0.015 0.015

0 02 0.4 06 08
F* F

Fig.9 Modeled AC; distributions for arange of actuation amplitudes C,,; and actuation frequencies
Ftforaa=0°andba=12°at C, = 0.035and Re = 1.5 x 10°
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Fig. 10 The evolution of
ACy over a range of blowing
intensities for C;;; = 0.016 0.4
and F* =0.11 ata = 0°
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3 0
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-0.6 =

0.025 0.035 0.045 0.055

a,

with the highest lift gains at F* ~ 0.1. However, between o = 0° and o = 12° the
maximum lift gains are halved from AC; = 0.3 to 0.14. This reduction in lift gains
is attributed to uncertainty in measuring the lift coefficient for the steady-blown
cases, as shown in Fig. 11, where a comparison between an actuated (F+ = 0.11
and C,,; = 0.012) and the non-dynamically actuated (F™ = 0) lift coefficient over
a range of angles of attack is shown. As can be seen, the lift gains (AC;) remain
constant up to o = 10°, followed by a small drop starting at 12°. This small drop in
lift gain is caused by an unexpected small increase in the lift coefficient for the steady
blown case. We suspect that this small increase is an anomaly in the measurements,
which will be addressed in our next campaign.

For all cases, the maximum lift gains occur at amplitudes smaller than the largest
measured one and smaller than the corresponding mean momentum coefficient C,,.

Fig. 11 C; versus « for an 4
actuated and a B

non-dynamically actuated - Eﬂq
case for C;, = 0.035 and

Re = 1.5 x 10°
35t

C

—o— "=

—--B-—F=0.1 I.C’“ ;= 0.012

0 -] 10 15 20
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Hence, the maximum aerodynamic gains are achieved at amplitudes that do not
require complete closing/opening of the valves. This demonstrates the advantage of
having actuation with independently-controlled, steady and unsteady components,
something switching valves cannot perform. Moreover, the highest lift gains are
achieved at an actuation frequency of F+ =& 0.1, which is not harmonically related
to the natural shedding frequency of the flow, St = L Cﬂ = 0.23 [16]. It is not entirely
clear what the significance of this frequency is. Wlthout any field wake measurements
and spectral analysis, it is difficult to accurately pinpoint the physical mechanisms
yielding the relative lift increase. However, based on previous studies [1, 19] and
current observations, it is possible to infer the underlying phenomena. Separated
or partially-separated flows are more receptive to unsteady actuation targeting some
flow instabilities. Here, the actuation frequency can excite or dampen certain mode(s)
to delay separation and to increase circulation. On the other hand, periodic actua-
tion on attached flows can only disturb the attachement without significant benefits.
Moreover, oscillations associated with dynamic actuation generate additional vortic-
ity in the flow field contributing to adverse changes in lift and drag. Attached flows
can only attain higher lift through added circulation, which cannot be provided by
periodic forcing. Time-resolved PIV measurements are planned in a future campaign
to confirm these hypotheses.

5 Conclusion

This study investigates and models the lift gains and losses from superimposing a
periodic actuation component on a steady component for a high-lift configuration
with a highly deflected Coanda flap. The assessment relies on pressure measurements
along the model centerline. Steady actuation is shown to increase the lift coefficient
significantly up to C; uc = 4.72 atRe = 1.5 x 10°. This high lift coefficient enables
short take-off and landing (STOL) capabilities. Further lift gains are achieved through
the superposition of a periodic forcing component. For test cases where the flow is
partially separated during steady actuation, superimposed periodic forcing yields
lift increases through most of the actuation parameter range. The highest lift gain
with respect to the reference steady case reaches AC; = 0.47. On the other hand,
superimposed periodic actuation is detrimental to the lift coefficient for attached
flows through most of the actuation parameter range. In fact, the lift coefficient
decreases by as much as AC; = —0.3. The highest aerodynamic gains are achieved
at amplitudes that do not require complete closing/opening of the valves, demon-
strating the advantage of having actuation with independently-controlled steady and
unsteady components. The highest gains are also achieved at an actuation frequency
of F* = 0.1, which is not harmonically related to the natural shedding frequency of
the flow. Further investigations and time-resolved PIV measurements are required to
understand the underlying phenomena leading to the lift increase/decrease.
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Unsteady Roll Moment Control Using )
Active Flow Control on a Delta Wing L

Xiaowei He, Mathieu Le Provost, Xuanhong An and David R. Williams

Abstract A feedforward controller is designed to attenuate the roll moment coeffi-
cients produced by forced roll motion of a delta-wing type model. Active flow control
effectors in the form of variable strength pneumatic slot-jets are located along the
trailing edge of the model. The control effectors produce a roll moment coefficient
proportional to the momentum coefficient. Direct measurements of the roll moment
are made with the model in a wind tunnel. Black-box models for the plant and dis-
turbance are identified, and used in the design of the feedforward controller. The
effectiveness of the feedforward controller in attenuating disturbance roll moments
produced by forced roll maneuvers is evaluated with periodic and pseudo-random
maneuvers. Near the design point of the for the controller the root-mean-square value
of the net roll moment is four times smaller than the roll moment without control.

Keywords Active flow control - Unsteady aerodynamics * Roll control

1 Introduction

During landing aircraft fly at low speeds (approximately 30 % above the stall speed)
and at high angles of attack (around o = 10° — 15°), conditions that make them
susceptible to the adverse effects of turbulence, such as, partial wing stall. Landing
on aircraft carriers can be particularly challenging due to the region of strong velocity
gradients and turbulence at the approach end of the flight deck, which is known as
the ‘burble’ [3]. To maintain roll control in this environment, conventional aircraft
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use mechanical ailerons (or elevons) that deflect in opposite directions, producing
roll moments by differential lift on the left and right wings. However, elevons lose
effectiveness when the flow separates, because the differential lift is reduced.

Control effectors based on active flow control (AFC) techniques offer the poten-
tial for increased control authority when the flow is separated. Examples of AFC
for vehicle flight control include axisymmetric bluff body trajectory control using
synthetic jet actuators, which is being investigated by Lambert et al. [11]. Unsteady
lift and pitching moment control on nominally 2-D wings has been explored by Woo
etal. [17, 18], Anetal. [1], and Reilner [13]. AFC for unsteady lift control in a surg-
ing flow wind tunnel was demonstrated by Kerstens et al. [9] on a 3-D semi-circular
planform wing. Tailless aircraft control with variable strength pneumatic jets is being
investigate by Williams and Seidel [16].

The focus of this paper is the application of AFC to dynamic roll moment control.
In particular, we attempt to design a feedforward control algorithm that will attenuate
roll moment disturbances created by a forced roll motion of a tailless aircraft model.
It is understood that the forced roll motion does not produce unsteady aerodynamics
that are equivalent to an aircraft flying through a velocity gradient. However, it is
our contention that a controller that effectively attenuates the forced roll moments
would also be effective for naturally occurring external flow disturbances. The control
approach is based on the assumption that superposition of a plant model response to
actuation and a disturbance model will accurately predict the behavior of the aircraft.
Identifying low-dimensional models that account for unsteady aerodynamic effects
of the external disturbances is explored using the Sparse Identification of Nonlinear
Dynamics (SINDy) algorithm introduced by Brunton et al. [2]. This approach allows
the important inputs to the disturbance model to be identified. The feedforward
controller is constructed from the product of an inverted nominal plant model, a
filter, and a disturbance model. The effectiveness of the control approach is evaluated
by using periodic and pseudo-random forced roll motion inputs. The measured roll
moment coefficients are compared to predicted values.

The hardware used in the experiment is described in Sect.2. The architecture
and components of the feedforward controller are presented in Sect.3. The model
identification procedures used, including discussion of the SINDy approach are given
in Sect. 4. The system performance with and without active flow control is presented
in Sect.5 for periodic and pseudo-random forced rolling motions. The conclusions
are discussed in Sect. 6.



Unsteady Roll Moment Control Using Active Flow Control on a Delta Wing 21

2 Experimental Setup

2.1 Model and Wind Tunnel

The model used for these measurements is the tailless UAS shown in Fig. 1. The
design is a hybrid of the Lockheed-Martin ICE-101 planform [5] with profiles from
the NATO SACCON design [8]. The centerline (root) chord of the model is ¢, =
330 mm with a span b = 287 mm. The leading edge sweep angle is A = 65°. The
mean aerodynamic chord is ¢;,,c = 214 mm with a corresponding Reynolds number
Re,,, = 9.6 x 10*. The overall mass of the model including sensors is 0.13kg,
and the corresponding moment of inertia about the x-axis of the model is I, =
3.12 x 107* kg m?.

Measurements are done in the Fejer Unsteady Flow Wind Tunnel, whose test
section length is 2. 1m and square cross section has dimensions 0.61m x 0.61m. The
freestream speed was 6.5 m/s for all measurements reported. A dSPACE microLab-
Box system is used to acquire data and provide control at a rate of 1000 samples/sec.

The suction surface of the model is instrumented with 12 surface pressure sensors
(AllSensor 1-inch H*O) mounted internally in the upper surface skin of the model.
The sensors have aresponse time of 0.3 ms. Because the distance between the pressure
port opening and the sensor is less than 2 mm, the nominal bandwidth of the sensors
is on the order of 1 kHz, which is more than sufficient to detect the experimental
signals of interest that are below 10 Hz.

The roll motion of the model is controlled by a Hitec servo motor (HSB-9360TH).
The servo motor is connected to the internal force transducer with a tube that carries
instrumentation and active flow control lines. The roll motion amplitude is ¢ = +20°,
and the maximum achievable roll frequency is 2.8 Hz. The roll rates used in this study
are f = 0.5, 1.0, 1.5, and 2.0 Hz, which correspond to dimensionless frequencies
k= ”Tf‘ = 0.052, 0.103, 0.155, and 0.207. The angle of attack of the model is
controlled with a pair of Copley servo tubes. The angles of attack are manually fixed
at o = 0°, 5°, 10°, 15°, and 20° for the current investigation.

The time-varying forces and moments are measured with an ATI Nano 25 force
transducer. The transducer is located internally in the model at 0.54¢, from the nose
of the model. The roll-moment is defined with the positive x-axis aligned with the
model centerline and pointing toward the nose. A positive roll corresponds to the
right wing moving downward.

2.2 AFC Actuators as Control Effectors

The active flow control actuators are a pair of downward blowing slot jets located
at the trailing edge of the model as shown in Fig.2. The flow rates to the left and
right side actuators is controlled by the voltage to a pair of Clippard proportional
valves (EV-P-10-4050). The slot jet exits are have a width of 0.2 mm and a length of
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Fig. 2 Active flow control system. a Slot-jet actuator module, b Interior of model showing air
supply tubing to actuator
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Fig. 3 Steady state calibration of left and right active flow control effectors at v = 20°

30 mm. The jet exits over the top of a cylindrical surface with a2 mm diameter, which
produces a downward directed jet by the Coanda effect. The actuators are modular
plug-in designs that allow different designs to be used. The strengthzof actuation is
measured by the momentum coefficient, which is defined as C,, = QVL/;’”. Here g
is the dynamic pressure, S is the planform area, V., is the jet exit vefgcity, and A,
is the slot exit area. The maximum achievable momentum coefficientis C,, = 0.009.

Figure 3 shows the roll moment coefficient produced by the left and right wing
active flow control actuators. Under steady state conditions the actuators have enough
control authority to produce roll moments above C; = 0.015, which is sufficient for
dimensionless roll rates up to k = 0.02 and roll amplitudes £30°. The hysteresis
is caused by the Clippard valves. The average between the two branches of the
hysteresis loops is used for the controller, which ultimately leads to noise in the
feedforward controller.

3 Feedforward Control

The feedforward control architecture shown in Fig. 4 assumes that the net roll moment
(Ci—measure) of the wing results from the linear superposition of the roll motion
disturbance (AC_,) and the actuator influence on the plant (C;_,.). Even though
this approach ignores potential nonlinear interactions between the plant and the
disturbance, the linear assumption has proven to be effective in several different
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Fig. 4 Block diagram of the feedforward control architecture

active flow control experiments, such as, 2-D bluff body control [7], 3D bluff body
gust control [12], 3D wing gust alleviation [9], and stator wake control [10].

The disturbance model (G4) and plant model (G ) are identified from experimen-
tal measurements. The disturbance model is obtained using an algorithm developed
by Brunton et al. [2], which is discussed in Sect.4.1. A third-order black box plant
model is identified with the prediction error method. Details are provided in Sect. 4.2.
The minimum phase component of the nominal plant model is inverted and com-
bined with a low-pass filter, G ; to form the feedforward controller. A PD controller
is included with the low-pass filter to act as a lead compensator.

4 Model Identification

4.1 Disturbance Model Identification for the Rolling Wing

The choice of kinematic inputs to use for the disturbance model is not obvious. The
roll angle, roll rate, roll rate derivative, and possible nonlinear combinations of those
inputs were all considered to be potentially important in determining the output dis-
turbance roll moment. One way to deal with this uncertainty is to use the Sparse
Identification of Nonlinear Dynamics (SINDy) algorithm developed by Brunton
etal. [2]. This approach is to assume a large set of candidates exists, and then identify
terms that are not active, which are then removed from the model. The procedure is
applied at each angle of attack of interest to obtain models for each a.
The disturbance model is initially assumed to have the form

dC R
d—tl = AC; + Bf (¢, 6, b) (1)

dCl - C[
—; = A B [f] 2

or
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where C; is the roll moment coefficient, ¢ is the roll angle and f is a vector of the
input variables. Here, we chose the input f to be

f =100, 66. 66, 6.6, 61" (3)
Before seeking the values of A and B, Eq.2 is rewritten in the form of
Y=0X)& 4)

where Y is the training dataset (experimental dataset in this case), @ (X) is a matrix
whose element§ area pool of candidate terms, and initally contains all the time series
data of Cy, ¢, ¢, ¢, etc. Thus,
dcC,
Y = — 5
o &)

[ Ci roll exp ]
¢Cl rogl exp
¢
¢
ol
¢
4
L ¢

(6)

Z is the coefficient vector which contains the A and B matrices. The goal is to find
a vector & by using sparse regression techniques. One option is to use the least
absolute shrinkage and selection operator(LASSO) [15]:

& = argmin [|©&" — Y||> + A||Z] 1. )

As it is shown in the flow map, Fig.5, L? minimization is performed on Eq.4
first to generate a initial guess of ='. Next, if there is any &; smaller than )\, then we
eliminate the corresponding ®;, update the library of ® and repeat the process until
all elements inside = satisfy &; > A.

The model is identified using a concatenated time series of periodic rolling cases
at 0.5, 1.0, 1.5 and 2.0 Hz with £20° of amplitude. The sparse coefficient vector
computed by the SINDy regression is

E =[-0.9114,0,0,0,0, —0.0208, —0.0028]" (8)
Thus, for a = 10° the dynamic model is obtained as

dcC . .
—t’ = —0.9114C; — 0.0208¢ — 0.0028 )
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Fig. 5 SINDy process flow @ |
map
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L 4
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When the angle of attack was increased to o = 20° then a nonlinear term became
significant.

dc . . .
—t’ = —6.1038C; + 0.04966¢ + 0.1762¢ — 0.976¢ — 0.0018¢5  (10)

The model is then validated by a random rolling maneuver. The correlation coef-
ficient between the model estimation and the experimental data is 0.9926 for the
1.5 Hz periodic cases shown in Fig. 6¢c, and 0.9253 for the random case shown in
Fig.6d.

4.2 Plant Model Identification with Actuation

The plant model predicts the roll moment coefficient response to active flow control
actuator input. Conventional system identification techniques that use the prediction
error method are used to identify 3rd order models. At each angle of attack a family of
20 different models are identified using pseudo-random binary (prbs) input voltages
to the active flow control valves. The binary signal voltage values ranged between 2
and 10 V. The 0-8 V prbs signal used for input is shown in the lower part of Fig. 7a.
The upper part of the figure compares to the measured output roll moment coefficient
to the model prediction. The family of plant models is shown in Fig.7b. There is
generally good agreement among the models, except for a few outliers that occurred
at low voltage levels. The black dashed line shows the nominal plant model that was
obtained by averaging the models not considered to be outliers. The transfer function

: 100 e _ —4.045x107352-0.29595+58.35 .
for the nominal plant at v = 10° is G, (s) = a6 13 T 2055 14550 which has a

right-half-plane (RHP) zero at 89 s~!. The RHP zero is analogous to a time delay
of approximately 0.022 s, which is short compared to the typical periods of the
disturbance motion.
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5 Feedforward Control Results

The minimal phase component of the plant model is inverted and combined with the
disturbance model, a low-pass filter, and a PD controller to form the feedforward
controller. The objective is to attenuate the effects of periodic and pseudo-random
roll motion on the roll moment coefficient. The results are shown in the following
two subsections.

5.1 Roll Moment Attenuation During Periodic Roll
Manuevers

The feedforward control results for forced periodic roll motion at 1 Hz(k = 0.0102)
are shown in Fig. 8 at three angles of attack, oo = 5°, 10°, and 15°. The PD compen-
sator was tuned for the conditions at « = 10°. The uncontrolled roll moment is shown
by the dashed line. The solid line shows the roll moment with feedforward control,
and the linear model prediction of the roll moment with control is shown by the
dash-dot line. At the lowest angle of attack, o = 5° shown in Fig. 8a, the amplitude
of the roll moment oscillations is small (root mean square, r.m.s. = 0.0047). It can be
seen that the controller is not very effective in attenuating the roll moment, because
the reduced r.m.s. value is only 0.0037. The simulation predicted the controlled r.m.s.
= 0.0016, which is significantly lower than the value achieved in experiment. The
simulation does not account for measurement noise, which is relatively strong at low
roll rates. Thus, the inputs to the feedforward controller are low signal-to-noise ratio
signals, and it appears that the higher frequency noise is being amplified.

When the angle of attack is increased to & = 10° as shown in Fig. 8b, the uncon-
trolled roll moment r.m.s. value increases to 0.0066. The signal-to-noise ratio is
stronger. The controller is more effective at this angle of attack, and the controlled
rm.s. = 0.0016, which is more than a 4 times reduction in amplitude. The r.m.s.
value achieved in simulation is again lower (r.m.s. = 0.0010) than experimentally
measured.

The case for angle of attack o = 15° is shown in Fig. 8c. The amplitude of the roll
moment coefficient is twice the value seen at o = 10°, and the uncontrolled r.m.s. is
0.0122. With control the r.m.s. is reduced to 0.0035, which is 3.5 times smaller than
the uncontrolled case.

5.2 Roll Moment Attenuation During Pseudo-Random Roll
Maneuvers

A sequence of four sine waves with different amplitudes and phases was superposed
to create the pseudo-random roll maneuver. Comparisons between the uncontrolled
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roll moments, the experimental controlled cases, and the simulation prediction of the
controlled cases are shown for three angles of attack in Fig.9.

The low angle of attack ov = 5° result is shown in Fig.9a. The r.m.s. level of
the disturbance roll moment is AC;, = 0.0026. The experimental control has little
effect, and only attenuates the disturbance to anr.m.s. level of AC;,, = 0.0022. The
simulation predicted a significantly lower r.m.s. level of AC; = 0.0012. From the
time series signals it appears that the controller is actually exciting high frequencies
in the roll moment.

The data in Fig.9b shows for the o = 10° angle of attack that the controller
becomes more effective. The black-box models used in the controller design were
identified at this angle of attack, so it is not surprising that the best level of per-
formance is achieved during the ‘on-design’ conditions. The uncontrolled r.m.s.
level is AC;,, = 0.0035. The experimental control case reduces the r.m.s. to
AC;, . = 0.0015, which is close to the simulated value of AC;,, = 0.0014.

In Fig.9c the angle of attack is increased to o = 15°. The uncontrolled r.m.s.
level more than doubles relative to the o = 10° case to AC;,, = 0.0083. Although
the controller is able to reduce the r.m.s. value to AC;,, = 0.0052, it is also clear
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from the time series data that the controller is exciting higher frequencies. Large
amplitude spikes in AC; are seen near t = 3, 7, and 95, which come from the
feedforward controller. In some cases the spike amplitudes exceed the amplitude of
the uncontrolled roll moment, so the controller is making things worse.

The next step is to include feedback in the control architecture. So far that has
not been attempted, because a suitable surrogate signal for the instantaneous roll
moment has not been identified. The current configuration of surface pressure sensors
is capable of identifying the disturbance roll moment, but they are not able to identify
the roll moment associated with the actuator.
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6 Conclusion

Active flow control is used to attenuate the roll moment coefficient produced by forced
rolling maneuvers with a A-wing (ICE/SACCON) aircraft model. A feedforward
controller is designed based on low-dimensional models for the roll moment response
to actuation and roll motion. The disturbance model is identified using the SINDy
optimization algorithm. The plant model for the response to actuation is identified
using the prediction error method. The control is applied during forced periodic and
quasi-random oscillatory maneuvers of the model. The controller is able to reduce
the r.m.s. level of the roll moment coefficient by a factor of four in the periodic (1 Hz,
k = 0.102) case at e = 10°, which is the ‘on-design’ condition for the controller.
Controller performance is degraded at angles of attack both above and below the
design point, but is still effective in reducing the r.m.s. value of the roll moment
coefficient for both periodic and pseudo-random forced disturbances. In the case of
pseudo-random forcing the controller acted to excite higher frequency disturbances.
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Implementing Rotating Stall Control )
in a Radial Diffuser Using Microjet i
Arrays

Jennifer Gavin, Erik Fernandez, Prabu Sellappan, Farrukh S. Alvi,
William M. Bilbow and Sun Lin Xiang

Abstract This study is part of our effort to implement and refine microjet-based
flow control in realistic and challenging applications. Our goal is to reduce/eliminate
rotating stall in the radial diffuser of a production compressor used in commercial
heating, ventilation, and air conditioning (HVAC) systems, using microjet arrays. We
systematically characterize the flow using pressure and velocity field measurements.
At low load conditions, the flow is clearly stalled over a range of RPM where the
presence of two rotating stall cells was documented. Circular microjet arrays were
integrated in the diffuser and the flow response to actuation was examined. The
array closest to the initiation of stall cells was most effective in reattaching the
flow. Control led to a very significant increase in the stall margin, reducing the
minimum operational mass flow rate to 14% of the design flow rate, half of the
original 28% flow rate before microjet control was implemented. The results will
show that the parameters found be most effective in the simple configurations proved
to be near-optimal for the present surge control application in a much more complex
geometry. This provides us confidence that the lessons learned from prior studies
can be extended to more complex configurations.
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1 Introduction

Flow separation is ubiquitous in a wide range of internal and external flows, ranging
from the simplest, e.g. on the leeward side of a cylinder or a backward facing ramp
to the very complex such as in turbomachinery components of propulsion, power
generation and other systems. Separating flows are nearly always undesirable as they
lead to unsteadiness, increased aerodynamics loads (steady and unsteady), reduced
pressure, reduced operational envelope (for aircraft, propulsion and power systems)
resulting in a loss in performance and efficiency. As such, control of separated flows
has been the focus of research for a number of decades where passive and active
methods have been explored in the academic and applied fluid dynamics community.
Some of the more pervasive passive methods that have been explored for sepa-
ration control, include vortex generators such as vanes, bumps, dimples and ramps
among others [1, 2]. While passive methods have sometimes shown a favorable
influence on separated flows, their impact is often limited to a narrow range of flow
conditions as passive devices cannot be adjusted to changes in operational condi-
tions. Active methods, ones that requires energy input, have shown more promise,
in large part due to their potential ability to adapt to changing conditions. Hence a
range of actuators for active flow control have been explored including acoustic exci-
tation through speakers [3, 4]; synthetic jets (Zero Net Masss Flux, ZNMF actuators
[5-7] that have been examined experimentally and computationally [8, 9]; dielec-
tric barrier discharge plasma actuators [10], plasma arc actuators [11, 12], plasma
driven jets [13—15], and many more. A recent review by Cattafesta and Sheplak [16]
treats this topic in a comprehensive manner. One actuation technique that has shown
considerable promise is the use of strategically located, very small-relative to the
relevant length scale, high momentum, jets commonly referred to as ‘microjets’.

Microjet-Based Flow Control—This control approach has been implemented in a
wide array of fundamental-canonical and application-driven flows, including by the
present authors. The applications include the use of steady and unsteady microjet
arrays for the control of flow oscillations in cavities [17-19], aeroacoustics of free
jets [20-22] and the control of the highly unsteady supersonic impinging jets [23,
24]. In almost all these applications significant improvements were achieved through
this active flow/noise control approach. As discussed in these references, the primary
mechanism for their effectiveness is the ability of the microjets arrays, often injected
in a wall-normal direction, to generate coherent streamwise vortices which increase
longitudinal momentum near the wall and streamwise vorticity through the jets in
crossflow (JICF) mechanism. The enhanced mixing so achieved can be leveraged for
the control of different flow—applications through a careful choice of the location
and operational conditions of actuation in the context of the base flow. An abbreviated
discussion regarding the physical mechanisms is provided in Sect.2.2. More details
can be found in Refs. [24-26].

AFC of Separated Flows—Control of flow separation is an flow application where
microjet-based control has been particularly effective. The primary reason for this is
the JICF induced, enhanced mixing which energizes the near-wall, low momentum
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fluid by efficiently mixing it with the higher momentum fluid in the upper region of the
boundary layer [25-27]. Separation control has been examined extensively, starting
with very fundamental flows and advancing to more complex, realistic, application-
driven configurations—a very brief review of a selected number of these efforts
follows next. The initial studies examining the use of microjet arrays for the control
of boundary layer separation were conducted on a modified Stratford ramp that
was nominally two-dimensional, although the separated flowfield was highly three-
dimensional. The ramp was equipped with multiple linear arrays of steady microjets
that allowed for individual arrays to be activated as needed. The angle of attack of the
ramp was also variable allowing the adverse pressure gradient and hence the size of
separation to be controlled. The effect of steady microjets in controlling increasingly
larger separated flowfields was systemically examined where microjets were able to
completely eliminate the strongest separation generated in this study. Further, the
cost of this control in terms of the requisite mass flow through the actuator array was
very low, fraction of a percent, once the optimal actuation conditions were identified.
Details of this study may be found in Kumar and Alvi [25].

This control strategy was next explored for controlling separation induced stall
on the wing of an RC aircraft during a high o maneuver. Using tuft based visual-
ization and GPS data the ability to extend the stall angle was demonstrated [28].
Steady microjet actuation for separation control was also demonstrated on a Low
Pressure Turbine (LPT) blade in a simplified linear cascade. The efficacy of control
on an L1A blade (L1A is the arbitrarily designated model name), which is an Air
Force Research Laboratory (AFRL) designed configuration with a higher loading
than conventional low-pressure turbine profiles, was demonstrated over a range of
conditions. Separation was completely eliminated on the blade with AFC resulting
in a very significant reduction in the integrated wake loss coefficient [29].

Present Study—The study described in this paper is part of our continuing effort to
implement, demonstrate and refine microjet-based active flow control in increasingly
realistic and challenging applications. The results of the studies in canonical con-
figurations were used to guide the design of the actuators for the present. Our goal
is to reduce rotating stall in the radial diffuser of a production compressor used for
commercial HVAC systems. These compressors use R-134a refrigerant where energy
added to the fluid by the impeller is recovered as high pressure when the refrigerant is
decelerated through a radial diffuser. For ‘low-load’ conditions, where the mass flow
rate through the compressor is reduced, the reduced velocity and hence momentum
of the fluid as it moves radially outwards through the diffuser makes it susceptible
to separation which leads to rotating stall [30]. This is obviously problematic as it
limits the compressor efficiency, increases vibration and noise and limits the viable
operational range of the machine.

Passive methods such as vortex generators, vanes, and bumps, as well as active
methods such as acoustic excitation have been utilized with limited success. They
require high degrees of customization in order to remain effective, and even when
optimally designed are only effective for specific flow ranges. Kurokawa et al. [31]
have shown that customized radial grooves completely suppressed rotating stall in a
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vaneless diffuser, however, the implementation resulted in an overall loss of pressure
in the diffuser. Alternatively, low-speed blowing has been found to be effective in
controlling flow separation in a vaneless diffuser, but resulted in a loss of impeller-
diffuser combination performance [32].

The goal of this study was to attempt to eliminate or significantly reduce stall
at the low load conditions, corresponding to low mass flow rate, thus improving
efficiency and extending the operational range. Implementing AFC in a production
turbomachinery system is non-trivial due to the system complexity, limited space
and access, and limited measurement capability. Furthermore, limited information
is available in open literature regarding the rotating stall flowfield, even for simple
configurations and even less so for production systems- these are challenges that had
to be addressed in this project.

2 Experimental Hardware and Methods

2.1 Model Details—Radial Diffuser and Compressor

The experiments were conducted at the Florida Center for Advanced Aero-Propulsion
at the Florida State University. The TT300 compressor was supplied by Danfoss
Turbocor Compressors Inc. The original design (Fig. 1a) features a diffuser built
into a large shroud, creating a high degree of difficulty in reaching the diffuser.
In order to improve access, while realistically modeling the problems faced by the
production line of compressors, the compressor was modified in collaboration with
the manufacturer to provide simplified access to the unbladed radial diffuser during
testing. The multistage compressor was modified for testing with a single stage. The
shroud was removed and the impeller shaft was elongated to bring the diffuser to the
edge of the compressor body. The flow path was slightly modified, creating a diffuser
that was purely radial, but retained the size (radius, Rp;ffuser = 127 mm) and basic
shape of the production model diffuser. Air replaced R-134a as the working fluid
and the impeller was also modified for the alternative working fluid. Schematic of
the modified diffuser-compressor configuration is shown in Fig. 1b and the general
flow direction of the working fluid in the diffuser is indicated in Fig. 4.

2.2 Physical Mechanism and Implementation of Microjets
in Diffuser

Steady microjets injected into the diffuser crossflow (see Fig.2) alter the flowfield
both locally and globally by promoting mixing in the boundary layer. This is due to
the creation of counter rotating vortex pairs (CVP), which are streamwise oriented
vortices, that transfer high momentum fluid from the freestream into the boundary
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(b)

Modified diffuser

Fig.1 a Three-dimensional cut-away of production configuration TT300 compressor, and b cross-
section of modified diffuser configuration used for testing

Diffuser Top Plate

Perpendicular
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Fig. 2 Schematic of microjet injection into diffuser cross-flow
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Fig. 3 Flowfield induced by microjets injected into a crossflow, with inter-microjet spacing of
25dje;, for different microjet blowing ratios. Streamwise vorticity contours along flow normal
planes obtained from stereo-PIV measurements at two different streamwise locations (x/D = 16—
top row, x/D = 64—bottom row). Figure has been redrawn to improve print quality and is similar

to the original figure from Fernandez and Alvi [27]
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layer. A representative example from Fernandez et al. [27] showing the growth and
evolution of multiple CVPs at different blowing ratios can be seen in Fig. 3, which
indicates the flowfield in planes normal to the flow and downstream of steady microjet
injection. The vorticity contours clearly indicate the presence of streamwise vortices
created by multiple microjets. The microjet spacing, location and blowing ratio for
the present surge control application were informed by prior studies in canonical
configurations that were aimed at exploring the fundamental physical mechanism
behind microjet-based control. Studies by Fernandez [33] and Fernandez et al. [27]
discovered that the most effective blowing ratio, BR, ranged between 1.5 and 3,
as this is where the CVP remain within the boundary layer and efficiently mix the
low momentum and high momentum fluid within the boundary layer. Similarly, these
studies also demonstrated that while inter-jet spacing of 12.5d ., and 25d ., were both
effective, in terms of benefit versus cost, 25d ., was the most efficient. This spacing
maximized the interactions between neighboring CVPs in enhancing inter-boundary
layer mixing. A more detailed analysis of the fundamental physical mechanism
underpinning microjet actuation can be found in the work of Fernandez [33].

Microjet assemblies, consisting of multiple microjets, were designed to inject
nitrogen gas into the boundary layer and reattach the flow to the diffuser wall, extend-
ing the operating range of the compressor. The position of the microjets relative to the
working fluid is shown in Fig. 4a, where the nitrogen is injected normal to the plane
of the drawing. The system design involved microjet-containing caps attached to four
individual pressurized stagnation chambers. The microjet caps were aluminum plates
with four rows of 0.4 mm diameter (d,,) microjets, spaced 5 mm (12.5d,,,) apart,
located 63.5, 76.2, 88.9 and 99.7 mm from the diffuser center. The modular design
allows for simplified variation of microjet arrangement between tests. By varying
the selected microjet row, injection could occur before, on, or after the approximate
boundary of stall cells. Blocking alternate microjet openings allowed for tests with
25d,; inter-microjet spacing. The stagnation chambers were individually filled with
nitrogen. Two inlets were used to ensure even distribution throughout the chamber,
and the inlets were angled for the nitrogen to impinge upon the opposing chamber
walls. This allowed the fluid to be evenly distributed before it reached the microjet
openings.

2.3 Measurement Techniques

Steady Pressure Measurements Sixteen static pressure taps were placed at incre-
mental distances from the center of the diffuser, as shown in Fig. 5. Surface pressures
were scanned by a Scanivalve pressure transducer. The steady pressure data were
used to determine the approximate radial location of stall, shown by rapid rise in the
static pressure to atmospheric conditions (As seen in Fig.7, to be discussed later).
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(a)
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Fig. 4 a Diffuser back plate schematic. Microjets injected normal to the plane of the drawing, and
b diffuser upper plate showing airflow inlet, tapered to accommodate smooth flow from the impeller

Fig. 5 Steady pressure taps Diffuser

are shown placed at Pressure Taps
incremental distances from

the diffuser center, with
tubing attached

Unsteady Pressure Measurements Using the radial location of stall determined
by the steady pressure measurements, Endevco® piezoresistive pressure transducers
with a 1 psig range were installed at various intervals along the stall radius. Two
transducers were located 77 mm from the center of the diffuser, and five were located
at aradial distance of 111 mm. These radial distances were chosen both to encompass
stalled flow region, as well as to accommodate the geometric constraints of the
diffuser. The two located 77 mm from the center were spaced 12.7mm apart, and
the other five were located with 12.7, 25.4, 38.1, and 50.8 mm spacing between each
tap. The machined holes for Endevco transducers may be seen in Fig. 6. Transducer
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Fig. 6 Diffuser top plate e Acrylic window
shown with holes for o —
unsteady pressure : : N
transducers and an acrylic
window added for optical
access

signals were low-pass filtered using a Stanford Research Systems filter and sampled
at arate of 5120 Hz. Power spectral density (PSD) estimates were calculated through
Welch’s method using a Hanning window and 75% overlap. This data was used to
determine frequency and velocity of stall motion.

Particle Image Velocimetry and High Speed Imaging Particle Image Velocimetry
(PIV) studies were conducted to further characterize the flow inside the diffuser.
Optical access was obtained through an acrylic window on the top surface of the
diffuser, as shown in Fig. 6. A LaVision Imager sCMOS double frame camera with
2560 x 2160 pixels spatial resolution was used to capture images at 15 Hz. The flow
was seeded with micro sized oil droplets and illuminated by a 200 mJ/pulse Nd: YAG
laser (Quantel Evergreen) with the illumination plane coincident to the plane of
radial flow within the diffuser. Dual frame images were cross-correlated using LaV-
ision DaVis software through a multi-pass algorithm using interrogation windows
of size 48 x 48 pixels for the first two passes and 24 x 24 pixels for the last four
passes and with 75% overlap. Due to the periodic nature of the stalled flow, phase
conditioned measurements were required to characterize the flow field. An Endevco
pressure sensor was used, where its band-passed signal was fed into a phase-locking
delay generator. The LaVision system was triggered using the signal from the delay
generator and images were captured at 8 different phases of the stall cycle. Three
hundred dual frame images were captured for each phase and processed to obtain
velocity fields, where the instantaneous velocity fields were ensemble averaged to
obtain each phase-averaged velocity field. Due to the periodicity of the flow, the
phases were stitched together, in order to obtain the complete velocity field of the
stalled flow. Once stall was eliminated, phase locking was no longer possible since no
discrete signal (stall frequency) existed for locking. Conventional non-phase condi-
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tioned PIV was also attempted, however the attached/unstalled flow field was found
to be unremarkable with the flow exiting radially in a uniform manner.

Flow fields with particle seeding were also imaged using a high-speed Photron
FASTCAM SAS camera at a resolution of 1024 x 1024 pixels and sampling rate of
1280 Hz, with illumination provided using a 10 mJ/pulse Nd:YLF dual head laser
(New Wave Research Pegasus-PIV). The high-speed images are used for visualiza-
tion of stall cells.

3 Results

3.1 Baseline (Uncontrolled) Flow

3.1.1 Radial Pressure Distributions

Steady Pressure Distribution Steady pressure data was collected from the 16 radial
taps during compressor operation. Impeller speeds of 10000, 15000, 20000, 24000,
and 32000 RPM were tested. For each impeller speed, the mass flow rate was
slowly decreased while the pressure was closely monitored. Rotating stall cells were
assumed to form at the mass flow rate associated with a sudden onset of strong fluc-
tuations in the unsteady pressure. The mass flow rate was held at the initial position
of induced stall, and pressure data were again acquired. Figure 7 shows the normal-
ized pressure distribution in both the unstalled and stalled cases as a function of
non-dimensional radial location. For the unstalled case, an initial rapid increase in
pressure as the flow exits the impeller (r/Rp;¢ruser = 0) was followed by a gradual
increase to the diffuser exit pressure (ambient pressure conditions). The deviation
from a smooth curve between 0.15 < r/Rp;sruser < 0.4 can be explained by con-

Fig. 7 Pressure distribution 1.2
in the presence (dashed) and
absence (solid lines) of stall 1.0

i Stall —

—10k No Stall|
15k No Stall
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28k No Stall|
—32k No Stall
' == 10k Stall
' 15k Stall |
' ==20k Stall

Stall
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Fig. 8 Unsteady pressure during stalled flow at 20000 RPM. a Time series showing periodic
oscillations, and b PSD with dominant peak at 78 Hz

sidering the diffuser profile contraction, shown in Fig.4b, which contributes to a
change in rate of pressure increase. The stalled pressure distribution shows the same
rapid rise as seen in the unstalled case immediately after the impeller exit. Deviation
from the unstalled condition occurs at approximately 0.15 r/Rp;sfuser, With rapid
pressure rise in the diffuser during stalled flow persisting until approximately 0.6
7/ Rpiffuser- At this point, the non-dimensional pressure approaches ~95% of the
exit atmospheric pressure. The region from 0.6 < r/Rp;ffuser < 1.0 in the stalled
pressure distribution corresponds to the location of the stall cells, where airflow at
atmospheric pressure was pulled back into the diffuser.

Unsteady Pressure Distribution Unsteady pressure data along the determined stall
radius was recorded during stalled and unstalled conditions. Time series of the pres-
sure from all unsteady pressure sensors during constricted mass flow (stalled) show
distinct oscillations associated with rotating stall. This can be seen in Fig. 8a for an
impeller speed of 20000 RPM at a mass flow rate of 26.6% unstalled mass flow, along
with its associated power spectrum (Fig. 8b). The dominant frequency identified in
the spectrum, 78 Hz, is the frequency of the rotating stall cells. Based on the stall
frequency, the lag between simultaneous measurements from sequential sensors, the
inverse of the sampling rate, and the angular separation of the pressure sensors, the
speed and number of stall cells present in the diffuser were calculated. These results
show that an increase in impeller speed corresponds to increases in stall cell velocity
and percent of baseline mass flow rate at which stall begins. The impeller speeds
with the highest mass flow rates at which stall is initiated should have the greatest
potential for improvement.
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Fig. 9 Instantaneous
high-speed image showing
stall cell. Dashed line
indicates stall boundary

Stall Cell

3.1.2 Velocity Field

The velocity field in the radial diffuser was obtained through phase-locked PIV. Stall
cells are clearly visible even in instantaneous images (Fig. 9), where the dark regions
(marked in Fig.9) correspond to reverse flow into the diffuser from the unseeded
ambient environment. A complete flow field was constructed by shifting the measured
quadrant by the proper phase offset. Figure 10 shows a complete stall cycle at 20000
RPM, using the eight phases measured. This was possible due to the rotational nature
of the flow. The stall regimes are visible by areas of radially inward flow, as seen in
the streamlines shown in Fig. 10. This locally reverse region can also be seen as blue
colored contours and are marked in the figure. The velocity field results shown here
confirm the radial location of stall cells, beginning approximately 76 mm from the
center of the diffuser. This information was used to choose the appropriate radii for
microjet injection, as detailed in the following section.

3.2 Effect of Microjet Control

After identifying the onset of stall at different RPMs using mean and unsteady pres-
sure measurements (Figs. 7 and 8) and subsequently characterizing the velocity field,
see Fig. 10, we systemically implement steady microjet control. These experiments
were conducted over a range of operating and actuation conditions, only a summary
is provided here along with some representative results for the sake of brevity. Hence,
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although actuator arrays at four radial locations in the diffuser were tested, we only
present results for the most effective case, corresponding to a radius of 63.5 mm (see
Sect.2.2). Prior studies on the use of this control strategy identified that the most
effective range of blowing ratio (BR) for control of separated flows ranges between
0.5 and 3 [27, 33]. This is the range of blowing ratios examined here, where it is
defined as the ratio of the velocity of the jets issuing from the actuator to that of the
crossflow. The microjet velocity was estimated by measuring the mass flow rate as
well as the stagnation pressure and temperature in the microjet supply chamber. The
latter measured properties then provide an estimate of the microjet velocity through
the actuator orifices and the total mass flow rate. By comparing the two mass flow
rates, a loss coefficient was estimated to account for head losses through the ori-
fices. Following this procedure, the requisite microjet stagnation chamber pressures
corresponding to each blowing ratio were determined for all combination of array
configurations.

3.2.1 Unsteady Pressures and Flowfield

The innermost circular array of microjets, located 63.5 mm from the diffuser center
and ~31.8 mm inward of the stall boundary (based on pressure and velocity field
results) proved to be the most effective for elimination of stall cells. The effect of
this control is readily evident in the unsteady pressure signals as shown in Fig. 11a.

As seen here, the large-scale fluctuations characteristic of stall cells (in the green
trace) were dramatically reduced, essentially to a pressure signature corresponding
to unstalled flow (blue trace) through the application of microjets. Figure 11b shows
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Fig. 11 Unsteady pressures at impeller speed of 28000 RPM with and without control. a Time
series, and b Corresponding spectral content

the same impact of flow control in the spectral domain—the high-amplitude spectral
peaks corresponding to stall, in the dashed green line spectrum, have been eliminated
in the blue spectrum. The remaining lower amplitude peaks in the controlled case
correspond to impeller passage frequency. The results shown here correspond to an
inter-microjet spacing of 25d ., with the compressor operating at 28000 RPM. This
impeller speed is of particular interest, since this speed is most similar to normal
compressor operating conditions.

Flow control tests were also conducted at two other RPMs, using two different
inter-microjet spacing: 25d,;, discussed above, and 12.5d,;. Results of these tests
are summarized in Table 1. As seen here, microjets arrays with a 25d., spacing
achieved an 11.5% extension of the compressor operating range, while microjets
spaced 12.5 diameters apart improved the operating range by 13.9%. Compared to the
original stall limit, the 25d ., and 12.5d.; spacing microjets showed improvements
of 40.4% and 49.1%, respectively. Although a higher improvement was achieved
using the closer jet spacing this does not necessarily translate to higher efficiency,
when accounting for the cost of control. This is discussed in a subsequent section.

Finally, in Fig. 12 we depict the effect of microjet control on the surge limit at the
three RPMs corresponding to Table 1. The cases shown here correspond to 25d .,
spacing only. The surge limit has now been moved to significantly lower mass flow
rates with a concomitant increase in the pressure recovery through the diffuser. The
pressure ratio between the diffuser inlet and exit is a pivotal measure of compressor
performance and microjet control has significantly reduced the adverse impact due to
rotating stall. As seen here, the improvement in the operating range and pressure ratio
are more significant at higher impeller speeds, translating to greater improvements
at normal operating conditions.

For cases where rotating stall is completely eliminated and the radial flow is
completely attached due to microjet control, the velocity field contains no unusual
features as noted in the discussion of the PIV results in Sect.2.3. However, the
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Table 1 Improvement in stall limit with microjets located 63.5 mm from diffuser center

Microjet | Impeller | Design Original | Percent | New stall | Percent | Extension | Improvement
spacing | RPM flow rate | stall limit | design limit design of from original
(kg/min) | (kg/min) |flow rate |(kg/min) |flow rate |operating | stall limit (%)
(%) (%) range (%)
12.5d e | 20000 7.90 2.10 26.6 1.10 14.0 12.6 475
25000 9.85 2.76 28.0 1.35 13.7 143 51.0
28000 10.84 3.07 28.3 1.56 14.4 13.9 49.1
25djer 20000 7.90 2.10 26.6 1.35 17.1 9.5 35.7
25000 9.85 2.76 28.0 1.70 17.3 10.7 38.4
28000 10.84 3.07 28.3 1.83 16.9 11.5 40.4
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(a) (b)

Stall Cell

)

Fig. 14 Elimination of stall cell under microjet control. a Stall cell before microjet initiation (same
as Fig.9), b stall cell moving outward in the diffuser as microjets take effect, ¢ complete flow
reattachment. Dashed line indicates stall boundary

progressive reduction in stall as the actuator control authority is gradually increased
provides interesting insight. This is seen in the images shown in Fig. 14, which show
a succession of high speed, instantaneous images acquired at 1280 Hz. The flow was
seeded to enable visualization as microjet actuator flow was progressively increased.
Starting from the leftmost image, the presence of stall cells very close to impeller
exit is clearly seen—this corresponds to the stalled condition. Moving to the right,
one can see the transient effect of actuation where the stall cells—visible as dark,
unseeded regions, are progressively ‘pushed’ radially outward towards the diffuser
exit. This culminates in the completely attached flowfield, seen in the last image on
the right (Fig. 14c¢).

3.2.2 Parametric Effects

While the innermost actuator array proved to be most effective, the impact of the
other three actuator arrays, located at 76.2, 88.9 and 99.7 mm (from the diffuser
center), was also systematically examined. The second, 76.2 mm, row of microjets
was significantly less effective in stall control. While the first array led to a significant
improvement in the stall limit, stall occurred at the same mass flow rate with and
without microjets for the second row. However, there was some beneficial impact
at certain conditions in that pressure fluctuations were somewhat attenuated with
microjet actuation. This can be seen in the pressure time history shown in Fig. 13.
These results are shown for the 25d,, spacing at 28000 RPM and 28.3% baseline
mass flow rate, the original stall limit. Similar results were found at all blowing ratios
and microjet spacings for this radial actuator. Furthermore, control effectiveness is
reduced as impeller speed are increased. Finally, the last two microjet arrays located
at 88.9 and 99.7 mm were completely ineffective in eliminating or reducing rotating
stall cells. This is expected as the most effective control schemes require actuation
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Table2 Effective blowing ratios and microjet flow rates for microjets located 63.5 mm from diffuser
center

Microjet spacing | Impeller RPM Minimum Microjet flow rate | Percent diffuser
blowing ratio for | (kg/min) flow to supply
control microjets (%)

12.5d jes 20000 25 0.15 14.0

25000 2 0.16 12.1
28000 2 0.22 14.1
25d e 20000 3 0.13 9.6
25000 2.4 0.14 8.5
28000 2 0.16 8.6

in the near vicinity of separation whereas these arrays are significantly downstream
of where separation is first initiated in the diffuser.

When evaluating the effectiveness of a control strategy one must also consider
the cost of control. In the present case, one of the most easily measured and com-
monly used ‘cost’ is the mass flow required through the microjet arrays. Similarly,
in the context of the present application the relative extension of the stall limit is an
appropriate measure of the benefit. The cost-benefit of this control scheme was char-
acterized through parametric studies for the most effective actuator array. Here the
blowing ratio was varied at each RPM and for two inter-microjet actuator spacings,
the corresponding results are summarized in Table 2.

As the 28000 RPM condition is most relevant for this compressor in the context of
its desired operating conditions, this case is highlighted in gray in Table 2. According
to Table 1, the closer spacing of microjets improves the stall limit by 49% relative
to the 25d,; inter-microjet spacing which lead to a 40% improvement. However,
the mass flow required for the 12.5d,; spacing is considerably higher—14.1% than
that for the larger spacing which require a mass flow of 8.6%. Unless the additional
increase in the stall limit is critical, the array with the larger spacing is much more
effective. The interaction of the CVPs generated by the JICF account for the differ-
ence in efficacy due to microjet spacing as discussed in Refs. [27, 33]. These results
reaffirm the fact that efficient control requires an understanding of the underlying
physical mechanisms and simply ‘more control’ or ill—conceived control is rarely
effective.

4 Conclusion

In this paper we describe our study where we implement microjet-based active flow
control to reduce, ideally eliminate, stall in the radial diffuser of a production com-
pressor used for commercial HVAC systems. This research is part of the continuing
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effort to translate microjet based control out of the laboratory to increasingly realistic
and challenging applications. The results of the studies in canonical configurations
were used to guide the design of the actuators for the present. In the present appli-
cation, radial stall occurs in the diffuser at low load conditions where the reduced
mass flow rate through the system leads to lower radial momentum which makes
it susceptible to separation, i.e. stall, at certain RPMs. This can significantly limit
the operational regime of such machines and delaying separation would result in
efficiency gains.

Using a systematic approach, we first characterized the baseline, uncontrolled
flowfield at unstalled and stalled conditions. Through steady and unsteady pressure
as well as velocity field measurements the presence of two rotating stall cells was
clearly identified, along with the extent of the separated flowfield and the conditions
(RPM, mass flow rate) at which these occur. This was used to design and integrate a
number of circular microjet arrays at various radial locations in the diffuser. The flow
response to microjet actuation was examined over a range of compressors RPMs and
diffuser mass flow rates where different actuator arrays were systematically activated
over various blowing ratios. The array closest to the initiation of stall cells was found
to be most effective in reattaching the flow, as somewhat anticipated based on our
prior studies of separation control. Control of the modified compressor led to a very
significant increase in the stall margin, reducing the minimum operational mass flow
rate to 14% of the design flow rate. This is nearly half of the original 28% flow
rate at which stall occurs before microjet control is implemented. This study clearly
demonstrates the potential efficacy of this relatively simple and robust control strategy
in a real-world application. The results showed that the parameters found be most
effective in the simple configurations proved to be near-optimal for the present surge
control application in a much more complex geometry. This provides us confidence
that the lessons learned from prior studies can be extended to other applications. The
next step in further evaluating this control strategy is to implement it in a closed
compressor system using the actual working fluid used therein, R-134a.
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Abstract Detailed investigations of high frequency pulsed blowing and the inter-
action with the boundary layer at high speed test conditions were performed on a
flat plate with pressure gradient. This experimental testbed features the imposed suc-
tion side flow of an aerodynamically highly loaded low pressure turbine profile. For
actuation, a newly developed coupled fluidic oscillator with an independent mass
flow and frequency characteristic was tested successfully. Several oscillator operat-
ing points were investigated at one turbine profile equivalent operating point with
Reynolds number of 70,000, theoretical outflow Mach number of 0.6, and an inflow
free stream turbulence level of 4%. The examined frequency range was between 6.5
and 7.5 kHz and the actuation mass flow rates were varied between 0.68% and 1.32%
of the overall passage mass flow. As a result, the flow separation and transition can
be controlled and the suction side profile losses even halved. Differences in the inter-
action with the boundary layer of the different oscillator operating points are also
presented and discussed.
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Nomenclature
Symbols
h [mm] wall-normal height
f [Hz] frequency
m [kg/s] mass flow rate
Ma [-] Mach number
)4 [Pa] pressure (static in case of no subscript)
q Pa] dynamic pressure
Re -] Reynolds number
s mm)] surface length

[
[
[

Sr [-] Strouhal number
[mm] spacing between two oscillator outlets
[
[

Tu %] turbulence level
U m/s] velocity
% [m/s] velocity based on optical measurements
z [mm] spanwise direction
1) [-] Hartree parameter
O mm displacement thickness
02 mm momentum thickness
099 mm boundary layer thickness
¥ [-] ratio of specific heats
v [m?/s] kinematic viscosity
¢ [-] total pressure loss coefficient

Subscripts
1 Inflow condition
2,th Theoretical exit condition
00 Free stream condition
AFC Active flow control
inst. Instability
int Integral value
is Isentropic
0sc Based on the oscillator
pas One passage of the cascade / experimental testbed
Pp Based on Preston probe
PIV Based on Particle Image Velocimetry
t Total condition
TEC Based on the turbine exit casing

tot Total surface length
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T161 Based on the T161 results
Wazzan Based on Wazzan’s charts
Walker Based on Walker’s equation
Abbreviations
AFC Active Flow Control
CTA Constant Temperature Anemometry
DEHS Di-Ethyl-Hexyl-Sebacat
HGK Hochgeschwindigkeits-Gitterwindkanal (High Speed Cascade Wind
Tunnel)
ISA Institut fiir Strahlantriebe (Institute of Jet Propulsion)
KH Kelvin-Helmholtz
LPT Low Pressure Turbine
PIV Particle Image Velocimetry
PSD Power Spectral Density
TS Tollmien-Schlichting

1 Introduction

Since the general research trend identified active flow control (AFC) to play a key role
for efficient aerodynamic applications, many different concepts and methods were
established. Depending on the flow problem or system to be controlled, different
approaches are possible or reasonable. The important questions for a chosen flow
problem arise regarding the most efficient actuator concept, the actuation position,
the actuation impact or energy, and actuation frequency.

The latest flow control concepts are all “active”. Among them, differences can
be found in their actual mechanism principle. Some concepts use sensor feedback
for controllers, e.g. closed-loop designs like in the work of King et al. [1]. Other
applications are considered to be active if the actuator is switched on and off when
needed, as outlined in the review paper by Niehuis and Mack [2]. In some cases,
feedback control cannot be applied due to small geometries, high temperatures or
frequencies, or if it is just the more expedient approach. The variety of available
actuators is also quite high. The most important ones to name are plasma, piezo, and
synthetic jet actuators as well as fluidic oscillators. Cattafesta [3] gives a compre-
hensive overview of the mentioned ones and considers even more actuators. For flow
separation problems, many studies on the most efficient position of actuation were
already carried out. A suggestion for an optimal actuation according to [4-8] is at
the position of highest receptivity.

Considering mass flow investment, Mack et al. [9] used for AFC on the T161, an
aerodynamically highly loaded low pressure turbine (LPT) research profile, fluidic
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oscillators with a mass flow rate related to the passage mass flow of 7,5 7161 &
1.14% - m pqs. 7161 To improve the efficiency, the latest investigations at the Institute
of Jet Propulsion (ISA) prove for an aerodynamically highly loaded LPT exit casing
profile that the mass flow investment of the oscillator can be decreased as low as
Mse. TEC = 2.1 - 10~ M pas., TEC- The key for this achievement is to consider the
AFC in the design process with an optimized position and the right trigger frequency
[10-12].

Which concept, actuator, position, impact, or frequency range should be used
depends on many parameters, e.g. the velocity distribution, necessary actuation
frequency or available reaction time, available sensors, controllers, and actuators
as well as the nature of the flow problem—periodic or random. In turbomachin-
ery, one main research area for flow control problems are LPTs. Modern LPTs are
aerodynamically highly loaded, usually featuring flow separation on the suction side
towards low Reynolds number operating points. Since the high speed investigations
at ISA showed many promising results [2, 9, 13, 14] for AFC applied on the T161,
this paper focuses on a T161-like suction side flow of a flat plate with pressure
gradient. The massive flow separation is controlled with high frequency periodic
excitation [15], induced by a newly developed coupled fluidic oscillator [16].

The focus of this paper are investigations of different oscillator operating points
and their respective influence on loss behavior, transition and interaction with the
boundary layer. According to literature it is most promising to actuate in the range
of the natural instabilities or receptivity of the boundary layer. Regarding the dis-
cussion whether to trigger the so-called “Tollmien-Schlichting” (TS) or the “Kelvin-
Helmholtz” (KH) instabilities, a simple explanation might clarify the topic. The TS
waves or instabilities develop naturally in the laminar boundary layer and can there-
fore triggered [17]. The instabilities developing and growing within the shear layer
for separated flows are commonly known as KH instabilities [18]. Consequently,
the goal is to trigger with the most effective frequency in the range of the boundary
layer receptivity to amplify linear instability effects and therefore use this interaction
within the boundary layer for a controlled transition towards a turbulent boundary
layer.

2 Experimental Setup

2.1 Actuator—Coupled Fluidic Oscillator

The actuator employed for the investigations of this paper is a coupled fluidic oscil-
lator developed at ISA [16]. In the experimental testbed (Sect.2.3) an array of actua-
tors enables distributed pulsed blowing at very high frequencies of several kHz. The
unique advantage of the coupled oscillator over all common designs is the ability to
change frequency and mass flow independently in a certain range, which is funda-
mental for detailed investigations of the impact and interaction between the boundary
layer and the AFC device.
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The frequency of the coupled fluidic oscillator can be tuned with a
standard feedback oscillator (Fig. 1 left). This design, which has a direct depen-
dency between mass flow rate and frequency, was already used in former studies
(see [2, 9, 13, 14]. In contrast to the former applications, the pulsed blowing at the
outlet of the feedback oscillator (master) is not directly used for flow control, but for
frequency tuning of the oscillator without feedback loops (slave) through the control
ports (Fig. 1 right). The excitation of the master forces the additional or secondary
mass flow entering the system through the slave’s inlet nozzle to flip according to
the trigger frequency to each side of the splitter. The combined mass flow leaves
the device as high frequency pulses through the outlets of the slave oscillator at
the master’s frequency. More details on the working principle of the coupled fluidic
oscillator and a characterization of the actuator pulses at different operating points
can be found in [16].

2.2 High Speed Cascade Wind Tunnel

The results presented here are based on experiments performed in the High Speed
Cascade Wind Tunnel (HGK) at ISA of the Bundeswehr University
Munich. The core of the test facility (Fig.2) is an open loop wind tunnel which
is placed inside a 12 x 4m pressure tank. A six stage axial compressor is driven

(] = =T m\éﬂ .
] ’:‘
5 — /
a.c. electric motor gear Pe pressure tanl
hydraulic 11800 mm
coupling
\ )
|
i . |
— =
cooler for bypass air | difusor settling nozzle upstream cascade
chamber flow path
axial compressor bypass  main flow twrbulence
cooker generator

Fig. 2 High speed cascade wind tunnel (HGK) test facility
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by an external 1.3 MW a.c. electric motor. It enables compression ratios up to 2.14.
The operating point is adjusted with a variation in shaft speed, a variable bypass, and
coolers. Engine relevant turbulence levels can be realized with a turbulence genera-
tor just upstream the nozzle. In the pressure tank it is possible to vary the absolute
pressure level from 35 mbar to approximately 1200 mbar. The independent variation
of the Reynolds and Mach number makes the HGK test facility very unique among
very few world wide. More details can be found in Sturm and Fottner [19].

For the specific experimental testbed boundary layer suction at the contoured walls
(Sect.2.3) of the configuration was required. This was realized with the secondary
air supply system of the test facility. A one-stage radial compressor sucks at the test
section inside the pressure tank and re-injects it into the vessel, in order to preserve
the over all pressure level.

2.3 Flat Plate with Pressure Gradient

Motivated by several promising investigations regarding passive and AFC concepts
on the aerodynamically highly loaded T161 LPT cascade, summarized by Niehuis
and Mack [2], the research on this topic with the well-known boundary layer topol-
ogy was intensified. The T161 low pressure turbine profile features a rather large
separation bubble at low and even an open separation at very low Reynolds numbers.
Therefore, it is an ideal experimental testbed to investigate flow control concepts in
this Reynolds number regime. However, with the use of the coupled fluidic oscillator
for the planned fundamental investigations, the T161 blade geometry is physically
too small to integrate the new actuator system inside the cascade profile at its recent
design stage. That is why a flat plate with pressure gradient, imposed by symmetric
contoured walls, was developed in order to generate a closely matching boundary
layer topology at the same flow conditions as for the T161 profile. The benefit of the
new configuration is also a better accessibility for probes and optical measurement
techniques. The experimental testbed integration into the HGK test facility is shown
in Fig. 3. The flat plate itself (Fig.4) consists of three individual plates. The upper-
most one (yellow) features a super elliptical leading edge, static pressure taps, and
the oscillator outlets. The slave oscillator array is integrated underneath in the middle
plate (orange) and is fed with air through the plenum. The actuators for the frequency
adjustment (master oscillators) are deployed in the lowermost plate (red), also sep-
arately supplied with air through the master’s plenum. Through the slave oscillator
outlets, the combined mass flow enters the boundary layer as high frequency pulsed
blowing. Static pressure taps just upstream the experimental testbed in the wind
tunnel side walls are used to ensure homogeneous inflow conditions. Furthermore,
the contoured walls were also equipped with static pressure taps in both passages
to ensure symmetric main flow conditions. The homogeneous and symmetric inflow
conditions are verifiable not affected with activated oscillator on the upper surface
of the flat plate only. Thus, equivalent passage inflow conditions can be assumed for
all cases. In order to control the main passage flow and to prevent separation on the
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outer contour, air is sucked by several slots installed on contoured walls, opposing
the flat plate. A splitter was assembled downstream to avoid vortex shedding at the
trailing edge of the flat plate. The adjustable diffuser is used to fine-tune the flat plate
boundary layer characteristic. More details and aspects of the design process can be
found in [15].

3 Instrumentation and Data Acquisition

3.1 Surface Pressure Distribution

Compared to the T161 profile, the size of the flat plate is a 1:1 suction side surface
length scale. It is equipped with 33 static pressure taps within s/s;,, = 0 and 1,
ensuring twice the resolution of static pressure taps in relation to the T161 cascade,
compare [2, 9, 13, 14]. The positions s /s;,; = 0 and 1 correspond to the leading and
trailing edge, respectively. The pressure distribution is presented as the isentropic
Mach number distribution in relation to the flat plate’s surface length s

Mais(s/stot) = 2 : ( P )”’ — 1. (1)
v—1 P(s/St0)

At the inlet of the test section, the total pressure p;; is measured with a pitot tube. The
isentropic Mach number along the surface is calculated with local static pressure data
p(s/s:01), attained from the static pressure taps. As part of the standard measurement
equipment, a 98RK rack mounted pressure system is used to acquire the pressure
data. For the presented results pressure transducers with 345 mbar full scale range
(uncertainty of 0.05%) were used. Hence, the resulting uncertainty of the Mach
number is less than AMa;; < 0.02 for the investigated operating point.

3.2 Preston Probe Measurements

A Preston probe, which is a flattened Pitot tube, was used to traverse closely along
the surface. It is used here also for total pressure boundary layer traverses normal
to the surface. The local dynamic pressure g (s /s, i) is calculated with the local
static pressure data p(s/s;,) and the total pressure of the probe p;(s/s:o:, h). It is
normalized by the local dynamic pressure outside of the boundary layer g (s /Ss0r)
to obtain the dimensionless local dynamic pressure coefficient

q(s/Sior, 1) _ Di(8/Stot, 1) — p(S/S101)

= 2)
Goo(S/St01) i1 — P(S/Stor)
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More details on the Preston probe head shape and size, the procedure to determine
the boundary layer condition (laminar, turbulent or separated), and the determination
of the transition point are given in [15, 22].

Furthermore, the total pressure loss coefficient calculated from the Preston probe
data is used to compare different actuator operating points. Therefore, boundary layer
traverses were taken at s /s;,, = 1, representing the trailing edge of the T161 profile.
The total pressure loss coefficient is calculated by

_ DPi1 — Pi(S/St01, h)
i1 — P(S/Stor) .

3)

In order to cover the entire boundary layer up to the free stream for all operating
points, the integral value is calculated for # = 0 to 15 mm by

h=15
Gint = /h C(h). “)

=0

A PSI 9116 pressure transducer with a full scale range of 69 mbar and 0.05% full
scale range uncertainty was used for all Preston probe measurements. This results
in an uncertainty of the total pressure loss coefficient of A¢ < 0.005 and a Mach
number uncertainty of AMa < 0.01 for the traverses at the edge of the boundary
layer. It has to be noted that the uncertainty increases towards lower Mach numbers
near the surface.

3.3 Particle Image Velocimetry

A standard planar two-component particle image velocimetry setup (2D2C-PIV) was
realized for the characterization of the boundary layer topology with and without
activated flow control mechanism. Two 4 Mpx scientific CCD cameras were used
side-by-side to measure the flow field across the full length of the flat plate in parallel.
The mid plane of the configuration was illuminated by a Beamtech Vlite 200 double
pulse Nd:YAG laser with 200 mJ pulse energy. A carefully polished model surface
enabled the investigation of the wall-near velocity field down to sub-millimeter scale
as diffuse reflections of the laser light on the model surface were minimized. This
approach enables detailed near-wall PIV measurements [23]. The PIV tracer particles
were produced from Di-Ethyl-Hexyl-Sebacat (DEHS) oil, generated in a Laskin-
nozzle seeding atomizer which typically produces particles with 1 in size.

For the data processing, each PIV image was pre-processed with a shift correction
to compensate for low frequency vibrations and by subtracting the local image mini-
mum for intensity normalization. A Butterworth temporal filtering combined with a
horizontal FFT-filtering allowed a complete suppression of the laser light reflection
on the polished metal surface. Unfortunately, some tracer particles always remain
stationary on the model surface even after careful cleaning. These particles partly
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impose spurious vectors to the final result at these positions at the wall. Nevertheless,
a common multi-pass PIV with interrogation windows down to 16-by-16 pixel with
50% overlap was possible. As the particles had an imaged diameter of roughly 2
pixels, the final result was not effected by typical PIV bias errors as peak-locking.
Finally, 2000 instantaneous vector fields were averaged. This evaluation procedure
led to an effective spatial resolution of about 0.3 mm per velocity vector.

3.4 Hot-Wire Boundary Layer Measurements

For time-resolved data, hot-wire measurements were performed with a 1D hot-wire
boundary layer probe (Type 55P15) from DANTEC, operated in the constant tem-
perature anemometry (CTA) mode. A velocity calibration was conducted for the
expected static pressure and velocity range. At each position the signal was acquired
for 10s at 60 kHz with a 30 kHz hardware low pass filter set to prevent aliasing effects.
Based on the velocity data, the power spectral density (PSD) according to Welch’s
method, as implemented in Matlab with default inputs, is calculated.

The uncertainty of the hot-wire measurements is strongly dependent on the
Reynolds number (static pressure within the vessel) and the flow velocity. At the abso-
lute pressure level of the conducted measurements, the uncertainty for the velocity
data is around £2% at the edge of the boundary layer. Due to a low thermal conduc-
tion as a consequence of low absolute static pressure of the operating point and the
low velocities near the surface, the uncertainty increases within the boundary layer.

4 Design Aspects of the Experimental Testbed

4.1 Validation of the Experimental Testbed and Oscillator
Integration

To ensure comparability with former results, the experimental testbed was
validated against the T161 cascade measurements. Bettrich et al. [15] proved very
good agreement between the flat plate with pressure gradient and the T161 suction
side flow. The operating point was chosen at Reynolds number Re = 70, 000, theo-
retical outflow Mach number of Ma, ,;, = 0.6, and an inflow free stream turbulence
level of Tu =~ 4%. The suction side flow is imposed on a flat plate in 1:1 scale of
the surface length. With matching in- and outlet conditions and without actuation,
an excellent correspondence with former studies is shown, compare [9]. The Mach
number distribution within the area of interest (white shaded) is shown in Fig. 5. The
differences near the leading edge are typical for any flat plate setup, as discussed
in [15]. Altogether, the design goals of the experimental testbed for the planned
investigations is fully achieved.
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Fig. 6 Non-actuated boundary layer flow with separation bubble of the experimental testbed, based
on Preston probe a and PIV b measurements

In order to resolve the boundary layer flow of the experimental testbed without
actuation, Preston probe (Fig. 6a—each dot indicating a measured position) and PIV
(Fig.6b) measurements were performed. Both methods indicate the non-actuated
time averaged flow field near the surface. While the overall flow field shows very
good agreement, some differences in the separation bubble and the wall near flow
are evident. Reason for differences are that only PIV can resolve reverse flow within
the separation bubble (grey and white contours) but are quite challenging in high
speed applications near the surface. The pneumatic investigations, acquired with the
Preston probe, deliver very robust results, but allow only for limited resolution due
to the size of the probe head, as discussed in [15].

In contrast to former studies with the T161 cascade, the oscillator outlets were
positioned further upstream on the flat plate configuration. This approach was moti-
vated by other results found in literature. It is proven to be beneficial in terms of
mass flow investment (reduction of 60%) and control effectiveness compared to the
further downstream position, used in the T161 investigations [15].
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4.2 Estimation of Receptivity of the Boundary Layer

The design goal for the coupled fluidic oscillator is to cover the range of recep-
tivity. Since a precise determination of the actual instability bandwidth is a rather
challenging problem, especially for high speed applications with very thin bound-
ary layers, several empirical approaches were available and conducted. At first, the
latest numerical data for the T161 cascade reveal an optimal actuation frequency
around 7.6-7.8 kHz. Second, an estimation for the TS instabilities was carried out
with the use of the spatial and temporal stability charts according to Wazzan et al.
[20]. The charts indicate the temporal amplification rates for TS waves for different
flow profiles from stagnation to separation and are attained by a step-by-step integra-
tion method of the Orr-Sommerfeld equations. Considering the case for separated
flow (Hartree parameter 3 = —0.1988) and based on the boundary layer data, which
differ slightly depending whether to use the Preston probe or PIV boundary layer
data, it delivers a frequency range of 7kHz < frs wazzan < 8.5kHz for the separated
flow. The third approach utilizes the correlation of Walker and Gostelow [21]:

3.2-U% 3.2-U%°

alker = * = . :
ST, waike Zﬂy(%)lﬁ 2ap =05 . (6%)15 ®

The free stream velocity Uy, outside the boundary layer and the kinematic vis-
cosity v are straight-forward to determine, whereas the displacement thickness ¢*
is very sensitive to the results of the boundary layer measurements. Calculating ¢*
with the Preston probe measurements results in fr waiker, pp 2 7.5 kHz and with the
PIV datain frs waiker. p1v = 6.8 kHz. A slight variation of the boundary layer profile
results also in a change in displacement thickness, which has a strong influence on
the potential instability frequency (compare Eq.5). Therefore the results of the dif-
ferent measurement techniques should be considered supplemental rather than only
one of the two. Furthermore, the frequency estimation is also quite sensitive to the
actual position of the separation point, since its location is used as reference for the
variables and their values included in the equation. For details to determine the sep-
aration point see [15]. To conclude, the target actuation frequency for the oscillator
is determined to be between 6.8 and 8.5 kHz.

4.3 Design of the Fluidic Oscillator

For the design of the coupled fluidic oscillator array, several requirements had to
be taken into account. Most important, the frequency range of the oscillator should
cover the receptive range of the boundary layer. The entire estimated frequency range
at the low absolute pressure conditions with an adequate mass flow variability could
not be realized with one actuator. Therefore, the focus was set on the lower half
of the estimated range, because it appeared to be the most promising compromise.
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The mass flow rate of the coupled actuator was aimed to be comparable to the ones
used for the T161 cascade measurements. This allows a comparison of the further
upstream outlet position of the oscillator with former results. Furthermore, lower and
higher mass flow rates should also be achieved.

The influence of the design parameters on the frequency range, the operating
stability, and the mass flow rate was determined in preliminary experimental inves-
tigations. The design of the coupled actuator was performed in a two step process.
First, the master oscillator was scaled to reach the desired frequency range. Sec-
ond, the mass flow range was adjusted with the slave oscillator and the same outlet
diameter of the actuator was chosen as for the T161 cascade measurements.

5 Results and Discussion

5.1 Investigated Actuator Operating Points

Within the coupled oscillator’s operating range, several operating points were inves-
tigated. The frequency range was varied between 6.5 and 7.5 kHz at a constant mass
flow rate of 771,5c, A 1.05% - 111 .. In addition, the mass flow rate was varied between
Mose. ~ 0.78% and 1.32% - 11,44, for a constant frequency of 7kHz. An evaluation
of the performance of each operating point can be derived from the total pressure
loss coefficient (Fig.7) and transition (Fig. 8, same legend as Fig.7) behavior. Since
the differences in the distribution of the total pressure loss coefficient between all
operating points with activated actuation is rather small, the integral values (;,, in
wall-normal direction for # = 0 to 15 mm are outlined in Fig. 7, too. The distribution
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of the dimensionless local dynamic pressure coefficient along the surface (Fig.8)
indicates if separation occurs (values in the range of detached flow). It reveals as
well if and where the transition takes place. Decreasing values can either represent
a laminar or turbulent boundary layer, whereas a strong increase is an indicator for
transition, compare Stotz et al. [22]. According to Fig. 8, for all actuated cases a
transition to turbulent flow occurs. For some operating points even a small separa-
tion bubble is present. The impact of the oscillator can clearly be seen in all cases
with actuation at s /5g., ~ 0.52 (Fig. 8). If no actuation is applied, the boundary layer
remains detached until the trailing edge.

It can clearly be seen in Figs.7 and 8 that the frequency variation within the
investigated range at constant mass flow rate is of minor importance on both loss
behavior and transition. The key factor, however, is the mass flow investment. A
reduction results in lower integral losses, as long as the open flow separation can be
suppressed. Hence, the momentum itself is not the driving factor for loss reduction.
For the constant frequency of 7kHz the transition point first moves upstream with
increased mass flow rate and the integral total pressure losses increase accordingly.
A further increase in mass flow rate then shifts the transition point downstream with
a further increased loss characteristic. Thus, another mechanism aside the injected
momentum has an influence on transition and loss behavior, which will be highlighted
in Sect.5.2.

Based on the observations drawn from the loss and transition behavior, the actu-
ator operating point at the lowest overall mass flow rate (#7145, & 0.68% - 11 4 ) and
6.7kHz actuation frequency was found to be most efficient in terms of mass flow
investment and integral losses. Therefore, it was of special interest for a more fun-
damental investigation. It features a small and closed separation bubble, the furthest
downstream transition point, and therefore the shortest turbulent boundary layer in
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Fig. 9 Actuated boundary layer flow from Preston probe and PIV measurements for the 6.7 kHz
and ri1pge, & 0.68% - 1145, Operating point

streamwise extent. In contrast to the case without any AFC (Fig. 6), the controlled
boundary layer topology is very different (Fig.9). The large separation bubble is
successfully suppressed by the actuation. Both Figs.6 and 9 were normalized with
the same scales. Therefore, the peak Mach number increases with actuation applied,
due to the reduced blocking effect. This can also clearly be seen in the surface Mach
number distribution for both the flat plate with pressure gradient and the T161 cas-
cade measurements, depicted in Fig. 5. The Preston probe and the PIV measurements
were performed in streamwise direction in the centerline between two oscillator out-
lets. The steady and unsteady interaction phenomena of the 6.7kHz actuation with
the boundary layer flow is already discussed in a previous paper [15]. A comparison
of the interaction of different oscillator operating points with the boundary layer will
be outlined below.

5.2 High Frequency Pulsed Blowing Boundary Layer
Interaction

For the different oscillator operating points, 1D hot-wire measurements were carried
out to investigate the respective interaction. Interaction is defined to an influence of
the actuation pulse on the boundary layer flow. It takes place when the coherent struc-
tures, induced by the high frequency actuation, are not immediately damped away
but can develop downstream and in wall-normal direction. If interaction takes place,
the design goal of the AFC concept is reached and an increased power level in the
spectrum must become visible. The results are presented in Fig. 10. It shows normal-
ized PSD intensity plots in streamwise direction, parallel to the surface, for different
wall-normal distances. The path for the hot-wire probe in streamwise direction was
chosen to be in line with an oscillator outlet. The most upstream measurement posi-
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tion §/sge A~ 0.5 is just upstream of the oscillator outlet. The investigations cover
positions at each static pressure tap all the way downstream to s/sg.s = 1 and in
wall normal distances of # = 0.2, 0.6, 1.0, and 1.4 mm. The frequency range shown
is 500 Hz each, shifted for every operating point to visualize the oscillator influence
and boundary layer interaction at a high level of detail. Each case is normalized with
its highest PSD value for better comparison of the relative interaction phenomena.
The individual highest PSD values differ only slightly amongst each other.

The normalized PSD plots in Fig. 10 reveal a strong interaction at all presented
wall-normal distances for the 6.7 kHz and 11,5 & 0.68% - 11,45 as well as the 7.0 kHz
and 15 = 0.78% - m pag Operating points. A decreased interaction of the actuation
frequency with the boundary layer flow can be noticed for the 6.5 kHz and 5. ~
1.05% - 11 pqs as well as for 7.5 kHz and #ity5c ~ 1.05% - 11,45 A weak or damped
interaction downstream the oscillator outlet and in wall-normal direction is present
for the 6.5kHz and 71,5 & 1.05% - 11,45 as well as the 7.0kHz and ri1,5c ~ 1.32% -
1M pas. The reason for the different degrees of interaction can either be a matter of
the frequency, the initial momentum, or a feature of the oscillator itself. Since the
pulsed flow of the oscillator can be considered constant flow superimposed by a
(temporal) sinusoidal flow portion, higher mass flow rates at constant frequency can
either result in a higher constant flow with relatively lower sinusoidal flow amplitudes
or vise versa. However, these observations correspond well with the integral of the
total pressure loss coefficients, presented in Fig. 7. Besides the fact of the different
transition points, the lowest integral total pressure losses correspond to the strongest
interaction with the boundary layer (6.7 kHz and #1,5 ~ 0.68% - 11,4 case).

With the interaction being identified as the second key factor of the AFC besides
the induced momentum, the discrepancy of the transition point of the three different
mass flow rates at 7kHz of Sect. 5.1 can be explained. For the 5. & 0.78% - 111 45
case the mass flow rate is low but the interaction strong. Thus a further down-
stream but controlled transition can be achieved. Increasing the mass flow rate to
Moge 2 1.05% - 11 pqg, some interaction within the boundary layer can be observed.
The higher momentum in combination with the boundary layer interaction conse-
quently moves the transition point upstream. Increasing the momentum even further
t0 Hitgse A 1.32% - m pyy, barely any interaction is noticed. Considering the delayed
transition point compared to the 1,5 & 1.05% - 11,45 case leads to the conclusion
that the interaction has also a strong influence on transition control. A variation of the
frequency (6.5, 7, and 7.5kHz) at the same mass flow rate of 71,5 & 1.05% - 11 45
shows that the interaction with the boundary layer for constant mass flow rates
increases with increasing frequency. The differences in the integral total pressure
losses confirm, that the profile losses depend not only on momentum but also on the
degree of interaction of the boundary layer with the actuation. Among theses three
oscillator operating points, the 6.5kHz case with the weakest interaction has higher
integral losses than the other two cases.

To investigate the interaction in more detail, boundary layer traverse measure-
ments were carried out for the most efficient oscillator operating point (6.7 kHz and
Moge 2 0.68% - 11 4 ) in terms of mass flow investment, loss characteristic, and inter-
action with the boundary layer. The results are presented in Fig. 11. It shows PSD
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Fig. 11 PSD plots in the receptive frequency range of the investigated boundary layer flow with
and without actuation: invested case 6.7kHz and n15c ~ 0.68% - 11 pqs

intensity plots for actuator modes “off” as well as “on” for two different spanwise
positions z/¢t. Positions straight downstream of one oscillator outlet are indicated with
z/t = 0 (center of the outlet), whereas measurements in the middle plane between
two oscillator outlets are referred to as z/¢ = 0.5. The spanwise spacing ¢ between
two oscillator outlets is equal to # = 5.33 mm, whereas the diameter of one outlet
is 1 mm. Three distinct positions in streamwise direction were chosen according to
the boundary layer state with activated oscillator (laminar, separation, turbulent—
compare Fig.8). Each PSD plot shows the frequency range of 6.5-7kHz analogue
to Fig. 10 in wall-normal direction /. The boundary layer thickness dgg is indicated
with the white dashed line in each plot. The wall-normal distance 4 is re-scaled for
the furthest downstream positions, equally adjusted for all three cases, to cover the
full boundary layer thickness for the “off” case.

For the non-actuated case, increased PSD levels are only visible for the sepa-
rated boundary layer within the shear layer (positions s/sg.s ~ 0.66 and 0.81). The
increased levels are present for the whole frequency range and therefore not related
to any specific bandwidth. Taking a closer look at the PSD plots for the “on” case just
downstream the oscillator outlet, the actuation frequency is visible only at z/¢ = 0.
Indications of the actuation frequency at the midspan positions (z/¢ = 0.5) can for
the first time clearly correlated to the actuation at s/54.; ~ 0.66. Furthermore, it is
evident that due to the interaction within the boundary layer, the actuation frequency
spreads throughout the whole boundary layer height. At the same time it is also
restricted to it. At s/sg.s A 0.81 the character and extension in wall-normal direc-
tion are similar, the intensity, however, is slightly lower at the z/¢ = 0.5 position.
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The interaction phenomena and the mixing process are very complex phenomena
and are discussed in more detail in another paper by Bettrich et al. [15].

The development of the boundary layer thickness is strongly dependent on the
state of the boundary layer. For the non-actuated case the boundary layer thickness
increases rapidly when flow separation occurs, resulting in high total pressure losses.
Since the momentum thickness increases as well, a thicker boundary layer can be
correlated to an increase in loss behavior, too. This is the case for the boundary
layer without actuation. However, with AFC activated, the boundary layer thickness
remains thin with a moderate increase up to s/sg.s ~ 0.66. Further downstream,
when transition over the small separation bubble occurs, the boundary layer thickness
slightly increases. To preserve a thin boundary layer, AFC in the right frequency
bandwidth and small induced momentum but strong interaction of the high frequency
pulsed blowing with the boundary layer turns out to be favorable in terms of loss
reduction. A target oriented AFC design cannot only control flow separation but
also allows to control the boundary layer development, including the location of
transition. Allowing a small separation bubble with defined and delayed turbulent
reattachment turns out to be beneficial to reduce profile losses. The later transition
occurs, the lower are the overall all losses, as long as the flow reattaches. Based
on these results it is expected that there is further potential for loss reduction by
reducing the mass flow. Decreased mass flow could delay the transition even further
and will therefore potentially reduce turbulent boundary layer losses if interaction
with the boundary layer still occurs. A mass flow reduction can be achieved either
with scaled oscillators in size with the same frequency and/or an increased spacing
of the oscillator outlet holes.

6 Conclusions and Outlook

The investigations on high frequency boundary layer actuation presented in this paper
are carrying forward several promising investigations on flow control with the T161
cascade at the Institute of Jet Propulsion (ISA). With the use of fluidic oscillators, the
aerodynamically highly loaded T161 low pressure turbine research profile showed a
very significant reduction in the overall profile losses by 40%. An even greater mass
flow reduction (as low as riigpc = 2.1 - 107* - m pas) Was achieved for a turbine exit
casing, which was specifically designed for utilization of active flow control (AFC).
Motivated by these promising results, much potential for further improvements was
expected. However, for investigations with the focus on the fundamental understand-
ing of the interaction phenomena between high frequency pulsed blowing and the
boundary layer, a new approach became necessary. For this purpose, a new experi-
mental testbed was developed. In order to continue the previous work on the T161, its
suction side flow was successfully reproduced on a flat plate with the same pressure
distribution, induced by opposed contoured walls. All investigations were carried out
at the High Speed Cascade Wind Tunnel at ISA. The results presented here are for
the T161 equivalent operating point with Reynolds number of Re = 70, 000 (based
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on chord lenght), theoretical outflow Mach number of Ma, ,;, = 0.6 and inflow free
stream turbulence level of Tu ~ 4%.

The actuator used here for the flow control application is a specifically adapted
and scaled design of the coupled fluidic oscillator, developed at ISA. It enables inde-
pendent mass flow and frequency variations in a certain range. Based on preliminary
studies, the receptive range of the boundary layer was estimated in order to ensure an
effective actuator design. The frequency of the oscillator was varied between 6.5 and
7.5 kHz and the mass flow rate between i, = 0.68 and 1.32% - 11 ,4,. The different
oscillator operating points are evaluated and compared according to their respective
integral total pressure loss coefficients, transition behavior along the surface, and
interaction with the boundary layer flow. Among these operating points the one with
the lowest mass flow rates (6.7kHz and 71,5 2 0.68 - 11,,,,) turned out to be most
efficient in terms of loss reduction and air consumption. Consequently it was chosen
for more detailed investigations applying Preston probe, particle image velocimetry,
and 1D hot-wire measurements.

The main findings can be summarized as follows:

1. A further upstream position of the oscillator outlets compared to the previous
work on the T161 cascade is very beneficial in terms of effectiveness of the flow
control concept. The invested mass flow could be reduced by 60%.

2. Reducing the invested mass flow turns out to be beneficial, as long as the flow sep-
aration is under control. The reason for the lower integral losses can be explained
by a delayed but controlled transition, which leads to a shorter streamwise extent
of the turbulent boundary layer.

3. A change in actuation frequency within the estimated receptive range shows
only minor impact on the boundary layer development and the associated loss
generation. The control effect within the investigated range is found to be primar-
ily dependent on the mass flow rate. However, actuation frequencies with weak
boundary layer interaction show higher integral total pressure losses compared
to cases with higher interaction and same mass flow rates.

4. Actuation within the estimated receptive range of the boundary layer indicates
an increased interaction of the AFC with the boundary layer for decreased mass
flow rates. High AFC mass flow rates turned out to be disadvantageous for the
high frequency actuation to interact with the boundary layer. Higher mass flow
rates are less effective in terms of transition control and loss reduction.

5. The key for further substantial increase in AFC effectiveness is to decrease the
boundary layer thickness. Based on the results of this work this can be achieved
most efficiently with an actuation in the receptive range to take advantage of
the interaction between actuation and boundary layer flow. At the same time the
momentum should be reduced to the extent that a controlled transition occurs
as far downstream as possible. A Promising strategy would be down scaling the
oscillators or increase their spacing.

With the current investigations on AFC with fluidic oscillators, substantial
progress was achieved. The valuable results in the presented degree of details became
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possible with the newly developed experimental testbed, which will be used in
upcoming investigations on high frequency boundary layer actuation even more
extensively. The oscillator design in the estimated receptive frequency range shows
for some cases a strong interaction with the boundary layer flow with promising
loss characteristics. When all the governing effects are investigated even further, the
authors are convinced that there is great potential to further reduce the mass flow
investment, while keeping the control aspect effective, resulting in a very efficient
fluidic oscillator design for AFC.
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Model Predictive Control )
of Ginzburg-Landau Equation L

Mojtaba Izadi, Charles R. Koch and Stevan S. Dubljevic

Abstract This work explores the realization of model predictive control (MPC)
design to an important problem of vortex shedding phenomena in fluid flow. The
setting of vortex shedding phenomena is represented by a Ginzburg-Landau (GL)
equation model and leads to the mathematical representation given by complex infi-
nite dimensional parabolic PDEs. The underlying GL model is considered within
the boundary control setting and the modal representation is considered to obtain
discrete infinite dimensional system representation which is used in the model pre-
dictive control design. The model predictive control design accounts for optimal
stabilization of the unstable GL equation model, and for the naturally present input
constraints and/or state constraints. The feasibility of the optimization based model
predictive controller is ensured through a large enough prediction horizon. The sub-
sequent feasibility is ensured in a disturbance free model setting. The applicability
of an easily realizable discrete controller design is demonstrated using simulation
with known parameters from the literature.
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1 Introduction

The realization of flow manipulation is an important technological achievement for
engineering applications. A variety of applications ranging from drag reduction, lift
enhancement, noise suppression and turbulence augmentation are prime examples
of efficient flow control realization with direct benefits to operational costs and sav-
ings [1]. One, among large number of modelling and control realization extensively
explored in practice and theory, is vortex shedding flow phenomena which describes
the flow past submerged obstacles for a Reynolds numbers slightly larger than the
critical value. Experiments show that feedback, from a suitable sensor can be used to
suppress the shedding, at least in a region close to the sensor location at a Reynolds
numbers close to the onset of vortex shedding. Examples of these experiments include
oscillating a cylinder normal to mean flow [2, 3] or stabilizing the wake by suction
and blowing on the surface of the body in wind tunnel [3-5]. Numerical simulation
to demonstrate vortex shedding control based on a feedback by fluid injection and
fluid suction applied at a cylinder wall is described in [6]. Optimal drag reduction in
an open-loop setting based on a discretized Navier-Stokes equations [7, 8], or on the
basis of reduced order representation using proper orthogonal decomposition (POD)
[9, 10] were also explored.

Optimal control of partial differential equation (PDE) models is a mature area
of research [11, 12]. For flow control, optimal control realizations have received
much attention [7, 8] where optimal control and adjoint-based suboptimal optimal
control is applied to the vortex-shedding suppression via blowing and suction at
cylinder wall. The success of these optimal control realization was conditional on
the cost function being defined as the difference among the given velocity field and the
velocity field of steady laminar flow, and on the optimization time interval duration
being larger than the vortex-shedding period. From these studies became clear that
the key element of optimal and suboptimal control realizations is the determination
of cost function to be minimized. The optimal control of suppressing vortex shedding
in the wake of a circular cylinder has been recently revisited in adjoint-based optimal
control framework [13]. There, a detailed exploration of the effectiveness of simply
increasing the optimization horizon length or the influence of different cost functions
with various Reynolds numbers was employed. In addition, the necessity to have a full
flow state information available for the optimal control law calculation is a limiting
factor in applying flow optimal control in practice. One recent remedy to address the
state reconstruction for vortex shedding flow models was provided by the application
of backstepping methodology [14—17].

The powerful backstepping transformation based controller and observer design
can be easily constructed for the Ginzburg-Landau (GL) equation. In this case the
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GL equation is derived for Reynolds numbers close to the critical Reynolds number
describing the onset of vortex shedding. Although the backstepping controller and/or
observer designs are applicable to large class of PDEs including fluid flow problems,
they do not address optimality nor the presence of actuator or possible state imposed
constraints in the control problem. In particular, input constraints cannot be accounted
for in backstepping designs which are of great interest for fluid flow control.

Exploring implementable, optimal (or suboptimal) design methodologies which
can be computationally realizable in the real time and with the degree of robustness in
design and implementation are of interest. Recent studies in the realm of fluid flow, see
[18, 19] considered the application of the model predictive control (MPC) design in
the fluid flow setting. More recently flow separation and vortex shedding suppression
by applying numerical methods on a two-dimensional space grid that utilizes a large
scale numerical computational scheme to account for the cost function evaluation
with the predictive horizon equal to the period of vortex shedding has been considered
[20]. However, none of predictive control strategies mentioned account for the input
constraints or other constraints [21, 22]. For optimization based design of fluid flows,
the success of model predictive control stems from the successful application in the
context of distributed parameter systems (DPS) setting—in particular dissipative
parabolic PDEs. Discrete optimization based stabilizing controller realizations for
linear PDEs in [23, 24] explicitly account for instability in the model and optimality.
In addition, they account for input and/or state constraints which are typically found
in fluid flow applications.

In this work, MPC design has been explored in the setting of Ginzburg-Landau
(GL) equation describing the onset of vortex shedding in fluid flow. A complex
parabolic partial differential equation (PDEs) setting that is amenable to modal
model predictive control design is used. The design methodologies explore boundary
applied actuation in infinite dimensional DPS setting [25], discrete model represen-
tation which accounts for quadratic cost function and simultaneous inclusion of input
and state/output constraints using convex optimization. The model predictive control
accounts for stabilization of the unstable mode by imposing the equality constraint
on the evolution of the unstable mode associated with the vortex instability. The input
constraints and state constraints are active over the optimization horizon which being
feasible calculates the control input. This control input is applied in closed-loop and
the process is repeated every discrete time instance with the prediction horizon win-
dow moving forward in time. It is important to note that since that disturbance free
setting is feasible this guarantees feasibility in the dissipative distributed parameter
systems setting. In particular, the finite time horizon over which the optimization is
performed is one of design variables which impacts the optimization feasibility of
the MPC realization. For a large enough time horizon the optimization problem is
feasible (at least for unconstrained linear MPC), however too large a time horizon is
impractical in realtime since solving the larger convex optimization problem takes
too long.

This paper is organized in sections which are described next. In the mathemati-
cal modelling and system representation section, the Ginzburg-Landau equation is
presented and transformed from the original geometric setting to a complex-value
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parabolic PDE with boundary actuation. The required boundary conversion to in-
domain exact state transformation is applied to yield the model representation which
is amenable to the MPC design. The constraints and model predictive control section
provides design of a predictive constrained stabilizing controller which accounts for
input and state constraints in an explicit manner. Finally, in the GL numerical simula-
tion with constrained MPC section, representative simulations of GL equation model
under MPC control law in the feedback loop provide numerical demonstration of the
method.

2 Mathematical Model and System Representation

A model of vortex shedding phenomenon for the flow past a 2-D circular cylinder is
given by the Ginzburg-Landau (GL) equation which was derived for Reynolds num-
bers close to the critical Reynolds number for the onset of vortex shedding, see Fig. 1.
This model has been shown to remain accurate for larger Reynolds numbers [17] and
is a nonlinear complex partial differential equation (PDE). Since the nonlinearities
in GL equation have a damping effect on large states, a linear stabilizing controller
is also stabilizing for large initial conditions [27]. The linear GL equation is:

OAC. _  PACH | = OAG. 1)

o1 o8 (&) +a3(OAE. 1) (1)
A0, 1) = ()
A(€d7 t) = O

where € € [0, £,] C R is space, t € RT is time and A(E, 1) is a complex-valued
function. Truncating the spatial domain is due to the fact that the upstream flow is
approximately uniform and the downstream subsystem can be approximated to any
level of accuracy by selecting a sufficiently large {, [28]. Model parameters are real
positive constant a; and complex-value space dependent functions a;(§) and az(§)
(see [27] for more modelling details). This complex-value PDE can be unstable in
general and u () is the stabilizing boundary control to be designed.

Here A (5 , 1) represents a complex-valued function of (5 , 1) which is related to the
transverse fluctuating velocity along the flow centerline [16]. The possible unstable

#
'
S

Fig. 1 Schematics of vortex shedding in the 2D flow past cylinder [26]
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zero solution of nonlinear GL equation corresponds to the unstable equilibrium state
with symmetric vortices above and below the centerline. The actuation #(t) is the
transverse velocity applied at downstream end of cylinder € = 0, which could be
physically realized by rotation of the cylinder.

The convective term in linear GL equation can be eliminated by applying
the followmg invertible state transformation x(§, t) = A(§ t)g(f) where g(f)

exp (ﬂ fo dz(’l’])d?]). The space is transformed to [0, 1] with the use of & =

& — 5) /&4 coordinate transformation, resulting in the following PDE:

Ox(&, 1) X, 1)

o =0 e HHOIED

70,6)=0 2)
(1,1) = i(t)

X, 0) =X

where a = a; /€2 and b(§) = —1a5 () — ﬁa%(f) + a3(€), and a}-denotes deriva-
tive with respect to space.

We consider the complex Hilbert space H = L,(0, 1) with the inner product and
norm given by:

1
(wy, wa) =/0 wi(Qwr(§)dE

o=

lwill = (wy, wy)?

where the over bar represents complex conjugation and w;, w, are any two complex
functions in L, (0, 1). To formulate (2) as an abstract boundary control problem, the
state function x(¢) on the state-space H is defined as x(¢) = x (¢, t) for t > 0 and
& € (0, 1). The system (2) can now be written as:

Pl Ax(t) 3)
Bx(t) = ii(t) 4)
x(0) = xo &)

where A is the spatial differential operator:

2

~ d
A: —a@ +b(§) ©6)

with domain D(A) = {¢ € H : 1, " abs. cont.,¥(0) = 0}, while the boundary
operator is defined as Bx(t) := [x({, t)]e=1 = u(t) with domain D(B) € H.
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The above equation has non-homogenous boundary conditions and the operator
eigenvalue problem cannot be solved in this form. To transform this equation into an
equivalent distributed (in-domain) control problem, it is assumed that there exists a
new operator as:

Ax(t) = Ax(1), for all v € D(A) (7

where domain of operator D(A) = D(ﬂ) N ker (B) and that there exists a function
B(&) such that for all i (t) and Bii(¢t) € D(A). This results in

BBu(t) = u(t)

It is common [25, 29] to use the state transformation p(t) = x(¢) — Bu(t) to
represent the dynamical system with distributed control. By applying an addi-
tional condition AB = 0 to calculate the function B(&) a decoupling of boundary
applied input and model states is provided. Solution of the following two value
boundary value problem given as AB = 0 with the associated boundary conditions
D(B) C D(A) C D(B), is needed. This is written as:

d*B(€)
a d§2
B(0) =0
B(l) =1

+b(BE) =0

Next applying the state transformation p(t) = x(t) — Bu(t) to expression (3-5), the
system representation is:

dp(t) _ _ pi
T Ap(t) — Bu(t) @)
p(0) = po

where the initial condition is py = xo — Bu(0) and over-dot represents the time
derivative. It can be easily shown that

d*()
de

A () = a2 +b()
with D(A*) = D(A) being the adjoint operator of A.

The analytical calculation of the spectrum of these operators is not straightforward,
because the coefficient b(€) is a function of space. However, there exists an analytical
solution for a constant b with eigenvalues and eigenfunctions given by:
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AN =b— an’*n?

¢n = Cy sin(nm)
withn =1, 2, .. .. The eigenvalue problem of A* has the solution

No=b —an’n?

¢r = Cysin(nmé)

In these equations C; and C, are arbitrary complex constant numbers that must
satisfy C;C, = 2. The orthonormality property (¢n, qS;;) = Oy, 1S maintained, e.g.,
(C1,Cy) = (ﬁ, «/5) or (2+1,0.8 4 0.4i). Note, that for a complex constant b,
eigenvalues of A are not on the real axis and do not appear in complex conjugate
pairs unlike for a real constant b. However, each eigenvalue )\, is the conjugate
complex of the corresponding adjoint eigenvalue A’. For the case of a real constant
b operator A becomes self-adjoint and A\, = A}, as expected.

When the coefficient b(£) is a function of space, analytical calculation of the
spectrum of A and .A* is not possible. Thus in what follows, numerical methods are
used to find a solution to these eigenvalue problems.

Consider the ordered (with respect to real parts) eigenvalues ), of the oper-
ator A. The complex space H can be decomposed into modal subspaces H; =
span(¢1, ¢z, . .., $n) and the complement H y = span(¢y;, |, 5,10, .. ), H =H; ®
H s with R (A,41) < 0. Defining the orthogonal projection operators P and Py such
that p; = Psp and py = Py p, the state of the system (8) can be decomposed into

p(t) =ps@)+ pr@t) = Psp(t) + Pyp(t)

Applying orthogonal projection operators Py and Py to (8), results in

dp; -
. :AY s — By
dt oP: !
dpf i3
I _prp,— B
dt rPr ru
Ps(0) =P po
pr(0) =Prpo

where A, = P, A, Ay = Py A, B, = P;Band By = Py B.Using this decomposition,
the dynamics of the system (8) is given by two parts. The first part is the slow and
possibly unstable subsystem with As = diag(Ai, Az, - -+, A"), a diagonal matrix of
slow eigenvalues. The second part is the exponentially stable fast subsystem with
Ay which is an unbounded exponentially stable (since R (\,41) < 0) differential
operator.
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Introducing a new variable u(¢) = ﬁ(t), the system equations are augmented and
rewritten as:

i(t) 00 0 i(t) 1
ps(t) = OAs 0 ps(t) + | —Bs |u(®) 9
pr() 00 Af | [ pr(® —By

with i7(0) = 0. Note that when the condition AB = 0 is applied, the state operator in
(9) is diagonal with zero off-diagonal elements which implies decoupling of dynamic
modes (p,-slow and p -fast).

3 Constraints and Model Predictive Control

The ability to explicitly handle input and state constraints makes MPC widely used
in the control community. In this section constraints are applied to the system repre-
sented in (9) following [23, 24]. As previously mentioned the physical interpretation
of the complex function A (€, t) is the real part represents the transverse fluid velocity.
The following input and state constraints on the GL equation are considered:

U™t < 9 (@) < U™ (10)

& B B
Amsm<[ Mam«szAmx (1)
0

The first constraint limits the actuation in terms of the velocity at the downstream
end of cylinder (related to the rotation of the cylinder). The second constraint is a
limit on the velocity along the centerline. The values U™", U™ AMin apnd Amax
are real numbers representing the lower and upper bounds of the manipulated input
and state constraints. The real valued function r (&) is a state constraint distribution
function and describes how the state constraint is applied in the spatial domain.

To formulate the problem in MPC framework, the dynamical system (9) is dis-
cretized. Although, the continuous-time system representation can be discretized
exactly for finite dimensional systems, for the infinite dimensional system (9) the
system dynamics are approximated by considering the slow and a limited number
of fast modes. Applying the Galerkin method and using same notation for the state,
system (9) is discretized as:

_ftk+1 1 O
it =104 0 || pf |+ | -BY |t
o] LooasfLeh] (-5
" a! 0

pi | =1 ps(0) (12)
| Py ps(0)

o® o
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for a sample interval of 4 and the sample time is k = 1, 2, .... All the matrices
appearing in this equation are in the associated complex spaces.

However, for the MPC formulation, specifically the optimization objective func-
tion, systems with states belonging to real spaces are needed. Therefore, real and
imaginary parts of Eq. (12) are separated to get:

REHH T [RAYD =3(AD) ] [ R(xh) R(BY) —3(B) | [ R@h)
S | T sl wad || e | T 3B wed) || swh

(13)
REH _ [R@=©0)
[%‘)} - [?v(w(on] (14)
where
s 0
= pt|. 0 =] psO
Pl ps(0)

and A9 and B¢ are the state and input matrices in (12), respectively. Input constraints
(10) can be readily written in the form of constraints on N(x). Using (13) and
projecting p on the eigenfunctions basis {¢,}, it is straightforward to reduce the state
constraints (11) to

A™ < 9t (Cr*) < A™

where the first element of C is fol (B(&)r(€)/g(&))d¢ and the remaining ones are

fol (Du(©)r(€)/g(€))dé, n=1,2,---. Finally, the MPC controller design as mini-
mization of the quadratic cost objective function is formulated.

In general, the discrete form of the MPC controller design allows the quadratic
form of the cost function which accounts for the input and state evolution penalties to
be defined. The standard discrete MPC controller design takes the form of quadratic
optimization functional subjected to a linear model (12), input and state/output con-
straints:

i/

o0
min Y [/ p] p}1Q | pi | +u/ R/ (15)
B
5.t Egs.(12), (11), (10) (16)

where O and R are penalties on state and input control evolution. This quadratic
programming problem is an infinite dimensional and the problem needs to be trans-
formed into a finite dimensional optimization problem. This is accomplished by con-
sideration of the prediction horizon N. The optimization is realized by considering
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the finite horizon N with the condition that all unstable modes of the system are
stabilized by calculated control input solution of the optimization problem. The
cost of the infinite horizon contribution is associated with the evolution of the
stable modes and therefore can be expressed as finite cost (or cost to go). The above
expression now takes the following form:

N-1 ﬁj' TR

min Y [@’ p] p}1Q | pi | +uRa! +[a" pY p}1Q | P (17)
j=0 P} pY

s.t. Eqgs.(12), (11), (10) (18)

where Q is the cost associated with the evolution of the stable dynamics of the linear
GL model over the infinite horizon. Now due to the specific form of boundary control
realized MPC design, the above cost at time instance k can be expressed in the form
of real and imaginary parts of (12). So now the cost associated with the boundary
actuation is penalized with the Q,,, the state evolution is penalized with the Q; while
the penalties associated with the terminal state in the model predictive control are
given by matrix Q. This results in:

, et
min 327 (Qu @ P+ o [ty aepkty | | 1 )D +

3t

B m(ﬂkJrN)

~ - ~ | @)
[R@) 3G RIS ] Q| gy ) (19)

| S

subject to dynamics of the system (13) and the constraints:
Umin < % (al) < ™= (20)
min ~ gt(ﬂ-j) max

Amin < [R(C) =3(O) ] [S(ﬂ)} < Ama (21)
for j=1<j,j1+1,...,j» <N.The weights associated with control input are

Q. > 0, the slow modes are Q, > 0, Q whichisa positive definite matrix associated
with the terminal penalty, and N is the horizon length. The above optimization
problem by discrete MPC design methodology takes the following form of a finite
dimensional convex optimization problem:
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R(i%)
(i)
min [ R@@°) I@°) - K@V s@V-H ] H .
! R@N-1)
I
+[9R@% 3@ - K@V 3@V G670
RN (@)
(@)
A ... <B
R@N-1)
S(ﬁN*l)

with H, G, A and B being finite dimensional matrices. In this problem, the objective is
to minimize the vector [ R(a%) I(@°) R(@?) I@?) --- K@V~ @) ]/ of finite
length N by solving quadratic optimization problem. If optimization is feasible, then
the first control input % (%) and J(i2°) is applied to the system and the horizon is
advanced one step forward in time then this is repeated moving forward in time. This
procedure is repeated for each time step and it can be shown that initial feasibility
implies subsequent feasibility in the case of disturbance free systems. Moreover, it
was shown that the control law obtained in this way optimally stabilizes the system
providing that the minimization problem is successively feasible [23, 24].

4 GL Numerical Simulation with Constrained MPC

Different values for the parameters of GL equation are reported in the literature due
to the different applications of the equation and dimensionality of the problem under
consideration. Milovanovic and Aamo considered the same problem presented here,
but only reported the real part of b(&) [30]. The backstepping method [16] was applied
to this problem using explicit forms of the parameters given by Roussopoulos [3].
Since different parameters are used in the literature, here the form given in [3] is
used and fitted to (&) and the values given by Milovanovic and Aamo [30], which
are given in Table 1 are used.

Table 1 GL equation parameters

Parameter Value
a 0.01667
NG (0.1697 + 0.04939i)&% — (0.1748 + 0.06535:)€ — 0.09061 + 0.001485i
a3 (&) (0.1563 — 0.001352i)&* + (—1590 + 0.6278i)E3+
(0.3958 — 1.8577i)€2 + (—1.6852 + 1.6759i)& + 1.2645 — 0.2489i
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The eigenvalue problem of operator A is given by

d*$(€) _
aga OO =20© @2)
$(0) = (1) =0

Since b(§) is space dependent, no analytic expressions for eigenvalues and eigen-
vectors is possible in general. However, standard numerical methods can be used to
solve this problem. A finite element method results in eigenvalues and eigenvectors
shown in Figs.2 and 3. Note that the first eigenvalue \; = 0.0963 4 0.0993; has a
relatively small positive real part which makes it unstable. This instability is very
sensitive to the parameters. Also note that when system (8) is extended to (9) a zero
eigenvalue is added to the set.

The function B(&) satisfying all the requirements is given by the solution to the
following ordinary differential equation:

a2E 4 bp(©BE) =0 (23)
B(0) =0 4)
B(l)=1 (25)

The solution to this equation is found numerically and is shown in Fig. 4.

For MPC control of the GL equation, the sampling interval is chosentobe 7 = 0.1
which ensures capturing the fastest dynamics in the discretization and Q, = Q, = 1.
The optimization horizon is chosentobe N = 15 and limits on actuation are —U™" =
U™ = 0.2. It is assumed that r(£) is a smooth function being nonzero in a finite
spatial interval of the form [£, — u, & + @], where p is a small positive real number,
and zero elsewhere. Hence, the constraint (11) is applied at a single point &, = 0.6667
with limits —A™" = A™* = (.5, In the following, by a constrained result, we mean
that both input and state constraints are applied to the control problem in the form
of (10) and (11), respectively. The solution to the optimization problem is applied

Fig. 2 First ten eigenvalues

of A and A* (circles and 0.2

crosses represent complex 01l x XXX X x XX
eigenvalue (+) with its

conjugates (o) = 0

o7
0llo o o o o ooxp®
~0.2
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Fig. 3 Real (solid) and 0 ~
imaginary (dashed) parts of N\
the first three eigenfunctions :
of A and A* -l A JI
20 0.5 1
2 :
~ RN
-2 -2
0 0.5 1 0 0.5 1
2 2
N N
/ /
é/; 0 (\/\ ) 0 w
‘ /
N/ - \ N\ 7/ N
-2 —2
0 0.5 1 0 0.5 1
3 3
Fig. 4 The function B(§) 4 : :
obtained as solution to R(B)

expression (23)

to a finite difference discretization of the original PDE and the system is solved
numerically for each of the constrained case and the unconstrained case.

The real and imaginary parts of the system input for the unconstrained and con-
strained problem are shown in Fig. 5. Both control laws are stabilizing the unstable
system and the constraints on the real part are satisfied. Also, Fig. 6 shows the system
response in terms of 91(A) at the constrained point which shows the satisfaction of
state constraint at this point. State evolution of the original PDE is shown in Fig. 7
where MPC is applied at £ = 1. In the vicinity to the constrained point state evolu-
tion is shown in Fig. 8 which demonstrates satisfaction of the state constraints under
implementation of MPC control law.
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0.4 8
6 Constrained
— — — Unconstrained
4
2
0
—04|" —— Constrained
! — — — Unconstrained
—0.6
0 5 10 15 0 5 10 15
t t
Fig. 5 Real and imaginary parts of the system inputs
Fig. 6 System response at
the constrained point &, 1 Constrained
VERN .
— — — Unconstrained

Fig. 7 Evolution of the real
and imaginary parts of the
state of GL equation under
MPC control law




Model Predictive Control of Ginzburg-Landau Equation 89

Fig. 8 Evolution of the state
of GL equation close to the
contained point under MPC
control law

5 Conclusions

A linear Ginzburg-Landau equation is used as a model of vortex shedding instabilities
of the wake of a bluff body. An MPC formulation is presented for the control of
the Ginzburg-Landau equation. The boundary control problem is represented in a
complex abstract space as a standard state space formulation for which the available
MPC synthesis can be used. The proposed boundary controller achieves stabilization
of unstable GL equation and enforces both input and state of PDE constraints which
is demonstrated by numerical simulation. Finally, in our future work the experimental
application of model based MPC design will be used to demonstrate the application
of well known and recognized MPC methodology to fluid flow control problems.
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A Qualitative Comparison of Unsteady m
Operated Compressor Stator Cascades oo
with Active Flow Control

Marecel Staats, Jan Mihalyovics and Dieter Peitsch

Abstract Currently, the influence and scaling of active flow control by means of
pulsed jet actuators applied to a two-dimensional compressor cascade flow are well
understood. However, the presence of a transverse pressure gradient in a 3D annular
cascade configuration causes additional effects which need a more profound con-
sideration. The objective of this study is to compare results from the linear cascade
setup to the annular one and transfer the AFC technology respectively.

Keywords Compressor cascade + Active flow control - Experiment
Flow mapping * Flow visualization - Pulsed jets

1 Introduction

Improving the overall efficiency of a gas turbine has always been an objective for
researchers. One promising possibility is the implementation of a constant volume
combustion (CVC). Stathopoulus et al. [1] report a potential efficiency increase of
up to 20% when passing from the Joule to the Humphrey cycle. Beneficial effects
with respect to the efficiency are also reported by Schmidt and Staudacher [2] when
introducing the CVC cycle. A pressure gain combustion may be envisioned utilizing
a pulse detonation combustor (PDC). One way of implementing a PDC into a gas
turbine is the use of multiple combustion tubes arranged in an annular pattern that
close subsequently whenever combustion takes place [3]. Such tubes are opened and
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refilled with fresh gaseous air-fuel mixture and then closed for ignition. Multiple
tubes would be operated in a pulse detonation engine (PDE), introducing strong
unsteady effects to all turbomachinery components [4, 5].

In a turbocharged PDE, the compressor will specially suffer from disturbances
originating from the PDC combustion tubes. In a worst case configuration, the com-
bustion tubes are installed very closely downstream of the last compressor stator
without providing a plenum. This configuration would surely be beneficial for the
overall length of the gas turbine or aero engine but also maximizes the intermittent
pressure fluctuations to the compressor caused by the PDC. Investigations on the
unsteady flow-field that would be expected under the regime of pressure gaining
combustion show severe flow separation phenomena occurring on the compressor
stator [6].

These unsteady three-dimensional flows enhance secondary flow structures such
as the corner vortex and possible flow separation. Indeed, it has been proven that
the highest pressure losses occur specifically within these regions of separated flow
[7, 8]. Within this framework, Gbadebo et al. [9] showed that the size and the charac-
teristics of the corner vortices are remarkably increased by periodic blade incidence
changes, which can also be associated with a PDC.

Therefore, some type of flow control is required to ensure the aerodynamic oper-
ability, especially for such unsteady types of gas turbines. Active flow control (AFC)
opportunities for compressor stators were investigated in [10-14]. Research indicated
that pulsed jet actuators (PJA) are more effective for AFC application compared to
steady blowing actuators, as shown by Seifert [15] and Hecklau et al. [16]. The
feasibility of suppression of periodic flow separation phenomena in a unsteady oper-
ated compressor stator cascade using PJA was shown by Staats et al. [17]. Further
research regarding unsteady compressor flows was done by Steinberg et al. [18, 19].
Here emphasis was given to apply iterative learning control to an unsteady compres-
sor stator flow-field.

The objective of this work is the transfer of the technology of a two dimensional
cascade setup (linear cascade) to a three dimensional setup (annular cascade). The
research work emphasizes the qualitative comparability of the two configurations,
as the geometric characteristics have mostly been transferred to the annular setup.
Furthermore, results with active flow control (using PJA) in the annular test setup
are compared to the linear compressor test setup. The qualitative comparison of the
results showed good consistency among the two test setups.

2 Experimental Setup

In this contribution, results conducted at two separate compressor stator test rigs are
presented. Both experiments, the linear- and annular cascade, were equipped with
identical highly loaded controlled diffusion airfoils (CDA) and operated at a chord-
length based REYNOLDS-number of Re = 6 x 10°. The blades had a design flow
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Fig. 1 Experimental setup for both cascade test setups (linear- and annular cascade)
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Fig. 2 Blade geometry for both cascade test setups (linear- and annular cascade)

turning angle of AB = 60° and were arranged in an airfoil stagger angle of y = 20°.
The two test sections used for the experiments are depicted in Fig. 1a and b.
Furthermore, throttling-devices were installed in both configurations that simu-
late the periodic unsteady effect, similar to the one expected when operating a pulse
detonation combustor (PDC) downstream the last compressor stator stage. In both
cases, these devices were mounted in the throttling plane (7P), located 0.71 - ¢ down-
stream of the compressor blades trailing edges (TE). Due to a geometric scaling in the
cascade designs the dimensionless frequency (STROUHAL-number St) is introduced
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Table 1 Geometric data of the linear (2D) and the annular (3D) compressor cascade

Name Parameter 2D, 3D,
Stator blade count n 7 15
Stator height h 300 mm 150 mm
Stator chord length c 375 mm 187.5 mm
Total length of SS Smax 420 mm 210 mm
Stator turning AB 60° 60°
Stagger angle y 20° 20°
Hub to tip ratio Yy /Yy - 0.5
Pitch to chord ratio T/c 0.4 0.5
midspan

De Haller uy/uy 0.5 0.5

that corresponds to the frequency (f) the throttling devices are operated with. It is
calculated as follows:

fr/xmnling - C
St/hral:l:zxg = uy ’ (1)
where f, .. is the throttling frequency, c is the blade chord length and u; is the

freestream velocity at the inlet of the cascade. The operational limit of the throttling
device of the linear cascade is St = 0.0525 (f,,,,.inesmer = 3-3 Hz), whereas the
annular cascade provides the periodic disturbance using a rotating disk, equipped with
two paddles. Thus, higher throttling frequencies can be reached. In this case, the limit
is St = 0.06 (£, .imgiineer = 16.0 Hz). In the experiments discussed in this paper, the
throttling STROUHAL-number was kept constant at St,,,,,..... = 0.03. The geometric
configuration of the stator passages is given in Figure 2a and in Table 1. The numbers
printed in red color indicate the measures for the linear cascade and the data printed
in blue color denote the geometry used in the annular cascade experiments. Further

details on the two individual test setups are presented in the following subsections.

2.1 Linear Cascade Setup and Instrumentation

The linear cascade was attached to a low speed open wind tunnel facility operated
at the Chair of Aerodynamics of Technische Universitit Berlin (TUB) (Fig. 1a).
The test section was equipped with seven compressor stator blades forming six two
dimensional passages. The test section was mounted to a rotatable disk that allows
for inflow angle variations ranging from B; = 55° to 8; = 65°. In the presented
experiments within this contribution the design flow turning was used (A8 = 60°).
Additional geometric reference data for the linear cascade configuration are shown
in Table 1. Furthermore, the test setup featured adjustable tail boards and a bound-
ary layer suction, allowing for highly symmetric flow conditions. The inflow static



A Qualitative Comparison of Unsteady Operated Compressor ... 95

pressure was measured at the inflow measurement position (IMP) at 0.3 - ¢ upstream
of the leading edges (LE). At the operational speed (1; = 25 m/s) the turbulence
level at the inflow plane was below Tu < 1%.

The periodic disturbances were introduced by a throttling-device located at 0.71 -
¢ downstream of the TEs, consisting of 21 throttling blades that were closed one after
the other, blocking approx. 90% of one passage at a time. This leads to a periodic
disturbance to every stator passage. The passages were choked in the sequence 4 —
5—-6—-1—2—3—4— etc. Thered shaded throttling-blade (see Fig. 1a) indicates
the reference blade. Whenever this blade is closed, a new cycle starts. For such an
event, a phase-angle of ¢ = 180° is defined. Further details regarding the throttling
device of the linear cascade are given in [6, 20].

2.1.1 Instrumentation

The suction sided surface pressure measurements on the linear cascade test rig were
performed on a traversable blade that was equipped with 44 flush mounted miniature
differential pressure sensors [First Sensor: HCL12X5], mounted along the suction-

(SS) and pressure side (PS) of the measurement blade (see Fig. 2b). Those pressure

data were evaluated by means of the static pressure coefficient (¢, = M)

The measurement blade was traversed fromy/h = 3.33%toy/h = 96.67% 1% incre-
ments of Ay =5-1073 m.

Five-hole-probe measurements were performed in the wake measurement plane
(WMP) at 0.3 - ¢ downstream the TEs. Five First Sensor: HCLA12X5 (—12.5t0 12.5
mbar) differential pressure sensors were used for the investigations. The traversed
grid consisted of 16 x 15 equidistant grid points in the y-z-plane. The acquired data
were evaluated in terms of static pressure rise coefficient (C,, Eq. 2) and total pressure
loss coefficient (¢, Eq. 3).

c, = p2(y, 2, 9) — pi , @)
q1

= Dil — ptq,z(y,z, ®) ‘ 3)
1

2.2 Annular Cascade Setup and Instrumentation

A low speed, open circuit wind tunnel operated at the flight propulsion laboratory
of TUB was used for the annular cascade experiments. Figure 1b shows a schematic
depiction of the test section, introduced by Briick et al. [21].

The diameter of the casing of the test section measures 0.6 m. In order to cre-
ate an inflow angle to the annular cascade of 8; = 60° at midspan 19 variable
inlet guide vanes (VIGVs) produce the swirl needed for the stator inlet conditions.
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Moreover, these VIGV s provide the option of changing the incidence to the stator by
£5°. A sketch of the profile geometry used in the 3D annular cascade is shown in
Fig. 2a and is supplemented by Table 1. The axial distance between the VIGV's and
the stator inlet plane measures three chord lengths to ensure for sufficient mixing
of the VIGV blade wakes and thus produce a homogeneous inlet turbulence of less
than Tu < 5.0%. In the annular cascade design, the blades from the linear cascade
setup were downscaled and adopted to match all stator passage features of the two
test setups, such as aspect ratio of the blade, pitch to chord ratio and flow turning, at
mid-span.

The application of periodically throttling of the stator passages was realized by
a rotating disk mounted at a distance of 0.71 - ¢ downstream of the TEs of the
measurement section. This rotatable disk was equipped with two paddles blocking
each stator passage in a given sequence. Hence one cycle of the rotating disk blocks
every passage twice. When the measurement passage is fully blocked the phase-angle
@ = 180° is reached by definition. When both paddles are at the furthest distance
from the measurement passage (passage flow is least disturbed) the phase-angle is
defined to be ¢ = 360°. Thus one full revolution of the throttling device amounts
to 720°. The resulting positions of the throttling-device in the annular test setup are
illustrated in Fig. 1b), with respect to the phase-angles.

2.2.1 Instrumentation

The annular cascade was also equipped with a traversable stator blade moving in
y-direction, allowing for areal surface pressure measurements on the SS of the blade,
as depicted in Fig. 2b. Here, a total of 24 static pressure ports were equidistantly
distributed on the SS of the blade profile. The static pressures from these locations
were measured using differential pressure sensors [First Sensor: HDOMO050] with
a calibrated pressure range of —50 to 50 mbar. The static pressure distribution was
measured at 99 span-wise locations.

Wake plane measurements were taken at 0.6 - ¢ downstream of the stators 7E (see
Fig. 2a). In order to get a detailed wake pressure distribution and velocity profile,
a miniature five-hole probe was traversed in a circumferential based polar grid,
measuring mean and phase resolved values at each location. The grid covered one
passage and had N = 20 equidistant radial lines. On each radial line, grid points
were distributed equidistantly along the circumference. The radial line at hub side
held My; = 10 grid points, while the radial line at tip side held My,o = 20 grid
points.

2.3 Actuator Design for Active Flow Control

In the active flow control experiments a PJA system was used for the investigations.
The actuator system consisted of a rectangular outlet orifice, measuring i /c =

act
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0.0533 (slotheight) and d,, /c = 0.001066 (slot width) in relation to the chord length.
The slot width in the annular cascade experiments was chosen slightly differently due
to manufacturing constraints and measured d,,, /¢ = 0.002133. The outlet orifices had
a blowing angle of w = 15° relative to the passage end-wall and were perpendicular
with respect to the blade’s surface. The linear cascade was equipped with twelve
actuators located on each passage end-wall (two actuators per passage) at s/s, =
0.145 (relative suction surface coordinate). In the annular cascade setup, highly
asymmetric flow separation phenomena govern the passage flow field. Accounting
for this circumstance only the hub-sided end-wall was equipped with actuators for
active flow control at a relative suction surface coordinate of s/s, = 0.129. In
the annular cascade, the mass flow used for the AFC was controlled using mass
flow meter [Festo-SFAB-1000] and a proportional directional valve [Festo-MPYE-
5-3/8-010-B]. In the linear cascade setup, a mass-flow controller [Bronkhorst-F-
203AV-1M0-ABD-55-V] was used to ensure for a constant actuation mass-flow rate.
Furthermore, the pulsed blowing was realized by solenoid valves of the type Festo:
MHE2-MS1H-3/2G-QS-4-K. The switching frequency, the actuators were operated

with, is accounted for by the dimensionless frequency:

..+ C
Stafc - f:‘f[— . (4)

u,

3 Results

3.1 Comparative Investigations on the Steady Flow Fields

In this chapter, results of the undisturbed base flow are presented (no throttling device
active). Since the airfoils are highly loaded, the passage flow field was dominated by
strong secondary flow phenomena. Figure 3 shows two oil-flow visualizations of the
investigated stator blades suction surfaces. In Fig. 3a the flow structures, measured in
the linear cascade become evident [13]. A strikingly high symmetry in blade-height
direction was detected.

A laminar separation bubble forms at approx. s/s,,,, = 0.2 in the 2D case. After
the turbulent reattachment the flow separates again, due to the strong adverse pressure
gradient and the enhancement of the secondary flow structures (corner separation),
from s/5,,x = 0.6 on. Further details on the steady flow field in the linear cascade
are provided in Zander et al. [22] and Hecklau et al. [12].

The oil-flow visualization derived from the blade operated in the annular cascade
is shown in Fig. 3b. The symmetric separation of the linear cascade cannot be found
on the annular cascade blade, however, a massive corner separation occurs on the
hub and expands up to 75% of the blade height 4 at the TE. This hub-sided corner
separation dominates the entire flow field. The tip region only shows a small area
of this phenomenon with a spanwise extension of about 10% h at the TE. Between
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Fig. 3 Comparison of oil-flow visualizations for both cascades

these corner separations a zone of attached flow is visible that cannot be seen in the
linear cascade. The corner separation on the annular cascade blade starts at about
S /Smax = 0.15 at the sidewall, expands along the blade span and blocks a huge part of
the blade passage in the hub region. The flow is redirected because of this blockade
and also accelerated due to the smaller relative flow passage. The stator passages
expand in height-wise direction, which leads to a radial pressure gradient causing
this increased growth of the hub-sided corner separation. Further investigations on
that type of stator flow were performed by Beselt et al. [23].

3.2 Comparative Investigations on the Unsteady Flow Fields

In the following, the unsteady base flow without active flow control with respect to the
two compressor stator test rigs (linear- and annular cascade) is discussed. In these
cases, the throttling frequency was chosen such that the dimensionless frequency
(STROUHAL-number S7) was constant in all cases and adjusted to S7,,,,,,, = 0.03
(linear cascade: f,, ... = 2 Hz; annular cascade: f, = 8 Hz). The compressor
stator performance was evaluated in terms of the Eqs. 2 and 3. The resulting values
are depicted in Fig. 4. Here, the compressor stators were operated in the unsteady
regime but time averaged data are shown in the figure. It was found that the linear
cascade operated at lower total pressure losses with higher static pressure recoveries,
compared to the annular cascade.

Figure 5 shows key results obtained from individual measurement campaigns. The
figure subdivides into three columns. The plots arranged in the left column include
information on the static pressure coefficient fluctuations, measured on the suction

hrottling
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side of the measurement blade (between passage three and four; see Fig. 1a) on the
linear cascade setup. The mid-column shows the corresponding data obtained from
the annular cascades measurement blade. The data shown in the right column of
Fig. 5 were taken from wake measurements and indicate the fluctuations in static
pressure rise downstream of the stator passage. All data were phase-averaged and
arranged row-wise in the figure. The sampling frequency was chosen to exceed
the NYQUIST SHANNON sampling theorem with respect to the actuation frequency,
which was higher than the throttling frequency, in order to gain sufficient fidelity. The
corresponding phase-angles to each plot are found on the line plots ordinate. Here,
the static pressure fluctuations on the suction surface of the blades were calculated
by means of the REYNOLDS decomposition:

Cp/ = Cp(‘p) - G . (5)

The phase-averaged static pressure rise through one passage, depicted by the line-
plot, was divided by its mean value. The phase-angle, where the measurement passage
(passage four in the linear cascade) of the cascades were fully blocked is marked in
the line plot of Fig. 5 (phase-angle ¢ = 180°). In both cascades, the surface pressure
distribution oscillated around a mean value. In the linear cascade the oscillation
amplitude was ¢,’ = £ 0.1. In the annular test setup, lower amplitudes occurred
and static pressure fluctuations of up to c¢,” = £ 0.05 were measured. That value
corresponds to approximately half the magnitude measured in the linear cascade
flow. The oscillation in static pressure rise coefficient Cp/Cp through one passage
reveal that the amplitudes measured in the annular cascade exceeded the values
that originated from the linear cascade flow. The reason for that is twofold. The
wake-measurement plane in the annular cascade was located at 0.6 - ¢ downstream
the trailing edges, whereas the wake measurement plane in the linear cascade was
located closer to the trailing edges, at 0.3 - c. It should be noted that in the annular
cascade the wake measurement plane is affected earlier by the upstream moving
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pressure wave caused by the throttling device, than in the linear cascade. This causes
a decrease in measured pressure amplitude due to dampening effects. Secondly, the
annular- and linear cascade flows indicated major differences in the passage flow
field, thus leading to individual reactions of the passage flow, due to the unsteady
operation of the two test rigs. However, the qualitative behavior of both cascades
under unsteady loading conditions is comparable even though the two throttling
devices are operated by different working principles (linear cascade: 21 periodically
closing throttling flaps; annular cascade: rotating disk with two oppositely arranged
paddles that choke the passages). Despite those differences, striking similarities in
the data were found. The phase-angles with highest static pressure recovery measured
in the WMP were found at approximately ¢ = 240°. The highest static pressures on
the stator blade suction sides occurred at ¢ = 320° (annular cascade) and ¢ = 360°
(linear cascade). With respect to the highest values of the static pressure field on
the suction surfaces of the blades and the maximum in static pressure rise through
the measurement passage (measured in the WMP), a phase-angle shift in the same
order of magnitude could be observed in both cascade setups. This shift equaled to
approximately Ag = 80° to 100° and is attributed to a certain inertia of fluid. The
resulting phase-angle, with the minimum static pressure fluctuations on the blade, is
in good correspondence among the two compressor test setups (¢ = 160° to 200°).
Due to the periodic throttling of the passages the operating point of one passage is
constantly shifted (e.g. inflow angle variations that occur) [20].

3.3 Comparison of Active Flow Control Results

The general effect of using a side-wall actuator is that the passage is de-blocked
by the actuation of the passage vortex that is reduced in size but not in strength
[13, 17, 24].

As mentioned earlier, the linear cascade was equipped with two side-wall actuators
per passage, whereas the annular cascade only uses one side-wall actuator to account
for the non-symmetric flow structures. The increase of the trailing edge pressure was
used to evaluate the impact of the actuation to the compressor stator flow field. The
respective positions where ¢, 7 qf. has been measured is marked with a red circle
in Figure 3. These positions have been chosen because the maximum static pressure
at the TE is observed there, as shown in [25, 26]. For the actuated case the maximum
increase in pressure occurs at the same location. Figure 6 shows the increased time-
averaged static pressure recovery (Acp 1k qfc) of the stator blade on the ordinate.
This parameter was calculated by the following equation:

ACp,TE,afc = Cp,TE,afc — Cp,TE,ref - (6)

The reference trailing edge pressure coefficient is subtracted from the trailing edge
pressure coefficient measured in a given actuation scenario. High trailing edge pres-
sure recoveries indicate higher pressure recoveries throughout the whole passage,
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Fig. 6 Impact of AFC to the trailing edge pressure coefficient in the linear and annular test setup

due to reduced passage blocking. The abscissa in Figure 6 shows the mass flow
ratios of the active flow control. In both test setups, the dimensionless frequency of
the actuation was kept constant at a STROUHAL number of St,;. = 0.3. Here, the
actuation frequency in the linear cascade case was f,r. = 30 Hz and the annular
cascade was actuated with a frequency of f,r. = 81 Hz.

In the discussed cases, the time-averaged trailing edge pressure recoveries, mea-
sured in the linear and the annular cascade, were in the same order of magnitude when
a mass-flow ratio ranging from mz ,, /m, ~ 0.15% tom ,, /m, ~ 0.32% was applied.
By applying m1,, /m, ~ 0.2% of the passage mass-flow rate through the actuators a
trailing edge pressure increase of Ac, = 0.03 was achievable in both configurations.
Higher mass-flow rates lead to slightly increased trailing edge pressure recoveries. In
the annular cascade case, the maximum investigated actuation mass-flow ratio was
m,, /m, ~ 0.27%, where the trailing edge pressure was increased by Ac, = 0.04.
In the linear cascade case. the maximum investigated actuation mass-flow ratio of
m,, /m, ~ 0.32% led to a comparable gain in trailing edge pressure recovery.

4 Conclusion

In this contribution, results obtained from two unsteady operated compressor stator
cascades were shown. The unsteady outflow conditions were imposed by throttling-
devices that simulated the condition expected in a pulse detonation engine. In sub-
project BO1 of the CRC1029, at TUB, two compressor test setups are operated (linear
cascade and annular cascade), where such flows are investigated. The present paper
contributes to a better understanding of the flow separation phenomena expected in
a PDE and compares results from AFC experiments from such flow phenomena,
measured in two different test setups. It was shown that the basic flow structures
in the passage (e.g. corner separation) formed differently in both configurations.
The impact of a periodic disturbance on the other hand was in good agreement for
both investigated cases. The static pressure oscillations on the stator blading of the
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annular cascade reached half the magnitude, when compared to the linear cascade.
Preliminary results with active flow control indicated a comparable effect of the
pulsed jet actuation with respect to the increase of static pressure recovery for both
investigated configurations. Increasing the time-averaged static pressure recovery by
Acy 7E.afe = 0.03, with the use of miz,,, /ri1, =~ 0.32% of the passage mass-flow rate,
was feasible and identical for the investigated stator flows.
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Abstract Pulse-modulated dielectric barrier discharge plasma actuators are applied
to the problem of flow separation on a Hermes 450 unmanned air vehicle V-tail panel.
Risk-reduction airfoil experiments were conducted followed by full-scale wind tun-
nel tests. Silicone-rubber based actuators were calibrated and subsequently retrofitted
to both the airfoil and the panel. A lightweight (1 kg), flightworthy high-voltage gen-
erator was used to drive the actuators. Airfoil and full-scale panel wind tunnel exper-
iments showed a mild sensitivity to actuation reduced frequencies and duty cycles.
On the panel, actuation produced a significant effect on post-stall control authority:
for 17° < a < 22° a 100% increase in the post-stall lift coefficient was achieved;
leading edge separation was prevented up to angles of attack of 30°; and hysteresis
was virtually eliminated. Future research will focus on integrating the actuators into
the panel geometry, implementing thicker dielectric materials and flight-testing.
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1 Introduction

V-tail configurations are common on unmanned air vehicles (UAVs), but the tail pan-
els suffer from flow separation, resulting in loss of control during crosswind take-off
and landing [1, 2]. A potential solution to the problem is the application of plasma
actuators at the leading-edges of the panels. Several studies have indicated that sig-
nificant improvements to airfoil post-stall lift coefficients can be achieved, in some
cases doubling the post-stall value [3—11]. Furthermore, leading-edge perturbations
on vertical axis wind turbine blades dramatically increase turbine performance [12—
15]. The actuators introduce perturbations corresponding to the separated shear layer
instabilities. These perturbations grow and roll up into spanwise vortices that trans-
port high-momentum flow to the panel surface [16]. This overcomes or ameliorates
stall, exemplified by increases in maximum lift, significant increases in post-stall
lift, elimination of hysteresis and drag reduction. In particular, single dielectric bar-
rier discharge (SDBD, or simply DBD) plasma actuators are well-suited to typical
takeoff and landing speeds [3].

Recently, DBD plasma actuators were demonstrated in-flight for the purpose of
transition control [17]. A flightworthy system must fulfill a number of demanding
requirements. Firstly, all components of the system must add insignificant mass to
the payload and must require negligible power, as a fraction of propulsor power,
for operation. The system must be operable on both sides of each control surface
and normal operation should not compromise conventional flight control operation. If
possible, initially, the system should not require complex feedback control and should
be operable under open-loop or feedforward control. The system must be robust:
namely, it must be operable for long periods without failure; if failure occurs, it must
not compromise control of the vehicle relative to its original baseline configuration;
and finally, the system must be easily manufactured, maintained, and repaired or
replaced if necessary.

The global objective of this research is to implement DBD plasma actuators on
the tail of a Hermes 450 unmanned air vehicle and conduct flight tests. This phase of
the research has two main objectives: the first is to conduct wind tunnel experiments
on a two-dimensional profile (airfoil) at takeoff speeds with different DBD plasma
actuator configurations (risk-reduction experiments); the second is to conduct full-
scale wind tunnel tests on a tail panel. The risk-reduction experiments are performed
as a precursor to full-scale tests. A major challenge of this phase is to develop
a flightworthy actuation system capable of producing sufficiently high-amplitude
perturbations at typical takeoff and landing conditions. Here we consider a target
takeoff speed of 43 kts or 22m/s.
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2 Airfoil Risk Reduction Experiments
2.1 Airfoil Design

An airfoil identical to the nominal panel section geometry, with a 350 mm chord
length (c) and a 610 mm span (b), was designed and 3D printed (Fig. 1). The airfoil
components comprise: (1) the main element; (2) the lower cover; (3) a removable
leading-edge module; (4) a recessed removable leading-edge module. The main ele-
ment is designed to carry the aerodynamic loads and removal of the lower cover facil-
itates access to the internal volume of the model. The recessed leading-edge module
was designed for the purpose of integrating the DBD actuators into the airfoil geom-
etry with minimum distortion of the original profile. The airfoil has 76 pressure ports
(41 on the main body and 35 on the non-recessed leading-edge module) and these are
close-coupled with two 32-port ESP pressure scanners (piezo-resistive transducers)
mounted inside the model. The airfoil was installed and tested in the Technion’s
Unsteady Low-Speed Wind Tunnel (UWT) 610 mm x 1004 mm test section [18]. It
embodies a pair of circular Plexiglas® windows which are held in place by alu-
minum rings (Fig.2). The airfoil model was firmly connected to both windows and
pitched about the quarter-chord position by rotating both rings synchronously via a
servomotor and belt drives.

Fig.1 Expanded schematic of the tail-panel airfoil for two-dimensional wind tunnel testing, show-
ing: the main element (1); the lower cover (2); the removable leading edge modules [without recess
(3), with recess (4)]
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Fig. 2 Photograph of the airfoil with plasma actuator mounted in the tunnel. Pitch-down direction
is defined as positive

2.2 DBD Plasma Actuators

In our previous wind turbine related research [12—-15], DBD plasma actuators with
upper (exposed) and lower (encapsulated) electrodes (both 70 wm thick) separated
by three layers of 50 wm thick Kapton® tape were employed. These were wrapped
around the leading-edge of the airfoils. For the present experiments, thicker silicone
rubber dielectric material was employed (0.3—3 mm) that facilitated higher ionization
voltages. Bench-top calibration experiments were performed for both the Kapton and
silicone rubber dielectrics, where actuator thrust per unit length |F,| was estimated
using a Vibra AJ-200E balance. The actuators were driven by a modified GBS Elek-
tronik Minipuls 2 high-voltage generator, consisting of an externally controllable
transistor half-bridge and a high voltage transformer cascade. The generator was
chosen principally for its low mass, namely 1.0kg, which is a small fraction of the
vehicle payload (150kg). It requires an input signal and up to 40 V DC input voltage,
that was supplied by either a CPx400D-Dual 420 watt DC laboratory power supply
or a stack of lithium-ion polymer (LiPo) batteries.

For all calibrations, the ionization frequencies were in the range 8 kHz < fio, <
20kHz; in the separation control study described below this signal was pulse-
modulated at frequencies f,. The power input was calculated from the measured
DC voltage and the current supplied to the system: IT;, = Vi, - [i,. A summary of
results is presented in Fig.3, where the input power is referenced to the actuator
length b,,.

Based on previous data [12—15], effective separation control was achieved at
turbine blade relative wind speeds of 12m/s. With a target free-stream velocity of
22 m/s, using dimensional analysis, it can easily be seen that the target actuator thrust
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Fig.3 Measured DBD plasma actuator thrust developed, at d.c. = 100%, as a function of measured
input power to the high-voltage generator

must be (22/12)* - |F,, |Kapton- Using silicone rubber as a dielectric material, the target
force required for effective separation control at U, =22 m/s, corresponding to mid-
span Re=7 x 10°, can easily be obtained with a 3 mm thickness. However, in order
to minimize changes to the nominal panel geometry, all experiments were performed
with thickness 1 mm.

2.3 Airfoil Results

Preliminary baseline experiments at free-stream velocities Uy =19m/s and 29 m/s
(corresponding to Re=4.3 x 10° and Re=6.5 x 10°) were conducted without the
actuator present, revealing excellent correspondence with the well-known prediction
methods. Static stall occurred at 16° with a Cj max of 1.3. After validating the fidelity
of the baseline experimental setup, different experiments were conducted for the
investigation of separation control at different Reynolds numbers, angles of attack,
actuator configurations and power input. These were designated as risk-reduction
experiments, conducted prior to the full-scale experiments described in Sect. 3. All
experiments were performed with the actuator wrapped around the leading-edge of
the airfoil, with the encapsulated and exposed electrodes in-line at the x /¢ = 0 loca-
tion. Both 0.5 and 1.0 mm thick silicone rubber actuator dielectrics were evaluated.

Two key parameters employed for characterizing separation control studies [16]
are the momentum coefficient, defined here as:

Cp = balFpl/(g$) (D
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and
Ft = fre/Us 2)

where b,, go, and S are the actuator length, free-stream dynamic pressure and plan-
form area respectively. For actuator calibrations b, & 20cm, while for the airfoil
and panel experiments b, was equal to the span length. Typical values for effective
leading-edge separation control are C;, = 0(0.1)% and F* = O(1). When the actu-
ators are pulse-modulated, we can also define the net momentum flux that is directly
proportional to the duty cycle, namely:

(Cy)=dec.xCy 3)

When the plasma ionization frequency is pulse-modulated, d.c. represents the
fraction of the modulation period that the plasma is activated. From an applications
point of view this is important because d.c. can be reduced to approximately 1%,
without loss of airfoil or wing performance, but with a significant reduction in input
power.

Since the actuator blocked most of the airfoil leading-edge surface, and the pres-
sure ports with it, it was not possible to compare C; changes with and without the
plasma actuation (see Fig.4). Therefore, to assess the relative changes in perfor-
mance, three metrics were evaluated, namely: (i) AC), min—the change in the mini-
mum pressure coefficient; (ii) AC, rg—the change in the pressure coefficient at the
trailing edge of the airfoil; and (iii) ACj press—the change in the lift coefficient con-
tribution on the high pressure surface of the airfoil. The changes in the high-pressure
surface of the airfoil are sensitive to overall circulation (or lift) and elimination of
the ports near the leading-edge has only a small effect on the changes.

A summary of the three metrics is shown in Fig. 5 for the post-stall angle o = 24°
employing a 0.5 mm thick dielectric. The changes in minimum pressure and lower
surface pressure show similar dependence on reduced frequency, while the trailing-
edge recovery shows a greater frequency sensitivity. However, the peak is not sharp
and it can be concluded that a range of frequencies around 0.75 < F* < 1.5 will
produce positive and comparable increases to post-stall C;. This is consistent with a
number of other studies [16] and is a welcome result, in particular because for a given
pulsation frequency, the full-scale panel F* varies as a function of the local chord-
length (see Sect. 3). To illustrate this, Fig. 5 also shows the reduced frequency range,
between root and tip, that would be encountered on the full-scale panel assuming
FT =1 at the mid-span. On the basis of this observation we project that the panel
span-dependent modulation frequency, described in Sect. 3, will produce a positive
beneficial result.

Figure 6 shows the variation of all metrics as a function of duty cycle (d.c.) and
indicates similar effects for values between 1 and 10%. Duty cycle is a parameter
of fundamental importance because the fraction of plasma activation determines the
power input to the system [4]. Thus pulse-modulation at low duty cycles has a dual
benefit because it can be configured to excite the most effective instability frequency
at very low input power. These data are consistent with lift coefficient data acquired at
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lower Reynolds numbers, where a reduction of the duty cycle from 50 to 1% showed
a lift insensitivity similar to [9, 11]. No attempt was made to reduce the d.c. further,
although it should be noted that the lower limit should not be reduced to less than
one full cycle, namely, d.c. > £,/ fion-
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Finally, it was noted that the 1.0 mm thick silicone rubber-based actuator produced
slightly superior results to those presented above. Moreover, no “burn-through” of
the actuator was encountered during any of the experiments. Thus all experiments
performed on the full-scale panel employed the 1.0 mm thick actuator.

3 Preliminary Tail-Panel Experiments

3.1 Experimental Setup

The Hermes 450 tail panel has a span of 1.6 m, root and tip chord lengths of 0.6 m and
0.35m respectively, and a surface area of 0.747 m?. Experiments were performed in
Israel Aircraft Industry’s (IAD’s) closed-return low speed atmospheric wind tunnel,
with test section dimensions 2.6 m x 3.6 m. The panel was mounted on a &1.2m
circular end-plate, and fastened to a six-component external aerodynamic balance
by means of a clamp and flange (see Fig. 7). The balance operates on the multi-beam
principle, employing stepper-motors to drive the riders along the beams to the null
setting under each loading condition. The actuator was wrapped around the leading-
edge of the panel and attached using double-sided tape in an identical manner to
the airfoil application. For purposes of flow visualization, 28 mm fluorescent tufts
were fixed to the panel, with 40 mm spacing between them. In order to achieve a
strong contrast, the tail panel was painted matt-black and viewed under ultraviolet
illumination. Smoke-base flow visualization was also performed.
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Fig.7 Photographs of the full-scale panel experimental setup showing the assembly, actuator detail
and mounting

3.2 Preliminary Results and Discussion

When pulsed perturbations are introduced, the reduced frequency is not uniquely
defined because the chord-length is a function of the spanwise location. Here, we
simply use the mean panel chord-length (475 mm) in the definition of F*. Similar to
the airfoil experiments, the panel was set at three post-stall angles of attack and for
each angle, the pulsation frequency was swept corresponding to 0.25 < F™ < 2.5
atd.c. = 10% and [Tgoss = 8.7W. As before, experiments were performed by mea-
suring the baseline value, followed by initiation of the pulsations, and a subsequent
baseline measurement. These data are summarized in Fig. 8. The greatest increases
in lift are observed close to the static stall angle at « = 20°, where AC, exceeds 0.6
(or 100%) and these data are consistent with prior airfoil investigations. There does
not appear to be a significant dependence on reduced frequency and this is broadly
consistent with trailing-edge pressure changes and lower surface lift contributions
observed on the airfoil. This indicates that these metrics are probably the most reli-
able for assessing changes in airfoil performance when leading-edge pressure ports
are not accounted for. There also may be an averaging effect as the reduced frequency
varies across the span. Notwithstanding, this near independence on F* bodes well
for applications in which it is difficult to accurately determine the crosswind speed.
Indeed, even an error on the order of 100% will still produce a substantial, although
not necessarily optimum, result.
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Baseline and controlled tuft flow visualization at « = 20°, under conditions cor-
responding to Fig. 8 (F+ =0.75 d.c.=10%), are shown in Fig. 9. Baseline orientation
of the tufts, also visible in video recordings, show apparently random motion. When
actuation is applied, the flow appears to attach fully both near the root and tip. How-
ever, slightly inboard from the tip and close to the trailing-edge, there exists a flow
component towards the root that increases further inboard. At approximately the
mid-span position the leading-edge flow has a tip-wise component and the result is a
vortical flow with its axis approximately normal to the panel surface. Close inboard,
the flow has a component towards the root near the trailing-edge. However, further
outboard a similar but opposite-signed vortical structure is evident on the surface
and the net result appears to be a stall-cell. However, video recordings show that this
structure is not stationary and tends to meander inboard in a wave-like manner along
the span.

An example of the lift coefficient versus angle of attack is shown in Fig. 10
for baseline and actuation cases at Uy, = 22 m/s. In addition to significant post-
stall lift increases, actuation is also clearly capable of almost eliminating hysteresis
associated with the panel. However, actuation is not capable of materially increasing
ACL max. due to the fact that the actuator thrust (or body force) is too low. To increase
ACL max by approximately 0.1, significantly greater plasma thrust, typically an order
of magnitude increase, will be required. On the basis of other investgations, this
certainly appears to be attainable [19].

When a V-tail configuration is subjected to a crosswind, the panels experience
different conditions depending upon whether they are on the windward or leeward
side of the vehicle. On the windward and leeward sides, the angle-of-attack will



Transitioning Plasma Actuators to Flight Applications 115

Fig. 9 Panel flow
visualization at Uy, = 22m/s
and o = 20°: left baseline;
right F¥ =0.75,d.c.=10%

increase and decrease respectively. Furthermore, the crosswind also produces an
effective sweep-back or sweep-forward depending on whether the panel is leeward
or windward respectively. It is important to note that sweep has a non-negligible
effect on the mechanism and effectiveness of leading-edge separation control [20]
and will be considered in the next phase of this research effort.

To illustrate the effect of plasma-based flow control on takeoff performance, esti-
mates were made by accounting for the effect of sweep [20]. Well-known vehicle
performance stability and control software [21] was employed, subject to the assump-
tions that rotation occurs at 1.15 Vi, and downwash in ground effect is accounted
for. Based on the experimental data, it was seen that plasma actuation increased the
allowable crossflow wind speed from 7.7m/s (15kts) to 12.9m/s (25kts). This is a
meaningful result because, in many locations, wind speeds in excess of 12m/s are
highly improbable.

Furthermore, to better understand the practical weight and power requirements for
flight applications, consider, for example, a stack of three typical 12 Volt LiPo batter-
ies (dimensions: 25 x 34 x 104 mm; mass: 183 grams; and capacity 2.2 Ah). These
specifications should be compared to the vehicle gross weight (450kg), payload
(150kg) and endurance (20-30h). The three batteries add less than 600 g, negligible
volume and can operate continuously on two panels for approximately nine hours.
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Clearly, these numbers can be improved upon, but they illustrate that the weight,
volume and power requirements of the plasma actuation system are well within
achievable bounds.

4 Concluding Remarks

The major conclusion of this study is that pulsed DBD plasma actuators are a viable
and practical solution to the problem of separation control on V-tail panels, resulting
from crosswinds during takeoff and landing. In terms of performance, post-stall
lift coefficient increases of 0.6 (or 100%) were observed and bi-stable behavior
(hysteresis) was eliminated even under deep stall (¢ = 30°) conditions. Low power
requirements (<10W) can easily be fulfilled off-line, using batteries (<1kg); the
high-voltage generators are a small fraction of the payload (typically 1.0kg); the
actuator themselves are lightweight (around 100-300g). The relative insensitivity
to reduced frequency in the range examined here, between 0.5 and 2.5, also renders
the system very robust. Throughout all experiments, no burn-through and no failures
whatsoever were encountered and no oxidation or degradation of the silicone rubber
dielectric was observed after completion of the experiments.

Future investigations should integrate the actuator into the geometry of the tail ele-
ment. Thus the only disturbance on the element will be a <25 pum external electrode.
Removal of this electrode with an integrated dielectric results in the original clean
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element configuration. The external electrode is easy to replace or remove. Total
failure of the DBD plasma system causes the vehicle to perform in its baseline con-
figuration. Prior to flight testing, greater body forces must be generated using thicker
dielectrics, up to O(10mm), with a target C,, =0(0.1)%. This will not materially
increase input power, but will require significantly higher V. Finally, conditions
of forward- and backward-sweep must be fully evaluated prior to flight-testing and
actuation must be achievable on both sides of the panel.
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Fatma C. Yiicel, Fabian Volzke and Christian O. Paschereit

Abstract In the past, a wide range of investigations are made in order to increase the
efficiency gain in gas turbines by using constant volume combustion. In comparison to
detonation-based concepts, such as pulse detonation engine and rotation detonation
engine, a new promising way was proposed by Klein and Paschereit and firstly
assessed by Bobusch et al. (Combust Sci Technol 186(10-11):1680-1689 (2014),
[1]), the so-called shockless explosion combustion (SEC). The principle is based
on a quasi-homogeneous auto-ignition process that leads to an approximate constant
volume combustion (aCVC). In order to achieve a quasi-homogeneous auto-ignition,
it is necessary to achieve constant ignition delay times along the combustor. The
combustion process in the SEC is similar to the one in internal combustion engines,
namely Homogeneous Charge Compression Ignition (HCCI). This paper focuses on
the use of wastegates to actively control filling and flow motion in the combustor
dedicated to perform quasi-homogeneous auto-ignition. The results clearly show the
ability to actively control the fuel distribution and purging time in the combustor
which is an important step in the evolution of the SEC.

Keywords Constant volume combustion * Shockless explosion combustion
Ignition delay time - Purging time

F. C. Yiicel (X) - F. Volzke - C. O. Paschereit

Technische Universitét Berlin, Institut fiir Stromungsmechanik und Technische Akustik,
Miiller-Breslau-Str. 8, 10623 Berlin, Germany

e-mail: f.yuecel @tu-berlin.de

F. Volzke
e-mail: fabian.voelzke @tu-berlin.de

C. O. Paschereit
e-mail: oliver.paschereit@tu-berlin.de

© Springer Nature Switzerland AG 2019 121
R. King (ed.), Active Flow and Combustion Control 2018,

Notes on Numerical Fluid Mechanics and Multidisciplinary Design 141,
https://doi.org/10.1007/978-3-319-98177-2_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98177-2_8&domain=pdf

122 E. C. Yiicel et al.

1 Introduction

Today, the potential of achieving a notable gain in gas turbine efficiency by improv-
ing components such as compressor or turbine is only incremental. A leapfrogging
step could be achieved by replacing the conventionally utilized Brayton cycle (ideal
constant-pressure cycle) by the Humprey cycle (ideal constant-volume cycle) [2].
In the past decades, different concepts on this topic were investigated, e.g., pulsed
detonation combustors (PDC) [3] and rotation detonation combustors (RDC) [4].
The PDC and RDC are both based on periodic combustion processes that utilize a
detonation wave to achieve an approximate constant volume combustion (aCVC).
By igniting a flammable mixture a detonation wave is initiated that propagates with
a high velocity into the unburned mixture, the gas has no time to expand and burns
quasi-instantaneously. However, detonation waves are inefficient due to sharp pres-
sure peaks that are associated with strong losses. The shockless explosion combustor
suggested by Bobusch et al. [1] is a new promising way to implement an aCVC to
achieve an increase in the efficiency of a gas turbine cycle. The combustion process
itself is similar to the HCCI process used in internal combustion engines [5, 6]. In
the HCCI a homogeneous ignitable mixture is compressed until auto-ignition occurs
while the SEC achieves a quasi-homogeneous auto-ignition by stratifying the fuel-air
mixture along the combustor close to auto-ignition conditions. The fuel stratification
is needed in order to compensate the residence time of the fuel such that a constant
ignition delay time along the combustor is achieved. One challenge in the HCCI
process is the ignition timing. The occurrence of too early or late combustion turned
out to be disadvantageously for the HCCI process. For this, closed-loop control is
applied to actively control the ignition timing. One similar challenge in the evolution
of the SEC process is to control the ignition timing along the combustor to increase
homogeneity of the auto-ignition process.

The SEC is based on a periodic combustion cycle that achieves an aCVC by a
quasi-homogeneous auto-ignition process as shown in (Fig. 1). At the beginning of
the process (Fig. 1, top), the combustor is filled with a well-defined stratified fuel-
air mixture. This axial stratification leads to a quasi-homogeneous auto-ignition of
the entire gas volume after a certain ignition delay time. Due to the simultaneous
combustion, a pressure wave is induced that propagates in downstream direction.
At the open end of the combustor, the pressure wave is reflected as a suction wave
that travels upstream (Fig. 1, bottom). As the suction wave reaches the tube inlet,
the pressure drops below supply pressure and the recharge cycle can start. First, the
combustor is purged with pure air creating a buffer to the hot combustion products.
After a certain purging time, fuel is injected and the combustor is filled with the
axially stratified fuel-air mixture (Fig. 1, left) while the suction wave is reflected and
propagates downstream the tube. The suction wave is then reflected at the tube outlet
as a pressure wave traveling upstream again. The process is restarted by another
simultaneous combustion of the fuel-air mixture.

The ignition delay time of a mixture depends on temperature, pressure, equiva-
lence ratio and the type of fuel and oxidizer. When assuming all other parameters to
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be constant, the spatial distribution of the ignition delay time 7(x) can be controlled
by a stratification of the equivalence ratio. The ignition delay time decreases with
increasing temperature, pressure and with decreasing deviation from stoichiometric
conditions. Neglecting small temperature differences along the tube, a constant fuel
injection would lead to an early ignition at the rear end of the combustor which would
impede a quasi-homogeneous auto-ignition. In order to achieve a quasi-simultaneous
auto-ignition, the ignition delay time must increase from the injection position to the
outlet of the combustor. Further investigations have shown that a criteria for a quasi-
simultaneous ignition along the combustor is that the difference in ignition delay
time A7ig, between two neighboring infinitesimal small volumes should not exceed
the excitation time 7, which is a value for the rate of chemical energy release [7, 8]:

ATign < Tet- (1

One challenging task is the realization of resonant operation. The frequency of
the SEC cycle is determined by the acoustic frequency of the combustor—as it relies
on the suction wave to initiate the refill process—which is in the order of 100 Hz. For
this, depending on tube length and speed of sound, very short ignition delay times
are required. For atmospheric pressure conditions this can not be achieved, as the
ignition delay times of all known fuels are not small enough. This crucial question
gives room for future investigations and is not in the scope of this paper.

Another challenge is maximizing the gain in efficiency by achieving a quasi-
homogeneous auto-ignition. Therefore, an increase in homogeneity of the combus-
tion process is aimed since it goes along with an increase in efficiency. This requires
efficient control of the axial fuel stratification to realize an operational SEC process.
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Investigations showed that the application of an iterative learning controller into a
closed-loop control is a promising way to minimize the variance of the ignition time
by controlling the spatial fuel distribution [9].

For further improvements of the homogeneity of the auto-ignition, it is important
to gain a deeper knowledge of this procedure and to analyze the impact of different
input parameters. Two parameters are investigated in this work: the ability to con-
trol the spatial distribution of the fuel concentration and the impact of temperature
fluctuations due to the purging time of the combustor.

2 Experimental Setup

An atmospheric test rig (Fig.2) is designed to investigate the behavior of a shock-
less explosion combustor at non-resonant conditions. The test rig has been used in
earlier investigations [9] and was modified in order to increase the experimental
reproducibility.

The air is preheated to a maximum temperature of 700 °C using an electrical air
heater to realize lowest ignition delay times. Dimethylether (DME) is used as fuel
which exhibits an ignition delay time of around 100ms at the given atmospheric
pressure conditions and high temperatures [1, 10]. Additionally, DME has a charac-
teristic small ignition delay time variation with temperature. Fuel lines are preheated
to 90°C preventing liquification of the DME.

The application of the preheater requires a minimal mass flow of 30kg/h. This
results in a combustor flow velocity of about 22 m/s and a residence time in the range
of 30 ms. With an ignition delay of 100 ms the ignitable mixture would have already
left the combustor before ignition. Enabling also tests under atmospheric pressure
conditions a bypass is installed allowing the combustor flow to rest after charging.
Currently, valves for turbocharged engine systems that can be controlled actively
are used, called wastegates, replacing the previously used fluidic switch and valve

Y-pipe bypass
1

preheater 1st section 2nd section
L |

combustion tube

Fig. 2 Sketch of the modified atmospheric test rig of a shockless explosion combustor equipped
with wastegates (WG)
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heads. They have been installed respectively at the combustor (WG1) and at the
bypass (WG2). These valves are equipped with several ports where boost pressure
can be supplied such that they can be opened and closed actively. The advantage
of these wastegates when compared to the fluidic switch in combination with valve
heads is that the wastegates prevent backflow more reliably and the opening and
closing timings can be adjusted actively. This has not been the case for the valve
heads since they closed and opened passively depending on the pressure at the tube
outlets. Furthermore, replacing the fluidic switch by a Y-pipe decreased the heat loss
upstream of the combustor significantly.

A fluidic diode prevents the backflow of hot gases due to pressure increase after
the combustion process and was already successfully used in earlier investigations
[11]. The fuel is injected using two identical fuel injector arrays each equipped with
four parallel-connected high-speed solenoid valves. The fuel inlet section is equipped
with eight radial injection ports and fluidic oscillators to increase the mixing quality
in the radial direction.

The combustor has two sections with an inner diameter of d = 40 mm. The first
section is made from a 0.5m long quartz tube in order to enable the detection of
the ignition event via photomultipliers (PMTs). These PMTs are used to evaluate
the ignition delay times at five axial positions in the combustor (Fig. 3). The second
part is a steel tube equipped with two water-cooled pressure sensors to detect the
combustion-induced pressure wave.

3 Investigation in the Wastegate Behavior

The wastegates used in this work are composed of a main body and an actuator body
(Fig.4). The actuator body contains a piston that is connected to the valve head in the
main body. There are two different ways of controlling control the wastegates: passive
and active. Equipping the actuator body with springs of different spring constants, the
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Fig. 4 Sectional view of a
wastegate; @ valve head,

@ boost pressure port for

opening, @ membrane, @
boost pressure port for

closing, @ spring, @

diaphragm

actuator body

main body

inlet

required input pressure for opening the valve can be controlled passively by setting
the reset force of the piston. In this work, the wastegates were controlled actively by
regulating the supplied boost pressure. A diaphragm separates the two different areas
inside the wastegate for the boost pressure supply. By setting the pressure in the upper
area to higher levels, the wastegate closes. When the pressure in the upper region
is decreased and the pressure in the lower area is increased, the wastegate opens.
3/2-way valves have been applied to allow for controlling the boost pressure. It is
important to note that the wastegate behavior and especially its response times are
dependent on the operating speed of the 3/2-way valves. One voltage signal is needed
to operate both wastegates simultaneously since the 3/2-way valves are installed on
each wastegate at inverted positions.

The switching process and its effect on the combustor flow was investigated using
a laser Doppler anemometry system (LDA). This non-intrusive optical measure-
ment technique enables a high spatial and temporal resolution. An aerosol (Bis(2-
ethylhexyl) sebacate) was used as seeding which was atomized using the aerosol-
generator.

The LDA measurements were done under non-reactive conditions using air only.
The air flow has been set to 30kg/h, which matches the conditions for reacting
tests. The laser was positioned 50 mm downstream the injection geometry. Figure 5
displays the voltage signal for controlling the 3/2-way valves and the measured
combustor flow velocity as a function of time for the first three periods at a switching
frequency of 0.5 Hz. When the air flow is guided to the combustor, the mean velocity
measured Was Umean = 6.3m/s with an RMS-value of u;,s = 0.68 m/s implying a
turbulence intensity of 10%. When the voltage signal for controlling the 3/2-way
valvesissetto Uc = 5V, WG closes and WG2 opens simultaneously. Subsequently,
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after a certain delay time the velocity decreases fast until the flow comes to rest. The
main velocity is overlaid by velocity oscillations due to high turbulence during the
opening and closing procedure. When the voltage signal is set back to Uc = 0V, the
flow velocity increases again until the mean velocity of v = 6.3 m/s is reached. Both
switching events include two time delays respectively. To specify these time delay
times, the velocity was averaged over 10 cycles and the delay times were assessed
(Fig.6).

The time delay for closing the WG1 is determined to be Arp; = 215 ms, while the
flow needs a time span of ArsT; = 17 ms to be decelerated to u = Om/s. The values
for opening WG1 have been determined to be Ay, = 175ms and A7gy = 31 ms.
All values are listed in Table 1.

The RMS-value shown in Fig. 6 displays the stochastic fluctuations of the flow
velocity when the air is guided through the combustor. The fluctuations between the
cycles that appear when stopping the air flow in the combustor are very low which
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Table 1 Wastegate timings

WGH closing (ms) WGH opening (ms)
Wastegate delay p 215 175
Switching time 7gT 17 31

emphasizes the reproducibility of the switching events. Even though the flow cannot
be stopped instantly, the reproducibility of the process enables the consistency of the
stratification of the fuel-air mixture for reacting tests.

4 Ignition Timing Measurements

Preliminary investigations showed that the purging time can be actively controlled
by triggering the wastegates. For this, the delay times discussed in the previous
section (see Table 1) have to be taken into account. In this section, the impact of the
actual wastegate timings and the purging time as an input control parameter on the
combustion process of the SEC are evaluated under reacting conditions. The success
rates for auto-ignition and the spatial distribution of the ignition delay time have
been investigated as a function of the switching times. To investigate this behavior,
a periodic non-resonant combustion process is applied.

One operational period of the SEC process can be divided into three different parts:
charging, homogeneous ignition and purging. During the charging process, the air
mass flow is guided through the combustor and a constant fuel mass flow is added for
30ms. Since this work focuses on the control aspect, the combustible mixture is not
stratified as no homogeneous combustion is aimed here. After a well defined time
span Twri, that is varied between 40 and 120 ms, the air flow is switched into the
bypass by closing the wastegate WG1 and opening wastegate WG2. To specify the
appropriate timing of the voltage signal, the time delays 75, and m, are taken into
account. While the mass flow is directed through the bypass, the ignition event takes
place in the combustor. After a second defined time span 7wt the purging process
starts by guiding the air flow through the combustor again. Thus, an increasing
residence of the air mass flow in the bypass is equal to a decreasing purging time.

Figure 7 shows an exemplary period of a 1 Hz SEC cycle for 7wy = 40ms and
Twr2 = 300ms. During the interval from O to 40ms the air mass flow is guided
through the combustor while fuel is injected at the same time from 0 to 30 ms, such
that the quartz tube is entirely filled with a flammable mixture. After 40 ms the closing
procedure starts such that after the required switching time of 17 ms the wastegate
is entirely closed and the air mass flow is guided through the bypass for a duration
of 260ms. The air flow is then switched back into the combustor at 300 ms with
an additional time delay of 31 ms until the end of the cycle. In total this induces a
purging time of 669 ms.
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Fig. 8 Output-signal of PMTs

As shown in Fig.3, PMTs are used to detect the ignition event at five different
axial positions. Figure 8 shows two exemplary output signals of the PMTs. The PMTs
detect the light emission of the flame due to auto-ignition. The time of ignition is
assumed to be the time when the voltage signal of a certain PMT reaches the threshold
of 0.45 V. In Fig. 8a the PMT signal displays an output, where a combustion event is
detected by all PMTs, while in Fig. 8b combustion event was only detected by PMT4
and PMTS. Although there is a peak in the signal of PMTS3, this is not interpreted as
an ignition event at this position, since it does not reach the threshold of 0.45 V. It
rather can be interpreted as an ignition event close to the position of PMT3 causing
some light emission entering the PMT3. As a criteria for auto-ignition only the first
PMT signals are considered as actual auto-ignition events since in this paper, it is
not aimed for a fuel stratification. Starting from the first ignition it is considered that
the remaining PMTs only detect a deflagrative propagating flame front.

Figure 9 illustrates the ignition events at different positions in the combustor for
different wastegate timings Twr; and Twr2. Every node at the x-axis is representative
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Fig. 9 Investigation on the impact of the purging time on the success rate on every single PMT by
varying Twr1 and Twt2

for one PMT, while the y-axis represents different timings for switching from bypass
into the combustor. The colorbar represents the success rate of auto-ignition whereby
40 cycles where evaluated in total for every combination of tested wastegate timings.
A success rate of 1 means that the PMT detected an ignition event in every single
cycle. The blue areas, representing a value of 0, show that no ignition could be
detected, respectively.

It is apparent that for relatively high purging times (7w, < 540ms) and 40 ms <
Twr1 < 80ms, every single PMT has a success rate of 1. It can be assumed that the
entire quartz tube is filled with a flammable mixture as visualized in Fig. 10 case B.
Thus, this regime contains a periodic auto-ignition event that induces a combustion
process at all observed axial positions in the combustor.

Increasing 7wt results in the injected fuel package traveling further downstream
before the flow is stopped due to the closing of WG1 (see Fig. 10). Thus, the ignition
event is shifted more and more into the exhaust tube. Therefore, an increase to Twt; =
100 ms reduces the detected ignition events at the first three PMTs drastically (Fig. 10
case D). For w1 = 120ms, no PMT detects a stable combustion for 7w, < 690 ms
as the success rate is zero at every position since the entire burnable mixture has been
moved outside of the quartz tube, where the combustion event cannot be detected by
the PMTs (Fig. 10 case E). This observation demonstrates the ability to control the
spatial fuel distribution by using actively controlled wastegates.
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Fig. 10 Position of the fuel-air package in the combustor for an increasing Twr; value

For an increased mwr, and a constant 7wri, no ignition event can be detected at
PMTs 3-5. A presumption for this effect is that due to small periods of purging,
hot combustion products remain in the combustor due to recirculation areas near the
injection geometry and cause contact burning when the next fuel package is injected.
Thus, a auto-ignition fails and the combustion is only detected by the first PMTs
since there is no time for the fuel-air mixture to travel downstream before ignition.
This phenomenon can be observed when Twr, exceeds a certain threshold that equals
the time that is needed to purge all the exhaust gases that have entered the injection
geometry and the supply line due to the increased pressure in the combustor after the
combustion event.

This threshold for mwr,, where the success rate changes from 1 to 0O for a constant
TwrT1, 18 shifted upwards by increasing mwr;. As mentioned earlier, increasing Twr;
causes the burnable mixture to travel further downstream before the auto-ignition
takes place. This leads to a smaller amount of hot exhaust gases in the upstream part
of the combustor. Thus, a shorter time is needed to purge the line.

By further increasing mwr, a second characteristic of the SEC test rig is visible.
When the preheated air flow is guided through the bypass, the temperature in the
combustor decreases. The more time the air flow is guided through the combustor, the
higher the temperature gets. Since the ignition delay time of DME is still sensitive
to the mixing temperature as shown in [1, 10], a small value of 7wt and a large
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Fig. 11 Investigation of the impact of the purging time on the ignition delay time on every single
PMT by varying 7w and Twr2

value of Twr, causes the ignition delay time to exceed the cycle duration. Therefore,
no combustion event is detected by the PMTs. Depending on the purging time the
temperature in the combustor varies significantly. A higher purging time causes an
increase in temperature but is also the limiting factor for higher frequencies. Low
purging times cause burnt gas to remain in the combustor causing an uncontrolled
ignition. This proves that the purging time is a decisive parameter in order to achieve
an increased homogeneity of the auto-ignition process.

The mean ignition delay time is measured as the time span from the start of
injection to the detection until combustion event. The local ignition delay time varies
from 100 to 250 ms. When no combustion event is detected, the ignition delay time
exceeds the value of 250 ms (see Fig. 11).

The velocity over time shown in Fig. 5 implies that an increase in 7wt leads to an
increased time span in which the mixture is exposed to high turbulence. Turbulent
diffusion causes mixing of the flammable mixture with the surrounding air at the
bounds of the fuel-air package (see Fig. 10 case C). This leads to a decrease in the
gradient of the equivalence ratio with increasing 7wr;. Thus, the observed ignition
delay time increases with increasing Twr;, which is contradicting the wish for a
specifically shaped profile of fuel stratification. Increasing 7wt induces a slight
decrease in the ignition delay time.
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5 Conclusion and Outlook

The SEC process was investigated under atmospheric pressure conditions using a
modified test rig. Wastegates, which replaced the former used fluidic switch and
valve heads, were used to obtain the influence of purging time and to find improved
conditions for successfully reducing the ignition delay time at atmospheric condi-
tions. It has been shown that actively controlled wategates enable precise control of
the fuel distribution. It has been proved that the purging time has a decisive impact
on the performance of a shockless explsoion combustor. New parameters were found
that can be utilized as input data for closed-loop control in order to optimize the spatial
fuel distribution which is essential for achieving a homogeneous auto-ignition.

The obtained data showed that the auto-ignition itself is a complex process with
a high number of variables. This work gives a detailed look to the sensitivity of
the SEC process to the switching timings of the wastegates as an important control
parameter.

The next step is to significantly decrease the ignition delay times. Therefore, exper-
imental investigations in an intermediate pressure test rig are planned. A decrease in
ignition delay time would lead to higher firing frequencies that are needed to realize
resonant operation. A new stainless steel combustion chamber has been designed,
where ionization probes will be used for flame detection at elevated pressures.
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Part Load Control for a Shockless )
Explosion Combustion Cycle L

Florian Arnold, Giordana Tornow and Rudibert King

Abstract Since a significant increase in the efficiency of conventional gas turbines
is unlikely due to various reasons, new concepts are needed. One option is to redesign
the thermodynamic process itself. Replacing the constant pressure combustion with
constant volume combustion (CVC) offers such an increase in efficiency. A promising
new process that approximates constant volume combustion is the so-called shockless
explosion combustion (SEC). SEC utilizes a homogeneous auto-ignition inside a
combustion tube to avoid gas expansion during combustion. An acoustic interaction
within the tube is exploited to ensure a self-sustained cyclic operation. For this,
chemical and acoustic time-scales have to match. As this is impossible under ambient
pressure conditions, for which SEC has been tested experimentally, this study focuses
on simulations that mimic the situation of elevated pressure to design a controller.
Herein, a control system is introduced within the numerical simulation of SEC that
is capable of driving the process to different operating points. It expands on an
iterative learning control from recent publications, which adjusts ignition time over
the length of the tube. The control system proposed here can be used to realize a part
load operation within the observed simulation.
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Nomenclature

SEC Shockless explosion combustion

ILC Iterative learning control

v Hammerstein compensator

T Ignition delay time

b Model offset

Ek s Emax Energy

e Control error

ep Position control error

er, Fuel injection error

Ly Fuel injection curve

G Model matrix

I Identity matrix

J Cost function

k Cycle index

L Learning matrix

m Number of ignition sensors

n Size of the control trajectory

r Ignition time reference

rp Reference position

tign,x Ignition time at position x with respect to the beginning
of the injection

u Control trajectory (ignition delay time)

iy, Injection trajectory (ignition delay time)

Au Change of the control trajectory

W., Wa,, Weighting matrices

Wr ’ WV

Wy, Wy, Wy Weighting parameters

Y Control variable (ignition time)

1 Introduction

Gas turbines provide safe and reliable energy conversion to produce electric energy
or thrust in aircrafts. The efficiency of gas turbines has been improved substan-
tially over recent decades, but currently approaches a plateau. A further increase
would require a higher turbine-input temperature, which state-of-the-art turbines
cannot handle. For a significant improvement in efficiency, an optimization of the
combustion cycle itself offers high potential. Conventional gas turbines rely on the
Joule cycle, which assumes combustion with constant pressure. By replacing the
combustion with constant volume combustion (CVC), efficiency can be increased.
The resulting Humphrey cycle provides a higher amount of usable work for the
same initial conditions. An innovative process that approximates a constant volume
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combustion is the so-called shockless explosion combustion (SEC), which was first
introduced by Bobusch et al. [1].

The SEC process consists of several phases that run in a sequence before starting
over again. A single cycle with all phases is shown in Fig. 1. At the beginning of a
cycle, the combustion tube is filled with a combustible mixture of fuel, an air buffer,
and the remaining exhaust gas of the previous combustion. The fuel-air mixture, and
by this the ignition delay time, is stratified during the fuel injection process in order
to compensate for variations in the residence time of individual fuel particles and
finally achieve a homogeneous auto-ignition. Since the ignitable mixture is sensitive
to high temperatures, it is separated from the hot exhaust gas by an air buffer. That
way, premature ignition is avoided (see phase I in Fig. 1). After the homogeneous
auto-ignition of the fuel-air mixture takes place, the pressure and the temperature
rise within the related part of the tube. A pressure wave propagates downstream to
the outlet on the right (phase II) and is reflected as a suction wave (phase III). When
the suction wave reaches the closed inlet on the left side, the pressure drops below
the input pressure (phase IV). This allows a refilling of the tube with a fresh air
buffer followed by the fuel-air mixture (phase V). Berndt [2] assumes, as an order
of magnitude estimate, that 40% of the tube has to be filled with the fuel-air mixture
for a full load SEC operation. In this contribution, we will study the effect of lower
fillings to realize a part load operation. For a detailed introduction to SEC, see
Bobusch et al. [1].

This work assumes that SEC replaces the conventional combustion in a gas turbine.
One of the main advantages of gas turbines is their ability to quickly change between
different operating points. For most gas turbines, this is done by lowering the fuel
effort, which implies a lower heat addition within the combustion cycle. It is thus
necessary that a process like SEC be able to be adjusted easily to react to different
demands. However, due to the intricate relation between chemical and acoustic time-
scales, as proposed in the original idea of SEC [1], it is not obvious how this could be
achieved. Moreover, the controller that has been proposed so far [3] has resulted in a
homogeneous auto-ignition within a combustion region that did not start at the inlet
of the tube. The scope of this work therefore will be the introduction of a control
system that provides the capability of driving the SEC process to requested part load
points of operation, i.e., set-points holding these states, and achieving ignition from
the start of the tube.

Recent investigations [4] have shown that resonant operation of SEC is not possi-
ble with affordable equipment under the ambient conditions that have been studied
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experimentally so far. Since the development of a part load control system requires
a stable resonant operation, the approaches in this work are implemented within a
numerical simulation of SEC with an elevated pressure. The used 1-D Euler simulator
built by Berndt [2].

The remainder of this contribution is organized as follows: Sect. 2 presents a short
overview over the numerical SEC simulation followed by a definition of the term
part load for the SEC process in Sect. 3. Based on this, a control system is introduced
in Sect. 4 that is capable of driving and holding the process from full load to part load
and back. At the end, in Sect. 5, representative results are shown to illustrate how
the system handles different requirements, before conclusions are drawn in Sect. 6.

2 Simulation of the Shockless Explosion Combustion

The numerical simulator of the SEC process used here was developed by Berndt
[2] and has since been maintained by Tornow in Klein’s group at FU Berlin. The
simulation is restricted to a 1-D regime and is based on the Euler equations extended
by chemical kinetics. The fuel used within the simulation is hydrogen. This choice
is motivated by similar CVC studies, although hydrogen necessitates unrealistically
long combustion tubes. That is a result of the inert ignition behavior of hydrogen. The
combustion behavior is approximated by the detailed H,/O; kinetic model introduced
by Burke et al. [5]. The reaction mechanism includes 11 substances and more than
20 reaction paths.

Since it is planned that the SEC process works within a gas turbine, it is essential
to define appropriate, realistic boundary conditions. To model the inlet of the tube,
a pressure-related boundary condition has been implemented. A constant pressure
and temperature generated by a compressor is assumed in front of the tube. If the
pressure inside the tube is higher than the pressure provided by the compressor, the
boundary is considered to be closed. The solid wall is implemented by using ghost
cells that reflect the state of the first cell after the inlet. In contrast, if the pressure
inside the tube drops below the compressor output pressure, the boundary condition
models an isentropic inflow into the tube. The ghost cell before the inlet is then set
according to the state reached by adiabatic expansion from the compressor output
state.

For simplicity, neglecting a plenum behind the tube and neglecting a detailed
turbine model, the open end of the tube at the outlet is modeled by an isentropic
expansion to the pressure level of a hypothetical plenum, which is assumed to have
the same pressure as the compressor outlet. This is followed by a very simple turbine
model with an ideal isentropic expansion to atmospheric conditions.

Since the described simulation setup is mainly used for theoretical investigations,
the dynamic behavior of sensors and actuators is not considered within the calcula-
tions. For the application at a physical test rig, these additional aspects have to be
taken into account.
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3 Part Load of SEC

This work proposes a part load control for the SEC process in the context of a gas
turbine. It is thus necessary to take a look at the term part load operation and clarify
it for SEC. The part load operation of the SEC is defined by the amount of energy
output E} within a cycle k. Every state with an energy output below the maximum,
Ey < E,4x, can be considered as a part load set-point. The highest amount of energy
is available at the outlet if a homogeneous auto-ignition occurs in the largest possible
region of the combustion tube. The combustible region as shown in Fig. 1 during
phase I is located between the tube inlet and the air buffer. The combustion region
is bounded by the size of the air buffer that is necessary to separate the combustible
mixture upstream and the hot exhaust gas from the last cycle further downstream.
To avoid premature ignition of the fuel-air mixture by the hot exhaust gas, the air
buffer size is set to 10% of the length of the tube. This spatial separation leaves
enough space between both parts, even when some gas mixes with the air buffer. It
is assumed that under full load conditions, at the beginning of every cycle, the tube
is filled with the gas of two cycles. The first 50% after the inlet contains the gas of
the current cycle, and the other 50% consists of the gas of the previous combustion.
This leaves about 40% of the length of the tube for the combustion itself. A full
load operation thus requires a homogeneous auto-ignition, which implies a constant
volume combustion, in the first 40% of the tube behind the inlet.

The SEC process offers two options to reduce heat release during the combustion,
or the energy output of one cycle. The common way, used for conventional gas
turbines, would be the adjustment of the equivalence ratio. A lower equivalence ratio
would result in a lower temperature and pressure rise. Consequently, a lower energy
emission at the outlet would be seen. But since a variation of the equivalence ratio
has to be used in the SEC to realize fuel stratification, an additional requirement for
a low-averaged equivalence ratio might increase the auto-ignition time scale relative
to the shortest ignition delay and therefore disturb the resonant operation. Therefore,
the size of the combustion region as a second option is used here to reduce the fuel
effort and lower the energy output.

The size of the combustion region can be scaled by the size of the air buffer. A larger
air buffer leads to a decreased region of combustible mixture upstream and thus also
diminishes energy emission at the outlet. The adjustment of the combustion region
is independent of the control for the ignition time. Therefore, the timescale of the
ignition delay is not influenced during part load operation. This is an important aspect
since the efficiency of the SEC process mainly depends on a reliable homogeneous
auto-ignition.

4 Combustion Control

To change the operating point of SEC, the controller has to adjust the size of the
combustion region and generate a fuel stratification that ensures homogeneous auto-
ignition. As these two aspects are independent from each other, it is possible to
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consider both parts separately. A short summary of fuel stratification is presented
first, as this task was already successfully solved for full load operation. Then, the
new control of the combustion region will be included.

4.1 Control of the Fuel Stratification

To achieve homogeneous auto-ignition inside the combustion tube, it is necessary
to adjust the ignition delay time as a function of the distance from the tube’s inlet,
i.e., as a function of the total residence time of a fuel particle before combustion. In
experimental investigations, ignition is detected by several photomultipliers [4]. For
the theoretical analysis considered here, the ignition time is calculated for simplicity
in every grid cell of the numerical scheme. For practical use, the relevant data for
ignition detection, like spatial pressure and temperature values, have to be estimated
from available measurements. Such a state estimation approach for SEC has been
already introduced by Schipel et al. [6] and will be part of future work concerning
part load operation. The ignition delay time depends on the equivalence ratio, the
temperature, and the pressure of the fuel-air mixture. Since the last two parameters
cannot be adjusted easily, fuel stratification is the only option to command the ignition
delay time.

Regarding the cyclic characteristic of SEC, it seems reasonable to use an iterative
learning controller (ILC), which improves fuel stratification from cycle to cycle.
Such an ILC setup for SEC simulation has been introduced in a former study of full
load operation [3]. As the scope of this work is focused on control of the length of the
combustion region, the ILC system and the applied model will only be summarized
shortly in the next two sections, giving further details not presented previously [3].

4.1.1 Model

ILC relies on alinear model that describes the impact of the control trajectory u, € R"
on the control variable Y, € R™, where u, and Y contain the sampled values of one
cycle k. Due to real-time requirements and technical restrictions, the numbers n and
m of input and output variables, respectively, had to be limited in the experimental
investigation of SEC [4]. This makes sense in the simulation study as well, as tests
have shown. However, for the numerical simulation, a finer discretization of the
input with a time increment At has to be chosen. As will be seen below, the control
input to be calculated by the controller will be chosen, rather unconventionally, as
commanded ignition delay times 7. To that end, a linear interpolation is applied
to obtain i, = [y, 72, ..., 741" fort; = j At <tor + Try and j ={1,2,...,q}
from the actual control trajectory u;, = [71, 72, ..., 7,17 The time to « specifies the
beginning of the injection for cycle k and Tr is the fuel injection duration. The
trajectory i, with an ignition delay time for every time instance of the simulation
can then be used to compute the necessary equivalence ratio for this commanded
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Fig. 2 Hammerstein compensator

value by a steady non-linear map. This non-linear map f = ¥ (7) can be interpreted
as a Hammerstein compensator, Fig. 2, as an almost linear relation between the
commanded ignition delay time i, = [y, T2, ..., Tq]T and the actually measured
ignition times Y, = [Lign,15 tign2, - -+, tig,,,m]T is obtained. The Hammerstein map is
generated from a detailed zero-dimensional combustion model that assumes constant
pressure and temperature.

If in cycle k an ignition is detected in m spatial grid cells, the ignition times y . =
[tign,1) tign2s -+ Li g,,,m]T can be calculated with respect to the beginning of the injec-
tion in this cycle. The impact of the actual control trajectory u;, = [711, 7, ..., 17
represented by a number of commanded ignition delay times on the ignition time
Y, = [tign,15 tign2s -+ - 1 g,,,m]T for cycle k can then be approximated by linear model:

v, = Gi -y + b (1) (1)

The additional vector b, (¢;) contains the offset, which results from the time a fuel
particle is injected. As the combustion region might vary between different cycles of
SEC, the model has to be adapted to the current combustion cycle. This may cause
adaptions of the dimensions of Gy, b, and y, as well. For more detailed information
about the model in Eq. 1, see Rihse et al. [3].

412 ILC

An iterative learning control improves the injection trajectory u, from one cycle to
the next. The ILC takes the measurement y  of one cycle and calculates an improved
trajectory u,_, for the next cycle. During one cycle, the controller does not adjust the
control trajectory, as the already-injected fuel cannot be corrected. The improvement
is based on a model like Eq. (1), which describes the relation between the control
trajectory u, and the controlled variable Ve

For cycle k 4 1, the control error ¢, =r —y,  can be calculated from the
reference r and the measurement Yiw for this cycle. In case of SEC, the vector r
contains identical entries specifying tJfle time of ignition. The controller aims to find
a control trajectory u,_, that minimizes the control error concerning a given norm
[lego1!lw, . Using the assumed model, Eq. (1), the control error of cycle k + 1 can be
calculated as follows:
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G =r—y ,=r—b—Gu, )

If Eq. (1) described real behavior perfectly, it would be possible to analytically
calculate the necessary control trajectory u,, that would minimize the following
cost function:

T
Jer1 = lleillw, = €y We ey - 3)

But since the model might be inaccurate, the cost function, Eq. (3), has to be expanded
by an expression that penalizes the change of the control trajectory Au; | = u; | —
u, to increase robustness:

Jer1 = QIZ-H Wee + AZIZ—H Way Auy . “)

The positive definite, symmetric matrices W, € R™*™ and W,, € R"*" weight the
control error and the change of the control trajectory, respectively. The cost function,
Eq. (4), can be used to find the optimal control trajectory in every iteration. By
choosing the optimum for every cycle, the algorithm gets closer to the minimal
control error iteratively.

To find the minimum of the cost function, the derivative with respect to u, 41 is
computed, set to zero, and solved for u, 4l As the reference r and the disturbances
b are assumed to be invariant for all cycles, Eq. (2) is also applicable for cycle k:

r—b=e +Gu, =¢+Guy )
Using this expression finally leads to the ILC law:

u =u +Le, (6)

L= (W +G'WG) ' G'W, . (7)

The adjustment of the control trajectory depends on the learning matrix L, which
contains all model information.

4.2 Control of the Size of the Combustion Region

The extent of the combustion region is mainly influenced by the size of the air buffer
represented by air injection time 74, x and the fuel injection duration 7 4. For part
load operation of SEC, the controller mainly has to follow a required reference
for the length of the combustion region. When the power requirement is reduced or
increased, the air buffer size has to be adjusted accordingly. However, if the air buffer
size changes, the impact of the suction wave might vary from one cycle to the next.
This results in a variation of the low pressure period at the inlet necessary for sucking



Part Load Control for a Shockless Explosion Combustion Cycle 143

in fresh air, which is paraphrased here as valve opening and closing times at the inlet.
If a constant fuel injection duration Tr ; were applied, one of two different problems
are likely to occur. For a valve closing before the fuel injection was completed, a
part of the current control trajectory would have to be dropped. This would lead to
incorrect information about the influence of the control trajectory, as described by
Eq. (1), if not accounted for appropriately. Thus, the results of the other controller,
the ILC for the ignition time control, might be impaired.

In contrast, a too-long phase with an open valve could evoke a second, undesired
air buffer behind the fuel-air mixture, as fuel injection would end earlier. After the
ignition, a second pressure wave travelling to the left would occur. This would be
reflected at the closed inlet after passing through the small air buffer between the
combustion region and the inlet. This unwanted pressure wave would interact in
an undesired fashion with the other pressure/suction waves and might disturb the
resonant operation of SEC. For this reason, two controllers are proposed here for the
combustion region control. One will be responsible for the position of the air buffer,
and the other for the timing between injection and the period of low pressure.

A sketch of the injection process is shown in Fig. 3 in an x/t-diagram. It shows
the time from the beginning of the air injection until the ignition on the vertical axis
and the axial location inside the tube on the horizontal axis. The error ep describes
the difference between the last spatial element for which an ignition was detected
in the last cycle and a reference position rp. Accordingly, an error ey, is calculated
between the end of the fuel injection duration T and the time Ty the valve closes,
see Fig. 3. The goal is to adjust both values, T;,x and TF , so that, at the moment of
the firstignition, an ignitable fuel-air mixture lies exactly between the inlet and a given
position of the tube. This was not possible with the previously proposed controller [3].
The desired position rp is the reference that can be changed to decrease or increase
the main control variable for part load control, i.e., the length of the combustion
region.

tn b or q }
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Fig. 3 SEC injection process
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The end of the combustion region can be manipulated by the air injection time
Tairx. It is thus intuitive that a first controller commands the air buffer size based
on the error ep between the desired and the detected ends of the combustion region
in the last cycle. Since this is a pretty basic control task, a PI controller is applied
to adjust the air buffer size. To support the controller, an additional feed-forward
control Fr,, ,(rp) is implemented to adjust the air buffer to the current set-point.
The fresh air inflow duration for cycle k is calculated by Eq. (8). The values for the
feed-forward control for a given reference are calculated from a map that contains
the steady-state solutions for the set-points. The control law, directly specifying a
time, reads as follows:

k
Thiri+1 = Fr,, (rp) + Pr,, - epi + Ir,, Z €P.i ®)

i=l1

with proportional and integral gain Py, and Ir,, , respectively. A second PI controller
is set up to command the fuel injection duration 7 ;; based on the observed error
er, « between injection duration and the time during which the valve was open in the
last cycle. A feed-forward control Fr,, is implemented for the fuel injection duration
as well, similar to the air buffer control. The fuel injection duration 7 ;- for cycle
k + 1 is calculated by Eq. (9):

k
Try = Fr,, + Pr, - e, i + I, Zen,i 9

i=l1

All parts of the control system interact with each other. Figure 4 shows a diagram of
the whole system to illustrate the dependencies. These relations have to be considered
for the controller tuning that will be described in the following section. A main aspect
is the interaction between the control for the size of the combustion region to realize
variable load and the ILC responsible for homogeneous auto-ignition. The time-span
the control trajectory u, of ILC considers has to be adapted according to the length
of the combustion region. A close-to-constant length for the combustion region will
improve the results of ILC noticeably.

4.3 Controller Tuning

The complete control system handles individual aspects of the SEC process. Although
all parts of the control system are set up separately, the interaction between the single
controllers has to be considered. Therefore, each controller of the system has to
be tuned properly to obtain a satisfying performance for the whole system. More
specifically, the controllers must be designed such that they work on different time
scales.
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Fig. 4 Diagram of the control system

ILC for the ignition time control is the most important aspect with respect to
the SEC process. A proper SEC operation is not possible without a homogeneous
auto-ignition. Thus, all parameters of the PI controllers are set with regard to the
ignition time controller, which is designed first. Since previously [3] we were able
to produce adequate results with an ILC system for full load operation, the same
parameter settings are adopted for this work as well. This includes the weighting of
the absolute control error W, as well as the penalization of its variance with Wy
within the cost function, see Eq. (4) and Rihse et al. [3] for more details:

W, =W, +Wy (10)

W, =w, I (1)
1 1

WV:wV <I——]l) (12)
m—1 m

The parameters are set to w, = 1 and wy = 2 so that the variance between the
detected ignition times is considered more important than the absolute control error.
This setting relies on the assumption that it is more important for the ignition to be
as homogeneous as possible than to achieve an exact ignition time. Additionally, the
change of the control trajectory is also penalized as follows:

WAu = qu- (13)

This generates a robustification of the ILC algorithm. To avoid overshoots, the weight
for the change is set to w, = 20. This tuning ensures that ILC converges within the
first 50 cycles.

Since ILC works best for a combustion region with a constant length, the con-
trollers for the air buffer and the fuel injection duration have to work much faster
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Table 1 Controller settings

Parameter P I

Fuel injection time 7F | 0.7 0.2

Air buffer size Ty;, 0.5 0.2

Parameter wy wy Wy
Ignition time 1 2 20

than the ignition time control. A constant size of the combustion region should be
reached as soon as possible so that ILC may start improving the combustion itself.
The parameters for both PI controllers are set to reach the reference within 5-10
iterations, depending on the point of operation. All parameters for the control system
are shown in Table 1. To avoid interference of both PI controllers, the fuel injec-
tion PI control works slightly faster than the air buffer control. To avoid unintended
behavior when switching between set-points, both PI controllers are reset. They are
also turned off for 10 cycles after the set-point change while the feed-forward control
drives the process toward the new set-point.

5 Results

The part load control was tested for hydrogen combustion and compressor pressure
ratios between 24 and 50. The conditions are similar to the work of Rihse et al. [3].
However, the results shown in this section are focused on a single compressor pressure
ratio, as the results for all considered values show a similar trend. The following
results are calculated for a compressor pressure ratio of 34 and a temperature of
around 919 K. It should be noted again that H,/O; is a poor choice for SEC due
to the immense length of the combustion tube needed [7]. At this set-point a tube
length of 19.16 m would be required. Other fuels, such as dimethyl-ether, would
feature significantly shorter lengths even for much smaller pressure ratios. For this
study, the spatial grid resolution was set to 100 cells. The reference ignition time
for the ILC is r = 45 ms, since this is the minimal ignition delay time for these
conditions and thus the fastest ignition that is possible.

5.1 Control of the Size of the Combustion Region

A sequence of set-points was used that required the system to initially run with a
combustion region of rp = 40% of the tube’s length for 50 cycles and then drive
down to rp = 20% for 100 cycles before returning to full load, rp = 40%. It has
to be pointed out that all three sub-controllers were running in this simulation, the
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ILC and both PI controllers. The detected end of the combustion region is shown
in Fig. 5. At the beginning, the system reached the set-point after fewer than 20
cycles. This is a very satisfying result since ILC also had to change the fuel injection
substantially because the optimal control trajectory u, was unknown at the beginning.
Furthermore, the choice of the initial conditions had a major influence during the
first iterations. The responses following subsequent set-point changes showed that
the controllers drove the process closer to the new set-points in fewer cycles. The
controller for the size of the combustion region was able to adjust new set-points
seamlessly and avoid large overshoots. Furthermore, the controller maintained the
process at a desired operating point. The remaining variation of 1% is a result of the
spatial grid resolution of the simulation.

Figure 6 shows the injection time for the air buffer on the left and for the fuel
on the right. It is noticeable that the variation of the air buffer is much smaller than
the modulation of the fuel injection time. This is a result of the different response
times of the two PI controllers. The PI control of the fuel injection time responded
slightly faster. Therefore, the fuel injection time controller already counteracted the
disturbances before the air buffer PI controller started to respond.
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Fig. 6 Air buffer injection duration (left) and fuel injection duration (right)
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5.2 Ignition Time Control

When the combustion region decreases in size during a part load operation period,
it is essential that ILC still guarantees the homogeneous auto-ignition necessary to
approximate a constant volume combustion and achieve higher efficiency compared
to constant pressure combustion. Figure 5 also shows the mean squared error for all
detected ignition times within one cycle for a range of 200 cycles. Convergence was
achieved within the first 20 cycles, and the controller maintained this control quality
for each set-point change. Even when the system was switched to part load operation,
after cycle k = 50, the error between the reference and the detected ignition time
remained on a similar level. This is a significant result, since it demonstrates that
the control system is capable of running the SEC cycle in part load operation with a
homogeneous auto-ignition as well as in full load mode.

5.3 Part Load Aspects

The results presented above show that the control system can operate the SEC process
at different set-points and guarantees a seamless transition between them, even when
the load is changed in a drastic, step-wise fashion, which would not be done in a real
application. As mentioned, a part load operation should offer a lower energy output
at the outlet. A common way to investigate the usable work of the process is to add
an expansion over a turbine as shown by Stathopoulos et al. [8]. This is a realistic
assumption to analyze the whole combustion process. For the investigation in this
work, the absolute values are not as relevant as a general statement about the level
of energy emission at the outlet. Therefore, a more basic approach was used. The
energy change is described as the difference of enthalpy for an isentropic expansion
to atmospheric conditions, cumulated over one cycle. The enthalpy difference is
shown in Fig. 7 for two cycles during full load operation as well as for part load
operation. It is clearly recognizable that the energy output is lower during part load
operation, which is a result of a decreased heat release and consequently lower mean
temperatures and pressures. In part load operation, the cumulated enthalpy difference
of one cycle is about 108 J smaller than in full load operation.

Part load operation also influences the firing frequency of the combustion tube.
The higher amount of cold air that comes with an increased air buffer size leads
to a lower mean sonic speed. Therefore, the pressure and suction waves travel at a
lower velocity between the inlet and the outlet, slowing down the whole process.
If the combustion region is reduced from 40 to 20% of the length of the tube, the
firing frequency drops from around 12.5-4.8 Hz. A lower frequency for the decreased
combustion region also influences the fuel and air injection times. It is obvious that a
larger air buffer requires a longer period of time for air intake, but Fig. 6 shows that
the fuel injection duration also rises. This illustrates the deceleration of the process.
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Consequently, it takes longer to fill 20% of the tube during part load than 40% during
full load operation.

Combined with the reduced energy emission, the lower frequency leads to achange
in the power of the SEC process. By decreasing the size of the combustion region
to 20% of the length of the tube, the power drops from 8.3 x 10° to 2.9 x 10° W.
These high values are results of the unrealistic tube size mentioned earlier. However,
besides the dimension, these values show how well the proposed control system is
able to realize a part load operation.

6 Conclusion

This work introduced a control system, consisting of three individual controllers,
that is capable of maneuvering the SEC process within a certain regime of set-points.
By adjusting the size of the combustion region, it is possible to reduce the energy
emission at the outlet to realize a part load operation. Furthermore, the frequency
can be influenced by changing the combustion region. Homogeneous auto-ignition
is marginally influenced by the set-point adjustments, which is an important insight
since homogeneous auto-ignition is essential to achieve the thermodynamic benefit
of shockless explosion combustion.

This work provides a control architecture that can be used for further theoretical or
numerical investigations of the SEC process in general and specifically for the study
of the part load operation. To get closer to the real application, it will be necessary to
work with more realistic conditions for the compressor as well as the turbine. One
solution, as mentioned above, would be the application of a realistic map similar to
the work of Stathopoulos et al. [8]. With this expansion model, it will be possible
to discuss a part load operation for an overall gas turbine model based on the SEC
process in more detail. Finally, more appropriate fuels for an SEC operation have to
be included in the simulator.
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Knock Control in Shockless Explosion )
Combustion by Extension of Excitation e
Time

Lisa Zander, Giordana Tornow, Rupert Klein and Neda Djordjevic

Abstract Shockless Explosion Combustion is a novel constant volume combustion
concept with an expected efficiency increase compared to conventional gas turbines.
However, Shockless Explosion Combustion is prone to knocking because it is based
on autoignition. This study investigates the potential of prolonging the excitation
time of the combustible mixture by dilution with exhaust gas and steam to suppress
detonation formation and mitigate knocking. Analyses of the characteristic chemical
time scales by zero-dimensional reactor simulations show that the excitation time
can be prolonged by dilution such that it exceeds the ignition delay time perturbation
caused by a difference in initial temperature. This may suppress the formation of a
detonation because less energy is fed into the pressure wave running ahead of the
reaction front. One-dimensional simulations are performed to investigate reaction
front propagation from a hot spot with various amounts of dilution. They demonstrate
that dilution with exhaust gas or steam suppresses the formation of a detonation
compared to the undiluted case, where a detonation ensues from the hot spot.
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1 Introduction

A substantial efficiency increase is expected for constant volume combustion sys-
tems compared to conventional gas turbines utilizing constant pressure combustion.
A novel system utilizing constant volume combustion is Shockless Explosion Com-
bustion (SEC). It was first described by Bobusch et al. [1]. A qualitative analysis
indicates an efficiency gain of the SEC process compared to the Joule cycle [2].

SEC s based on quasi-homogeneous autoignition of the gas in the combustion tube
and utilizes pressure waves for filling and purging. To achieve quasi-homogeneous
autoignition the fresh gas mixture’s equivalence ratio is stratified such that the ignition
delay time of each discrete gas volume is correlated to its residence time in the
combustion tube. As a result, the total volume of the combustion mixture auto-ignites
simultaneously after filling is completed.

Because SEC relies on homogeneous autoignition it has several advantages com-
pared to constant volume combustion systems that use detonation waves. Sharp
pressure rises which can be harmful to the machine are avoided. Smaller exergy
losses are expected for SEC because the kinetic energy in detonation waves cannot
be used entirely. Furthermore, losses due to the deflagration to detonation transition
which appear in detonative combustion processes are not present in SEC.

Nonetheless, a process that relies on autoignition is strongly dependent on the
chemical-kinetic properties of the combustible mixture. Under certain circumstances,
a detonation wave can ensue from a more reactive spot caused by premature ignition
and lead to knocking. Consequently, the SEC process is very sensitive to deviations in
temperature or mixture composition from the ideal distributions that guarantee nearly
homogeneous autoignition after completion of the charging process. The formation of
detonations in SEC can be explained with the SWACER (Shock Wave Amplification
by Coherent Energy Release) mechanisms proposed by Lee et al. [3]. Premature
ignition in a more reactive spot, e.g. ahot spot, generates a pressure wave which moves
into the not yet ignited gas. Additionally, the gradient in ignition delay time around
this reactive spot leads to an autoignition wave. If the autoignition wave propagates
at a speed, such that the heat release is in phase with the pressure wave running ahead
of the autoignition wave, the pressure wave is amplified and a detonation may be
formed.

Multiple researchers investigated the conditions for the occurrence of detonation
waves in general. Zeldovic et al. [4] identified that the slope of the temperature gra-
dient influences whether a detonation is formed for a combustible mixture with an
inhomogeneous initial temperature distribution. Later, Zeldovich [5] distinguished
four modes of reaction front propagation for mixtures with inhomogeneous initial
temperature distributions theoretically: weak detonation (also referred to as super-
sonic deflagration), with propagation governed by autoignition at a velocity higher
than Chapman—Jouget (C-J) velocity and without the formation of a shock wave;
developing detonation and detonation; subsonic flame propagation controlled by
autoignition and flame propagation which is governed by heat conduction and diffu-
sion. Zeldovich regards adiabatic explosion at constant volume (also referred to as
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thermal explosion) as a limiting case of weak detonation, because chemical conver-
sion happens simultaneously in the complete combustion volume and the propagation
speed reaches infinity. Gu et al. [6] identified all of the modes described in [5] in sim-
ulations with hot spots of different radii and temperature gradients. They underlined
the importance of the rapidness of the heat release into the shock for the successful
formation of a detonation. Based on this idea, they proposed a regime diagram for
the occurrence of detonations defined by two non-dimensional quantities, the nor-
malized temperature gradient of the hot spot and the acoustic time normalized by the
excitation time. The range of values for which detonations can occur in this regime
diagram is commonly referred to as detonation peninsula.

Sources of perturbations in SEC can be heat convection or radiation from the
combustion tube’s walls, equivalence ratio perturbations caused by the filling process
or residual gas that remains in the combustion tube from the previous cycle. These
fluctuations are difficult to predict and control and the process has to be robust against
them. Sources of perturbations in SEC that may be predicted up to a certain level are
temperature changes due to the filling process. Their order of magnitude amounts to
O10)K [7]. When using fuels with two-stage ignition the heat release of the first
stage can cause inhomogeneous ignition and possibly the formation of a detonation
wave [7].

Different strategies were investigated to alleviate the sensitivity of the SEC process
to inhomogeneities. The effects of equivalence ratio perturbations on homogeneous
ignition can be mitigated by reducing the range of equivalence ratios used for the
fuel stratification [8]. The negative temperature coefficient (NTC) behavior of most
hydrocarbons, which leads to an increase in ignition delay time with increased ini-
tial temperature over a certain range of temperatures, can be utilized to tailor the
combustible mixture for SEC. Mixing fuels with and without NTC behavior yields
a fuel blend with temperature independent ignition delay time over a range of initial
temperatures, which ideally eliminates the effect of temperature perturbations in the
SEC process [9].

Berndt et al. investigated the SEC process by means of simulations with a simpli-
fied reaction mechanism [10]. They showed that even when the temperature depen-
dency was reduced for a range of initial temperatures, the heat release of the first
ignition stage still led to inhomogeneous ignition and concluded that the tempera-
ture dependency of the ignition delay time needs to be reduced further. Additionally,
Berndt et al. determined the detonation peninsula in the regime diagram qualitatively
[7]. They proved that the lower bound for detonation development in SEC is linked to
the C-J speed and found that long excitation times can prevent detonation formation,
even when there are fair perturbations in the ignition delay time.

To avoid the formation of a detonation caused by inhomogeneous ignition not
only the temperature dependency of the mixture has to be decreased but an increase
in excitation time would substantially reduce the demands on the accuracy of mixture
stratification and temperature homogeneity. However, it was not possible to increase
the excitation time by blending different fuels [9] because relevant fuels have similar
excitation times.
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In order to prolong the excitation time and mitigate knocking we consider the
possibility of diluting the fresh gas mixture with exhaust gas and steam in the present
study. To evaluate the proposed methods we conduct simulations of a combustible
mixture subjected to a temperature inhomogeneity in form of a hot spot with various
amounts of dilution.

2 Numerical Setup and Methods

One-dimensional numerical simulations are conducted to assess the effect of dilution
on ignition and wave propagation in a setup with an initial temperature perturbation.
A section of a cylindrical tube with a hot spot is considered. The gas mixture is at
rest initially. The hot spot is modeled as a linear temperature increase at the left part
of the domain. The initial temperature distribution 7 (x, ¢ = 0) containing a hot spot
is described by the following equation:

TGt =0) = {(x—xhs)(%)JrTo, X <
To, X > Xpy

where 7 is the temperature of the gas outside of the hot spot, x;; is the hot spot’s
spacial extension and % is the temperature gradient in the hot spot (it is negative
to obtain a temperature elevation within the hot spot). Figure 1 sketches the initial
temperature profile defined by the equation above. The hot spot’s extension is chosen
to be 0.5 mm and the maximum temperature elevation (at 7 (x = 0, = 0)) amounts
to 10K. The gas in the tube is assumed to be radially homogeneous. Thus, the
problem reduces to one dimension along the tube axis. The section that is modeled
has a length of 5 cm. Because the domain represents merely a section of a tube there
are no reflections at the boundaries. Hence, continuous boundaries are used which
force the gradients to be zero. The gas mixture in the tube section is a homogeneous
dimethyl ether (DME)/air mixture with stoichiometric composition. Various amounts
of steam and exhaust gas are added to the reactants. The exhaust gas is assumed to be
composed according to the global products composition of stoichiometric DME/air
combustion. The initial thermodynamic state in the tube is calculated assuming the
gas is compressed with a pressure ratio of 20 from ambient conditions before entering
the tube with an isentropic efficiency of 90%. The pressure ratio is chosen such that the
ignition delay time is of the order of 1 ms to ensure feasible tube lengths (compare
e.g. [11] for the relation between tube length and ignition delay time). From this
reasoning, the conditions inside the tube result to 20bar and 755K.

The processes inside the tube are simulated using a code developed for simulating
the SEC process [12]. The reactive Euler equations with chemical source terms in the
energy equation and species mass fraction conservation equations are solved using
the finite volume method with a HLL (Harten, Lax, van Leer) solver with Einfeldt
correction. It was demonstrated in [13] that the choice of the solver is appropriate
for the problem to be modeled. A second order integration scheme is used. Chemical
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kinetics is integrated into the scheme by Strang splitting. The chemical kinetics of
DME is modeled using a detailed mechanism developed by Zhao et al. [14] which
was validated for a range of temperatures and pressures relevant to the present study.
However, none of the available mechanisms for DME was validated for dilution
with exhaust gas and steam and experimental data of ignition delay times in such
mixtures are necessary to quantitatively prove the effects of dilution on the chemistry.
Nevertheless, the physical influence of dilution on ignition and the characteristic time
scales is reproduced.

All simulation results provided in this work were obtained with a spacial resolution
of 5 x 107> m and a CFL (Courant, Friedrichs, Lewy) number of 0.5.

3 Results

As described in the introduction, the two time scales of interest are the ignition
delay time 7; and the excitation time 7,. To investigate how these time scales change
with dilution, zero-dimensional isochoric reactor simulations are performed with the
software package Cantera [15]. The ignition delay time is determined through the
time it takes the gas mixture to reach the maximum temporal change in temperature.
The excitation time is defined as in [12] as the time needed for the temperature to
rise from
0.85T(t =0) +0.15T (t = t)

to
0.15T(t =0) + 0.85T (t = t).

In the equation above T (¢ = t,) denotes the temperature the gas mixture attains
in equilibrium after ignition. Other researchers define the excitation time from the
instant when a given fraction of the maximum heat release rate (e.g. 5% in [6] and 1%



156 L. Zander et al.

T/K
1111 1000 909 833 769 714

!
S
-3
2107 1
o
-4 | —— undiluted
» 10 ---- 20% H20
2 —-—- 40% H20
5 20% EG
10 3 40% EG
2
10" 4
Q
~
=
~
4
10 1

1000K /T

Fig. 2 Ignition delay time a, excitation time b and their ratio ¢ over initial mixture temperature for
0%, 20 vol% and 40 vol% dilution with steam (H20) and exhaust gas (EG) for a pressure of 20 bar

in [9]) is achieved until the instant of maximum heat release. For the considered mix-
tures these definitions are ambiguous due to the presence of multiple ignition stages
for certain conditions. The definition from [12] was chosen because the monotonous
increase of the temperature yields an unambiguous definition of the excitation time.
The predominant trends in the following results are similar regardless of the chosen
excitation time definition.

The variation of excitation times and ignition delay times with initial temperature
is depicted in Fig. 2a, b for a pressure of 20 bar as in the one-dimensional simulations.
The excitation time increases with increasing amount of dilution (Fig.2b), and can
thus be used to mitigate knocking as proposed. The prolongation of excitation times
is higher for steam dilution, except for lower temperatures and lower dilutions rates,
where excitation times are similar for both diluents.

However, dilution with steam or exhaust gas also increases the ignition delay time
(Fig.2a), which influences the combustion process of SEC including filling and purg-
ing. For intermediate to high temperatures the ignition delay time is prolonged more
with exhaust gas dilution compared to the same amount of steam dilution, while igni-
tion delay times are similar for both diluents at low temperatures. Furthermore, the
ignition delay times in Fig. 2a show that DME exhibits a pronounced NTC behavior
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in the temperature range between 820 and 980K for the undiluted case. The range
of temperatures where NTC behavior is prevailing shifts to lower temperatures with
increasing amount of dilution.

In order to evaluate the effect of initial temperature on both chemical time scales
the ratio of ignition delay time to excitation time is depicted in Fig.2c. Dilution
enables the desired prolongation of the excitation time (Fig. 2b), but it also increases
the ignition delay time (Fig. 2a), thus influencing the combustion process and opera-
tion of SEC. It is desired that the effect of dilution on the excitation time is stronger
than on the ignition delay time. Hence, a low ratio of ignition delay time to excitation
time 7; /7, is desired. With increasing dilution this ratio is decreased (Fig.2c). For
intermediate to high temperatures the ratio of ignition delay to excitation time is
smaller with steam dilution, while it is similar at low temperatures for both diluents.

When the temperature in a combustion volume is perturbed at a specific spot,
ignition can appear there earlier compared to the surrounding mixture. Generally,
this is the case for hot spots, or for cool spots within the NTC region. In the following
analysis we refer to the temperature of the perturbation as 7, and define the ignition
delay time deviation A7; from the surrounding mixture’s ignition delay time caused
by a temperature perturbation as

Aty = 7i(T,) — 7:(755 K).

In the equation above, the reference temperature which represents the surrounding
mixture’s temperature is chosen to be 755K as in the one-dimensional simulations.

Depending on the temperature gradient of the perturbation, the perturbation size
and mixture properties, a detonation can ensue from an ignition spot. In the following,
the influence of the rapidness of heat release on detonation formation is investigated.
If the temperature perturbation in a hot spot leads to premature ignition, the local
heat release results in a local increase in pressure. The pressure then propagates
into the gas surrounding the hot spot, which is already close to autoignition. The
compression due to the pressure propagation from the hot spot may accelerate the
autoignition of the surrounding gas and trigger a detonation. However, if the time
scale of the pressure rise in the hot spot is longer than the difference in ignition
delay time between the hot spot and the surrounding gas, the surrounding gas will
have enough time to autoignite when its actual ignition delay time expired without
being affected by the hot spot. Thus, the hot spot would pose no risk with respect to
detonation formation [12]. Since the time scale of the pressure rise is determined by
the excitation time 7, this is qualitatively fulfilled if

AT < Te. (1)

In order to examine the fulfillment of condition (1), Fig.3 shows the ratio of the
ignition delay time deviation A7; to the excitation time of the temperature perturba-
tion 7, (T},) over the perturbation’s temperature 7),.

When the ratio A7; /7, depicted in Fig.3 is negative, the ignition delay time of
the perturbation is smaller than the surrounding mixture’s ignition delay time. In
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the opposite case, where the ratio A7; /7, is positive, the ignition delay time of the
surrounding mixture has expired before the hot spot ignites. In Fig.3 the ignition
delay time of the hot spot is higher than the ignition delay time of the surrounding
mixture in the range of perturbation temperatures between 900 and 1040K for the
undiluted mixture because of the NTC behavior of DME.

As explained above, only negative ignition delay time deviations which describe
a decrease in ignition delay of a hot spot compared to the surrounding mixture’s
ignition delay time can lead to premature ignition and the formation of a detonation
wave. Nonetheless, positive ignition delay time deviations can lead to inhomogeneous
ignition. In order to investigate the possibility of knock control by dilution, only
negative ignition delay time deviations A7; (respectively negative ratios A7;/7,)
will be considered because they can possibly result in a detonation.

The condition in Eq. (1) can be transformed to

AT

Te

<1 (@)

Condition (2) is represented by the green shaded area in Fig. 3.

The magnitude of the ratio of ignition delay deviation to excitation time |AT; /7,|
is decreased by dilution (Fig. 3). Exhaust gas dilution is decreasing it more for inter-
mediate temperatures, while steam dilution does for high temperatures. For dilution
with 40 vol% steam the ratio of ignition delay time deviations to the excitation time
remains within the green shaded area for temperature perturbations of up to 860K,
indicating that condition (1) is fulfilled and knocking may effectively be mitigated
for these temperatures. For perturbation temperatures above 1040K dilution is less
effective, because the magnitude of the ignition delay time deviation increases much
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more with increasing perturbation temperature than the excitation time. The insert
in Fig. 3 shows the diagram magnified to a perturbation temperature of 765 K, which
is the amplitude of the hot spot present in the one-dimensional simulations. Dilution
with more than 30 vol% exhaust gas or steam decreases the ratio |A7; /7| such that
it fulfills condition (1), which indicates that the prolongation of excitation times may
become effective for reducing knocking in the one-dimensional simulations at about
this amount of dilution.

To conclude, dilution alters the characteristic time scales of the mixture in such a
way that condition (1) is met for a wider range of perturbation temperatures compared
to the undiluted case. This indicates that the increase in excitation time caused by
dilution may in fact prevent detonation formation. However, the aforementioned
zero-dimensional analysis does not consider the influence of the properties of the
temperature perturbation, such as its radius and temperature gradient.

While the previous analysis shows the influence of dilution on the magnitude of
the relevant time scales, the following considers the effect of dilution on the gradient
in ignition delay time which influences the autoignition wave propagation mode. The
propagation speed u of an autoignition wave equals the inverse of the ignition delay
time gradient [5, 6] and is related to the temperature gradient in a mixture as follows:

or\ ' [(0n 0T\
u=|\— = =—=— 3)
Ox 0 To Ox
When the temperature gradient in a mixture close to autoignition reaches a certain
critical value, such that the autoignition wave generated by this temperature gradient
propagates at approximately the speed of sound a into the unburned gas a detonation

can be initiated through coupling of the pressure wave with the reaction front [5].
This critical temperature gradient can be expressed as [6]

~1
(3).=" (o) - @
Ox ¢ 0 T()

Itis usually defined from the initial temperature distribution in a combustion volume.
However, the ignition delay time gradient in a hot spot will be altered by species
diffusion and heat conduction. Therefore, a detonation develops not exclusively for

the critical temperature gradient, but for a range of temperature gradients [6].
Equation (4) is evaluated to determine the critical temperature gradient over a
range of temperatures (Fig.4). Due to NTC behavior cold spots (with a positive
temperature gradient) can initiate detonations in the intermediate temperature range.
Atthe transition temperatures from NTC to the non-NTC region there are two singular
points, because a change in temperature results solely in a small change in ignition
delay time. In general, dilution of the fresh gas alters the critical temperature gradient.
After identifying the main parameters influencing the occurrence of knocking
qualitatively with zero-dimensional calculations, the effect of dilution is studied for
the case of a hot spot in a tube by means of one-dimensional simulations. Figure 5b, ¢
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shows temperature and pressure distributions at different times inside the combustion
tube for the undiluted case of a stoichiometric DME/air mixture. The reaction front
and shock wave are traced by the maximum change in OH mass fraction and pressure
respectively. Their trajectories are represented by a white and dashed blue curve in
the space-time diagram of the temperature in Fig. 5a and their propagation speeds are
plotted over the axial coordinate in Fig. 5d. In all of the performed one-dimensional
simulations temperature, pressure and OH mass fraction are sampled every ps. At
t = 0.95 ms the temperature has risen to a value of approximately 1000 K throughout
the domain, which indicates that some heat was already released (Fig. 5b). Later, at
t = 0.96ms, a shock forms, which is indicated by the sharp pressure rise in Fig. 5c
and the letter s. It is propagating ahead of the reaction front (Fig.5a). The shock
and reaction front couple at x &~ 0.015m where the propagation speeds of both
waves coalesce in Fig. 5d and the detonation wave is fully developed. Eventually the
propagation speed of the detonation wave approaches the speed of a C—J detonation
(Fig.5d) and the C-J temperature and pressure are distinguishable in the profiles in
Fig. 5b, ¢ (C—J conditions are computed according to [ 16, 17]). This wave propagation
mode corresponds to the shock-detonation mode observed by Dai et al. [18].

In the following, dilution is added to the reactants mixture aiming at mitigation
of knock behavior. Figures6, 7 and 8 show the ignition processes inside the tube
when adding different amounts of exhaust gas and steam dilution. Compared to the
undiluted case the shock propagates a longer distance in front of the reaction front
before they form a detonation wave in the 20vol% steam or exhaust gas diluted
mixture. This can again be observed by the trace of the reaction front and pressure
wave in Fig. 6a, e or by the distance it takes until their propagation velocities are equal
in Fig. 6d, h. At an axial location of x &~ 0.03 m for exhaust gas dilution, respectively
x = 0.035m for steam dilution, the reaction front reaches a propagation speed close
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to a C-J detonation. The distributions in Fig.6b, c, f, and g exhibit pressures and
temperatures close to the C-J state. Dilution with 30vol% exhaust gas delays the
formation of a fully developed detonation even more (Fig. 7a, d).

When diluting with 30 vol% steam the formation of a detonation fails, as indicated
by the temperature distributions in Fig. 7f and the pressure distributions in Fig.7g,
which reach values below their respective C—J values and do not exhibit steep profiles
as in the undiluted case in Fig.5. Ignition and wave propagation for dilution with
40vol% exhaust gas or steam show a similar behavior (Fig. 8). The heat release of the
reaction front creates a pressure wave which runs ahead of it. It compresses the gas
and raises the temperature. However, the pressure wave does not steepen into a shock
wave (Fig. 7g). Eventually the reaction front propagates at a speed greater than C-J
detonation velocity, which indicates that the wave is driven by autoignition (Fig. 7h).
This propagation mode is described in [5, 6] as supersonic autoignitive deflagration. It
is an approximation to constant volume combustion [12] and indicates that successful
SEC can be achieved without knocking even with the presence of a hot spot.

The simulation results show that dilution decreases the detonation propensity of
the mixture in fact and indicates that knocking can effectively be reduced by diluting
the reactants mixture with steam or exhaust gas. Although the Euler equations do
not completely represent all processes relevant to combustion, they do cover the
mechanism of detonation formation. Diffusion processes are generally unimportant
in detonation formation except in the course of the initial formation of a detonation.
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Fig. 6 a/e Space-time diagram of the temperature, white curve—reaction front, dashed blue
curve—pressure wave. b/f, ¢/g Temperature and pressure distributions at different times. d/h Veloc-
ities of reaction front (OH) and leading pressure wave (p). Dashed lines in b—d/f-h C-J values of
temperature, pressure and C-J detonation velocity. For 20% exhaust gas (EG) and steam (H20)
dilution

Once autoignition is taking place in a regime prone to detonation formation, the gas
dynamic and reactive time scales are far shorter than those of diffusive processes. As
a consequence, molecular transport does not have enough time to sizeably interfere
with the ignition event. Of course, Euler simulations are limited in that they cannot
accurately capture the course of events when temperature gradients are rather steep
and diffusion controlled deflagrations develop, but this regime is not of interest here.

In general, dilution alters multiple gas properties that support avoiding detonation
formation and knocking:

1. When diluting the reactants mixture, the volumetric energy density decreases.
Less amount of energy is transferred from the reaction front into the pressure
wave. For a sufficient amount of dilution only a pressure wave is produced, that
does not develop into a shock. A similar observation was made in [19] by changing
the initial temperature of the gas. Rudloff et al. [20] pointed out that the energy in
the gas determines how severe knocking can get. This indicates that even when
knocking appears in SEC, it might be less harmful for diluted fresh gas mixtures.
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Fig. 7 a/e Space-time diagram of the temperature, white curve—reaction front, dashed blue
curve—pressure wave. b/f, ¢/g Temperature and pressure distributions at different times. d/h Veloc-
ities of reaction front (OH) and leading pressure wave (p). Dashed lines in b—d/f-h C-J values of
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2. Dilution alters both the speed of sound in the unburned gas as well as the gradient
in ignition delay d7; /Ox (by changing 07; /0T ). Hence, the propagation speed of
the autoignition and pressure wave emanating from the hot spot are different such
that they may not couple. This is expressed in the critical temperature gradient
(Fig.4).

3. Dilution increases the excitation time (Fig.2b), which decreases the rapidness
of heat release into the shock. Figure3 shows that the heat release caused by
premature ignition is slow compared to the perturbation in ignition delay time
when the combustible mixture is diluted. This can mitigate detonation formation.

The performed one-dimensional simulations show, that dilution of the combustible
mixture with exhaust gas or steam alters the aforementioned gas properties such that
detonation formation is suppressed.

Dilution changes both non-dimensional parameters in the regime diagram pro-
posed by Gu et al. [6]. Dai et al. [19] underlined that a decrease in volumetric energy
density narrows the detonation peninsula. This indicates that dilution shifts the loca-
tion of the detonation peninsula and narrows it, which can benefit engine operation
because operation points that are prone to detonation formation may be decimated.
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4 Conclusions

We investigated the influence of dilution of the combustible mixture with exhaust
gas and steam on knocking in SEC. The main influences were identified by analysis
of the change of mixture properties with dilution. It showed that the excitation time
is increased while the volumetric energy density is decreased and the critical tem-
perature gradient is altered, which are beneficial for the prevention of detonations in
a combustion system. Simulations with the Euler equations with different amounts
of dilution proved that the propensity of the mixture to detonate is decreased with
increasing amount of dilution. For a hot spot with a temperature elevation of 10K
diluting with 30% steam or 40% exhaust gas is sufficient to prevent the formation of
a detonation.

The results show that the approach is promising to prevent knocking. In order
to support the development and implementation of SEC further, the location of the
detonation peninsula in the regime diagram needs to be determined for relevant
mixtures with and without dilution.

Furthermore, the influence of dilution onto the whole SEC process needs to be
assessed. The SEC design has to consider that dilution increases the ignition delay
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time and therefore the combustion tube’s length. Moreover, the impact of dilution
on the efficiency needs to be determined.

A challenge for further research is that most kinetic models are not validated
for dilution with exhaust gas or steam. In order to increase the confidence in the
determination of the detonation peninsula as well as for the process design and
control of SEC with diluted gas mixtures the experimental database needs to be
extended for ignition delay times of mixtures with steam and exhaust gas dilution.
If necessary, kinetic models need to be adjusted.

Nevertheless, the study shows that by influencing the excitation time through
dilution it is possible to prevent knocking. Exhaust gas or steam are well suited as
potential diluents because their integration into a conventional, respectively wet, gas
turbine cycle is feasible.
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Abstract Internal combustion engines face tightening limits on pollutant and green-
house gas emissions. Therefore, new solutions for clean combustion have to be found.
Low Temperature Combustion is a promising technology in this regard, as it is able to
reduce pollutant emissions while increasing the engine’s efficiency. Recent research
has shown that closed-loop control manages to stabilize the process. Nevertheless,
sensitivity to varying boundary conditions and a narrow operating range remain
unfavorable. To investigate new control concepts such as in-cycle feedback, com-
putationally feasible cycle-resolved models become necessary. This work presents a
low order model for Gasoline Controlled Auto Ignition (GCAI) that is continuous in
time and computes the pressure trace over the entire combustion cycle. A compar-
ison between simulation and measurement supports the suitability of the modeling
approach. Furthermore, the model captures the characteristic transition of system
dynamics in case GCAI during late combustion.
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1 Introduction

Combustion engines are a crucial mobile drive for transportation purposes due to the
characteristics of good availability, high energy density and easy storage capability
of liquid fuels. An important goal for the future is the reduction of combustion related
pollutant emissions and greenhouse gases.

A promising technology to improve the combustion process is Low Temperature
Combustion (LTC). LTC promises to fulfill existing requirements on power and
high efficiency while simultaneously reducing pollutant emissions. Additionally,
it is applicable to both diesel and gasoline engines. The latter is called Gasoline
Controlled Auto Ignition (GCAI) in this paper. A common property of different LTC
applications is the high degree of homogenization of the air-fuel mixture and the
need of self-ignition to trigger the combustion.

While the LTC concept has significant advantages, challenges arise with respect
to process stabilization. The process of LTC is substantially determined by chemical
reaction kinetics which leads to a lack of the stabilizing mechanism of the mixture-
controlled high-temperature combustion. As result, LTC has a high sensitivity with
respect to the global and local thermodynamic state in the combustion chamber. The
thermodynamic state is characterized by a high number of parameters such as tem-
perature, chemical composition and stratification. To reduce the sensitivity to these
parameters, the application of closed-loop control methods has been established.

Very roughly speaking, the general stabilization of the process has been shown
in different research groups. However, there are still two aspects which cause the
necessity for further development in this field. On one side, the limited operating
range remains unfavourable. On the other side, stabilization of the process under all
possible boundary conditions still needs to be ensured.

Conventional control techniques operate on a cycle-to-cycle basis. For each com-
bustion cycle, a surrogate parameter is calculated which represents the combustion
behaviour. This parameter is used as a controlled variable within the closed-loop
controller. Typical values are the indicated mean effective pressure (IMEP), the
crank-angle of 50% burned fuel mass (CA50) or the maximum pressure rise gra-
dient (DPMAX). The cycle basis also results in updating the actuated values only
once per cycle. In this way, disturbances which act on the current combustion cycle
cannot be rejected.

A possibility to consider the disturbances which arise on a smaller time scale are
control strategies which can be classified as multi-scale control algorithms. These
algorithms allow for in-cycle cylinder control where the feedback is based on the
measurements of the current cycle. First experiments to show the feasibility of this
approach can be found in [1]. An important factor for the successful application are
new reduced order models for the purpose of control design. In contrast to mean
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value models, these need to capture the dynamics of the entire cylinder pressure and
also have low order to be suitable for control design.

In this paper, an innovative modeling approach for the purpose of multi-scale
control for GCAI engines is investigated. The main requirement lies in a model with
low complexity that is capable of capturing the entire cylinder pressure trace. The
particular process studied uses a fully variable valve train in combination with exhaust
gas recompression for process control. The flexible choice of valve timings enables
a symmetric collocation of exhaust valve closing and inlet valve opening around the
gas exchange Top Death Center (TDC) (see Fig. 1). The resulting Negative Valve
Overlap (NVO) retains an amount of the residual gas inside the cylinder and thus
influences the dilution and temperature of the charge. This in turn affects the auto
ignition, which is used to control the combustion timing [2].

Section 2 presents the control-oriented, time-continous GCAI model for the spec-
ified GCAI process. In Sect. 3, simulation results are compared to experimental data
of a GCAI test bed. Finally, Sect. 4 concludes the paper with the summary and drawn
conclusions.

2 Gasoline Controlled Auto-Ignition Model

Recent research has shown that a cycle-to-cycle control approach generally enables
GCALI operation [3, 4]. Multi-scale control methods hold promise for further
improvement in terms of process stabilization and extension of the operating range.
But these methods require control oriented system models that reproduce the in-cycle
behavior. Despite the underlying nonlinear process characteristics, the model’s com-
plexity must be limited to be suitable for control synthesis. This section introduces
a first principle based zero-dimensional modeling approach for GCALI

Events that only last few degrees of crank-angle (CA) relative to the entire engine
cycle have time constants that are small compared to other processes within the engine
cycle. Therefore, the exhaust valve opening (EVO), exhaust valve closing (EVC),
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Fig.2 GCALI stages. a Gas exhaust (ex). b Intermediate or main compression (ic/mc). ¢ Gas intake
(in). d Fuel injection (inj, f)

inlet valve opening (IVO), inlet valve closing (IVC) as well as the fuel injection
(inj, f) are modeled as zero-time events. In case of the valve events, opening or
closing is assumed when 10% of the maximum valve lift is reached. The resulting
discrete valve timings divide the engine cycle into the four seperate stages gas exhaust
(ex), intermediate compression (ic), gas intake (in) and main compression (mc).
Figure 2a—c show the distinct system dynamics of each stage according to the current
valve positions. The fuel’s heat release can take place during both, intermediate and
main compression. Despite being included in schematic (b), the combustion event is
also modeled as a discrete time event and addressed specifically later in this section.
Contrary to the valve timings, the fuel injection does not separate two different system
dynamics, but causes a discontinuous jump in the system states. The underlying
physically motivated equations of this impulsive event are based on Fig. 2d.
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The resulting multi-stage model with eight states and six control inputs is:

dx £ ) .
— =filx i =ex,ic,in, mc
d

x(to,i) = X(tena,i=1)
y = h(x)

T
x= (T, o, my,, mo,, mu,0, Mco,, Mper, Tw)

(D

T
u= (aevm Qeyes Xjyos Xjye, Osois minj.f)

y=r

where x is the state, u the input and y the output vector.

The engine model repetitively develops through the continuous state spaces f;(x)
of each introduced stage in the defined order. The valve timings actuate as external
switches between the stages. When an external switch is triggered, the state of the
current stage serves as the initial condition for following one.

According to Fig.2, the state vector x of all functions f;(x) consists of the
in-cylinder temperature 7', the crank angle «, the masses of the five species
my,, Mo, , My,0, Mco, and my,.; as well as the temperature T, of the walls surround-
ing the charge. Throughout the work, iso-octane CgH g is assumed as fuel. The valve
timings are expressed through the crank-angle at which the valve opening or closing
takes place, stated in °© CA after Top Death Center (aTDC). Further control inputs
are the crank-angle at start of fuel injection ay,; and the injected fuel mass m;,; 5.
Due to modeling the valve timings as external switches and the fuel injection as a
discrete jump, none of the control inputs directly appears in f;(x). The only model
output is the in-cylinder pressure p. The following subsections present the physical
and phenomenological equations the model is based on.

2.1 Energy Balance

The general energy balance covering all cases of Fig.2 is used in the form:
du = de +dL + hy, - dmy, + b - dmgy, (2)
First, Eq. 2 is further specified by considering only compression work and assum-
ing ideal gases. Second, the terms including the differential of specific internal energy

du and species dY) are combined in order to achieve a direct dependence on the
species’ masses and eliminate the differential of the internal energy.

m-R-T
dU = de - Tdv + hip - dmy, + h - dmgy, 3



172 E. Nuss et al.

dU:m'du—l—m'cv~dT—|—Zuk'dY,< “4)
k

= RdT—i—Z d 5)
—mﬁ_l kuk my

Solving for dT" and deriving with respect to time yields the general differential equa-
tion for the in-cylinder temperature:

. k—1/. m-R-T . . . .
:>T=mR <Qw_TV+hmmm+hm0m_;ukmk) (6)

Applying the simplifications for the stages according to Fig.2 results in:
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As the combustion event is treated seperately, Eq. 6 reduces to Eq. 8 for the
intermediate and main compression.

2.2 Mass Balance

The change in the total charge mass during the exhaust and intake stroke, respectively,
is evaluated by the valve flow equations [5]:

2 il
2. em " em a
”hex = Agex - _p . " L - b (10)
“YR-T k=1 P p
2 2 Fgip+1
I’;’lin = AS in " : plm : Hair : i " - i v (l 1)
’ Rair : Ti Rair — 1 Pim Pim

where A represents the valve specific isentropic flow cross-sectional area and the
in-cylinder pressure p is determined through the ideal gas law. Depending on the
stage, either fresh air is inducted into the cylinder or the in-cylinder gases flow into
the exhaust manifold.
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2.3 Species Balance

During the exhaust stroke, the mass fractions remain constant as the charge is assumed
to be a homogeneous mixture. Using Eq. 10, the following relation holds for all
species during the exhaust stroke:

My ex = Yi - My, k=N, Oy, H0, CO,, fuel (12)

During the gas intake phase, only air with a constant mass distribution is inducted.
Consequently, only the masses of N, and O, change according to:

mNZ,in - YN2,air . mair (13)

mo2,in = Y02,air - Nair (14)

2.4 Heat Release and Fuel Injection

Heat release during main and intermediate combustion as well as the fuel injection
are modeled as discrete jumps in the state vector x. For these zero-time events, the
piston position does not change and wall heat losses are neglected. Starting from
Eq. 6, the discrete step in the in-cylinder temperature due to heat release is:

1—&
T, = — .Xk:uk - dmy (15)

The global combustion reaction for iso-octane establishes a relation between
amount of burned fuel my ;,, and the modeled species. In order to match the models
units, the reaction equation is transformed with the respective mole masses.

CsHig + O, — CO, + H,O (16)
= Cfuel - [CsH18lkg + o2 - [O2]kg = cco2 - [CO2lkg + croo - [H20]1g  (17)

The introduced constants are listed in Table 1. The change in the species can now
be stated in dependence of the burned fuel mass:

dmk = Ck * Mf pr, k = 02, H20, C02, fuel (18)
A difference between intermediate and main combustion lies in determining the

amount of burned fuel. As for the intermediate compression, the amount of burned
fuel is assumed proportional to the remaining fuel in the cylinder. The introduced
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Table 1 Model parameters

Param. | Value Unit Eq Param. | Value Unit Eq
Rair 2.5313e + 04 Tkg™! 9 B3 —2.5139% + 02 |- 19
Agex 1.5000e — 04 | m? 10 B4 4.0000e — 01 |- 20
Dem 1.0000e + 05 Pa 10 Y0 5.4790e — 01 |rad 21
As.in 2.0000e — 04 | m? 11 1 1.9696e + 05 |Pa™2 |21
Dim 1.0000e + 05 Pa 11 Y2 7.0670e —01 - 21
Tim 3.2315¢e + 02 K 11 3 6.5131e+03 |K 21
Kair 1.3980e + 00 - 11 Y4 1.3270e + 00 |- 22
Rair 2.8818e + 02 Tke7 'k~ |11 s —4.0457e + 00 |rad 22
YNy air | 7.6700e — 01 | — 13 Nevapy | 2.6954e +05 |J kg™' |23
Y0,.qir | 2.3300e — 01 | — 14 Rinj f —1.9142e + 06 |Jkg~' |23
Cliiel —1.0000e + 00 | — 17 D 8.4000e — 02 |m 24
co2 —3.5088e + 00 | — 17 Ty1 1.2000e — 01 |s 25
cco2 3.0877¢ + 00 - 17 do 3.5000e + 02 |K 25
CH20 1.4211e + 00 - 17 Ve 5.250le — 05 |m® 32
Bo 9.5000e — 01 | — 19 | 4.5000e — 02 |m 32
1631 1.9757¢ + 01 rad~! 19 o) 1.5900e — 01 |m 32
162 —3.9793e + 05 | kg~! 19 Suel CgHig - -

proportional constant /3, is eventually tuned to fit the model to measurement data.
For the main compression on the other hand, a varying combustion efficiency 7y, is
introduced, which is initially presented in [6]. These incomplete combustions lead
to a dynamic coupling between consecutive cycles.

.CA i -1
i hrme = ﬁO : (] + eﬂl CASO+ 3z +ﬂ3) * Myel (19)
m pr.ic = /64 * Myel (20)
Furthermore, it is necessary to determine the instant at which the combustion

occurs. During main compression, the center of combustion CA50 is used and identi-
fied by applying a semi-empirical Arrhenius rate threshold approach [7]. The integral

" :/ - p? e Fda 1)

is numerically integrated alongside the state space model until it reaches the pre-
scribed threshold ~y. The crank-angle at this instance represents the start of combus-
tion. Linear extrapolation yields

CAS50 = 4 - Ctyoe + 75 (22)
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Analogous to [6], the heat release during the intermediate compression is modeled
in the beginning of the stage.

The only change in the species’ masses caused by fuel injection trivially is dmy,.; =
mjy;.r. The corresponding change in the in-cylinder temperature is:

k—1
dTinj,f == ﬂ (hinj,f - hevap,f - uinj,f) * Miyj f (23)

2.5 Wall Heat Loss

The wall heat losses Qw are calculated by using the Hohenberg correlation [8] for
estimating the heat transfer coefficient «,, and the ideal gas law for the in-cylinder
pressure p.

Qwull =ay Ay - (Tw - T)
—006 (P N\ o4 (4 4
4.V w.D?

Ay = ——
b "2

The dynamics of the wall temperature T, are approximated by a first order lag
element with the in-cylinder temperature 7 as the input:

. 1
Ty=—T-T,— 60) (25)
Tw,l

The time constant T,  is initially chosen so that a step response in reaches a sta-
tionary level after three cycles. Additionally a constant cooling factor d is introduced
and determined by tuning the paramater to fit measurement data.

2.6 Auxilary Equations

The derived set of equations still depends on a set of parameters that can partly be
expressed through functional relations. The component’s specific heat capacity ¢ x
and enthalpy /; are expressed through the in-cylinder temperature 7' by using NASA
polynomials, as:
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2 3 4 R

c,,,kz(a1+a2~T+a3~T +ay-T +a5~T)A7

¢ (26)

R
hk=(611'T+a2-T2+a3'T3+a4-T4+as-T5+a6)A7
k

Given ¢, and A, the specific enthalpy £, the isentropic exponent «, the specific
gas constant R and the internal energy u; of each component k are determined with:

h=> Y I (27)
k
= Y cpu (28)
k
R
R= Z Y - T (29)
k
Cp
K= (30)
¢ —R
R
k

As the state vector contains the mass of each modeled component, Y} can always
be directly computed.

The current cylinder volume V and its time derivative V are gained through the
slider-crank formula [5] with the bore diameter D, the volume at top death center V,
and the two rod lengths r; and r, (A = :—f):

N2
V:VC+7T4D <r1-(1—\/1—)\Z-sin(a)2>+r2-(l—cos(a))>

32
. m.D? A2 - cos (a) ) 2
V= r - + 7] - w-sin (@)
4 V1 =\ sin(a)?
2.7 Model Summary
The complete set of state space functions is as follows:
fex(x) = (Tex , W, mex : YNg’ mex . YOZ» "hex : YHZO’ ce
(33)

T
Mgy * YCOg’ #”(T_Tw _50))

. 1 T
fet) = (Tier @, 0..0.0, 0, 0. 7 (T =7, = 6)) (34)
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ﬁn(x) = (Tim w, min : YNg,aira min : YOZ,aira

35
0.0, 0, 75 (T =Ty —d0)") 2
. 1 T
fue) = (Ter @, 0.0,0,0, 0, 715 (T = T,y = b)) (36)

The engine speed n is substituted by w in order to emphasize the use of SI-units in
the model. The discrete state jumps due to fuel injection and combustion are:

Axpy = (dThr, 0, CN2 - Myppriy CO2 - Mfgris CH20 My i a7
T,
Cco2 My pris CC8H18 * My pris 0) i =ic, mc

Axinj g = (dTijs, 0, 0, 0, 0, 0, myyz, 0) (38)

Figure 3 illustrates the implementation of the hybrid multi-stage model. Once the
crank-angle « crosses a control input in form of a valve opening or closing, the
subsequent state space function becomes active and uses the current state vector as an
initial condition. The conversion of remaining fuel during intermediate compression
is modeled through a discrete combustion event in the beginning of the phase. With
regard to implementation, this results in a manipulation of the respective initial
condition. Fuel injection also takes place during the intermediate compression and
adds an offset to the state vector at the start of injection «,;. The integrator is reset
with the updated state during this step. The main combustion is triggered through the
Arrhenius ignition delay model and produces a step in the state vector at the center of
combustion CA50. In contrast to the intermediate combustion the amount of burned
fuel is not constant but varies according to the empirical combustion efficiency. All
parameters of the model are listed in Table 1.

l Fuel Injection (inj,f)

Intermediate Main
.. GasExhaust(ex) | Compression (ic) | Gas Intake (in) Compression (mc) _
X 5 X i . X
fex I -t : fic J. nERER fin I o Bfme I +
X(t=0) : @\}-x(mp X x(t=0)| X} Yolx(t=0)
i hr| ] ! 2
i |

Valve and
Injection T__1 Active Stage
Control T _Ilnactive Stage

Fig. 3 Schematic of the continuous-cycle GCAI model—shown during the exhaust stroke
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3 Simulation Results

In this section, the simulated output of the model presented in Sect. 2 is compared to
measurement data. In the experimental setup, 14 different NVO settings are recorded
at an engine speed of 1500 rpm. Each of the 14 measurement points contains 200
consecutive cycles, excluding the transition from one measurement point to the other.
Regarding the system inputs, EVC and IVO are set symmetrically to the gas exchange
TDC and are adapted to achieve an NVO sweep from 190° — 183° CA. EVO, IVC
and the injected fuel mass remain constant. For reasons of better homogenization,
the start of fuel injection «,; is referenced to the intake valve opening event.

The discrete valve timings necessary for simulation are extracted from the valve
lifts of each measured cycle. Also in the simulation, each measurement point is held
for 200 cycles. The simulation step size is set to achieve a crank-angle discretization
Aagi, of 0.1° CA. Table 2 lists the set points for the valve timings and the remaining
parameters useds for simulation.

Figure 4 compares the simulated and the measured pressure trace of an arbitrary
cycle for three different measurement points. As the experimental raw data is recorded
with a continuous advancement in the crank-angle, the simulation results are adapted
and plotted over steadily increasing ° CA instead of © CA aTDC which is reset
each 720°.

In general, the model achieves good resemblance with regard to the measured
pressure trace. The intermediate compression is fit well in all three cases. Considering
the main compression, the decrease starting from the point of maximum pressure is
approximated well also. The maximum pressure peak, however, is overestimated in
case (a), while the simulated CASO0 is inaccurate in all three cases, varying up to
5.5° CA.

As it is unpractical to compare the large number of cycles in detail, the center
of combustion CAS50 of all measured and simulated cycles is shown in the return
map in Fig.5a. In case of the model, CA50 can directly be extracted while the
measurement data was processed by heat release analysis. With reducing NVO, also
the temperature of the cylinder charge decreases and consequently the combustion
center CA50 shifts towards later combustion. Again, the overall fit, particularly the
covered range of CA50 of approximately 4-12° CA aTDC, is acceptable. However,
the measured data include some non gaussian outliers the model does not capture.
Reaching late combustion in terms of CA50, GCAI enters a specific behaviour that
has been intensively investigated [1, 9, 10]. Figure 5Sb shows a qualitative comparison

Table 2 Simulation parameters

Param. Value Unit Param. Value Unit
Qeyo 160 °CAdaTDC |NVO 190-183 °CA
Qjye 545 ° CA aTDC Asim 0.1 °CA
Qoi 455-448.5 °CAdTDC | nengine 15000 rpm
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Fig. 4 Simulated versus measured pressure trace. a Measurement point 1. b Measurement point 2.

¢ Measurement point 3

between an open loop simulation of the presented model and another experimental
GCAI setup. In the simulation, NVO is further decreased to 170° CA and a dis-
turbance in form of white noise is added to the initial condition of the in-cylinder
temperature at inlet valve closing. Again, «,; is referenced to IVO and the remaining
control inputs stay as before. The simulation outcome of this setup shows a clear
correspondence to the experimental data. In general, the characteristic change in the
dynamic behaviour can thus be reproduced by the derived model. Further research is
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Fig.5 Return map of center of combustion CA50. a Simulated against measured data with measured
input. b Qualitative comparison between simulation and measurement for small NVO and late
combustion

necessary to adapt the moment of transition to the same point as for the experimental
data in Fig. 5a.

The averaged computation time for simulation of one cycle on an Intel i7 processor
using Simulink’s ode3 (Bogacki-Shampine) is 250 ms. Consequently, admissible
simplifications must be found for the model to be suitable for control synthesis. In
case of model predictive control, which has shown to have favourable properties
for the present control problem [11], the model is used in context of optimization
and consequently needs to be as simple as possible. Furthermore, the prediction of
the ignition delay has to be improved, as there is a discrepancy with regard to the
values determined by heat release analysis. As the overall pressure trace shows good
correspondence, however, the continuous-cycle model allows using other metrics
than CAS0 for controlling the process. If the onset of the cyclic variations seen in
Fig.5b is to be avoided by the controller, a proper tuning of the parameters needs
to be conducted, so the predicted change in system dynamics occurs at the same
conditions as at the test bed.

4 Conclusions

The paper presents a modeling approach for GCAI with the purpose of multi-scale
control synthesis. In this particular case, it is required to model the process time-
resolved, instead of the cycle-to-cycle resolution of state-of-the-art mean-value mod-
els. The paper provides a physically motivated, control-oriented GCAI model which
is continuous in time. A comparison between the simulated model output and the
continuous pressure traces of a selected set of measurement data verifies the general
assumptions made. The in-cycle resolution of the combustion cycle allows for new
control approaches such as in-cycle control and therefore motivates further research.
In particular, the ignition delay model must be improved as the prediction of CA50 is
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not accurate. In addition, further work needs to be conducted concerning the reduc-
tion of complexity. Despite the comparably low order, the simulation time of 250 ms
for an engine cycle is excessively high. Finally, the model parameters need to be
identified and the covered operating range of model assessed.
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The Influence of the Initial Temperature )
on DDT Characteristics in a Valveless i
PDC

Fabian E. Volzke, Fatma C. Yiicel, Joshua A. T. Gray, Niclas Hanraths,
Christian O. Paschereit and Jonas P. Moeck

Abstract The detonation velocity and the detonation cell width are determined
experimentally as a function of the initial mixing temperature in a valveless pulse
detonation combustor (PDC). The initial temperature was varied from 290K up to
650K. To shorten the run—up distance to the deflagration—to—detonation transition
(DDT), the detonation tube was equipped with six orifice plates which support the
flame acceleration. Ionization probes are used to record the combustion event at
several axial positions. Sooted foils inside the downstream section of the detonation
tube are used to record the imprint of the detonation front and to determine the
detonation cell width. It was found that the propagation speed of the detonation front
decreases with increasing mixing temperature, which agrees with the theoretical
temperature dependence of the CJ—velocity. The detonation cell width decreases
linearly for elevated initial temperatures.
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1 Introduction

Pressure gain combustion is a promising way of achieving a remarkable increase
in the thermal efficiency of gas turbines [1]. Although there are several approaches
of realizing an approximate constant volume combustion (aCVC), e.g., wave rotor
[2], shockless explosion combustor (SEC) [3], and rotational detonation combustor
(RDC) [4], the pulse detonation combustor (PDC) [5] is the most investigated design.
Nevertheless, the design of a reliable and efficient PDC is not a straightforward task.
Many parameters have a notable influence on the behavior of a PDC, among them
are the detonability of the mixture, the detonation cell width, the initial conditions,
and the geometry.

The effect of the initial temperature on the deflagration-to-detonation transition
(DDT) is one of the least studied aspects. Only few and partially contradictory exper-
imental and numerical data related to this topic have been published. As a character-
istic length scale of a detonation wave, the detonation cell width X is a meaningful
parameter when predicting the operation of a PDC. However, the influence of the
temperature of hydrogen—air mixtures on the cell width is only rarely investigated.
Ciccarelli et al. [6] found that the cell width for a stoichiometric mixture decreases
from A & 9mm to A & 5mm by increasing the initial temperature from 7 = 300K
to T = 650K at a constant initial pressure of 1 bar. However, no data was found for
initial temperatures in between the named temperature range. A one-dimensional
numerical study, performed by Djordjevic et al. [7] suggests a non-linear depen-
dence in which detonation cell width takes on a minimum value for an initial mixing
temperature of about 320K. For a further increase in temperature, the cell width
calculated by Djordjevic et al. increases. As shown in [7], these contradicting results
regarding the dependence of the cell width on the initial temperature are caused by
two competing effects of increased initial temperature. The post-shock temperature
rises while the von-Neumann pressure decreases due to the increased speed of sound
in the unburned mixture causing a decrease in the Mach number of the detonation
wave. The influence of these state variables on the cell width is still not fully under-
stood and so the influence of the temperature on the resulting detonation cell width
cannot be predicted with certainty.

Due to the few available data and the difficulty of prediction, the detonation
velocity and the detonation cell width are determined in this work for an initial
temperature from 290K to 760 K. The measurements are carried out in a valveless
PDC test rig that is run in single-cycle operation, using it effectively as a single shot
detonation tube. Thermocouples and ionization probes are used to identify the initial
temperature and the propagation speed of the detonation front, respectively. Sooted
foils are used to record the imprint of the triple points of the detonation wave and to
determine the detonation cell width.
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2 Experimental Setup

2.1 PDC Test Rig

A valveless PDC (Fig. 1) has been designed to enable a wide spectrum of investiga-
tions on pulse detonation combustion.

The detonation tube has a total length of L = 2.2m and an inner diameter of
D = 40mm. The main air flow is sent through the preheater, where it can be heated
up to 1100 K. The air mass flow is set to a constant value of 80kg/h using a closed—
loop control including a Coriolis mass flow meter (Endress+Hauser Proline Promass
83 F) and an electronic control valve (Biirkert 8630). Due to disturbances in the
supply and the inertance of the control, there is a fluctuation of the air mass flow of
+5kg/h. Four solenoid valves (Bosch 0 280 158 827) are used for the control of the
fuel mass flow, which was measured by a Coriolis mass flow meter (Endress + Hauser
Cubemass DCI). The pressure upstream of the solenoid valves is set manually in order
to match the mass flow of 2.34 kg/h when all valves were open, which corresponds to
an equivalence ratio of @ = 1. The measurement error of the fuel mass flow due to
the accuracy of the Coriolis mass flow meter and pressure fluctuations in the supply
line is assumed to be £0.05kg/h. These uncertainties in the mass flow of air and
fuel result in an actual equivalence ratio of 0.91 < @ < 1.09. Ciccarelli et al. [6]
and Djordjevic et al. [7] independently found that the deviation of the cell width
over this range of @ is negligible. Due to this, the results are expected to represent
the dependence of the detonation cell width on the initial temperature reliably. The
applied mass flow rates result in a filling of the entire detonation tube in about 100 ms.
Nevertheless, the solenoid valves are opened for 2s before the mixture is ignited.
When the solenoid valves are opened, the supply pressure drops until it stabilizes at a
certain level. This pressure level is a function of the geometry of the supply line and
the installed components. The variation of the upstream pressure induces a change
in the pressure drop along the valves, resulting in an unsteady fuel mass flow. The
filling time of 2s is chosen to minimize the transient effects during the initial phase
after opening the valves on the mixture in the detonation tube right before ignition.

Two pressure transmitters (FESTO SPTW) were used to record the static pres-
sure in the fuel line upstream and downstream of the solenoid valves. The measured
data confirm a constant pressure gradient during the last 500ms of the filling pro-
cess, which ensures a constant fuel mass flow over this time span and so induces

fuel injection 12 m . 1.0 m .
H—‘Tl I Ig 13 T 14
air Jl | | ﬁ
- 1 i 40 mm
1 J l L sooted foil J
air preheater 6 orifice plates exhaust tube

Fig. 1 Sketch of the PDC test rig with thermocouples T and T; and ionization probes I;—I4
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Fig. 2 Detailed view of the spark plug  wave reflector  first orifice plate
inlet geometry of the PDC
test rig

a homogeneous equivalence ratio along the tube. The mixture is ignited using an
automotive spark plug that initiates a deflagration that travels downstream. Orifice
plates with a blockage ratio of 0.43 lead to an acceleration of the flame and enhance
DDT. The chosen obstacles and separation distances were found to be a favorable
geometry for efficient flame acceleration by Gray et al. [9].

A detailed view of the inlet section of the PDC test rig is shown in Fig.2. The
inlet of the combustion tube is formed by a hemispherical wave reflector that was
designed as a fluidic diode. During the filling process, the gas enters the combustion
tube with a small pressure loss. After the ignition event, the wave reflector impeeds
the hot gas from traveling upstream and supports the flame acceleration due to its
high pressure loss coefficient in the upstream direction. The spark plug is located at
the center of the hemisphere.

2.2 Measurement Methods

2.2.1 Temperature Measurement

Thermocouples are used to measure the temperature downstream of the wave reflec-
tor (T;) and inside of the exhaust tube (T,) next to the sooted foil (Fig. 1). Sheathed
thermocouples of type K with a diameter of 3 mm where chosen to ensure the robust-
ness of the sensors when exposed to detonation waves. The applied setup includes a
measurement error of +3 K. The recorded output signals allow for determining the
mixing temperature immediately before the ignition event. One could expect a large
decrease in the measured temperature due to the injection of hydrogen at ambient
temperature. For example, the Riemann mixing rule supposes a temperature drop of
about 90K for an initial temperature of 600 K. However, the measured temperature
only decreases by about 5 K when injecting hydrogen. This discrepancy is likely to
arise from heating of the mixture by hot walls, which is supported by the fact that
the associated temperature drop at T, is lower that at T;.
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2.2.2 Ionization Probes

Ionization probes are used to detect the flame front at four axial positions in the
combustion tube: two probes inside the flame acceleration section and two probes in
the exhaust tube (Fig. 1). The axial positions of the probes relative to the spark plug
are listed in Table 1.

Figure 3 shows a typical output signal of the four ionization probes. The variation
from the voltage output is plotted over time: When the flame front passes an ionization
probe, its voltage output decreases as a result of the increased conductivity of the gas.
Since the ionization probes I; and I, detect a deflagration while the probes I3 and 14
detect a detonation wave, the output signal differs remarkably between the two pairs
of probes. The deflagration wave causes a small decrease in the voltage that lasts for
more than 1 ms. In the exhaust tube, the detonation wave provokes a sharp decrease
in the voltage of the probes I3 and 1. Additionally, the voltage recovers already after
about 0.2 ms.

2.2.3 Sooted Foils

The cellular structure of the detonation wave is recorded by a sooted foil, which is
inserted into the rear part of the combustion tube. For this purpose, precision spring
steel is cut to pieces of 100mm x 600 mm, which are sooted by a fuel-rich diffusion
flame of acetylene in air. Subsequently, the foil is rolled up lengthwise and inserted

Table 1 Axial positions of ionization probes

Ionization probe I; I; 103 I3 Iy
Axial position xj (mm) 180 220 1050 1450

Fig. 3 Exemplary signal of l —
the output voltage U of the 0 i
ionization probes over time
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into the downstream section of the combustion tube (Fig. 1). After a single detonation
event in the PDC, the foil is removed from the test rig and the imprint is digitized.
Image processing is used to optimize visibility of the detonation cell structure.

Hébral and Shepherd [10] developed a tool, which was applied in this work to
determine the detonation cell width from the optimized photographs of the sooted
foils. The output of the 2D—correlation tool consists of the size of the most dominant
structures of the analyzed picture and the associated relative energies. The most
dominant structure (i.e., the structure with the largest relative energy) is assumed to be
the detonation cell width. Multiple pictures are extracted from each sooted foil, which
are then evaluated separately. The dominant cell width for one foil is determined by
averaging the results from the individual pictures weighted by their corresponding
relative energy. This weight takes the quality of the picture into account, since a
large relative energy suggests a reliable result. This correlates with the quality of
the picture which is mainly defined by the contrast and the sharpness of the cellular
structure.

3 Results and Discussion

3.1 Detonation Velocity

The time resolved output signals of the ionization probes are used to determine the
time at which the detonation wave passes the probe. Considering the axial distance
of the two probes in the exhaust tube of x4 — x3 = 400 mm, the propagation velocity
of the detonation front vy, can be calculated using time—of—flight substracting the
flow velocity:

X4 — X3

Udet = ———— — Vflow- (1)

s — 13
The flow velocity of the mixture can be expressed as a function of the mass flow
rates m of air and fuel and the mixing temperature 7Ty, :

VUflow = ﬁ (’hairRs,air + mfuele,fuel) ) 2
PA
with the initial pressure p, the cross-section area of the detonation tube A and the
specific gas constant Ry. This velocity is not negligible and can be as high as vgew =
55m/s is case of Tpix = 760 K. Figure 4 shows the measured propagation velocity of
the detonation front over the initial temperature.

Since the velocity is calculated from the time instances 3 and 74, at which the
detonation wave passes the ionization probes 3 and 4 respectively, the accuracy
of these time instances is of high importance for the error estimation. The voltage
output of the probes is recorded with a sampling frequency of f; = 1 MHz. Hence,
the maximal accuracy for the determination of #3 and #4 is £1 ps. Due to the detection
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of the time at which the reaction front passes the sensors, a measurement error of
42 s results for At = 4 — t3. For an axial distance of x4, — x3 = 0.4 m, this leads
to an error of £20m/s in the range of the measured velocities.

Beside the measured propagation velocities, Fig.4 shows the CJ-velocity for a
perfect mixed fuel—air mixture with an equivalence ratio of @ = 1 and the expected
range of measured data points taking the variation of the actual equivalence ratio and
the measurement error of the velocity into account.

It can be seen that all the measured velocities are located in the expected range.
The variance of the propagation at a certain temperature can be explained by the
measurement error of the velocity by the ionization probes of 20 m/s. For tempera-
tures between 400 K and 500 K the mean detonation velocity exceeds the CJ-velocity,
which can be explained by a fuel mass flow that has been set slightly too high for
these conditions. Nevertheless, every measured propagation velocity is located in the
expected range, which implies that the mass flow rates have been adjusted correctly
with the given precision.

3.2 Detonation Cell Width

Figure 5 shows the photographs of three different sooted foils. These foils have been
generated at an initial temperature of 290K, 500K and 650K respectively.

Three different types of appearance were found, each visible in one photograph in
Fig.5. For a temperature range of 290-380 K, the foils show a homogeneous distribu-
tion of the soot, which results in low contrast in the photographs. The detonation cells
are indicated by thin, dark lines (Fig. 5a). The second type, which has been observed
for a temperature between 450 and 550K, is characterized by dark cells separated
by thick lines where the soot has been removed by the movement of the triple points.
An initial temperature of 600K and more led to a fish-scale-like appearance of the
detonation cell structure. While there is an abrupt change between the first and the
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(a) 290K (b) 500K (c) 650K

Fig. 5 Processed photographs of sooted foils at three different initial temperatures show various
types of appearance of the cellular structure

second type, there is a smooth transition between the second and the third type, which
causes a simultaneous appearance of the latter two types for a mixing temperature
of 550 and 600K.

The detonation cell width is determined from photographs of the sooted foils
using a 2D—correlation tool developed by Hébral and Shepherd [10] as mentioned
in Sect.2.2. Since this tool has to be operated manually at some points, a random
error appears. Due to the small contrast, the photographs of type 1 are the hardest
to evaluate which increases the error of the calculated cell width considerably for
the respective temperature range. To estimate the human error, the evaluation of the
photographs have been performed by two different persons independently. It was
found that the individual values might deviate up to 3 mm but the averaged cell width
deviates only by a small margin. Figure 6 shows the measured detonation cell width
A over the initial temperature.

As described by Djordjevic et al. [7] the detonation cell width is affected by two
opposing effects when the mixing temperature is increased. The speed of sound
increases resulting in a lower Mach number of the detonation wave. Therefore, the
von-Neumann pressure decreases while the post-shock temperature is increased. The
resulting effect on the cell width is dependent on the mixture and the initial conditions.
The performed experimental study of the detonation cell width in a stoichiometric
hydrogen—air mixture as a function of the initial temperature at a constant initial
pressure of 1 bar shows that the cell width decreases over the temperature.
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The results from Djordjevic et al. are matched only for ambient temperature.
For higher temperatures, the calculated cell widths are too large compared to the
experimental results. This is most likely due to the fact that the calculations are
based on the one-dimensional ZND detonation model, and thus, cannot cover the
entirety of the complex shock interactions that take place in a real, multidimensional
detonation front. As suggested by Gavrikov et al. [11], these interactions might play
a decisive role in defining the initial conditions of the reactive mixture before the
onset of combustion under certain circumstances: Due to additional compression
by transverse shock waves and resulting shock collisions, the actual strength of the
shock that causes the mixture to auto-ignite may exceed the one predicted by the
von-Neumann state based on the ZND detonation model. As described before, since
several post-shock parameters such as temperature, pressure and relative velocity
all contribute to the formation of detonation cells, partly through opposing effects,
the influence of multidimensionality should be considered to improve numerical
agreement with experimental data.

The experimental results agree well with the investigations by Ciccarelli et al. [6],
who observed a decrease from A(300 K) ~ 9mm to A(650K) ~ 5mm for atmo-
spheric initial pressure conditions. The measurement results suggest slightly larger
values for both temperatures which can be explained by uncertainties in the determi-
nation of the cell width. Furthermore, a linear dependency of A and T was observed in
this work for the entire temperature range which exceeds the previously investigated
temperature spectrum.
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3.3 Initial Flame Acceleration

The ionization probes I; and I, are used to record the flame velocity between the
first and the second orifice plate. As described by Smirnov and Nikitin [8], the
detonation run—up distance is strongly dependent on the initial flame acceleration.
Hence, the velocity of the deflagration front in the beginning of the combustion tube
is a relevant parameter for characterizing the DDT in the valveless PDC used in this
work. The coupling criterion implies that the flame propagation speed has to exceed
the speed of sound of the unburned mixture before DDT can take place. Thus, the
Mach number of the deflagration wave Mg.q is a good indicator for the magnitude
of the DDT run—up distane. Figure 7 shows the Mach number of the flame between
the first two ionization probes relative to the unburned mixture. The speed of sound
for the stoichiometric mixture of hydrogen and air has been calculated as proposed
by Vrkljan [12].

Up to a temperature of 7 ~ 400K, the Mach number decreases significantly. In
this regime, the decrease in density apparently has a larger effect on the reactivity
than the increase in temperature. When further increasing the temperature, the Mach
number of the flame front stays at a constant level of M ~ 0.3 which implies the
further decrease in the density of the mixture is compensated by the rise in tem-
perature. This relation between mixing temperature and initial flame acceleration
implies an increase of the DDT length for a rise in temperature up to 400K for the
used geometry setup. For further increase in temperature, the DDT-length is assumed
to be independent of the mixing temperature which is a useful characteristic when
designing a PDC for integration in a gas turbine.
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4 Conclusion

Detonation properties are strongly dependent on the mixture and the test rig geometry.
A valveless PDC test rig has been used to record data for stoichiometric hydrogen—
air mixtures for a temperature variation from 290K to 620K. The detonation cell
width has been determined experimentally using sooted foils and digital data post—
processing.

It was found that the cell width decreases linearly by increasing the temperature.
The measured cell widths for ambient temperature and for 7 = 650K are in good
agreement with the available literature. Additionally, the initial flame velocity and the
detonation velocity have been determined from the time-resolved output signal of
four ionization probes at different axial positions. For temperatures less than 400K,
the flame acceleration is influenced mainly by the density decrease, leading to a
decreasing Mach number of the flame with increasing mixing temperature. For higher
temperatures, this effect is nullified by the increase in the initial temperature which
leads to an almost constant Mach number of the flame relative to the unburned gas.
As mentioned above, the DDT run-up distance is assumed to follow the dependency
between the mixing temperature and the initial Mach number, which must be verified
in future investigations. When designing a PDC for application in a gas turbine, the
knowledge of the influence of the mixing temperature on the detonation cell width
and, thus, the detonability of the mixture is crucial to optimize the robustness as well
as the efficiency of the system.

The accurate control of the equivalence ratio is a major task when realizing repro-
ducible series of measurement in a detonation tube. When running the PDC at multi-
cycle operation, this becomes even more challenging due to unsteady states in the air
and fuel supply lines. To ensure reproducibility, it is planned to develop a concept to
measure and to control the fuel mass flow at multi-cycle operation.
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Types of Low Frequency Instabilities m
in Rotating Detonation Combustors oo

Vijay Anand and Ephraim Gutmark

Abstract Rotating detonation combustors (RDC) offer a significant prospective
increase in stagnation pressure across it owing to the presence of one or more rotat-
ing detonation waves spinning inside the combustor at the kilohertz regime. Nat-
urally, considerable research impetus has been directed towards this technology in
recent years to understand the driving mechanics to harness the associated potential
of pressure gain combustion (PGC). One such area of focus has been the off-design
operating modes of these devices which cause a myriad of instabilities. The current
paper is focused towards the discussion of one such instability regime—low fre-
quency instabilities (LFI)—in RDCs. We review three types of LFIs in RDCs based
on prior findings, and propose mechanisms for the same.

Keywords Detonation + Pressure gain combustion + Combustion instability
Low frequency instability - RDE

1 Introduction

The supersonic combustion phenomenon of detonation produces a pressure gain of
13-55 in gases [1] across the wave due to the shock wave linked to the combus-
tion front. This detonative mode of combustion is theorized to provide the highly
sought after pressure gain (or more specifically, the gain in stagnation pressure,
according the ATAA Pressure Gain Combustion Technical Committee) across the
component. While pulsed detonation combustors (PDCs) were the widely inves-
tigated type of pressure gain combustion (PGC) systems, the majority of recent
research has migrated to rotating detonation combustors (RDCs). The higher power
density [2], the lack of a need to regulate periodic ignition and fuel/oxidizer injection,
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as opposed to a PDC, and the steadier exit flow profile [3] circumvents the notable
issues besetting PDCs. Despite the considerable progress made till date on the differ-
ent facets of RDCs, substantial research is still warranted to ascertain the physics and
apply RDCs as a real-world, power-generation device. Until recently, the probable
efficiency increases afforded by RDCs, due to detonative burning [4], remained a fig-
ment of numerical or analytical solutions, with studies claiming: a notable increased
in total impulse over pulsed detonation combustors [3], an increase of up to 9% in
fuel efficiency [5], an increase of up to 15% in the total pressure in the combustor due
to detonation [6], an increase of 5% in thermal efficiency [7], an increase in thermal
efficiency of 1.6% [8], and finally up to 14% increase in power plant efficiency over
conventional J class turbines [9].

Multiple factors like the reactants type, combustor geometry, thrust, oxidizer and
fuel flow rates, and the rotating detonation wave speed at these conditions have been
studied. The next obvious step is to identify and understand the various instabilities
in RDCs. The field of combustion instabilities in RDCs is extremely nascent in com-
parison to the monumental work done in addressing the instabilities in gas-turbine
combustors and rocket engines. Though the frequency of the instabilities is more
often than not a function of the geometry of the combustor, historically speaking, it
has been beneficial to group the instabilities this way since the underlying mechanism
is generally relatable for a given frequency range. Traditionally, low frequency insta-
bilities having a frequency range of 1-500 Hz are termed LFI, while those between
500-1000 Hz are termed intermediate frequency instabilities (IFIL, or “buzzing” in
rocket engines), and those greater than 1000 Hz are named high frequency instabil-
ities (HFT) [10]. Our prior publications present the notable parallels between HFI in
rocket engines, and rotating detonation and longitudinal pulsed detonations (LPD)
in RDC [11, 12]. However, few studies exist at present that have addressed RDC
instabilities to any appreciable degree [13—17].The authors have addressed the four
prominently occurring instabilities in an RDC of which LFI are a part of, and sub-
sequently speculated on their mechanism in Ref [13]. We use this abbreviation (of
LFI) to be in continuation with the terminology used in gas-turbine combustors and
rocket engines.

LFIin an RDC seems to be almost ubiquitous. A brief analysis of the pressure-time
traces published by the different RDC facilities worldwide gives concrete evidence of
the overarching existence of this instability [13, 15, 18-27]. However, most studies
have not made an effort to address either the existence, or the mechanism behind
LFI. Considering the crippling effects of LFI in rocket engines, supersonic inlets
and hypersonic vehicles owing to their tendency to couple with the natural resonant
frequency of the structure [28, 29] and the supply feeds [10, 30], it is imperative
to acknowledge and treat LFI as we move forward with RDC research. The current
study presents a review of the three types of LFI observed in RDCs, from our prior
publications [11, 14, 22, 31]. It is emphasized here that though the first two types
are only observed so far in annular RDCs, whereas the third one has been seen only
in a hollow RDC, the driving mechanisms do not limit their occurrence to a specific
geometric variant of the combustor, and should be construed to be possible in either
combustor geometry at amenable conditions.
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2 Experimental Methodology

The air and fuel flow rates through the RDC are controlled by a closed-loop sys-
tem of nitrogen-driven pilot regulators and a set of Flowmaxx sonic nozzles. The
equivalence ratios discussed henceforth are global values estimated from the stagna-
tion pressure and temperature upstream of the choked sonic nozzle. Norgren VP50
proportional control valves (pilot) are linked to Norgren pilot-operated regulators to
isolate electrical components from the primary fuel supply. GE Unik 5000 sensors
are linked to the choked-flow nozzle assemblies to monitor air and fuel flow rates.
Fuel flow is administered to the rig through a pneumatically-actuated Bi-Torq isola-
tion ball valve located just upstream of the fuel plenum, which allows fuel flow rates
to stabilize within 2 s of fuel introduction. The static pressure evolution inside the
air plenum, fuel plenum and combustor before and after ignition can be seen in Ref
[22]. The systematic error in flow measurements is only from the scaling error of the
instruments. The relative errors in the static pressure sensor and thermocouple are
known from the associated instrument specifications. This is used to attain the uncer-
tainty in the pressure and thermocouple sensors used in the reactants delivery, and
is found to be £0.069 bar and 1 K (at the maximum output), respectively, which
in turn causes negligible errors in the measured flow rates. For further information
about the facility, please consult Refs [31-33].

For the purposes of the current paper, two geometric variations running under air
flow rates (#1,) of 0.2, 0.3 and 0.4 kg/s are to be discussed: annular RDC (running
on H2-air [33]) and hollow RDC (C2H4-air [11]). A side and front-view schematic
of the two RDCs and the associated instrumentation is shown in Fig. 1. Air and fuel
are supplied from two separate plenums (blue and green, respectively) to attain non-
premixed mixing. Air is injected radially inwards through a circumferential slot and
fuel is injected axially through a circumferentially distributed array of fuel orifices.
The mixing scheme is generically visualized in Fig. 1. Dimensions of the parts of
interest for both the RDCs are presented in Table 1. The reactants mix through this
orthogonal slot-orifice injection scheme and are ignited by an initiator tube (see
figure). This tube is fed with opposing jets of ethylene and oxygen that are supplied
at the headend through Parker solenoid valves. The presence of a detonation wave
inside the pre-detonator tube is verified using two ionization probes (not shown here)
that accurately capture the speed of the supersonic wave. For a detailed description
of the pre-detonator system, we direct the attention of the readers to our previous
work [34]. This initial blast wave from the initiator tube is theorized to cause a
complex deflagration-to-detonation transition (DDT) mechanism [34] that finally
results in the formation of a detonation wave into the RDC channel (red area).

Both the annular and hollow RDC have four rows of instrumentation ports
arranged axially in the combustor. This four row instrumentation scheme is present
in three sectors of the combustor (see figure) to spatially resolve the rotating det-
onation wave dynamics as it propagates azimuthally. Note that the color scheme
used to represent the three stations in the two RDCs are used later to denote the
pressure/ionization traces acquired from the respective sectors. There are also three
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Fig. 1 Schematic with instrumentation of a 6" annular RDC, b 6" hollow RDC

Table 1 Dimensions of interest—annular and hollow RDC

Part Geometry measured Annular RDC Hollow RDC
dimensions dimensions
Fuel injection Length/diameter of each hole |17 17
Pattern Circumferential rows 3 1
Air injection slot Slot width 1.02 mm 1.02 mm
Total slot area 490 mm? 90 mm?
Combustor channel Width 7.5 mm -
Inner diameter 139 mm -
Outer diameter 154 mm 154 mm
Annulus area 760 mm? -
Length 125 mm 125 mm

ports arranged azimuthally in the air inlet (flush-mounted as well) that allow high
speed sensing of the air supply plenum dynamics. When there is no sensor in a par-
ticular port, a bolt of the proper sizing is used to cover the holes, and is represented
as hollow circles in the schematic. In this way, multiple sensor arrangements are
possible to analyze RDC dynamics. For the annular RDC, a total of six high speed
PCB piezoelectric sensors are used, with three sensors in the combustor in row 1 (red
circle in station I in the side view) and three sensors in the air inlet (blue tabs in the
side view). Note that this similar arrangement is implemented for the sectors II and
IIT as well. A piezoresistive Kulite sensor in infinite tube pressure (ITP) configuration
[35] is integrated to row 4 of the annular RDC, as well. In the hollow RDC, there
are three PCB sensors in row 1 (all three sectors) of the combustor. In addition to
this, there are also three high speed ion probes (orange circle) in row 2 of the same
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three stations. This allows us to record the coupling between the shock wave and the
combustion wave that together form a detonation wave. The first row of instrumenta-
tion ports is 1.9 cm away from the headwall, whereas the other rows are spaced 2.54
cm from each other. The air inlet ports are 2.5 cm away from the annulus, radially.
Both the RDCs are also instrumented with capillary tube averaged (CTAP) low speed
static pressure sensors [35] that monitor the nominal average static pressures before
and during RDC hot-fire operation. Data acquisition is at 1 MHz for the high speed
sensors and 1 kHz for the low speed ones.

3 Results and Discussion

3.1 Acoustics-Induced LFI: Spatially Homogenous
Oscillations

As mentioned earlier, most operating conditions in an atmospheric annular RDC
is prone to a low frequency instability characterized by amplitude modulation in
the combustor that is ensconced onto the detonation wave propagation frequency
(carrier frequency). This is clearly seen in the piezoresistive pressure trace provided
inFig. 2, which shows the sinusoidal pressure evolution characterized by “waxing and
waning” of the peak detonation wave strength. However, two different mechanisms,
pertaining to the supply plenum, appear to cause this amplitude modulation (AM) in
the combustor. The first mechanism—acoustic oscillation in the form of frequency
modulation in the air inlet—is discussed in this section, whereas the next section deals
with the other mechanism—detonation wave interaction with the supply plenum. The
former manifests as a spatially homogenous LFI, i.e. the sinusoidal oscillation are
continuous across all three sectors of the RDC. Remarkably, this type of simultaneous

] 7 N\ £ | |
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16 T 18 18 2 21

Sample Number Xt Sample Number

Fig. 2 Pressure-time trace from ITP-mounted piezoresistive sensor at 0.2 kg/s at @ = 1.8 (left),
and a magnified section from the same test point (right)
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Fig. 3 a Pressure series from the combustor, b pressure series from the air inlet (0.4 kg/s) showing
FM LFI

oscillation is observed in rocket engines at unstable conditions of operation when
there is an onset of high frequency combustion instabilities, and is referred to as
“chugging” [36], to refer to the changes in flow rates caused by this type of acoustic
oscillation linked to the plenum [10]. The latter results in a spatially non-homogenous
LFI that is discontinuous across the different RDC sectors, i.e. this LFI appears to
be revolving about the combustor annulus. This type of phase-lagged low frequency
rotating instability has been observed in rocket engines, as well (Fig. 9.7.1i in [10]).
There, it is called a “precessing tangential mode” and is noted to have anywhere
between five to hundred tangential wave laps per low frequency cycle.

Figure 3a is an arbitrary pressure trace from the combustor that shows unstable
detonation wave propagation that varies sinusoidally in strength as the detonation
wave moves circumferentially through the three instrumented sectors of the RDC,
implying a continual variation in the rotating detonation wave strength. Fig. 3b gives
a pressure time series in the air inlet that shows an oscillation in the base pressure
(tagged by dotted curves). The carrier signal in the air inlet is the leaked shock wave
from the detonation propagation through the three sectors. This carrier pressure
signal, however, can be seen to have a sustained base pressure modulation (thereby,
being frequency modulated) that is azimuthally simultaneous. That is, all three sectors
are prone to sinusoidal increases and decreases in the base pressure. We will call this
spatial homogeneity.

Since spatially homogenous LFI is linked to the base pressure oscillation (chug-
ging) in the air inlet, it is desirable to analyze the oscillation in the air inlet. Fig. 4a
shows the Fast Fourier Transform (FFT) plot for three stoichiometric test cases at dif-
ferent air flow rates. While the ff (the RDC operation frequency which is equal to the
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Fig. 4 FFT plot a and Spectrogram b showing the spatially homogenous LFI frequency in the air
inlet for 0.2 kg/s (top), 0.3 kg/s (middle) and 0.4 kg/s (bottom)—all flow rates at an equivalence
ratio of 1.0

detonation wave frequency) is easily observable from the three plots at f ~ 3 kHz, f ~
3 kHz and f ~ 3.8 kHz respectively, there is also considerable LFI activity in all three
test cases at f < 0.5 kHz(the frequencies surrounding the red circle in the figure). The
secondary dominant frequency is identified to be f ~ 235 Hz (shown by red circle)
and is the same across 0.2, 0.3 and 0.4 kg/s across three different equivalence ratios
at the three air flow rates [22]. This is an interesting discovery since it implies that
irrespective of the air flow rate (or in other words, the air plenum pressure) or the
equivalence ratio of the operating point, the inlet of the RDC in use for the current
study always oscillates at f ~ 235 Hz. The f &~ 235 Hz oscillation (black arrow)
does not extend throughout the test, but is rather concentrated for a few seconds after
ignition, as shown by the spectrogram, in Fig. 4b respectively. To confirm that the
oscillation is induced by the detonation wave and not due to an inherent oscillation
in the air supply, the RDC was operated under cold-flow conditions without ignition
of the reactants, which revealed the lack of any activity in the 235 Hz region. Since
the cold flow RDC testing did not produce any oscillation at the same frequency,
it can be understood that the oscillation in the air gap is linked to detonation wave
propagation in the annulus. The Helmholtz frequency for the air plenum under study
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is estimated to be ~355 Hz for all flow rates since the speed of sound is relatively
unaltered due to an almost constant supply temperature. Here, the length of the radi-
ally oriented slot (see Fig. 1) is taken to be the length of the resonator neck, with an
added end correction of 0.6 times the equivalent diameter (obtained from the total
air injection area). The 0.6 coefficient is recommended for geometries with two open
ends, as is the case with the air plenum. But, the complex geometry of the plenum
would skew the resonance frequency obtained from the basic Helmholtz equation
considerably [37]. For instance, a &15% error is incurred between the calculated and
the experimentally obtained frequency when the basic Helmholtz equation is used
to calculate the resonance frequency for a cylindrical prism with a long neck [37].
Hence, to get an accurate resonance frequency value, geometry-specific equations
need to be developed, even for simple geometries. Despite these unknown vari-
ables, since the approximately estimated resonance frequency is different from the
oscillation frequency in the inlet by only 33%, it is a strong indication of the air
plenum’s functioning as a Helmholtz resonator due to the excitation produced by the
high-frequency detonation wave in the combustor. This is not unlike the chugging
phenomenon observed in the F-1 engines due to the quarter-wave mode of acoustic
excitation produced in the engine’s reactants supply lines [10]. It is hypothesized that
the detonation wave excites the air inlet to a resonance frequency which manifests
as the spatially homogenous LFI in the combustor, due to the fluctuating air supply,
which in turn appears to cause a similar fluctuation in the detonation wave’s strength.

3.2 Detonation-Induced LFI: Spatially Non-homogenous
Oscillations

Annular RDC supply plenums (studied here) also interact with the combustor dynam-
ics in a spatially non-homogenous way. Here, spatial non-homogeneity’ is defined as
the phenomenon where for a given arbitrary temporal window, a particular sector of
the RDC exhibits notably higher peak pressures (of subsequent detonation laps) than
the other sectors. In this case, while there is still a sinusoidal low frequency oscilla-
tion, it is segregated to a given sector of the combustor and air inlet; or in other words
the low frequency amplitude modulation revolves about the device. The alternating
sectoral strength is depicted in Fig. 5, which shows stronger subsequent waves in the
air inlet sector I (blue), followed by sector III (red), and finally sector II (black). This
is an amplitude modulation (AM) of the carrier shock wave pressure signal. The facet
to observe here is the direction of rotation of the detonation wave (trackable through
the leaked shock wave into the air inlet). The rotating detonation wave moves in
the counter-clockwise direction (black—red— blue/sector II —sector III —sector
I) in the represented pressure traces. The spatially varying AM oscillation, however,
exhibits the reverse order (blue—red— black / station II— station III— station I). To
clarify, the sinusoidal amplitude modulated variation is exhibiting a clockwise rotat-
ing motion. This kind of behavior— the spatially varying sinusoidal AM instability
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Fig. 5 AM LFI pressure series from air inlet with FP-I at m, = 0.2 kg/s, ® = 1.0

in the air inlet moving in the opposite direction to the rotating detonation wave-— is
witnessed when there is spatially non-homogenous LFI. It is thus apparent that AM
LFI is characterized by the spatially varying detonation strength is not caused due to
a simultaneous stationary acoustic phenomenon in the air inlet unlike the previous
case, but rather, a low-speed rotatory event in the air inlet and combustor.

Details of the origins of this rotating instability emerge when an operating point
exhibiting the same is studied in entirety. Fig. 6 shows the pressure traces from the
three sectors in the air inlet at r2,= 0.2 kg/s and @ = 1.0. From Fig. 6a it can be seen
that the rotating detonation wave is spinning counterclockwise and AM LFI (the
sinusoidal overarching component) is clockwise. Fig. 6b shows the highly dynamic
nature of this instability. Initially, there is incoherence and there is no marked sinu-
soidal spatially varying oscillation. However, from t = 0.14 s, one can observe easily
delineated sinusoidal variation existing until the end of the RDC hot-fire run. Addi-
tionally, it could also be seen that the sinusoidal variation gradually “thins” with time,
occurring faster as time progresses. This kind of dynamic variation in the frequency
of occurrence of a phenomenon is usually termed “bootstrapping”, a non-linear phe-
nomenon that has been seen to occur in rocket engines [38], albeit for different
reasons. The normalized pressure envelope of the low frequency spatially instability
is shown in Fig. 6¢ for all three sensors. The spatial variation and the faster occur-
rence of the instability throughout the test can be easily noticed. In fact, the plot of
the AM LFI velocity vs. time (Fig. 6d) shows that initially the induced velocity is
around 40 m/s, and continuously increases from t & 0.135 s to t = 0.275 s, after
which time it plateaus to a speed of 100 m/s. The gradual increase in AM LFI veloc-
ity until a terminal condition can be better understood by analyzing the detonation
wave speed and directionality plot shown in Fig. 6e. The rotating detonation wave
establishes in the clockwise direction initially and rotates in this direction until t ~
0.135 s. However, at t & 0.135 s there is a sudden stochastic flip in the direction to
counterclockwise rotation, and from t & 0.135 s till t & 0.34 s, the rotating detona-
tion wave exhibits stable directionality in the counterclockwise direction. It is thus
apparent that the steady increase in AM LFI to a terminal value from t ~ 0.135 s
is closely linked to the rotating detonation direction, i.e. as long as the detonation
wave maintains its direction of rotation, the AM LFI in the air plenum maintains its
direction. The amplitude modulation in the air inlet seems to exhibit a considerable
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transient operation followed by an apparent steady-state period where the rotary
velocity of AM LFI is plateaued. This terminal rotary speed is approximately 100
m/s, for the present test condition. This plateau in the rotary speed is not observed
when the detonation wave flips direction frequently [31].

From the above observations, we have enough information to propose a mech-
anism behind the amplitude modulated spatially non-homogenous instability in an
RDC. Fotia et al. [39], in their two-dimensional experimental RDC study, have noted
that the trailing shock wave (attached to the bottom of the detonation wave, as estab-
lished by Schwer and Kailasanath [40]) moves at about 60% of the detonation wave
speed. Owing to this relative velocity between the detonation wave in the combus-
tor and the trailing shock wave in the reactants plenum, they postulated a “pressure
beating” event when the next detonation wave lap interacts with the trailing shock
wave in the plenum from the prior lap. However, their study was a one detonation wave
event, and hence the “pressure beating”, or more accurately, constructive/destructive
interference was not observed. On the other hand, Schwer and Kailasanth [40], in
their numerical simulation, have noted that this trailing shock wave (incident wave)
travels to the base of the reactants plenum and gets reflected as another relatively
strong wave. They tested two different reactant plenum depths (to vary the strength of
the reflected wave) and concluded that this reflected wave did not impact the reactants
conditions upstream of the next lap of the detonation wave. Additionally, multiple
reflected waves are produced at discrete times and locations along the concave sur-
face, depending on curvature and other effects [41]. Evidence for this in an RDC can
be seen in the Schlieren images of an air plenum (with curved base) exposed to a
detonation wave, obtained by Bedick et al. [42]. Hence, one should expect a similar
phenomenon of production of multiple reflected waves moving in the opposite direc-
tion of the trailing shock wave when it is incident on the concave curved surface of
the base of the air plenum of the RDC. We hypothesize here that the current LFI in
an RDC is probably due to this interaction of incident and reflected waves. This is an
extension of the acoustic interference hypothesis that Fotia et al. [39] that is expanded
to include the effects of the reflected wave as well, in an actual RDC. Naturally, one
should expect this complex system of waves to develop much slower in comparison
to the detonation wave. This could explain the lower speed of the rotation and the
stochasticity in AM LFI when the detonation wave randomly switches direction. In
light of this theory, one could contend that the speed of this rotary amplitude mod-
ulated motion is inherently a function of the detonation wave speed and the fluidic
impedance of the injector element. Increase of the former and decrease of the latter
is expected to produce faster moving wave packets. Visualization of the reactants
plenum is required to further test the proposed hypothesis.

3.3 Combustion-Induced LFI: Spatially Homogenous

As opposed to the previous two cases where LFI is caused in the combustor due to
interaction with the supply plenum, in the current case LFI is dictated seemingly by
the combustion dynamics alone. Shown in Fig. 7a are the pressure traces (from the
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pressure sensor in row 1) and the ionization traces (from the ion sensor in row 2),
for one such test point in a hollow RDC, running on ethylene-air mixtures. Note that
both sensors are at the same sector/azimuth, which gives us the ability to track the
relative changes between pressure and ionization. Upon ignition (t ~ 0 s), it is seen
from Fig. 7a, that initially there is no pressure activity; just ionization activity. Att
~ 0.02 s, rotating pressure waves with considerable peak pressure magnitudes (and
hence rotating detonations) appear. However, at t & 0.05 s, the rotating detonation
wave seemingly descends into highly unstable propagations that are characterized
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by “packets” of subsequent laps that have the AM sinusoidal component. This AM
fluctuation is characteristic of all the unstable rotating pressure wave propagations
observed in hollow RDCs [11]. This unstable behavior extends till t ~ 0.28 s, after
which there is, once again, sustained periodic rotating detonations without the packets
of instability. Of interest is the fact that, for a given packet of instability, ionization
(red) is recorded for only about roughly the first half of the sinusoidal packet, whereas
the second half is composed of just pressure activity (Fig. 7a). Figure 7b shows
pressure and ionization data from an arbitrary duration from the same test point
when there is stable rotating detonation wave propagation. It can be seen that the
shock wave precedes the ionization (combustion) peak, as is to be expected in a
detonation wave. A magnified image of this snippet (Fig. 7c) shows this distinction—
pressure peak preceding the ionization peak—better. The black circles denote the
peak pressure and ionization values, and are acquired by a time-of-flight algorithm
that captures peak values, for a given lap. Fig. 7d contains pressure and ionization
data during two subsequent packets of unstable operation, from the same test case.
For a given amplitude modulated packet of subsequent rotating pressure waves,
ionization activity exists for roughly the first half of the packets. Periods between
the two packets do not exhibit any ionization, but do exhibit very weak rotating
pressure waves that do not exceed 0.5 bar. It is once again emphasized here that
even during this very low amplitude unstable, AM behavior, the pressure waves are
confirmed to be rotating (since we have three circumferentially distributed sensors
in row 1). A striking difference from the pressure-ionization coupling behavior seen
during stable operation (Fig. 7c) is evident in Fig. 7e, during unstable behavior.
During unstable propagation, most laps in a given cycle have the peak pressure
succeeding the ionization/combustion peak. This is, in fact, observed for all unstable
propagations. Hence, it is imperative to quantify the time lag, At, between the peak
pressure event and the peak ionization event to ascertain the difference between the
two propagation mechanisms. We use the system of positive At if the peak pressure
precedes the peak ionization and negative At if it succeeds it.

Figure 8 gives the pressure trace (3 sensors in row 1), ionization trace (3 sensors in
row 2), wave speed (from a time-of-flight algorithm) and time lag between pressure
peak and ionization peak (negative value if ionization peak precedes pressure peak)
for two different test points that exhibit unstable propagation. Note that all plots
presented are for the whole duration of testing. The following observations can be
readily made. During unstable operation, there are packets of rotating pressure waves
with very low peak pressure magnitudes. The corresponding ionization traces reveal
a similar packet-type behavior (Fig. 8). The sinusoidal oscillation evident in the peak
pressure magnitudes of subsequent laps also results in sinusoidal oscillations in the
lap-to-lap wave speeds, when the propagation is unstable. This is suggestive of a
periodically strengthening and weakening rotating wave. It is imperative to note that
during stable propagation the wave speed of each lap is about 95% of the C-J speed
(red dotted line), whereas during unstable propagation, the wave speed is highest
at the highest pressure point of the packet and is about 90% of the C-J speed. The
average wave speed, however, is considerably lower due to the waxing and waning
on either sides of the maximum pressure value. Of heightened importance are the
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time lag characteristics across the different test cases. It is seen that when the prop-
agation is stable, the time lag is predominantly positive across the approximately
thousand laps, i.e. peak pressure precedes ionization. Initially, after ignition, com-
bustion wave precedes the pressure wave (region indicated by blue arrow). However,
after this initial period, the shock wave supersedes ionization events, thereby exhibit-
ing the commonly known behavior of stable detonation wave propagation. When the
propagation is unstable, such an observation is not seen. In fact, during unstable
propagation, for a given packet of instability, the number of laps with ionization
preceding the pressure wave is almost equal to the number of laps with the opposing
trend. A maximum of £50 s is set to remove fallacious values that are an artifact
of the algorithm.

While this result is seemingly contradictory at first glance, it can be readily
explained to be due to the flame acceleration and transition to detonation phe-
nomenon, most commonly observed in ducts with deflagration-to-detonation induc-
ing obstacles [43]. In their comprehensive review of the said phenomenon, Ciccarelli
and Dorofeev state that “flame propagation in an enclosure generates acoustic waves
that, after reflections from walls and obstacles, can interact with the flame front and
develop flame perturbations through a variety of instability mechanisms” and say
that if such a flame propagation is fast enough, it “can result in severe flame distor-
tion which can induce flame acceleration and, in extreme cases, cause transition to
detonation” [43]. One could thus postulate that the concave surface of the RDC outer
wall acts like a reflecting obstacle thereby sustaining the propagation process. It is a
well-known property of detonations in curved channels to have pronounced collision
and subsequently stronger ignitions at the outer concave wall [44, 45]. Thus, finally
we can attribute the low magnitude rotating pressure waves to be a type of unstable
detonation wave propagation, where ignition seems to be continual and caused due to
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a probable flame acceleration mechanism sustained by the concave wall. Of course,
such a claim is a preliminary theory and needs to be validated through focused, future
studies. At present, however, it seems reasonable to attribute two different propaga-
tion mechanisms—conventional detonation propagation / flame acceleration causing
DDT—to stable / unstable AM propagation. An analogous behavior to this would be
the change from steady propagation to galloping and eventually stuttering detona-
tions, in planar detonations in tubes, which exhibits a similar type of low frequency
oscillation in pressure and wave speed [46].

4 Conclusion

The current chapter dealt with the identification and classification of three types of
low frequency instabilities in rotating detonation combustors. While all three types
are characterized by a sinusoidal amplitude modulation of the rotating detonation
wave’s peak pressure, their driving mechanisms appear to be divergent. The first two
types of LFI are linked to the supply plenum dynamics. For the first case, Helmholtz
resonance appears to the driving factor that causes acoustic oscillation in the air
inlet which in turn produces spatially homogeneous low frequency instability in the
combustor. This type of LFI is similar to the chugging instability widely reported
in rocket engines, which is also predicated to depend on supply line and plenum
acoustics. The second type of LFI is spatially non-homogenous and is characterized
by a slow-moving rotary event in the combustor and the air inlet. This type of LFI
is also alluded to in rocket engine instabilities’ literature and is termed a precessing
tangential mode. We show evidence that this rotary sinusoidal oscillation in deto-
nation peak pressure moves in a direction opposite to the direction of the rotating
detonation wave, and subsequently hypothesized it to be caused due to a complex
constructive and destructive interference of the shock waves leaked into the supply
plenum. This needs to be verified in future studies. Finally, the last LFI type is linked
to the combustion wave dynamics itself and is spatially homogenous. It is shown
that such LFI is distinguished by a complex interplay between the pressure wave and
the combustion wave that together make a revolving front. During stable operation
in a hollow RDC, the shock wave precedes the combustion front, whereas during
LFI-defined unstable operation in the same RDC, the combustion wave precedes
the pressure wave implying the presence of the phenomenon of flame-acceleration
in ducts causing a detonation wave, rather than a detonation event itself. This pro-
cess is similar to the alternative coupling and decoupling of the shock wave and
combustion front, which is observed widely in unstable detonation propagation at
near-limits in tubes. As noted in the introduction, the field of instabilities analysis
in RDCs is nascent in comparison to the decades of research on the same in rocket
engines, where there are considerable unknowns even at present. Moving forward, it
is imperative to apply a similar impetus in understanding the off-design functioning
of RDC:s to eventually enable its implementation in real-world applications.
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on Cyclic Operation of Constant-Volume
Combustion

Quentin Michalski, Bastien Boust and Marc Bellenoue

Abstract The pressure-gain combustion concept is a solution envisioned to increase
the thermodynamic efficiency of gas turbines. This article addresses the behaviour
of piston-less constant-volume combustion in relevant conditions of engine applica-
tion. For this purpose, a lab-scale combustion vessel (0.3 L) is run in cyclic operation
(10 Hz) with an improved control over the boundary conditions. This facility features
the spark-ignited, turbulent combustion of n-decane directly injected in preheated air
(423 K, 0.4 MPa), with an overall equivalence ratio of 0.9. Solenoid valves are used
to perform the air intake and burnt gas exhaust. A 0D analysis is developed and
used to compute the gas thermodynamic evolution based on the experimental pres-
sure traces. The effect of the main operating parameters on the combustion process
is discussed: ignition delay, exhaust pressure and wall temperature. The vessel is
operated without scavenging, hence the exhaust pressure drives the amount and the
temperature of residual burnt gas (16-39% according to the 0D analysis). Highly
diluted cycles (exhaust pressure 0.2 MPa) exhibit a higher combustion efficiency,
but have a longer combustion duration (3 times more) than those of low dilution
(exhaust pressure 0.07 MPa). For a higher wall temperature representative of engine
combustor (1000 K), the heat losses are directly reduced, which affects the residual
burnt gas properties. This also influences the residual gas temperature (870-1030 K)
as well as dilution (10-26%).

Keywords Pressure-gain combustion + Thermodynamic analysis
Cycle optimization

Q. Michalski (<) - B. Boust - M. Bellenoue

Institut Pprime, (CNRS, ISAE-ENSMA, Universite de Poitiers),

1 Avenue Clement Ader, Teleport 2, BP 40109, 86961 Futuroscope Chasseneuil, France
e-mail: quentin.michalski @ensma.fr

M. Bellenoue
e-mail: marc.bellenoue @ensma.fr

© Springer Nature Switzerland AG 2019 215
R. King (ed.), Active Flow and Combustion Control 2018,

Notes on Numerical Fluid Mechanics and Multidisciplinary Design 141,
https://doi.org/10.1007/978-3-319-98177-2_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-98177-2_14&domain=pdf

216 Q. Michalski et al.

1 Introduction

Future turbomachine generation requires multiple breakthrough to achieve the tar-
gets decided for 2050 [1]. Pressure-gain combustion is a direct way to improve the
thermal efficiency of aircraft combustor. Different technical solutions are currently
developed such as pulsed or rotating detonation, controlled auto-ignition and con-
fined deflagration. The latter, which is referred to as “constant-volume combustion”
(CVC) was among the first solutions implemented on ground-based turbomachines
through the work of Holzwarth [2]. At the time, large 200L chambers were fed
by an external compressor at 1 to 1.5 bar of initial pressure for a constant-volume
combustion working up to 1 Hz with an overall efficiency reported as high as 20%
(which is significantly high given the reported operating initial pressure is 1 atm).
Recently a simplified prototype of deflagrative chamber with rotating valves, aimed
at aircraft application, was operated at higher frequency (25 to 60 Hz) and smaller
volume (0.65 L) for improved power density [3] and its combustion stability was
investigated [4]. On such device (as on other devices based on deflagration such as
wave rotors [5]), a minimum operating frequency is of importance mainly because
it reduces the leaks at the clearance gaps between the rotating parts. Regarding the
combustor thermodynamic efficiency, several studies discuss the ideal performances
of pressure-gain thermodynamic cycles (for detonation as well as for deflagration
[5-7]). However few studies performed on real-operated devices discuss non-ideal
performances based on energy losses analysis [8]. The pressure rise is intrinsically
related to the initial density and dilution of the fresh mixture. For piston-less combus-
tors the exhaust happens at peak pressure and thus follows an adiabatic expansion
at constant volume and decreasing mass. The expansion must start directly at the
end of combustion. Consequently, the residual burnt gas (RBG) temperature can
be considerably higher than that found on four-stroke internal combustion engines
(ICE) and close to that found on two-stroke ICE. Since such devices should operate
upstream of a turbine, the RBG pressure should also be higher, thus directly affecting
the RBG mass (amount and temperature) as well as the expansion ratio. To pursue
the investigation of such conditions, a new facility referred to as CV2 was designed.
It allows for a simplified operation, a study of performances and a detailed analysis
of key processes found in such combustors. Two solenoid valves handle the intake
and exhaust, and ensure negligible leaks during combustion. Such choice of technol-
ogy involves a limited operating frequency (approximately 10 Hz) but allows for a
flexible control over cycles time charts. Two dedicated tanks allow for a control over
the inlet and exhaust boundary conditions, e.g. exhaust pressure, intake temperature
and pressure. Moreover, a 0D multi-zone model is developed to perform the ther-
modynamic analysis of the experimental combustion cycles. A previous study based
on direct injection of gaseous propane evidenced ignition stability issues that were
shown to be statistically related to the velocity at ignition [9]. For more representative
conditions of practical aircraft combustor application, direct injection (DI) of liquid
n-decane is used. Air is preheated up to 423K and pressure in the chamber is set
to 0.4 MPa prior to combustion. In this article, the effect of two crucial boundary
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conditions is investigated, namely the exhaust pressure and the wall temperature.
Their influence on the thermodynamic efficiency is discussed with respect to the
different energy loss phenomena evidenced in the cycle. Selected operating points
are optimized and the energy losses related to the different phases of the cycle are
compared.

2 Experimental Setup

The CV2 rig is designed to produce cyclic CVC conditions representative of an air-
breathing application. The rig is composed of a dedicated intake and exhaust system
connected to a single combustion vessel (see Fig. 1). The conditions of intake and
exhaust are set in dedicated tanks where the gas composition, pressure and tem-
perature are measured and regulated. Intake and exhaust control systems consist
in high-speed valves (COAX MK10) equipped with position sensors (5 kHz). Their
response time and transient behaviour were carefully characterized and tabulated (see
cross-section in Fig.4). The thermal load on the exhaust valve, due to burnt gases
flowing through, increases its response time. To limit this thermal drift and ensure the
repeatability between consecutive sequences, the exhaust valve temperature is regu-
lated at 40 °C (Kistler 2621 F conditioning unit). During an experimental sequence,
from the first cycle to the twelfth one, it corresponds to a 3—4 ms maximum delay at
opening. The valve is spring-loaded, thus the closing is not affected by the thermal
load. Consequently, the exhaust duration is reduced by the same amount of time
following the opening delay. This drift is recorded by the position sensors and taken
into account in the following analysis. The tanks are connected to the valves through

@ intake

- pressure sensor
—ignitor

~— wall
thermocouple

@ exhaust

(a)

fuel injector

Fig.1 CV2inthe configuration of interest: a combustion chamber and key components; b constant-
volume parts of the chamber and connections highlighted in red. The wall thermocouple is symmet-
rically positioned relatively to the cut-plane to the second pressure sensor (in green). ¢ High-speed
valve where the constant-volume part is highlighted in red. d The two configurations (i) and (ii) of
the laser sheet and camera: (i) the laser sheet is in the injector symmetry plane, (ii) the laser sheet
is in the ignitor plane
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flexible hoses of internal diameter 16 mm, length 1 m. The chamber is rectangular
with internal dimensions of 50 x 50 x 100 mm. Its aspect ratio A (length/width) is
equal to 2, therefore internal wave dynamics is not as dominant as in wave rotor (A =
13 in [8]). In the present configuration, the closed volume ranges from the intake to
the exhaust valve seat, including the connection tubes of internal diameter 12 mm.
Overall those volumes account for an additional 0.05 L (see Fig. 1b, ¢). The com-
plete volume, measured precisely with water, is 0.32 L (0.5% uncertainty) including
dead cavities. Intake air is supplied by a 20.76 L (0.3% uncertainty) intake tank at a
pressure of 1.0 MPa (0.2% uncertainty). Its volume, including the connecting hose
and connecting parts, was precisely measured by weighing the mass variation of
a 50L air bottle while pressurizing the tank. The fuel is injected directly into the
chamber through one liquid injector (Bosch 0261 500 029: 7 holes, 15 ° bias angle)
fitted to the wall. The injector is fed with liquid n-decane pressurized at 5.0 MPa.
The injector mass flow rate was measured separately, at atmospheric pressure, by
weighing the fuel quantity injected for different injection durations, which yields a
linearized effective mass flow rate of 6.74 mg per ms of injection (1.1% uncertainty).
The initial pressure in the chamber as well as the fuel quantity injected are controlled
by varying respectively the intake and injection durations. Ignition is triggered by a
non-resistive sparkplug topped with a conventional ignition coil charged up to 2.5 ms
(maximum charge), thus delivering an inductive discharge of approximately 40 +
10 mJ lasting for 2.5 ms. The command, synchronization and acquisition are handled
by a National Instrument controller (PXIe-8820 with a PXIe-6363) working up to
100 kHz for fast sensors and 10 kHz for slow sensors. The intake system is ther-
mally insulated and its temperature is regulated by PID-controlled heating collars.
The intake hose has its own integrated heating system regulated by its own PID. The
chamber is non-insulated and heated with standard cartridge heaters fitted into the
walls of the vessel; its temperature is PID-regulated based on the eroding junction
thermocouple (Nanmac) used for the local measurement of wall surface tempera-
ture. Each experimental sequence is a finite series of twelve cycles. The pressure
decrease in the fuel injection tank is negligible, whereas the pressure decrease in
the air intake tank is approximately 0.7% per cycle, thus a total 8% of variation for
12 cycles. The overall equivalence ratio (OER) injected during each cycle is kept
constant. This is achieved by reducing the fuel injection duration, by a maximum
of 1-2 ms from the first cycle to the last cycle depending on the experimental con-
ditions selected. Such variation requires a preliminary calibration of fuel injection
duration for each operating point. A broadband oxygen sensor (lambda sensor LSU
4.9) is installed at the exhaust, directly downstream of the exhaust valve. It gives a
measurement of the oxygen concentration in the burnt gases and is used to verify
that the oxygen concentration found in the exhaust gas matches the one associated
with the injected OER. An absolute piezoresistive sensor (Kistler 4049B, 60 kHz
bandwidth) is positioned near the oxygen sensor for transient pressure recording.
This measurement is used to compensate the lambda measurement as the exhaust
pressure varies [10]. A piezoelectric sensor (Kistler 6067C, 90 kHz bandwidth) is
used for pressure recording in the combustion vessel. A silicon layer is deposited
on its surface, approximately 1 mm thick, to prevent thermal drift. For combustion
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pressure measurement, an absolute piezoresistive sensor (Kistler 4049B) is used in
the chamber as well to compensate for the piezoelectric thermal drift. Those two
sensors are temperature-regulated (70 °C) by a dedicated Kistler 2621 F condition-
ing unit. The OER is computed by measuring the pressure variation in the air tank
for each cycle and by the a priori calibration of the injector mass-flow rate. Using
the perfect gas law and assuming isentropic expansion in the air tank, the OER of
the fresh charge introduced in the chamber during the cycle reads

Ya ny

OER =Dy, ——"—
MaApa Va

(1

where M, Ap, m and V are respectively the molar mass, pressure variation, mass
variation and tank volume, a and f stand respectively for air and fuel tanks and Dy,
is the mass air-fuel ratio of a n-decane air stoichiometric mixture. The injection
of both air and fuel starts after the closing of the exhaust valve, that way there is
no scavenging phase. The effective OER in the chamber thus corresponds to the
injected OER. The uncertainty in the OER for one cycle is mainly related to the air
tank pressure measurement, Ap (16 mbar of uncertainty). However, given the high
reproducibility of the valve opening cross-section (measured optically), one can
suppose the linearization of the pressure loss starting from the third cycle. Doing so,
the uncertainty in Ap for a single cycle drops to 5.4%, which yields an uncertainty of
6.8% in the OER calculated for a single cycle, e.g. at OER = 0.9, it corresponds to an
uncertainty of 0.06. 2D time-resolved particle image velocimetry (PIV) is performed
to characterize the aerodynamic conditions. The air injected in Fig. 2b was oil-seeded
(2.0 pm SMD), which can be seen in the first image (SOI+0.2 ms). As for Fig. 2a, air
was not oil-seeded although residual particles can be seen in the air flow. Additionally,
Mie tomography pictures give an insight into the fuel atomization during the intake
phase. PIV is performed at 20 kHz (50 s time between two velocity fields), which
means the laser emission (Nd:YAG, 532 nm MESA PIV) works at 20 kHz and
the camera (SA-Z Photron) works at 40 kHz. To account for the velocity variation
encountered in one cycle, a variable PIV interframe delay (from 2 s to 25 jus) is used
(PTU X from Lavision). The filling process is highly repeatable and the interframe
profile is tuned after a few iterations on experiments. PIV data is processed with a
multi-pass iterative calculation starting from 64 x 64 px down to 16 x 16 px with
a 50% overlap (Davis 8.4.0). This yields a physical velocity resolution of 1.3 x
1.3 mm.

The PIV velocity fields highlight an internal aerodynamics structured around a
highly compressible flow which penetrates the chamber a few milliseconds after the
opening of the valve and generates intense shear flow on the walls [11]. Air and fuel
are injected simultaneously for enhanced mixing and atomization (see Fig. 2) during
a fully closed exhaust phase. The injection process is apparently delayed, due to the
time induced by the 150 mm distance from the valve seat to the chamber. The same
delay occurs after the closing of the valve, as flow is still observed on the pictures.
Finally the velocity decay is exponential because of a free-turbulence decay during
this later phase. Regarding the atomization process, the PIV yields intake velocities of
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Fig. 2 Mie tomography images of the intake phase during a reactive combustion cycle, which
shows the atomization of the spray on the main air mass flow from the centre upper part of the
chamber. A. PIV in injector plane (see Fig. 1a), B. PIV in ignitor plane (see Fig. 1b)

approximately 250 m/s (confirmed by LES [11]) at air mass flow rates ranging from
60 to 75 gf/s. Phase-Doppler interferometry (PDI) measurements were performed
on a cold injector (21.5 °C) fueled with n-decane outside the chamber at ambient
conditions, using an Artium PDI-200MD equipped with focal lenses of 500 mm for
both emission and reception (1.6—-180 wm detection range). Those measurements
performed 30 mm downstream of the injection head yield an average droplet veloc-
ity of 18.5m/s and a 30 pum Sauter Mean Diameter (SMD), for a mass flow rate
of 6.74 g/s. The fuel spray and the air are injected simultaneously. Obviously, the
spray and the central air plume have a similar dimension at their impingement point.
This behaviour prevents the fuel spray to reach the wall and promotes a uniform
distribution of the fuel droplets in the chamber (as seen on the last MIE tomogra-
phy pictures of Fig.2). Regarding this spray-air plume interaction, based on a fuel
density of 643 kg/m3 (403 K and 1 bar), an air viscosity of 24.1 pPa.s (423 K and
1 bar), the fuel particles are estimated to penetrate up to 0.1 mm into the air plume
which corresponds to 1 % of its total width [12]. Along their trajectory, the droplets
evaporate so that the penetration length should then be lower. Such behavior is thus
consistent with the Mie tomography pictures recorded for PIV measurements during
the simultaneous fuel and air injection (Fig.2). In the following, the procedure for
the 0D calculation fit to the acquisition is detailed.

3 0D Numerical Setup

A specific OD multi-zone code was developed to compute the time-resolved evolution
of non-directly measurable properties such as mixture density, exhaust gas temper-
ature and composition. The code is developed under Matlab R2015b. The chemical
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description of the fluid is based on the Cantera (2.3.0) Matlab library [13] using a
reduced number of species to speed up the computation. The species included in the
description are H,, O,, OH, H,0, CO, CO,, NO, N,, nCyoH»; which thermodynamic
properties are taken from standard JANAF table. The model includes a separate rep-
resentation of each vessel with regard to heat or mass transfer, including the intake
tank and line (AD), the fuel injection tank (INJ T), the combustion chamber (CC),
the exhaust tank (EJ) and the exhaust line (EJL) (Fig.3). The isochoric combustion
phase is modeled through a three-zone description. Combustion happens in 3 phases:
the flame propagates over a slice of fresh gases, this reacting slice (referred to as zone
13 in Fig. 3) is set to chemical isobaric equilibrium at fixed enthalpy, which increases
its volume. The overall volume of gas in the chamber is temporarily higher than the
geometrical chamber volume. The 3 volumes of gas in the chamber are compressed
(without mixing) at fixed entropy until their cumulated volume matches the chamber
volume. At each integration step, the burning slice (zone 13 see Fig. 3) is mixed with
the burnt gases (zone 12 see Fig.3). The combustion duration is set as measured
from experimental data for each cycle. Unburnt gases are accounted for by stop-
ping the combustion over a volume including the gaps of the chamber assembly, as
well as the quenching distance estimated at 100 wm according to high-pressure
measurements [14]. Overall unburnt gas accounts for 3.0% of the total volume with
2% due to the cavity quenching and the remaining 1% due to the flame-wall quench-
ing. At the end of the combustion phase, fresh gases and burnt gases are mixed,
thus the chemistry is frozen during the exhaust phase until the combustion of the
following cycle. For each cycle, the intake and exhaust durations are set as measured
on their respective position sensors. The intake flow is choked during most of the
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Fig. 3 Graphical description of the vessels described in the OD analysis with detailed number of
heat (¢ with index relative to the gas phase number, red arrows) and mass transfer (black arrows)
connections set between the vessels
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intake phase, a constant discharge coefficient is thus set until the mass drop measured
experimentally in the intake tank matches the OD simulated one that sets the mass of
air injected per cycle into the chamber. During the first cycle, the sensible enthalpy
loss is set for the air that flows through the valve (which internal temperature is lower
than the pre-heated air) until the initial pressure in the chamber is matched. Wall heat
transfer coefficient 2 (in W/m?/K) is modeled using Hohenberg’s correlation [15]

h = 130V, *p98T 04 (v + 1.4)08 2)

where V. is the volume of the chamber, p;x and Ty are the pressure and temperature
of the gas phase for X = 1 or 2 (either fresh or burnt gases). The representative
velocity v is computed based on the chamber cross-section and on the instantaneous
mass-flow rate. The experimental increase in wall temperature is less than 10K
during combustion (see Fig.4); there is enough time for heat conduction between
each cycle, so that the cumulated wall temperature rise at the end of the 12th cycle
is of 28 K. The wall temperature for the 0D calculation is thus considered constant
over a complete sequence. The overall pressure shape is matched for the combustion
phase and the exhaust phase on most cycles by adjusting the velocity (during the
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Fig.4 a Comparison between numerical OD pressure (in blue) and experimental pressure signal (in
red) for a single sequence (12 cycles) with intake (black), fuel injection (orange) and exhaust (blue)
cross-sections. b Best fitted cycle selected for detailed analysis, the specific volume is figured as
well. The different phases of the experimental cycle are figured in color (A the intake, B the relaxing
phase, C the combustion, D the isochoric cooling and E the exhaust). The wall temperature is figured
in green
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combustion and the isochoric cooling phase) and the exhaust discharge coefficient.
Only experimental conditions with consecutive successful ignitions are analyzed. In
the present cases, the cycle-to-cycle variation is low enough so that one cycle can be
considered as representative of the whole set.

4 Detailed Analysis on One Operating Point

More details are given on the comparison between the experimental pressure signal
and its respective computed OD value.

The pressure signal is well matched during the intake phase until the opening of
the exhaust (Fig.4). The exhaust is more complex to simulate for several reasons.
First the flow is only choked for part of its duration and the stagnation pressure and
temperature vary during the exhaust phase. Also, the temperature of the exhaust gas,
higher than that of the intake, increases the volume flow rate. Even with the large
exhaust pipes (16 mm inner diameter), the pressure rises slightly in their residual
volume. This effect is accounted for by using an intermediate volume EJL between
the exhaust tank and the chamber. The unburnt gas influence is quantified as follows.
From the conditions of Fig. 4b cycle, the unburnt volume is varied from 0 to 6.0%. The
mass fraction of unburnt gas depends on the maximum pressure reached. At 3.0%
unburnt volume, up to 8.7% of the end-compression gases remain unburnt which
accounts for a 0.10 MPa straight pressure loss (reference value of 0 MPa in Table 1).
If this unburnt volume is brought to 0%, the resulting maximum pressure is thus
raised by 0.1 MPa (hence with a positive sign in Table 1). Such unburnt volume can
indeed be avoided by optimizing the chamber design. The assembly gaps (required
in our modular conception) can be avoided in the case of real application designs,
possibly made by additive manufacturing. As well, fuel-charge stratification can limit
the effect of flame-wall interaction by isolating the combustion in the centre of the
chamber, thus reducing the amount of unburnt gas due to quenching.

A constant value of 3.0% of unburnt gases in volume (among which 1.0% is
due to quenching distance) corresponding to our estimation is considered in the
following analysis. Once properly tuned, from one sequence to another with different
experimental settings, e.g. varying exhaust pressure or ignition timing, only small
adjustments to the heat transfer model parameters are made to match the pressure
traces. The heat lost to the wall is then compared to the ideal heat of combustion
Q. = Amyl,, withl, =44.2 MJ/kg being the lower heating value of n-decane. During

Table 1 Effect O.f unburnt Percentage of unburnt volume (%) | 0 3.0 6.0

gases on the maximum

pressure, the reference Unburnt mass (%) 0 8.7 16.5

volume values are in bold Induced relative pressure +0.10 |0 —0.09
variation (MPa)
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the intake phase, turbulent mixing occurs between the RBG and the fresh gases. This
partially premixed charge of RBG, air and fuel, is continuously cooled by the walls
at a rate driven by near-wall turbulence. A fraction of the total thermal energy (2.0%
in Fig.5) is thus lost during the intake phase (A-B). Approximately 30% of Q. is
transferred to the wall during the combustion phase (C), 18% after the combustion
is complete and before the exhaust full opening (D), and 11% during the exhaust
phase (E) until the pressure equilibrium is completed. Indeed, those values depend
on the unburnt volume taken in the computation. Considering the wall heat flux is
adjusted to match the pressure peak, a lower unburnt mass fraction would require a
higher wall heat flux and vice-versa. Nevertheless, the same amount of energy-loss
must be set to match the pressure.

The intake phase (A) starts at point 1 and ends at point 2. Following a relaxation
phase (B) which duration depends on the chosen ignition timing, the isochoric com-
bustion phase (C) then starts from point 3. On that cycle, the maximum combustion
pressure reaches 1.53 MPa at point 4. The beginning of the exhaust phase is delayed
to make sure the whole combustion process is isochoric. Therefore, the combustion
phase is followed by a 25 ms isochoric cooling phase that comprises a true isochoric
phase as well as part of the unsteady opening of the valve (approximately 15 ms).
The isochoric cooling phase (D), from 4 to 4°, is a straight energy loss whereas
the exhaust phase (E) is a non-adiabatic expansion that starts from 4’ to pressure
equalization with the exhaust tank. A post-processing is made from the condition 3,
to compute the associated ideal isochoric and adiabatic combustion. Under constant
heat capacity and perfect gas assumptions, the adiabatic pressure ratio 7, is directly
related to the energy-loss and computed as:

=228 3)
Pia —P3
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Table 2 Cycle thermodynamic properties and detailed balance of energy losses. The dilution is
given in mass percentage relative to the mass at ignition

Unburnt Maximum RBG Dilution | Residual Temperature
volume (%) pressure (%) temperature after intake
(MPa) before intake | (K)
X)
Cycle 3.0 1.53 22.0 500 434
properties
Intake losses | Unburnt gases | Combustion | Isochoric Exhaust heat
losses cooling heat | loss
losses
Energy loss 1.8 8.7 324 12.6 14.5
Q/Qc (%)

where py, is the adiabatic and isochoric combustion pressure. In Fig. 5, this pressure
ratio is 67% which is consistent with the 41 % energy-loss simulated during the
combustion phase from point 3 to 4 (see Table2): 8.7% corresponding to unburnt
gases and 32.4% to heat losses. In the following, this energy-loss balance is used
to evaluate the effect of initial conditions (at point 3) on combustion through RBG
dilution, both in mass and temperature. At fixed boundary conditions, the influence
of the ignition timing is discussed by combining experiments and OD simulation
analysis.

S Influence of the Ignition Timing on the Cycle
Performances

To improve the power density, high operating frequency is required. Consequently,
combustion cycles need to be as short as possible. For combustion to be as fast as
possible after ignition, one requires both high turbulence as well as favourable local
mixture conditions in equivalence ratio and dilution to promote ignition success
and flame velocity. The local variation of those properties has a direct impact on the
ignition probability and on the ignition kernel growth towards the rest of the chamber.
A previous study in direct gaseous injection with non-preheated air evidenced the
sensitivity of ignition success to the local velocity properties; for a given dilution and
equivalence ratio, statistical limits for the velocity were evidenced [9]. Only stable
conditions are considered in the following. For that purpose, the overall equivalence
ratio selected is 0.90 & 0.05, and the exhaust backpressure is set to 1 bar to limit the
RBG dilution to approximately 20%. The ignition timing is varied from the end of
the intake phase, to 15 ms later (12% of total cycle duration).

During that time, the mean velocity in the chamber drops from approximately
50 m/s, at the beginning of the pressure plateau, to 15m/s in 3 ms, at the end of
the first rebound, and then decays from 15m/s to less than Sm/s in the following
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Fig.6 Ensemble-averaged mean velocity in the chamber (with the cycle-to-cycle standard deviation
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rest of the studied sequences (4.0 MPa) which affects the velocity magnitude but not the timings of
events
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10 ms (Fig. 6). At OER = 0.9, the ignition timing is varied from the beginning of the
pressure plateau to 15 ms by step of 3 ms (Fig. 7).

Characteristic combustion durations based on the pressure signal are usually com-
puted to describe the different phases of the combustion process. Those durations
are defined based on a percentage of the non-adiabatic combustion pressure gain, 7,
between the pressure at ignition and the maximum combustion pressure reached:

i =tr =220 xgp @)

P4 — D3
Ix_y =1ty —Ix &)
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Table 3 Combustion characteristic average times with their respective standard deviation given
for varying ignition delays as well as RBG dilution properties

Ignition 15 ms 12 ms 9 ms 6 ms 3 ms 0 ms
delay

to—10 (ms) |7.4+0.6 6.8+£0.4 6.5+04 55+04 4.7£0.5 33+0.6
t10—90 (ms) (42404 3.81+0.6 34+0.2 2940.2 27+0.3 1.8+£0.5
t90—100 (ms) | 1.5+0.4 1.3+£0.3 12+04 1.1+£0.4 0.7+£0.4 0.7+0.2

RBG Tem- | 527 514 512 497 486 460
perature
(K)

RBG 21.4 21.7 22.0 22.4 222 23.0
Dilution
(%)

pa (MPa) 1.54 1.52 1.59 1.59 1.61 1.66
Expansion | 12.8 12.4 11.9 114 11.2 10.5
ratio (-)

According to these formulas, the duration #y_;( can be considered as representative of
the time taken for ignition kernel growth to free flame propagation, t;¢_gg corresponds
to free flame propagation and f99_ oo corresponds to the end of propagation at which
the flame-wall interaction is maximum (Table 3).

For every ignition timing, the exhaust timing is kept constant. The overall combus-
tion duration is strictly decreasing (reduced by almost a factor of 2) towards earlier
ignition timing. At a given OER and almost constant RBG dilution rate, the flame
velocity depends on the turbulent velocity fluctuation, in first-order approximation
[3, 16]. At the closing of the intake valve, turbulent velocity rapidly decays follow-
ing the mean velocity evolution (Fig. 6). Earlier ignition yields higher flame velocity,
which thus results in shorter combustion duration. The following isochoric cooling
phase duration then increases for earlier ignition, which in turn increases the heat
losses. The consequence is a lower initial pressure for the exhaust expansion, which
can be seen directly on the pressure signal (Fig.7). At the earliest ignition timing
(0 ms), 33% of the fuel energy is lost to the wall during the isochoric cooling phase.
Those losses drop to 8.6% for the latest ignition (15 ms). As the peak combustion
pressure is almost the same (1.54 MPa at 15 ms to 1.66 MPa at O ms), the more cool-
ing there is during that phase, the lesser the initial exhaust pressure, the less efficient
the cycle will be by lowering the potential for work recovery. However, higher initial
pressure prior to expansion means higher velocity and temperature at the opening of
the exhaust valve, which yields slightly higher heat losses during the exhaust phase.
Considering any actuator used to control the isochoric phase will have their own time
response, a trade-off must be found between the isochoric cooling phase losses and
a fully isochoric combustion for optimal work recovery. Following Fourier’s law, in
first-order approximation, the heat losses are directly related to the wall tempera-
ture. The rig is not designed to reproduce stationary thermal equilibrium conditions.
Therefore, the wall temperature is much lower than what could be expected in indus-
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trial applications, hence higher heat losses. In the following, we discuss the influence
of the boundary conditions on the combustion properties through an experimental
variation of the exhaust pressure. The effect of the wall temperature is also discussed
through the OD simulation.

6 Influence of the Boundary Conditions on Experimental
Cycle Performances

In turbomachines, the combustor backpressure is a design parameter that can be
controlled by the cross-section of the turbine first stage diffuser. Turbine efficiency
is related to its pressure expansion ratio, and choked conditions are usually set at
the first stage diffuser for best efficiency. In piston-less CVC processes, the exhaust
back-pressure directly drives the expansion ratio from the pressure at the beginning
of the exhaust (point 4”), to the exhaust backpressure (point 5). The expansion ratio,
in turn, affects the RBG density through the resulting pressure and temperature at
the end of exhaust phase. The operating points experimentally investigated start at
an initial pressure of 4.0 MPa for a constant OER = 0.9. With increasing backpres-
sure, an increased mass of RBG is trapped into the chamber and a lower air mass
is introduced into the chamber. This is achieved through a reduction in intake valve
opening duration (1 ms of opening corresponds to an increase of 250 mbar). The
energy density is thus reduced for higher backpressure. The ignition timing (12 ms)
as well as the exhaust opening duration are kept the same (see Fig. 8). Under those
conditions, the higher the dilution, the slower the combustion, so that combustion
duration is affected by a factor of 2.8 between an exhaust pressure of 0.07 MPa and
0.21 MPa (Table4). Given the exhaust valve is opened at the same timing for each
operating point, the isochoric cooling phase is long enough for each operating point

1.8 180%
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A, _~0.11MPa
007 MPa— "(.__._//—0,16 MPa
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.21 MPa exhaust
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Fig. 8 Experimental pressure signals of single cycles with the same ignition timing (12 ms) for
the 4 different backpressure investigated, 0.07 MPa (blue), 0.11 MPa (red), 0.16 MPa (green) and
0.21 MPa (black). The two extreme traces of intake (imposed) and exhaust (thermal drift) cross-
sections are represented following the colour code as the one for their associated backpressure
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to have the same initial exhaust expansion pressure (1.3 MPa). The expansion ratio
decreases with the exhaust pressure from 18 to 6.3, hence higher temperature for
higher exhaust backpressure. The trapped residual mass is influenced by the residual
density through the expansion ratio and the initial exhaust pressure. Under those
conditions, the exhaust gas quantity increases by 16.6% in mass every 0.1 MPa of
backpressure. The fundamental flame velocity is known to decrease with increasing
dilution (see [17]) for experimental measurements on diluted iso-octane/air flame)
and to increase with the temperature. However, considering the important cooling of
the exhaust gases, both during combustion (Fig. 9) and exhaust (Table 4), the increase
in initial temperature (after mixing with the fresh mixture) is not high enough to com-
pensate for the increase in dilution, hence a lower fundamental flame velocity. The
energy density for diluted cycles is lower. They exhibit lower maximum pressure,
and slightly lower combustion temperatures. The final density in the fresh gas when
combustion stops (see point 4 on Fig. 5) is thus lower, which yields a reduced unburnt
mass fraction and a higher combustion efficiency. In the present experiments, the heat
losses are high because of the low wall temperature (423 K). In turbojet engines, the
thermal management of the combustor is based on compressed air bypassed from
the compressor stages. That means higher working temperatures are envisioned. The
same cycle is simulated keeping the heat loss coefficient, combustion duration (as the
real duration is difficult to estimate) and intake gas temperature constant, but at a wall
temperature of 1000 K (which is compatible with most Inconel alloys). This lowers
the combustion losses by 10% and isochoric cooling phase losses by a few percent
(at which the temperature difference is maximum). The temperature of the cycle is
overall higher, heat is gained by the charge during the intake, and the heat losses
during the exhaust are lower, hence a higher initial temperature (Table 5). The flame
velocity should thus be higher, which should reduce the heat losses during combus-
tion (as seen with the variation of ignition timing). The increase of wall temperature
increases the gas temperature in each phase of the cycle. In the present conditions, an
increase of the exhaust pressure yields spontaneous re-ignition during fuel injection

Table 4 Combustion characteristic conditions (exhaust expansion ratio, RBG dilution of the mix-
ture, the initial residual temperature, initial temperature of the cycle fresh mixture) and average
times with their respective standard deviation given for varying backpressure

Exhaust backpressure 0.21 (MPa) |0.16 (MPa) |0.11 (MPa) |0.07 (MPa)
Wall temperature (K) 423

Dilution (%) 38.7 31.3 22 15.8
Expansion ratio (-) 6.3 7.9 12.3 18
Residual temperature (point 5) (K) 577 547 500 469

Initial temperature (point 2) (K) 439 436 434 436

to—10 (ms) 14.1+1.1 102+1.1 6.71+0.6 5.1£0.3
t10—90 (ms) 7.34+0.6 54+0.6 4.040.6 2.7+£0.3
t90—100 (Ms) 2.6+0.7 2.240.7 1.2+0.6 0.8+0.6
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Fig. 9 a Energy balance during the combustion phase with heat losses (coloured background)
and unburnt gas losses, for 4 different backpressures corresponding to the experimental boundary
conditions (7, =423 K). b Same energy balance for a 0D simulation at 7, = 1000 K

[18]. This behaviour is closely related to the RBG temperature, hence spark-ignited
cycles operating at wall thermal equilibrium conditions would certainly evidence
such phenomena. Moreover, it would start at a lower exhaust backpressure, since
the vessel is operated without scavenging. In other pressure-gain combustion appli-
cations, this behaviour is also under consideration, in order to avoid pre-ignition in
high-frequency PDE (relative to spark-ignition) [19] or to control it in pulsed com-
bustor [20]. The optimization of such cycles requires the reduction of the isochoric
cooling phase duration to a minimum. This requires an optimization of the opening of
the exhaust valve. An early opening of the exhaust valve yields a truncated pressure
at the end of combustion which is then isobaric (although occurring at final pressure).
For an ignition timing of 3.0 ms (Table 3), an optimization is made on the exhaust
timing (Fig. 10a). The cycle duration is adjusted (reduced by 25 ms) to avoid further
heat losses after the expansion, while still avoiding scavenging. For the two compared
cycles (Fig. 10a), the OER (0.87) is the same with a slightly higher initial pressure
for the unoptimized cycle (0.43 MPa) compared to the optimized cycle (0.40 MPa).
In both cases, the dilution is identical (0.3% difference). With the optimization, the
isochoric cooling phase is shorter, resulting in a 3.4% isochoric cooling loss com-
pared to 21.0% for the unoptimized cycle. As the pressure ratio is higher, the mass
flow rate increases, hence higher exhaust velocities that result in higher heat fluxes.
The same optimized cycle is processed with an increased 1000K wall temperature
(same as Fig.9b). Doing so, the combustion heat losses are 9% lower, the unburnt
gas mass is 2% lower; but as for unoptimized conditions, the heat losses during the
isochoric phase remain the same. Working in partially premixed conditions, the burnt
gases at the end of combustion are directly exposed to the chamber walls, hence a
high temperature gradient (still approximately a 1000K difference) once the flame
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Fig.10 a Comparison of experimental pressure signals for a cycle with optimized cycle (blue), with
almost no isochoric phase and shorter cycle duration (100 ms instead of 125 ms) and unoptimized
cycle (red). The different phases for the two cycles are figured as in Fig. 5. The ignition timing being
early (at 31 ms), there is no relaxation phase* b

Table S Combustion characteristic conditions (exhaust expansion ratio, RBG dilution of the mix-
ture, the initial residual temperature, initial temperature of the cycle fresh mixture) for the extrap-
olation at 7, = 1000K

Exhaust backpressure 0.21 (MPa) ‘ 0.16 (MPa) |0.11 (MPa) |0.07 (MPa)
Wall temperature (K) 1000

Dilution (%) 26.4 20.7 13.8 10.2
Expansion ratio (-) 7.2 9.3 15 21.1
Residual temperature (point 5) (K) 1028 975 911 871

Initial temperature (point 2) (K) 756 708 677 652

reaches the wall, which yields high heat flux. Such behaviour can be avoided by
using a convenient air-fuel stratification strategy similar to spark-ignited ICE, where
the mixture is fuel-rich at the centre of the cylinder and fuel-lean near the walls.

7 Conclusion

A constant-volume combustion chamber is operated with pre-heated air (423 K at
an initial pressure of 0.4 MPa) and a directly injected liquid n-decane with a cyclic
operation reaching up to 12 cycles. The combustion characteristics are shown to
be strongly dependent on the residual burnt gas properties. Those properties are
influenced by the two main boundary conditions of the cycle, namely the exhaust
pressure and the wall temperature. In the current setup, the walls are heated up to
423 K which is sufficient to prevent the condensation of n-decane but is far too low
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to be representative of thermal equilibrium, thus allowing for an important cooling
of the burnt gases. The expansion ratio is varied by a factor of 3 mostly by varying
the exhaust backpressure. With higher backpressure, the dilution as well as the RBG
temperature are increased. Nevertheless, due to an important cooling of those burnt
gases during the exhaust phase, and due to the addition of the fresh charge, the
resulting initial temperature is not affected. This results in a slower combustion, as
the characteristic combustion time increases by a factor of 2.8 as the RBG dilution
increases from 15.8% to 38.7%. In the case of a higher wall temperature, the cooling
of RBG is reduced hence an increased temperature and a reduced mass fraction of
residual burnt gases. As a result, the initial gas temperature increases with increasing
exhaust backpressure. Among the losses which are accounted for on the present
device, a certain amount is expected to be easily reduced further in an industrially
designed chamber. Premixed combustion in internal combustion engines leads to
higher heat losses as the burnt gases and the flame are directly in contact with the
walls. Stratified combustion would thus help reduce both the heat losses during the
combustion and the unburnt gas generated by quenching to the walls and inside
mechanical gaps; hence leading to higher combustion efficiency.
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Validation of Under-Resolved Numerical )
Simulations of the PDC Exhaust Flow e
Based on High Speed Schlieren

M. Nadolski, M. Rezay Haghdoost, J. A. T. Gray, D. Edgington-Mitchell,
K. Oberleithner and R. Klein

Abstract Owing to their high thermodynamic efficiency, pulsating combustion
cycles have become an attractive option for future gas turbine designs. Yet, their
potential gains should not be outweighed by losses due to unsteady pressure wave
interactions between engine components. Consequently, the geometric engine design
moves into focus. Ideally, one would quickly test several different principal layouts
with respect to their qualitative behavior, select the most promising variants and then
move on to detailed optimization. Computational fluid dynamics (CFD) appears as
the methodology of choice for such preparatory testing. Yet, the inevitable geomet-
ric complexity of such engines makes fully resolved CFD an arduous and expensive
task necessitating computations on top high-performance hardware, even with mod-
ern adaptive mesh refinement in place. In the present work we look at the initial flow
field of a shock generated by a pulse detonation combustor (PDC) which leaves the
combustion chamber and enters the plenum. We provide first indicators, however,
that overall mechanical loads, represented by large-scale means of, e.g., mass, energy,
and momentum fluxes can be well estimated on the basis of rather coarsely resolved
CFD calculations. Comparing high-resolution simulations of the exit of a strong
shock from a combustion tube with experimental schlieren photographs, we first
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establish validity of fully resolved CFD. Next we compare several integral quantities
representative of overall mechanical loads with a sequence of successively coarser
grid simulations, thereby corroborating that the “quick and dirty” coarse-grained
simulations indeed allow for good order of magnitude estimates.

Keywords Coarse resolution CFD code validation
Experimental Schlieren visualization - Expansion from detonation tube

1 Introduction

Pulsating combustion cycles of varying design are currently being discussed as a
way to approximately achieve constant volume combustion (CVC) in gas turbines.
Approximate CVC (aCVC) is desirable due to its considerably higher thermody-
namic efficiency in comparison with the standard deflagrative combustion which
progresses at approximately constant pressure. To accommodate pulsating combus-
tion in a gas turbine, unsteady gasdynamic effects have to be carefully controlled to
avoid excessive mechanical and thermal loads and, depending on the nature of the
combustion cycle, to optimize its efficiency and robustness. Nonstationary compress-
ible flow in enclosed domains depends crucially on the domain geometry, and we
conclude that the design process for a new class of gas turbines involving pulsating
aCVC requires flexible geometric design capabilities.

Support comes from modern Computational Fluid Dynamics (CFD) techniques
and codes which allow the user to simulate flows in rather complex geometries
utilizing, e.g., Cartesian grid cut cell methods [2, 3, 6-9]. Despite the general geo-
metrical flexibility provided by these techniques, three-dimensional fully resolved
simulations in complex geometries are highly demanding, and can hardly be used
routinely for quick estimates of the principal consequences of major design alter-
natives. A central hypothesis of the present project (see the conclusions) is that the
overall mechanical and thermal loads on enclosure confinements do not depend on
the fine-scale structure of gasdynamic processes, but rather on their coarse-grained
averaged behavior. If this hypothesis can be corroborated, then an efficient hierar-
chical approach to the geometrical design of pulsating combustion gas turbines may
be adopted: One would first pursue a quick scan of various major geometrical design
options utilizing coarse-resolution numerical approximations that can be run in tens
of minutes on a PC, and only turn to high-resolution expensive super-computer-based
simulations with excessive detail when the overall design has been fixed. To make
such an approach feasible, however, we must first validate our base hypothesis and
the present study represents a first step in this direction. This task is approached here
through the following steps:

1. A laboratory experiment that involves strong multi-dimensional gasdynamic
effects is reproduced by highly resolved numerical simulations.
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2. A sequence of simulations with sucessively coarser resolution follows, the coars-
est chosen such that all small-scale detail is smeared out by the finite volume
averaging of the conservative numerical scheme.

3. Finally, several integral quantities, such as mean mass and momentum fluxes
across some pre-defined large-scale surfaces, is monitored and compared between
the members of the ensemble of coarser and coarser simulation runs.

These steps will provide estimates of how coarse a resolution, i.e., how efficient a
computation, can be afforded to still obtain good quantitative or at least qualitative
insights into the large-scale features of a highly unsteady flow.

In the present first test we consider experimental schlieren photographs of a strong
shock wave exiting a cylindrical tube. The shock has been generated within a tube
partially filled with a combustible mixture by firing a deflagration from its left end
into an accelerator section. The ensuing high-speed turbulent flame generates a strong
shock which then meets the inert column of air that covers the remainder of the tube.
Figure 4 shows the geometrical setup and Fig. 5, left panel, shows the situation imme-
diately after the shock has exited the tube (see also Sect. 4 for experimental details).
We see the leading shock still being essentially plane near the axis of symmetry, but
bending outwards where it expands into the surrounding air.

We follow the evolution of this flow over the first few hundred micro seconds and
compare idealized two-dimensional axisymmetric and three-dimensional cartesian
numerical simulations for this case in Sect. 6. That section also shows the comparison
of some integral quantities computed for a high-resolution reference simulation and
a sequence of coarser runs to demonstrate that such overall estimates can well be
computed based on very rough, crudely resolved simulations. Before we get to this,
however, we first describe the mathematical formulation of the flow problem in
Sect. 2, the numerical method and code used in Sect.3, and the specific numerical
setup of the simulation runs in Sect.5. Section 7 draws conclusions and provides
future perspectives.

2 Governing Equations
2.1 Summary of the Equations in Cartesian Coordinates

We consider the homogeneous Euler equations in conservative form, i.e.,

0
Ep 4+ V. (pV) =0 (Conservation of Mass) @))

0
5(pV) + V- [pV®V + pl] =0 (Conservation of Momentum) 2)

0
a(,oE) + V- [(pE + p)V] =0 (Conservation of Total Energy) 3
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where p, p, E and V = (u, v, w) are density, pressure, total energy, and the velocity
vector respectively, ® denotes the tensor product, and I the identity matrix. To close
the system we choose the equations of state for perfect gases

V2
P=P(7—1)<E—7)‘ “4)
Here ~ is the ratio of specific heat capacities, 7 = ¢, /c,, and is set to a value of
v = 1.4 throughout this study. Equations (1)—(3) can also be written in a form useful
when applying dimensional splitting as in the present study,

U+ FU):+GU),+HU),=0 ®)
with
P pu pu pw
pu pu2 +p puv puw
WU, F.G.H)=||pv|.| puv |, |p*+p|, | pow (6)
pw puw pvw pw2 +p
pE pHu pHv pHw

and the total specific enthalpy H = E + p/p.

2.2 Axi-Symmetric Flows

For axisymmetric arrangements, (1)—(3) are conveniently recast in terms of cylindri-
cal coordinates. Let the x-axis represent the axis of symmetry, then (5) transforms
to, [12],

U+FU),+GU),=80), 7
with
() () [
U.F,G.S) = Zv ’ g pUv ! ’ pv/-;“i rl r ZZv - ®
pE pHu pHv pHu

Here u is now the radial and v the velocity along the x axis.
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3 Numerical Methods

Pulsating combustion cycles for near stoichiometric hydrocarbon-air or hydrogen-air
mixtures come with pressure wave amplitude ratios of p/ pr ranging from 4 to 20,
depending on the combustion mode. Thus, strong shocks ensue and we have no alter-
native but to use conservative numerical schemes to solve the Euler equations. In this
study we use the MUSCL-Hancock, [13], conservative finite volume method. This
scheme is second order accurate and employs slope-limiting near discontinuities to
prevent the formation of spurious oscillations. The scheme is conveniently employed
for multiple space dimensions using Strang splitting [11]. For the representation of
complex geometries, we use a cut-cell technique [8]. To evolve the source term in
(7) we use again Strang splitting, advancing the solution in the related split step by
an adaptive Runge-Kutta-45 scheme.

The code, which is a joint development with the Centre for Scientific Computing,
Cavendish Laboratory, Cambridge University, is capable of using block structured
adaptive mesh refinement (AMR) similar to [1]. This capability is not utilized in the
present study, however, as we intend to first understand the basic behavior of this
numerical methodology under grid coarsening.

4 Experiment: Strong Shock Exiting a Straight Tube

In order to generate a shock wave propagating through a tube, a pulse detonation com-
bustor (PDC) is used in this study. The schematic of the PDC and the instrumentation
of the experimental setup is shown in Fig. 1. The PDC consists of two sections: the
section in which the flame acceleration and subsequent deflagration-to-detonation
transition (DDT) occurs and the exhaust tube. Hydrogen and air are injected into the
upstream end of the tube. Combustion is initiated with a spark plug, positioned at
the upstream end of the DDT section. The specific design of the hydrogen and air
injection schemes is described in [5].

Once the mixture is ignited, orifices positioned in the DDT section accelerate
the flame propagation. The speed of the leading shock wave is determined by five
piezoelectric pressure sensors (PCB112A05), flush-mounted in the exhaust tube,
as shown in Fig. 1. In order to assess whether the transition from deflagration to
detonation takes place before entering the exhaust tube, three additional closely
spaced pressure probes are placed in the downstream end of the DDT section.

The reaction front is tracked inside the tube by three flush-mounted ionization
probes on the opposite side from the pressure sensors. The ionization probes, fab-
ricated in-house, consist of two electrodes separated by a ceramic coating. When a
potential difference is applied to the electrodes, the ionized species in the combus-
tion region allow for an electric current to flow. The resulting voltage drop marks the
arrival of the combustion front.
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Fig.1 Sketch of the experimental setup showing the pulse detonation combustor, pressure sensors
and ionization probes for reaction front and pressure wave detection, and the high-speed schlieren
setup at the tube exit

Data is acquired simultaneously on 11 channels using a National Instruments
MXI-Express DAQ system at a sampling rate of 1 MHz. The mass flow rate of air
and hydrogen is measured with Endress + Hauser Coriolis mass flow meters. Two
type K thermocouples are used to measure the temperature of air and hydrogen. The
pressure of the hydrogen fuel line upstream of the injection valves is measured with
a Festo pressure transmitter (SPTW-P10R).

The high-speed schlieren images are acquired with a Photron SA-Z high-speed
camera at frequencies up to 80kHz. A standard z-type schlieren configuration is used
with two 6-inch parabolic /8 mirrors for collimating and refocusing of light. As a
light source, a pulsed LED is used as suggested by Willert et al. [14]. The overdriven-
operated LED provides a light pulse with very high intensity at very short time span
(1 ws).

The operating condition of the PDC can be adjusted to maintain high confor-
mity with the numerical simulations. Since the numerical models do not account
for chemical reactions, it is desirable to minimize the impact of combustion on the
flow evolution once the shock wave exits the tube. Therefore, the PDC is filled only
partially with combustible mixture to allow for the shock wave to decouple from
the reaction front and maintain a time gap between the shock wave and combustion
products leaving the tube.

The shock wave velocity along the PDC is shown in Fig. 2. The wave velocity is
captured at seven axial positions via eight pressure probes. The shock wave velocity of
1000 m/s within the DDT section is about half the Chapman-Jouguet (CJ) velocity.
Because the tube is only partially filled, the deflagration wave does not transition
to a detonation wave. The shock wave is transmitted to the air, while the reaction
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Fig. 2 Leading shock wave velocity determined by the pressure sensors in the tube and three
consecutive schlieren images at the tube outlet

front is extinguished as the deflagration wave reaches the intersection of the reactive
mixture with air. The decelerating shock wave propagates through the exhaust tube
while compressing the air. The shock wave diffracts through the atmosphere once
it reaches the tube exit. The flow evolution at the tube exit is captured by means of
schlieren images. These images are used for validation of the numerical simulations.

The primary parameter that sets the initial condition for the numerical simula-
tion is the shock wave Mach number at the exit of the tube. Hence, the shock wave
velocity has been determined via two independent methods using schlieren images
and pressure probes. Therefore, consecutive schlieren images captured at 80 kHz
are used as shown in Fig.3. The straight vertical shape of the leading shock in all
three frames indicates that the information about the area expansion at the tube out-
let has not yet reached the jet centerline. This implies that the shock velocity is still
the same as directly after the tube exit without any deceleration due to shock wave
diffraction [10]. Consequently the shock velocity and related Mach number can be
unambiguously determined from the shock displacement shown in Fig. 3, using the
time-of-flight. The determined shock wave velocity of 606 m/s corresponds to an exit
Mach number of M = 1.77. The exit velocity of the shock wave at the tube exit can
also be estimated from the pressure sensor signals. Therefore, the arrival time of the



244 M. Nadolski et al.

At=12.5pus

i jet centerline
exhaust tube ...k . 4 i N ' : ...J ................

Fig.3 Three consecutive schlieren images for determining the shock velocity at the exit of the tube

shock wave is extrapolated based on piecewise cubic hermite polynomials (PCHIP)
[4] to the tube exit from the arrival times measured at six different streamwise loca-
tions. As shown in Fig. 2, the shock velocity determined from schlieren images and
the one extrapolated from the pressure signals are in very good agreement with a
discrepancy of 1.3%. For this reason, the experimental schlieren images can be used
as a benchmark for validation of computational simulations.

S The Numerical Setup

The geometry of the problem is given as a linear, cylindrical tube leading into a the-
oretically infinite half space filled with air at room temperature. Figure 4 displays the
computational domain of our three-dimensional computation as well as the simplified
configuration for the axisymmetric case.

x/D

—2

Fig. 4 Left: the computational domain for the three dimensional case, Right: the computational
domain for the two dimensional case in cylindrical coordinates
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For a simple approximation to the experiment described in Sect.4 we estimated
the velocity of the leading shock from measured data as described in the previous
section. The estimate used here is ug ~ 585 % equivalent to a Mach number of
Mg =~ 1.72, and within a 3% window around the estimate given above. Thus, the
simulation begins with an ideal one-dimensional shock of this strength traveling
downstream the tube. The upstream boundary conditions in the tube are set to match
the post-shock conditions, indicated by a * subscript below. These result from a
given state U, ahead of the shock and from the shock Mach number Mg via the
Rankine-Hugoniot conditions reading

P _ (v + D(Mair — Ms)? ©)
pair (v = D(Mair — Mg)? 42
27v(Mpiyy — M 2_ —1
Ps _ 27 (Mair ) —(=1 (10)
PAir (’}/‘l‘ 1)
Uy = US <1 — pAir)+uAirpAir (11)
* *

Assuming v = 1.4, pair = 1.01 - 10° Pa, pair = 1.22kg/m? and ua;; = 0 m/s we
obtain the post-shock state p,, = 3.33 - 10° Pa, p, = 2.73 kg/m> and u,, = 323 m/s.

The computational domain is necessarily limited. To match the experimental set-
up we have to utilize approximate non-reflecting boundary conditions on all domain
boundaries intersecting with the open half space into which the shock wave is expand-
ing. We have adopted a simple version of such a numerical condition. A two cell
wide layer of ghost cells surrounds the computational domain. At the beginning of
each time step, these cells are assigned the same states found in their next neighbor
cells within the computational domain in the sense of a zeroth order extrapolation.
This procedure is simple and rather effective, although some weak wave reflection
is seen when the shock hits the outer boundaries. For the targeted coarse-grained
estimates of integral loads, such a straightforward boundary condition formulation
seems appropriate.

To validate our code we set up multiple sets of numerical computations, one
for each of the coordinate systems described above and several three dimensional
computations in varying resolution. To compare the computations to each other we
set the finest grid resolution to 512 cells in each direction, corresponding to cell
sizes of 6 - 10~*m, and simulate the first two milliseconds. For the three dimen-
sional simulation in Cartesian coordinates this implies 512° = 134.217.728 cells
and 256 - 512 = 131.072 cells for the simulation in cylindrical coordinates. Experi-
mental observations are then compared with these reference runs, while we compare
several integral quantities indicative of mechanical loads between these highest res-
olution and other simulations based on coarser grids below.
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6 Results

6.1 Comparison of High-Resolution Runs
with the Experiment

Schlieren pictures from the experiment are available in intervals of 50 ms. For the
subsequent discussion we set the clock to time # = 0 at the instance shown in Fig. 5,
when the shock has just exited the tube. Simulation data are available for each
consecutive 50 ms after this point in time.

Figure 6 compares experimental data with path integrated schlieren images post-
processed from the simulation data of the three-dimensional simulation. To be pre-
cise, the figure displays grey scales of the quantity

21 a
SCx.y) = / Sy (12)

The comparison in Fig. 6 shows that the early evolution is successfully captured in
terms of key flow features such as the vortex position, the Mach disk, the reflected
shocks, and the slip lines.

On the downside we also observe a mismatch in the position and width of the
Mach disk, which increases with time. This discrepancy is likely due to the simplified
computational set-up which assumes a shock travelling at constant velocity to exit
from the tube. In the experiment, in contrast, the observed shock was generated by
firing a high-speed deflagration in the tube and letting the generated strong shock
pass over a buffer region of inert gas covering roughly the latter third of the tube
length. A strong indication that the upstream conditions between experiment and
simulation do not match well after some time is the exit of multiple shocks from
the tube seen in the third panel on the left in Fig. 6. This feature is absent from the
numerical simulation, because of the exact match of the post-shock conditions of the
initial shock at the upstream end of the short tube section included in the simulation.
A more realistic set-up that utilizes a one-dimensional version of the compressible

0.5

0.5 ‘I\
0

S 05 —0.5 %
-1 -1
~15 —-1.5
0 1 2 3 4

x/D

Fig. 5 Experimental schlieren versus path-integrated schlieren from numerical simulations at the
reference time ¢t =0
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Experiment Numerics

Fig. 6 Comparison with the experiment: path integrated schlieren pictures, at relative time points
100, 200 and 300 s

(reactive) flow solver to also represent this non-trivial gasdynamic process in the
tube prior to the shock wave exit is work in progress.

Nevertheless, the simulation up to time point 100 v shows results which are close
to the experiment. At later times all major flow features are qualitatively present. The
quantitative disagreement may be hampered by overly simplified inflow boundary
conditions in the numerical simulations.

6.2 Comparison of Different Coordinate Systems

We are interested in the differences between the computations with respect to the
two different coordinate systems introduced in Sect.2. From now on we consider
planar density gradients P(x, y) = |Vp(x, y, 0)], since these reveal more details of
the flow. Figure 7 shows that the computation in cylindrical coordinates is in good
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Fig. 8 Plots for density (left) and pressure (right) in y = z = 0 over the x position for the relative
time point 300 s

agreement with the three dimensional computation. Only beyond the relative time
point of 300 us a sizeable difference is seen in the region around the Mach disk.
Figure 8 displays the pressure and density distribution along the central axis in the
flow direction. Good quantitative match between the simulations is obtained. As in
the visualisation for the density gradients we see differences in the Mach disk area.
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6.3 Effects of Resolution

As stated earlier, we are interested in utilizing quick coarse-resolution simulations
for efficient testing of different engine geometries with respect to their influence
on overall mechanical loads. Thus, in this section we test whether some globally
integrated quantities can well be estimated from such coarse simulations.

Figure9 illustrates the solution structure for varying resolutions. With a tube
diameter of 0.03m and a resolution of approximately Ax ~ 0.0046 m the coarsest
simulation uses around 6 cells in each direction to cover the tube inlet. Despite being
shifted basic structural properties such as shocks, Mach disk and vortex positions
are still represented down to the resolution of 128 cells per dimension.

Figure 10 displays the time series of averaged radial mass flow

Hlgad = /pV -ngdS (13)
N

for these resolutions, where S is the prolongation of the tube wall beyond the tube
exit. In analogy with the radial mass flow we also show the axial mass flow integrated
over a plane vertical to the tube axis and placed at x/D = 1.7 downstream the tube
exit.

Figures 11 and 12 show the amount of advected radial and axial momentum
through these surfaces,

Fig. 9 Comparison of density gradients for a simulation with 512, 256, 128 and 64 cells per
dimension at relative time points 100, 300 and 600 s



250 M. Nadolski et al.

I I I I
15L a- 64 cells per dimension | |
m-- 128 cells per dimension
- ®- 256 cells per dimension
—o— 512 cells per dimension
z
2
=
7
<
= 051 B
axial mass flow
0 |- -
! ! ! ! ! ! !
1 2 3 4 5 6 7
Time [s] 107

300 - n
250 b
Ely
f‘ﬂ )

2 200 ;- b
E‘O |~ axial component
g
= 150 [ 1
-
=
3
g 100
=
50 - b
I I ! I I I !
1 2 3 4 5 6 7
Time |s] 10*

Fig. 11 Radial momentum flow over time



Validation of Under-Resolved Numerical Simulations of the PDC ... 251

600 |- axial component |
&b,
<L
B a00f .
=
=
=
=
g
g 200 B
Q
=
0 - |
! ! ! ! ! ! !
1 2 3 4 5 6 7
Time |s] 107*

Fig. 12 Axial momentum flow over time

PAzfpV(V-nA)dA, (14)
A

where A is the prolonged tube or the vertical plane respectively. Note that while mass
flow is a scalar, the momentum flow is a vector which we separated into its axial and
radial components and in this study the axial component is equal to the projection
onto the axis along the tube, the x-axis. For the radial component of the momentum
flow we visualise the magnitude of its y and z components, i.e. let PA be written as
PA = (Pa, ga, 'a), then the axial component of the momentum flow is

axial PA = DA

and its radial component is

radial Py = ,/q3 +r3.

Figures 10 and 12 show good qualitative agreement across all resolutions but the
coarsest resolution with 64 cells. Whereas we observe larger discrepancies in Fig. 11,
where coarser simulations tend to underestimate the radially advected momentum.
Comparing the outgoing stream throughout the computations, we also observe that
it is substantially more smeared out for coarse grids. By choosing a relatively narrow
cylindrical surface to compute the radial flows, we introduce additional numerical
errors while interpolating values on that surface. This might result in not “seeing”
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the radial momentum for coarse computations for this particular choice and could
be mitigated by choosing a larger radius for the radial test surface.

7 Conclusion

We used a simple and reproducible test case and experiments with numerical simula-
tions. Despite the assumed simplified initial and boundary conditions the simulations
resolve the dynamics of a shock exiting a combustion tube. An axisymmetric compu-
tational model produces essentially the same results as a full 3D code. We conclude
that three-dimensional effects of turbulence are not relevant throughout this early
stage. Coarse resolution runs reproduce large-scale averaged quantities potentially
important for overall loads quite well in comparison with highly resolved compu-
tations. In fact, even key solution features are maintained qualitatively as well as
quantitatively. This encourages the use of under-resolved simulations for efficient
design studies of engine geometries. Subsequent studies will focus on more com-
plex geometries, and improved modelling of boundary conditions. Adaptive mesh
refinement will be employed to tune the local numerical resolution to the needs of
geometry representation.
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Abstract This paper addresses issues that originate in the extension of the Loewner
framework to compute reduced order models (ROMs) of so-called quadratic-bilinear
systems. The latter arise in semi-discretizations of fluid flow problems, such as Burg-
ers’ equation or the Navier-Stokes equations. In the linear case, the Loewner frame-
work is data-driven and constructs a ROM from measurements of the transfer func-
tion; it does not explicitly require access to the system matrices, which is attractive in
many settings. Research on extending the Loewner framework to quadratic-bilinear
systems is ongoing. This paper presents one extension and provides details of its
implementation that allow application to large-scale problems. This extension is
applied to Burgers’ equation. Numerical results show the potential of the Loewner
framework, but also expose additional issues that need to be addressed to make it
fully applicable. Possible approaches to deal with some of these issues are outlined.
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1 Introduction

We study the extension of the Loewner framework to compute reduced order mod-
els (ROMs) of so-called quadratic-bilinear systems that arise in semi-discretizations
of fluid flow problems, such as Burgers’ equation or the Navier-Stokes equations.
The attractive feature of the Loewner framework is that it is data-driven and con-
structs a ROM from measurements of transfer functions related to the system. In the
linear case it does not explicitly require access to the matrices (such as E, A, etc.
defined below) of the system. While the Loewner framework for linear systems is
fairly developed, see e.g., the tutorial paper by Antoulas et al. [3], its extension to
quadratic-bilinear systems is ongoing. Recently, Antoulas et al. [2, 8] have extended
the Loewner framework to bilinear and quadratic-bilinear systems, but have not yet
addressed several issues that need to be dealt with when applying the Loewner frame-
work to fluid flow problems. This paper begins to address some of these issues. In
particular, we present the Loewner framework from [8] in a way that allows its effi-
cient implementation and scaling to large-scale problems. In addition, we present
more extensive numerical results of an initial version of the Loewner framework
to Burgers’ equation. These numerical results show the potential of the Loewner
framework, but also highlight open issues that need to be addressed. We will outline
possible paths on how to deal with these issues.
Given

EAcR™ beceR", deR N:R'xR—>R", G:R'xR" > R", (1)
we consider single input and single output (SISO) systems of the type

ELx(t) = Ax(t) + G(x(1), (1)) + Nx(),u@®) +bu@®), te0,T), (2a)
y(t) = " x(t) + du(t), te,T), (2b)
x(0) = 0. (20)

We will make additional assumptions on (2) in Sect.2. The system (2) is referred
to as the full order model (FOM). The semi-discretized viscous Burgers’ equations
and the Navier-Stokes equations fit into the setting (2). Burgers’ equation will be
discussed in Sect.4. We refer to, e.g., Elman et al. [6, Chap. 8], Layton [11] for
the semi-discretized Navier Stokes equations, where (2a) is a system of differential
algebraic equations for the velocity and pressure.

Our goal is to construct a small (r < n) dimensional model

E4%(t) = AX() + GR(), X(1)) + N&(1), u(®)) + bu(®), 1€ (0,T), (3a)
1) =) + duo), t€(0.T). (3b)
200) = 0, Ge)
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with E,A e R, b, €€ R, N:R" x R - R’, G:R" x R” — R’ such that the
input-to-output map u > y of the ROM (3) is a good approximation of the input-to-
output map u >y of the FOM (2).

The majority of ROM approaches use a Petrov-Galerkin projection. That is they
compute matrices V, W € R of rank r <« n, approximate the state of the FOM
(2) by x(y) &~ VX(1), insert this approximation into (2), and multiply the resulting
Eq. (2a) from the left by W . This results in a ROM (3) with

=W'EV, A=W’AV, b=W’b, ¢=V’c, A
G®7) = W/G(VE. VD), N&Euw=WNVR u. @
Examples of projection based ROM approaches include proper orthogonal decom-
position (POD), reduced basis (RB) methods, and Krylov subspace methods. These
and other ROM approaches are described, e.g., in the books by Antoulas [1], Hes-
thaven et al. [10], Quarteroni et al. [13], or the review paper by Rozza et al. [15].
Rowley and Dawson [14] review ROMs for flow problems. These methods have in
common that they compute V, W and then project the system. Thus these methods
need the matrices E, A, etc., to compute the ROM matrices E. A, etc. In contrast, for
linear systems, the Loewner framework computes the ROM system matrices E. A,
etc., directly from measurements of the transfer function, which in some cases can be
obtained from experiments. In the case where values of the transfer function can be
obtained from measurements, the Loewner framework does not require knowledge
of the FOM matrices E, A, etc. See the tutorial paper by Antoulas et al. [3] and
Sect.2. We study the extension of the Loewner framework to compute ROMs of (2).

To focus our presentation we consider SISO systems (2). However, the Loewner
framework and the material in this paper can be extended to multiple input and
multiple output (MIMO) systems using so-called tangential interpolation, but this
extension is technical and beyond the scope of this paper. For the reduction of linear
MIMO systems using the Loewner framework see [3].

Since we have only one input, the bilinear map N in (1) can be written in terms
of a matrix N € R**",

N(x,u) = Nxu forallx € R”,u e R. (52)

Furthermore, given the bilinear map G in (1) there exists a matrix Q € R guch
that the bilinear map can be written using Q and the Kronecker product ® as follows

Gkx,z2)=Qx®z forallx,ze R". (5b)
Thus, the system (2) can be written as

ELx(t) = Ax(t) + Q x(1) ® x(1) + Nx()u(r) + bu(r), (6a)
y() = cI'x(t) + du(r). (6b)
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The representation (6) of quadratic bilinear systems is used in previous model reduc-
tion approaches. See, e.g., the papers by Benner and Breiten [4], Breiten and Damm
[5], Gosea and Antoulas [8], and Gu [9]. However, for some applications, incl. the
Burgers’ equation or the Navier-Stokes equations, the construction of Q is imprac-
tical and the use of (6) tends to be numerically inefficient. As mentioned before,
the Burgers’ equation or the Navier-Stokes equations are written in the form (2).
Therefore we use (6) only to introduce the ideas, but use (2) for computations.

We use the system representation (6) to review the Loewner framework in Sect. 2.
In Sect.3 we show how the Loewner framework for (6) can be efficiently applied
directly to (2). This makes the Loewner framework applicable to a number of flow
problems. In addition, the implementation details given in Sect. 3 can also be used for
other ROM approaches that are based on the representation (6), such as [4, 5], [9].
Section 4 illustrates the performance of the Loewner approach applied to Burgers’
equation. The Conclusion Sect.5 summarizes our findings and outlines some areas
of current and future research.

2 The Loewner Framework

We begin with a review of the Loewner framework for the linear case (Q = 0 and
N = 0) because it provides important insight into basic ideas and is the foundation
for its extension to the quadratic bilinear case, which will be discussed in the second
part of this section. The implementation of the Loewner framework in the context of
the system (2) will be discussed later in Sect. 3.

To simplify our presentation, we assume that E is nonsingular and that d = 0.
These assumptions can be relaxed, especially in the linear case, see [3].

2.1 Linear Systems

We consider linear systems (6) with Q = 0 and N = 0. The input-to-output map of
the linear system in frequency domain is given by the transfer function

H(s) = ¢ SE — A)~'b. (7)

The Loewner framework uses measurements of the transfer function (7) to con-
struct E, A € R™*" and b, € € R” such that the transfer function

H(s) =¢’E—-A)"'b (8)
of the corresponding ROM linear system matches or, depending on the amount of

data given, approximates the original transfer function (7) at the measurements.
Specifically, we want to construct a ROM so that its transfer function (8) matches or
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approximates the transfer function (7) at the left driving frequencies' ji1, ..., i €
C and at the right driving frequencies A, ..., \x € C. Given distinct frequencies
Wiy .-, i and Ap, ..., A, and corresponding transfer function (7) measurements
H(y), ..., H(u) and H(\)), ..., H()\;), we consider the Loewner matrix>

Hup)-HQX) . He)-HK\)
1= J11—Ak
L= . c (Ckxk (9a)
Hpo)-HAD) . He)-HOW
k= A1 e — Mk

and the shifted Loewner matrix

mHE)-HA) A pH@e) —HO) A
1=l =M
L, = : : e CH, (9b)
wH ) —HAD A peH ) —H ) A

Hk—=A1 Hk— Ak

The desired ROM is constructed from the Loewner and shifted Loewner matrices.
There are two cases: (1) The ‘right’ amount of data is available, and (2) a redundant
amount of data is provided. We focus on the second case, which is more relevant in
practice.

In the second case the pencil (Ly, IL) is singular and we use the singular value
decomposition (SVD) to reduce the data. Consider the (short) SVDs

L

] = Y, 5,X;, (10)

where X, € R¥*%* 3, € Rk Y| X, € C**k. A ROM is now computed as
follows. The matrices Y, X € C**" are obtained by selecting the first » columns of
the matrices Y; and X,. The ROM is

E=-YLX, A=-YLX, an
b=Y*"(H(u),....,H(y) , € = (HN\),...,HOW))X.
The transfer function (8) of the ROM (1) approximg}es the transfer function of the
FOM at the driving frequencies, H(y;) ~ H(p;), HO\ ) ~H\j), j=1,...,k
Expressions for the error |[H(s) — H(s)| are given in [3, p. 359]. The Loewner frame-
work provides a trade-off between accuracy and complexity of the ROM by means
of the singular values of the Loewner matrices I and L.

I'The reason for the terminology ‘left’ and ‘right’ driving frequencies only becomes clear in the
MIMO case and is adopted here for consistency with [3].

2We point out an important difference in notation between this paper and [3]. In [3], W =
(Wi, ..., w;) € CP** and VT = (v, ..., vy) € C"*4 are matrices (in the SISO casem = 1, p =
1 vectors) of transfer function (7) measurements, whereas in our paper V, W € R"*" are the Petrov-
Galerkin projection matrices in projection based ROMs (4).
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The ROM (11)is in general complex. However, ifdata iy, . . ., pg, A\q, - . ., A, and
consequently H(u), ..., H(ux) and H(\;), ..., H()\;), contain also the conjugate
complex data ({1 j}§:1 ={u j}’;zl, 5 j}§.=1 =\ }’;21), then the complex ROM (11)
can be transformed into a real ROM with the same transfer function, as shown in
[3, p. 360].

An alternative view of the above Loewner framework, which is important for the
extension of this framework, is obtained by considering the generalized controlla-
bility and observability matrices. Define

&(s) = E—A)"". (12)

Given the left and right driving frequencies 1, ..., t, A1, - .., Ak, the generalized
controllability matrix is

R=[®\)b, ®(\)b, ..., ®(\)b] e C™* (13a)

and the generalized observability matrix is
O =[@(u)"c, ®(wa)e, ..., D(uw) c] e CE. (13b)

The Loewner matrices can be factored in terms of the generalized controllabil-
ity/observability matrices as

L =-0ER, L;=-0AR. (14)
Note also that the following relations hold
T T
(HOW, ... HOw) =R, (H(u), ... H(w)) =0b.  (15)

If we define
V=RXecC"™, W=0OY eC", (16)

then (11), (14) and (15) show that the Loewner ROM (11) can also be written as
E=W'EV, A=W*AV, b=W', ©= V. (17
Thus while the Loewner ROM (11) can be obtained directly from data via the Loewner

and shifted Loewner matrices (9), it could also be obtained via Petrov-Galerkin
projection.

2.2 Quadratic Bilinear Systems

A starting point to extend the Loewner framework and other ROM approaches to
the quadratic bilinear case is an expansion of the original system (6) using Carleman
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linearization or the so-called variational equation approach. See, e.g., Rugh [16,
Chap. 3]. We use the latter approach. This expansion is justified for so-called linear-
analytic state equations [16, Theorem 3.1], which include (6).

Consider inputs of the form au(z), for a positive scalar a, and assume that the
solution of (6a) can be written as a power series X(7) = Zzil alx,(1). Inserting this
representation into (6a) and equating a® terms leads to

E4x(t) = Axi (1) + bu(?), =1, (18a)
Edx,(t) = A% (1) + Q x1(1) @ X1 (1) + Nx; (Hu(?), =2, (18b)

with homogeneous initial data. We temporarily assume that E = I is the identity to
simplify notation. Since E is nonsingular we can alway achieve this by multiply-
ing (18) by E~!. The solutions of (18) are x;(t) = fot eAbu(t — 1)dT, X2(1) =
fot A[Qx(f — ) @ X,(f —T2) + Nx,(f — m)u(t — 7)]dm, etc. The expression
for x; is inserted to obtain a representation of x, that depends only in u. Expressions
for other solution components can be obtained analogously.

Given the expansion for x, the output (6b) (recalld = 0)isy (1) = Y -, c'x,(1).
We truncate after £ = 2 and insert the expressions for x; and x;, to obtain the approx-
imate output

' t pt—7
y(@) Z/ hi(mou(t — m)dm +/ / ha (11, R)u(t — 71 — m)u(t — 7)dnidm
0 o Jo
t 1—T3 1—T3
+/ / / h3 (1, T2, Ut — 11 — Ut — 72 — 13)dT1dT2d T3,
o Jo 0

where i (1) = ¢TeAb, hay (1, ) = ¢TeA2NeAb, and hs3 (1), 7, 73) = ¢! eA=Q
(eATZb ® eA™ b). Application of the multivariate Laplace transform leads to the gen-
eralized rational transfer functions, which correspond to the kernels 4, h;, hs. The
Loewner framework constructs ROMs that approximate these transfer functions at
certain frequencies. We sketch the approach and refer to [8] for details.

As in the linear case, the interpolation points are partitioned into two disjoint sets
of left and right interpolation points. Since the transfer functions corresponding to
(18) depend on multiple frequencies (with our truncation on up to three frequencies),
the interpolation points need to be arranged in a suitable way. To simplify the pre-
sentation, assume that we have k = 3k left and right interpolation points, which are
renamed as follows:

OO ® @ @ () M) (1) GENGCENG!
B s by s 3 s ey sl s By s AL A AT AT A AT (19)

Next, the left and right interpolation points are grouped in multi-tuples



262 A. C. Antoulas et al.

p? = (i), ) N Y =1k (20a)
AD = (A, AP, A, AP A A, =1,k (20b)

The generalized controllability matrix R € C"k associated with the right multi-
tuples AL )\(2), e, A g

R = [Rm’ RO, ..., R@], 1)

where the matrices RY) e C"*3, j=1,..., k, are associated with the Jj-th multi-
tuple A in (20) are given by

R = [(p(Aﬁ”) b, 2OINSO) b, #\)Q@M)b® cb(Aif’)b)] .
(22)
Similarly, the generalized observability matrix O € CF*" associated with the left
multi-tuples ™V, u®, ..., u® is given by

0= [(o<'>)T, (07, ...((9<’?>)T]T e Ckxn, (23)

where the matrices O e C3*", j=1,...,k, correspond to the j-th multi-tuple
1Y) in (20) and are given by

o)
oV = o INow) . (24)
¢ @) Q(B(N)b ® (1)

Now the Loewner matrix L and the shifted Loewner matrix LL; are defined using
the generalized controllability (21) and observability (23) matrices as

L=-0OER, Li=-0AR. (25)

The fact that the Loewner matrices are factorized in terms of the pairs of matrices
(E, A) and (O, R) is an inherent property of the Loewner framework which holds
true for both the bilinear and quadratic-bilinear extensions of the method.

Asin Sect. 2.1 we focus in the case where a redundant amount of data is provided.
We use the SVD to extract the relevant data. Consider the (short) SVDs (10) of the
Loewner matrices (25). The matrices Y, X € C**" are obtained by selecting the first
r columns of the matrices Y; and X,. We define

V=RXeC"™, W=0"YeC". (26)

The Loewner ROM is
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E = —-Y'LX = W'EV, A = —Y*L,X* = W*EV, (27a)
Q=WO(VaV), N = W'NV, (27b)
b=W+b, T=V'e. (27¢)

As in the linear case the projection matrices V, W and the ROM (17) are complex,
but we can obtain real projection matrices V, W and corresponding ROMs if the sets
of left and of right interpolation points contain also the conjugate complex data. See
[3, p. 360].

The definition of the Kronecker product and (5b) imply

Q(X®7) = WO(VeV)(X®7) = WO(VX® Vi) = W'G(VX, V2).

Since the nonlinearity is bilinear, the small » x 2 matrix 6 can be precomputed for
efficient evaluations of the ROM.

We have introduced the Loewner ROM (27) as a Petrov-Galerkin projection. This
obviously requires access to the original system (6) matrices E, A, etc. Just as in
the linear case, it is possible to generate the same Loewner ROM directly from
measurements of the generalized transfer functions. See [8, Sect. 3.4] for details.

3 Implementation of the Loewner Framework

So far we have used the Kronecker product representation (5b) of the quadratic term.
As we have mentioned before, the Kronecker product is always possible but not
convenient from a practical point of view. In this section we show how computations
involving expressions of the form Q x ® z can actually be implemented using G. We
focus on computations that arise in the Loewner framework, but similar operations
also arise in other ROM approaches, see, e.g., [4, 9]. Thus the following discussions
are also relevant for those ROM approaches.

The partial Jacobians of the bilinear map (x, z) — G(x, z) are G| (z) = DxG(x, z)
€ R and G, (x) = D,G(x, z) € R"*". Because G is bilinear

Gx,2) =G (z)x=G,(x)z Vx,zeR". (28)
Recall the definition (12) of @ (s) = (sE — A)~! and thatb, ¢ € R". Given scalars
AL A2, A3, 1, 2, p3 € C, the Loewner framework requires evaluation of quantities

like

®(\) Q (2(\)b® D (\3)b) € C", (29a)
" @(111) Q (@ (12)b® D (113)) € C™, (29b)
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see (22) and (23). Next we discuss how to express these quantities in terms of G.
We consider general scalars \j, Az, A3, 1, ft2, 3. In (22) and (23) some of them
are related which can be exploited to reduce some of the computations below in a
straight forward way.

The vector (29a) is

2(\1) Q (2(A\)b ® @(\3)b) = @(\1) G(2(A\2)b, (A\3)b)

and is evaluated as follows.

1. Solve (ME — A)z; =bto getz; = @(\)b e C".
2. Solve (\E — A)z; = bto getz; = @(\3)b € C".
3. Evaluate y = G(z,, z3) € C".
4. Solve (\E —A)x =ytogetx = ®()\)) G(¢()\2)b, ¢()\3)b).
The vector (29b) can be expressed in terms of G using (28). If e; denotes the j-th
unit vector, the j-th entry of the vector (29b) is

" D (1) Q (P(12)b ® P (p3))e; =’ D (1) Q (P(12)b ® P (13)e;)
= ¢’ @ (1) G(P(u2)b, P(u3)e;) =’ (1) Go(P (A1) S (13)e;

so that

" D) Q (P(2)b ® P (13)) =" D (1)) Go(P(12)b) P (13).  (30)

Computationally, (30) is evaluated as follows.

1. Solve (1 E —A)'z=ctogetz’ =c’ & () € C".

2. Solve (1sE — A)w =b to get w = @ (u)b € C™1.

3. Evaluate y' =z G,(w) e C'*,

4. Solve (13E — A)Tx =y to get x” = ¢ @ (111) G2(® (112)b) @ (113) € C.

4 Application to Burgers’ Equation
4.1 Burgers’ Equation
As an example we consider Burgers’ equation with Robin boundary conditions.
Given viscosity v > 0 and parameters oy < 0, o; > 0, consider
2

0 0 0
av(x, t) — Z/WU(X, t) + v(x, t)av(x, t)y=0, x€(,1),re(0,T), (31a)
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Vagv(x, 0) + oov(0, 1) = up(t), te (0,7T), (31b)

X

Va%v(x, )4+ ov(l, 1) =u(t), te,T), (31c)
v(x,00)=0, xe€(,1). (31d)

The functions ug, u; are the inputs. Since we have restricted our presentation to the
case of one input, we will later set #; = 0 and consider u, as the only input. Our
output is

1
y(t) = / v(x,t)dx.
0
We seek weak solutions of (31) in the function space
2 1 a 2 1 4
W(O,T)={pe L*0,T: H'(0,1)) : E(b € L*(0,T; (H'(0, D))},

where (H'(0, 1))’ is the dual of H'(0, 1). The function v € W(0, T) with v(x, 0) =
0 a.e. is a weak solution of (31) if

—/ v(x, t)(p(x)dx—i—V/ —v(x t) <p(x)dx

—oov(0,1)0) + ov(l, He() + / av(x, Hu(x, Hpx)dx
0

=up(®)e0) —u1(t)p(1), forall p € HI(O, l)anda.a.r € (0, 7). (32)

An existence and uniqueness proof for (31) is given, e.g., by Volkwein [17]. In
particular, [17, Theorem 2.3] proves that for every ug, u; € L*(0, T) there exists a
unique solution v € W(0, T) N L*°((0, 1) x (0, T)) that obeys

Ivllwo,ry + lvll~ < C(1+ lluoll2,7) + luillzzo,r)) (33)

for a constant C > 0 that depends on T, v > 0, but not on ug, u;.

Since the Loewner framework depends only on transfer function information, it
can in theory be applied directly in a function space setting. However, transfer func-
tion information is only analytically available for special linear examples. Therefore,
we use a fixed finite element semi-discretization to generate transfer function infor-
mation numerically. Dependence of the Loewner ROM on the mesh size is part of
future research.

We discretize (32) in space using linear finite elements on a uniform grid x; =
ih,i=0,...,n—1,h=1/(n —1). The weak solution of Burgers’ equation (32)
is approximated by v, (x, t) = Z;';(l) vi(H)p;(x), where ¢; € H'0,1),i=0,...,
n — 1, are the usual piecewise linear ‘hat’ functions. We set u; = 0 and consider
up as the only input to arrive at a system (2) with N =0, and D = 0. For given
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vectors v = (Vg, ..., Vy—1)7,Z = (20, . .., Zu—1)" , the i-th component of the bilinear
map G is

n—1

1 d n—1
G =-[ (5 3 wen) (L aento) it d.

4.2 Numerical Results

We use the problem data v = 0.01, gyp =0, o; =0.1. The FOM is the linear
finite element semi-discretization with n = 257. The semi-discretized system (2)
is approximately solved using backward Euler over varying time intervals [0, T']
specified below with time step size Ar = 1/128. In all simulations we use the input
ug(t) = 0.1sin(4nt) and u; = 0.

The interpolation points to construct the Loewner ROM are chosen as follows.
First we create 300 logarithmically spaced points §;, j =1, ..., 300, between 1
and 10? (in Matlab 1ogspace (0,3, 300)), and then we select the left interpola-
tion points poj_ = &j—1i, poj = —&2j-11, j = 1, ..., 150, and the right interpola-
tion points Ay = &ji, Aoj = —&51, j =1, ..., 150. The choice of interpolation
points clearly has an impact on the quality of the ROM approximation and how to
choose ‘good’ interpolation points is still an open question. Thus, the above choice
is somewhat arbitrary.

The singular values of the matrices in (25) are shown in Fig. 1. Let o; denote the
singular values of [IL L;]. The size r of the ROM is chosen to the smallest » with
o,/o1 > 107!, This leads to a Loewner ROM of size r = 22.

The outputs of the FOM and of the Loewner ROM are shown in Fig.2. For
approximately ¢ < 1.5 the agreement between the FOM and the Loewner ROM out-
put is good, but there are larger differences between both outputs for approximately
t > 1.5. Moreover, the Loewner ROM exhibits instabilities starting around ¢ = 1.5,

Fig.1 The normalized 10%
singular values of the oL L]
Loewner matrices (25). The el L]
size r = 22 of the ROM is 5 E
chosen to the smallest » with 10
o /o > 10711

1070

w2 &

50 100 150 200 250 300
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Fig.2 Left plot: output of the FOM (solid blue line) and of the Loewner ROM with Petrov-Galerkin
projection matrices V # W (dashed red line). Right plot: error between outputs of the FOM and
the Loewner ROM

Fig. 3 Solution of the FOM (left) and of the Loewner ROM with Petrov-Galerkin projection
matrices V # W (right). The Loewner ROM exhibits instabilities

as can be seen from the states x generated by the FOM and the state VX generated
by the Loewner ROM, which are shown in Fig. 3.

Stability results for the Burgers’ equation like (33) are based on the weak form
(32) and can be carried over to Galerkin approximations of (32), such as the finite ele-
ment discretization or Galerkin projection based ROMs with V = W. In the standard
Loewner approach the projection matrices V #= W, and it is not clear in the general
case how to construct a Loewner ROM with V = W. We merge the Loewner projec-
tion matrices V, W € R"*" into one larger matrix [V, W] € R"*?" (we actually com-
pute an orthonormal basis of the columns of [V, W] to ensue that the resulting matrix
is full rank), and we use a Galerkin projection with this matrix [V, W] € R We
refer to the resulting ROM as a Loewner Galerkin ROM.

The outputs of the FOM and of the Loewner Galerkin ROM are shown in Fig. 4.
We can now simulate the Loewner Galerkin ROM at least until 7 = 6 and there
is good agreement between the outputs of the FOM and of the Loewner Galerkin
ROM. The states x and VX generated by the FOM and the Loewner Galerkin ROM
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10 - -
—FOM

6f 10710

t t

Fig. 4 Left plot: output of the FOM (solid blue line) and of the Loewner ROM with Galerkin
projection matrix [V, W] (dashed red line). Right plot: error between outputs of the FOM and the
Loewner ROM

o N 2O ®
o N B O @

Fig.5 Solution of the FOM (left) and of the Loewner ROM with Galerkin projection matrix [V, W]
(right)

are shown in Fig.5. The FOM solution in Fig. 5 restricted to the time interval [0, 2]
is identical to the FOM solution shown in Fig. 3.

Of course, since our Loewner Galerkin ROM is twice the size of the standard
Loewner Petrov-Galerkin ROM, it is not entirely clear whether this improvement
in results is due to the increased ROM size, or the switch from a Petrov-Galerkin
projection to a Galerkin projection. We did change the accuracy and corresponding
ROM size r of the standard Loewner Petrov-Galerkin ROM slightly and still observed
instabilities in the resulting ROMs. Thus it seems more accurate Loewner Petrov-
Galerkin ROMs alone do not restore stability, but this issue is still under investigation.

In our current implementation of the Loewner approach, we generate V, W €
R™" and compute the ROM explicitly as a Petrov-Galerkin projection ROM (27). As
mentioned at the end of Sect. 2.2, the same Loewner ROM can be computed directly
from measurements of the generalized transfer functions. In this case our approach
to enforce stability via the use of Loewner Galerkin ROM with [V, W] € R"*%
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is no longer possible. Extension of the Loewner approach to generate ROM that
correspond to a Galerkin projection ROM is an interesting research question.

5 Conclusions and Future Work

We have presented an extension of the Loewner framework to compute ROMs of
quadratic-bilinear systems. Specifically, we have used the Kronecker product repre-
sentation of quadratic-bilinear systems to present the algorithm, but then used the
bilinear maps that naturally arise in semi-discretizations of fluid flow problems, such
as Burgers’ equation or the Navier-Stokes equations to express the actual computa-
tions. This makes it possible to apply the Loewner framework to large-scale problems.
In this paper we have applied to the viscous Burgers’ equation. Application to the
Navier-Stokes equations is ongoing work.

The application to Burgers’ equation showed the potential of the Loewner frame-
work, but also raises some questions that still need to be addressed. Generally, the
selection of interpolation points (the y;’s and A;’s) is an issue. Current numerical
experiments indicate that the more interpolation points can be used, the better given
a constant ROM size r. Recall that the data gets assembled in the Loewner and
shifted Loewner matrices and then is compressed via the SVD. Thus more data does
not necessarily mean larger ROMs. We consider SISO systems. The extension to
multiple input and multiple output systems is possible, using so-called tangential
interpolation. For linear systems this is described in the tutorial paper [3].

An important issue is stability. Our numerics have shown that the standard
Loewner ROM may not be stable. Currently, our Loewner ROM is equivalent to
a Petrov-Galerkin projection, W # V. At the same time, stability results like (33)
for Burgers’ equation are based on the week form and Galerkin projection. Thus if
we can modify the Loewner framework to enforce W =V, then the resulting ROM
inherits the stability properties of the underlying original system. In the linear case
stability issues can be treated by postprocessing, see, e.g., Gosea and Antoulas [7]. If
we explicitly compute V, W € R"*” we can enforce stability via the use of Loewner
Galerkin ROM with [V, W] € R"*? as demonstrated in Sect.4.2. However, this is
not possible if the Loewner ROM is computed directly from data.

Finally, the Loewner framework starts from system representations in frequency
domain and is based on measurements in frequency domain. This is inconvenient for
many applications where only time domain measurements or simulations are acces-
sible. Initial work towards time-domain Loewner ROMs is presented by Peherstorfer
etal. [12].
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Model Reduction for a Pulsed Detonation | M)
Combuster via Shifted Proper ek
Orthogonal Decomposition

Philipp Schulze, Julius Reiss and Volker Mehrmann

Abstract We consider the problem of finding an optimal data-driven modal decom-
position of flows with multiple convection velocities. To this end, we apply the shifted
proper orthogonal decomposition (sPOD) which is a recently proposed mode decom-
position technique. It overcomes the poor performance of classical methods like the
proper orthogonal decomposition (POD) for a class of transport-dominated phenom-
ena with large gradients. This is achieved by identifying the transport directions and
velocities and by shifting the modes in space to track the transports. We propose a
new algorithm for computing an sSPOD which carries out a residual minimization in
which the main cost arises from solving a nonlinear optimization problem scaling
with the snapshot dimension. We apply the algorithm to snapshot data from the sim-
ulation of a pulsed detonation combuster and observe that very few sPOD modes are
sufficient to obtain a good approximation. For the same accuracy, the common POD
needs ten times as many modes and, in contrast to the SPOD modes, the POD modes
do not reflect the moving front profiles properly.
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1 Introduction

Model reduction, see e.g. [2, 3, 11], is an essential requirement in almost all areas
of science and technology to obtain efficient multi-parameter simulations and, in
particular, optimization and control methods. Often the full-order model (FOM)
arises from a semi-discretization in space of a partial differential equation (PDE)
and the state dimension scales with the number of grid points which is typically
large. However, one is usually not interested in a detailed description of the complete
dynamics but often only in a low-dimensional manifold where the solution of interest
approximately evolves.

Model reduction for nonlinear dynamical systems is often based on mode decom-
position techniques as the proper orthogonal decomposition (POD) [3, 4, 24] or the
dynamic mode decomposition [14, 22]. Standard mode decomposition techniques
are based on the concept of representing the unknown solution as a linear combina-
tion of modes. More precisely, let ¢ be a function in space x and time ¢ representing
the state of the dynamical system, then a common model reduction ansatz is an
approximation

q (e )~ Y g (1) e (x) )

k=1

with space-dependent modes 1/, time-dependent coefficients, or amplitudes, oy, and
r is the number of modes.

While the amplitudes typically become the unknowns of the reduced-order model,
the modes have to be determined in advance. To determine the modes, one typically
simulates the system and computes space- and time-discrete snapshots of a numerical
approximation g, which are stored in a snapshot matrix X € R™*", i.e., [X];; =
gm(xi, tj)) = q(x;,t;) fori =1,...,mand j =1,..., n. With the coefficients of
the snapshot matrix one obtains a discrete analogue of (1) as

[X]; ~ > jwi @)
k=1
for j =1,...,n, where [X]; denotes the jth column of X, w; € R™ are coefficient

vector representations of the modes )y, and a; ; are the corresponding amplitudes
at time point ¢;.

A classical way to obtain modes and amplitudes is the POD which is based on a
singular value decomposition (SVD) of the snapshot matrix X. The POD representa-
tion is optimal in the sense that it minimizes the residual in the discrete representation
(2). The resulting reduced-order model is obtained as projection onto the span of the
so obtained modes.

In many applications the assumption that POD delivers a good approximation of
the form (1) or (2) with a small number r is valid and model reduction schemes like
POD lead to models with dimensions that are orders of magnitude smaller than those
of the full-order model [12].
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However, when the dynamics of the system features structures with high gradi-
ents that are propagating through the domain, then schemes of the form (1) typically
need a large number of modes to approximate the dynamics well, and hence model
order reduction is not very effective. To overcome this difficulty, recently, there have
been several suggestions for model reduction of such transport-dominated systems.
In [19] the authors use ideas of symmetry reduction to decompose the solution into
a frozen profile and a translation group accounting for the transport. The advan-
tages over standard model reduction schemes are demonstrated by means of the
Burgers’ equation. In [21] the authors present a method which is able to decompose
multiple transport phenomena. The main ingredients are SVDs of several shifted
snapshot matrices combined with a greedy algorithm. The method is cheap to apply
but it often needs more shifted modes than necessary, as illustrated with results for
the linear wave equation. For further references on model reduction for transport-
dominated problems, see [1, 5, 9, 13, 16, 23]. Most of these approaches consider
transport-dominated systems with only one transport velocity and assume periodic
boundary conditions. However, in many applications, multiple transport velocities
are encountered, e.g., by different waves propagating through the domain. To deal
with such phenomena, in [20] the shifted POD (sPOD) method has been proposed
to obtain mode decompositions suitable for multiple transport phenomena. This new
technique differs from (1) by shifting the modes in space into different reference
frames according to the different transports of the system, i.e.,

Ny e
q(x, 1) 2 Y Toe (A°(0) D 0 () (x) 3)

=1 k=1

where 7, (+) is a shift operator defined on a periodic domain [0, L] via
Toer (A@®)) f (x, 1) := f((x + A(t)) mod L, 1),

N denotes the number of shifted reference frames, mod denotes the modulo operator
reflecting the periodicity of the domain, and A¢(¢) are time-dependent shifts which
track the locations of, e.g., different wave profiles over time. Similar to POD one
obtains a discrete analogue of (3) via

N re
[X1; 2 ) Toer (df) D a i )
=1 k=1
for j =1,...,n, where Ty is a discrete approximation of 7, and df are shifts

at discrete time points #;. In [20] a heuristic algorithm is proposed to compute a
decomposition of the form (4) in an iterative procedure, and it has been demonstrated
that this approach is very successful for several examples including two separating
vortex pairs and the linear wave equation. In the latter case the method needs less
modes than other methods such as e.g. [21] and also retrieves the known analytic
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solution. It should be mentioned that while we expect the shifted POD to perform well
for systems with a few dominant moving coherent structures, it may not be effective in
its current form for turbulent flows where also higher modes significantly contribute
to the dynamics.

In this paper, we propose an optimization procedure to compute an optimal decom-
position of the form (4). To this end, we generalize the cost functional that is used to
obtain the optimality of the POD method to the sPOD setting. We first consider the
optimization on the infinite-dimensional level, see Sect.2, and then present an algo-
rithm which computes the decomposition in the fully discrete setting, see Sects. 3
and 4. The computational cost is higher than for the method in [20] but the obtained
approximations are locally optimal in the sense that a residual is minimized.

The focus of our work is on obtaining an optimal mode decomposition which then
can be used for the construction of a reduced-order model, e.g., by a Galerkin pro-
jection. A rigorous treatment of non-periodic boundary conditions is also discussed
elsewhere.

To demonstrate the efficiency of the new approach, we present results for a pulsed
detonation combuster (PDC). The snapshot data originate from a data assimilation,
cf. [10], and exhibit multiple transport phenomena which interact nonlinearly with
each other and with the boundary.

2 Optimal sPOD Approximation

As a model problem for a partial differential equation whose solution features mul-
tiple transport velocities we consider the linear acoustic wave equation

Orp + preiOxu = 0,

3)

Ou + Cz/prefaxp = 0,
on a one-dimensional spatial domain §2 = (0, 1) with periodic boundary conditions.
Here, u is the velocity, p the density, p.s a reference density, and ¢ the speed of
sound. The analytic solution of (5) can be expressed as

[P (x, f)] =q_ (x+ct) [p ref} +qs (x —ct) [p;ff] : ©)

u(x,t) —c
where g_ and g are the Riemann invariants which are uniquely determined by the

initial conditions. In the following, we use p.f = 1 and ¢ = 1 and we consider the
initial conditions

x—05)\°
p(x,0) = po(x) =exp|— ( ) , u(x,0) =up(x) =0,

0.01
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which represent a pressure pulse with large gradients. The analytic solution, see
Fig. 1, is hard to approximate by a classical POD approach, since the singular values
of the snapshot matrix, that is obtained by sampling the analytic solution, are decaying
very slowly, cf. Fig. 2. To demonstrate the difficulties that POD has for this problem
consider the relative approximation error

n

2

j=1

- [x),

2 n
/ 3 x| ()
j=1

of an approximation X of the snapshot matrix X, |-|| being the Euclidean norm.

In this model problem, to obtain a relative error of less than 1%, the POD needs
124 modes (cf. dashed lines in Fig. 2) although the analytic solution is simply repre-
sented by the sum of two shifted functions. Indeed, the analytic solution (6) can be
formulated within the more general representation (3) with only two modes and

Ny=2, ri=rn=1, Al(t)=-A%t)=t, of(t)=al@) =05,
T T
1) = po(0) [1 =17, ¢f () = po(0) [1 1] .
However, the question arises how to compute such a decomposition when only snap-

shot data are available. In this case the POD is optimal in the sense that it minimizes
the residual, i.e., it solves the optimization problem
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T 2
min [ f (q (x, t)—Zakawk(x)) dadr st (1), ;@) 0, = 8 (8)
0 2

fori, j =1,...,r, where § denotes the Kronecker delta. In this way the modes v;
form an orthonormal basis with respect to the L? inner product in 2.

To extend this optimality of (8) to the more general decomposition (3), we consider
the optimization problem

N,

2
IIll(Iyl//( (x, z)—Z?;e, (a40) Zak(t)z/}k(x)) dxdt, )

where for the moment we assume that the shift frames A are available or can be
approximated before the optimization for the modes ¢ and their time amplitudes «
is carried out. Methods to estimate these shifts based on given snapshot data have
been discussed in [20].

In contrast to (8) and (9) is an unconstrained optimization problem without the
orthonormality restriction for the modes 7/;. The reason why we drop this orthonor-
mality requirement is that in a decomposition of the form (3) even linearly dependent
modes may lead to optimal approximations.

To illustrate the necessity to allow linearly dependent modes, consider again the
linear wave equation but this time only the density, i.e., take g (x, ) = p(x, t). In this
case a solution of the optimization problem (9) is obtained with

Ny=2, rn=r=1, A1) =-A*) =1,
() =ai(t) =05, Pl (x) =9PHx) = po(x),

i.e., there is an optimal approximation with linearly dependent modes v} = 7.
Thus, we omit orthogonality constraints on the modes in (9), at least when there
is more than one transport velocity.

3 Residual Minimization

In this section we discuss the optimization problem (9) with a general linear shift
operator 7, i.e., we consider

T N e 2
min// (q (x,t)—ZT(A‘(r))Zaﬁ(t)wf(x)> dxdz. (10)
va 0 0 =1 k=1
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The solution of the POD optimization problem (8) can be obtained by solving an
operator eigenvalue problem, which in the discrete setting corresponds to computing
an SVD. Since in the setting of (10), the modes may be linearly dependent, we have
to solve a nonlinear optimization problem instead. To this end, we apply numerical
optimization techniques on the discrete level but, prior to that, we analyze some
properties of (10).

First, it should be noted that the solution is in general not unique. This can be seen
by taking for instance the simple case where 7 = T; and g(x, 1) = q1(x + 1) +
q2(x —t) 4 cos(t)g3(x) with some arbitrary functions ¢; fori = 1,..., 3. Then, a
solution of (10) is given by

Ne=3, ri=rn=r=1 AGt)=-A%()=1t, A1) =0,
ajl(t)y =aj(t) =1, a@3(t) = cos(t), Yi(x)=qi(x), fori=1,...,3.

On the other hand, by making use of the trigonometric identities sin(x £¢) =
sin(x) cos(t) & cos(x) sin(¢), another solution is

Ne=3, n=rmn=mrn=1, A'O)=-A0)=1t, A’®)=0
ajt)=ai(t) =1, ojt) = cos(t),
7/)1 (x) = ¢;(x) +sin(x), fori=1,2, w‘?(x) = ¢3(x) — 2sin(x).

Both these solutions are optimal, since the cost functional is zero.

As discussed in Sect.l, many of the currently discussed model reduction
approaches for transport-dominated phenomena consider the case of only one trans-
port velocity (Ng = 1) and periodic boundary conditions. In this special case the cost
functional takes the form

P, «

T . 2
min//(q (x, 1) = Tper (A(f))zak(t)l/fk(x)> dxdz (11)
0 2 k=1

and one can enforce the modes to form an orthonormal basis, since orthogonality is
preserved under the action of the periodic shift operator, i.e.,

(Tper (A0) 11 (x), Tyer (A@) () 12 ) = (1 (). 5 @)) ) = 05 (12)

fori, j =1, ..., r. This follows, since 7, (-) is a unitary operator, cf. [7].
Since the adjoint operator of Tper(A) is given by Tper " (A) = Tper (—A), the opti-
mization problem (11) associated with the constraints (12) is equivalent to

[ENeY

T P 2
min/f (%er (—A@) q (x, 1) — Zak(t)wk(x)) dxdr, s.t.(12).
0 2 k=1
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Thus in this special case, the optimization problem leads to a POD of the transformed
function Zper (—A(2)) ¢ (x, t), which has been used, e.g., in [5].

In the general case of more than one transport velocity (N > 1), we have to solve
the optimization problem (10) numerically. Carrying out a discretization, we have to
solve the optimization problem

2

n Ny re
min >~ 061~ 37 (@) Y a3
j=1 =1 k=1
=J
where 7 is the number of snapshots. Introducing the notation
aj = [a}’j arll’j af’j af\;’”]T,
K;:= [T (dj])w{ T(d}) w) T (djz) w? ... T(djl-VS) wﬁVNSS],
the cost functional in (13) can be expressed as the least squares problem
- 2
7= |x); — K a3 (14)
j=1

Considering the dependency of J with respect to the amplitudes a; for fixed modes
w, the necessary optimality condition is given by

Vo, J = =2K] ([X]; — K;a;) =0,

or equivalently

K Kja; = K] [X]; (15)
for j =1, ..., n. The general solution of (15) is given by
aj = jalzj_,llU}:I [X]; + V;20;, (16)

where (3; is an arbitrary vector of suitable dimension, and the matrices V; 1, X} 1,
U;1,and V;, are defined via the SVD of K ;

.01V
sz[Uj,l Uj,2]|: 6 O] |:ij~; )
Js

where X; | contains the non-zero singular values of K; [8]. If the shifted modes
are linearly independent at a time point ¢, then V , is void and the solution (16) is
unique, otherwise (15) has infinitely many solutions.
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Substituting (16) into (14), the cost functional takes the form
- 2
J =Y X1, - U Ul X5
j=1

which only depends on the modes w hidden in the matrices U} ;. Simple calculations
show that minimizing J is equivalent to the minimization problem

.= . 2
min J = — > |UF, X ;. (17)
j=1
The gradient of J with respect to a mode w,f is given by
~ " T
vw,’f-] = Zaﬁ.jT (dj[) (1’” - UjleJ?:l) [X]J :
j=1

An algorithm to compute an optimal solution is presented in Sect. 4.

4 Algorithm and Implementation

Since it is a priori unclear how many modes are necessary to achieve a certain error
tolerance, we propose to solve the optimization problem (17) starting with a small
number of modes and iteratively adding modes in a greedy fashion, cf. Algorithm
1. To initiate the algorithm we choose a vector r’ € N containing the initial mode
numbers for each velocity frame and prescribed shifts a’f for each velocity frame and
discrete time step. The algorithm starts with computing a mode decomposition with
mode numbers r°. For this, the optimization problem (17) is solved with a nonlinear
optimization solver of choice, e.g., Newton’s method or quasi-Newton methods,
see e.g. [18]. Since the optimization problem scales with the full dimension, we
recommend an inexact Newton method or a limited-memory quasi-Newton method
which is more efficient [18]. Motivated by the case with one velocity frame and a
periodic shift operator discussed in Sect. 3, we choose the first [r°], singular vectors
of the transformed snapshot matrix

[T (=di) X1 -+ T (=d}) [X1]

as starting values for the modes of the ¢th velocity frame. Following this, in line 5
the relative error is compared with the tolerance and if the tolerance is not achieved,
then the algorithm continues by adding modes in a greedy manner. More precisely,
in the for loop in lines 7-11, we add one mode to each frame at a time, solve the
optimization problem (17), construct X, and compute the error. Subsequently, the
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errors corresponding to the different mode number vectors r”~! + ¢; are compared,
where e; € R™ denotes the ith unit vector, and only that mode is kept which results
in the smallest error. This while loop continues until the error is below the tolerance
or the maximum iteration number is reached.

Algorithm 1 sPOD algorithm based on residual minimization

Input: snapshot matrix X; initial mode numbers r9; shifts df for j=1,...,n and ¢ =
1, ..., Ng; routine for the calculation of 7 (-); error tolerance fol; maximum iteration number
Pmax
Output: modes w,f; amplitudes a,f_j forj=1,...,n,¢=1,...,Ng,andk =1,...,1¢

1: Solve (17) with mode numbers r° for the modes w

2: Compute the amplitudes a from (16)

3: Reconstruct X as in (4) and compute the error as in (7)

4: p=0

5: while (error > tol) and (p < pmax) do

6 p<p+1

7 fori =1: Ngdo

8 Solve (17) with mode numbers rP~1 + ¢; for the modes w

9: Compute the amplitudes a, X, and the error as in lines 2 and 3

10: tempError(i) <« error

11:  end for

12:  Find the index g for which tempError is minimal
13:  error < tempError(q)

14 rP «—rr-l 4 g

15: end while

The major computational cost of Algorithm 1 arises from the solution of the
optimization problems in lines 1 and 8 and depends on the chosen solver. The com-
putation time can be decreased significantly by performing the for loop in lines 7-11
in parallel. Another opportunity for a speedup is to use multigrid methods for the
optimization, see e.g. [17].

Most parts of Sect. 3, as well as Algorithm 1 are valid for general matrix functions
T which do not necessarily have to be associated with a shift operation. Thus, the use
of matrix functions which simulate other effects like rotation or dilation is possible,
however, this topic is not within the scope of this paper.

Instead, in Sect. 5 we use a shift operator with constant extrapolation, i.e.,

fx—A@),t) for0<x—A@) <L,
T (A@®) f (x, 1) == f(0) forx — A1) <0,
f (L) forx — A(t) > L.

Such a shift operator has proven to be well-suited for moving shock waves, cf. [20].
For the discrete analogue 7;. on a uniform grid with mesh width 4, we distinguish
between two cases: If the shift is a multiple of %, then T, (-) is defined as
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(18)

with k € N. If the shift is not a multiple of 7 we use an interpolation scheme, i.e.,
for instance, a linear interpolation like 7.(0.54) = 0.5(7.(0) + 7. (h)). Similarly, a
shift matrix function for the periodic case has been introduced in [21].

5 Test Case: Pulsed Detonation Combuster

As a realistic test example, we consider density, velocity, pressure, and effective
species snapshot data of a Pulsed Detonation Combuster (PDC) with a shock-
focusing geometry where the effective species ranges from O (burned) to 1 (unburned).
The data is based on a simulation of the reactive, compressible Navier-Stokes equa-
tions where physical parameters have been adjusted by a data assimilation, see [10].
The density and species snapshots are depicted in Fig. 3.

In the snapshots of the species we observe a reaction front propagating through
the domain. The density snapshots show initially two transports, the reaction front
and a leading shock, slightly diverging before they converge again and interact.
This deflagration to detonation transition (DDT) is caused by a nozzle at around
x = 0.2, cf. [10]. Following this, the reaction front and the leading shock continue as
a detonation wave moving to the right. At the same time, a reflected wave is moving
to the left before being reflected at the boundary. When it reaches the nozzle again,
another partial reflection is visible. The velocity and pressure snapshots look similar.

Before we apply Algorithm 1 we need to find good candidates for the shifts
corresponding to the transports of the system. Here, we focus on the four most
dominant transports: the reaction front, the leading shock, the reflected wave, and
the partial reflection at the nozzle which is referred to as re-reflected wave in the
following. We track these transports based on the snapshot data without any a priori

re-reflected wave
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Fig. 3 PDC: snapshots of the full-order solution for density (left) and species (right)
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Fig. 4 PDC: tracked shifts 17 -,
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knowledge of their velocities. The reaction front is the easiest to detect, since it is
clearly visible in the species snapshots as a large gradient. To track it, we determine
the location of the maximum in each column of the difference matrix whose jth
column is defined as the difference between the j + Ist and jth column of the
species snapshot matrix. The resulting tracked shift is depicted in Fig. 4, solid line.
Here, negative shift values occur since the reaction front is shifted such that it is
centered in the middle of the computational domain.

The tracking of the other transports works similarly, but is a little more elaborate
since we need to distinguish them from each other. To this end, we restrain the region
of the computational domain where the location of the maximum slope is computed.
This subregion depends on both the considered transport and time interval. In our
tests, this decomposition in subregions has been done manually based on the velocity
snapshots. The corresponding tracked shifts are depicted in Fig.4. In addition, we
also add a frame with zero velocity to account for the structures that we cannot
capture well by the other velocity frames.

We apply Algorithm 1 with a shift operator with constant extrapolation as in (18)
with Lagrange polynomials of degree three for the interpolation. In addition, we
specify tol = 0.01, pm.x = 1, and r®=1[11110],ie., one mode for each of the
non-zero velocity frames. The nonlinear optimization problem is solved using the
MATLAB package HANSO which is based on a limited-memory BFGS method
[15]. Moreover, to avoid parasitic structures in the approximation of the species, we
force those parts of the modes which correspond to the species and to other transports
than the reaction front, to be zero.

In this test case we have to deal with data of physical variables with highly different
scales. To avoid that the approximation of the physical variable with the highest scale
becomes dominant we scale the snapshots such that the snapshot matrices of the
different physical variables have the same Frobenius norm. We build the snapshot
matrix X for Algorithm 1 by concatenating the scaled snapshot matrices of the
different physical variables.
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Fig. 5 PDC: comparison between full-order solution (left column), sSPOD approximation with 7
modes (middle column), and POD approximation with 7 modes (right column). The top row shows
the results for the density, the bottom row for the species
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Algorithm 1 terminates after 3 iterations in the while loop with an error of 0.71%
and r3> =[31111], ie., two modes have been added to the reaction front and
one mode to the zero velocity frame. This means that we meet the error tolerance
with 7 modes in total. The sSPOD approximation for the density and the species is
depicted in Fig. 5, middle column. Although some deviations to the full-order solution
are visible, the SPOD captures the dynamics well and the dominant transports are
clearly distinct. This becomes even more striking when comparing it to the POD
with the same number of modes which is plotted in Fig.5, right. As is common in
the POD literature, we first subtracted the mean value of each row of the snapshot
matrix to center the data around the origin, cf. [6]. The POD approximation of the
density features a high peak in the region of the DDT while the other structures
are hardly recognizable. For the species, the reaction front is at least indicated, but
blurred, and further distortions are visible especially near the DDT. To obtain a POD
approximation of the same accuracy as the SPOD with 7 modes, 73 POD modes are
needed for this example.

Another advantage of the sSPOD becomes clear when looking at the POD and sPOD
modes. In Fig. 6 the first sPOD mode for the species in the reaction front frame is
depicted and compared to the first POD mode. While the sSPOD mode clearly reveals
the reaction front as a jump in the middle, the POD is rather smooth and does not
show any structure resembling a reaction front.

In Fig.7 the first sSPOD mode for the density is depicted for the reaction front,
leading shock, and reflected wave and compared to the first three POD modes. The
latter ones mainly focus on the DDT which agrees with Fig. 5, top right, while the
moving fronts are not captured. The sSPOD modes are not as clear as in Fig. 6 but still
each of them features a clear front profile in the middle (marked by dashed lines)
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Fig. 7 PDC: comparison of first sSPOD modes (top row) for the reaction front, the leading shock,
and the reflected wave (from left to right) and first three POD modes (bottom row, from left to right)
for the density

corresponding to the sharp fronts visible in Fig. 3. Thus, the sPOD modes capture the
principal transport phenomena dominating the PDC dynamics properly. However,
especially at the left boundary they differ strongly: The mode for the reflected wave,
top right in Fig. 7, reveals a flat profile at the left boundary. This is due to the fact that
this part of the mode is not used in the SPOD approximation, since the corresponding
shift, depicted in Fig. 4, does not attain values greater than —0.16. The modes for the
reaction front and the leading shock reveal some oscillations at the left boundary. A
possible reason for this is the use of the shift operator with constant extrapolation
which provides the values at the boundaries of the mode with a disproportionate
weight.
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6 Summary and Outlook

‘We have presented a new algorithm for computing a shifted proper orthogonal decom-
position (sPOD) based on a residual minimization applied to snapshot data. We have
applied the algorithm to snapshots determined from a pulsed detonation combuster
(PDC) and compared the results with the standard proper orthogonal decomposition
(POD). The sPOD yields a reasonable approximation of the snapshots with only very
few modes. In contrast, the POD approximation with the same number of modes is
blurred and the dynamics is not captured well. Moreover, the SPOD modes clearly
reveal the front profiles of the different transports, whereas the POD is not suitable
for identifying structures in this test case. In comparison to the heuristic sSPOD algo-
rithm proposed in [20], the new algorithm is based on a residual minimization and
hence at least locally optimal. A drawback of the new algorithm is that it is more
expensive than the POD and the original sSPOD approach of [20]. The reason is that
a large-scale nonlinear optimization problem has to be solved.

The results of the new sPOD algorithm look promising in terms of both the number
of required modes and the physical structures identified by the sSPOD modes. The
use of the sSPOD modes to obtain a reduced-order model via projection is currently
under investigation. With this projection framework and the sPOD modes presented
in this paper, we aim for constructing dynamic reduced-order models for the PDC
for investigating different operating points in an efficient way. Further interesting
research directions are a rigorous treatment of non-periodic boundary conditions
and an optimization of the shifts together with the modes and the amplitudes.
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Control of Condensed-Phase Explosive m
Behaviour by Means of Cavities oo
and Solid Particles

Louisa Michael and Nikolaos Nikiforakis

Abstract Controlling the sensitivity of condensed-phase explosives is a matter of
safe handling of the materials and a necessity for efficient blasting. It is known that
impurities such as air cavities or solid particles can be used to sensitise the material by
reducing the time to ignition. As the ignition of the explosive is a temperature-driven
event, analysing the temperature field following the interaction of a shock wave with
these impurities gives a measure of the effect of the impurity on the sensitisation
of the material. Air cavity collapse in explosives has been extensively studied and
recently focus has shifted on the accurate recovery of the temperature field during
the collapse process. The interaction of a shock wave with solid particles or with
a combination of cavities and particles, has been studied to a lesser extent. In this
work, we assess the effect of the different impurities in isolation, in a multi-cavity
and a multi-bead configuration and as a combined particle-cavity matrix. Results
indicate that the beads have a more subtle effect on the sensitisation of the material,
compared to cavities. An informed combination of the two (leading order by cavities
and marginal adjustment by particles) could result to a fairly accurate control of the
explosive.

Keywords Cavity collapse + Shock-bead interaction + Hot spots * Sensitivity
Condensed-phase explosives * Nitromethane

1 Introduction

Controlling the performance of condensed-phase explosives is of interest to the min-
ing industry. The ability to control the ignition sensitivity of the explosive material
is not only a matter of safety during handling and transportation of materials but
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also a necessity for efficient blasting [14]. Common techniques used to sensitise a
condensed-phase explosive include the addition of air cavities, glass microbaloons
and glass or other solid beads in the body of the explosive. These artificial impurities
affect the sensitivity of the material to different extent, but they all result in the gener-
ation of regions where the pressure and temperature are locally higher than the rest of
the material, known as hot-spots, and lead to earlier ignition than in a neat material.
Moreover, the inclusion of different types of impurities will have a different effect
in the performance of the explosive compared to a single type of added impurities.
Understanding the effect these impurities have (in isolation, in single-impurity type
matrices and in multiple-impurity type matrices) on the ignition sensitivity of the
material will allow better control of the explosive performance.

To this end, experimental and numerical studies have been performed to iden-
tify the process governing the cavity collapse and determine the mechanical effects
behind hot spot generation. For an extensive discussion on these see the paper by
Michael and Nikiforakis [10] and references therein. However, the interaction of a
shock wave with solid particles or with a matrix combining cavities and solid parti-
cles has not been studied extensively. To the authors’ knowledge, Bourne and Field
[3] are the only ones who presented a study of cavity collapse in an inert liquid laden
with solid (lead and nylon) particles.

Similar studies were done by numerical means, examining the shock-cavity
interaction process in various configurations, mostly considering the collapse in
inert gaseous or solid media, or the pressure field and pressure amplification in
multi-cavity scenarios. For a detailed discussion of these the reader is refereed to
[10, 11]. The two and three-dimensional isolated cavity collapse in inert and reac-
tive nitromethane was presented by Michael and Nikiforakis in [7, 10, 11], focusing
on the temperature field induced by the collapse and subsequent ignition of the
explosive.

A relatively small number of numerical studies can be found on the shock inter-
action with deformable particles. Ling et al. [5] studied the shock interaction of an
aluminium particle in nitromethane, and Zhang et al. [19] modelled the shock interac-
tion with magnesium, tungsten, beryllium and uranium in nitromethane, in isolation
and in clusters, to study the velocities attained by the particles. The acceleration
and heating of aluminium particles of several sizes in detonating nitromethane was
studied by Ripley et al. [15]; Sridharan et al. [18] computed the transient drag of an
aluminium particle in nitromethane, after its interaction with a shock. Menikoff [6]
studied the hot spot formation from glass bead shock reflections in inert nitromethane.

In conclusion, although there is some body of evidence towards understanding the
generation of hot spots by cavity collapse, more insight is needed to understand the
effect of shock-particle interaction on the temperature field of the material and hence
on the control of the performance of the explosive. Moreover, besides [3], there are
no studies on the effects of the combined effect of particles and cavities.

In this work we present and compare the effects of different types of impurities,
namely PMMA particles and gas cavities, in isolation and in matrix configuration
(multi-cavity, multi-bead and cavity-bead combination), assessing their effect on the
ignition control of the explosive.
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A multi-physics methodology is employed to perform these simulations. The
hydrodynamic model presented in [8] is used to model the explosive and air cavities
and a full elastoplastic model is used to describe the response of PMMA particles.
The two models are of the same hyperbolic form and are thus solved with high res-
olution shock-capturing schemes. Communication between the two materials and
the corresponding sets of equations is achieved by means of a variant of the ghost
fluid method which uses mixed Riemann solvers, see [9]. This approach overcomes
several challenges presented in simulating such a complex physical scenario. The
hydrodynamic model used for the explosive and air cavities allows the non-trivial use
of complex equations of state for describing the explosive and the cavities, retains at
least 1000:1 density difference across the cavity boundary while maintaining oscil-
lation free interfaces (in terms of pressures, velocities and temperatures) and allows
the recovery of realistic temperature fields in the explosive matrix.

A major challenge worthy of special attention is the accurate and oscillation-free
recovery of temperature fields in the explosive matrix. This is of critical importance
as the ignition process of the energetic material is a temperature-driven effect, thus
the accurate prediction of ignition relies on physically meaningful temperatures. For
more information on this the reader is referred to [10, 11]. This model allows for
oscillation-free temperature fields. The elastoplastic model we use to model the solid
materials is rendered in hyperbolic form and thus can be solved on an Eulerian mesh,
using finite volume methods. This eliminates mesh tangling issues that might occur
in Lagrangian approaches and allows the immediate communication between the
hyperbolic and elastoplastic materials by means of the ghost fluid method.

2 Mathematical Models

In this section, the distinct mathematical formulations used to describe the fluid and
solid elastoplastic materials in the interaction of a shock wave with voids and particles
in an explosive are presented.

The explosives (hydrodynamic) model The air cavities immersed in nitromethane
are modelled using the MiNil6 formulation [8], which is summarised below. The
gas inside the cavities is described as phase I, with density, velocity vector and
pressure (p;, uy, pp). The nitromethane is denoted as phase 2 with density, velocity
vector and pressure (pz, U, p2). We denote by z a colour function, which can be
considered to be the volume fraction of the air with respect to the volume of the total
mixture of phases 1 and 2, with density p. For convenience, we denote z by z; and
1 — z by z». Then, the closure condition z; + zo = 1 holds. Velocity and pressure
equilibrium applies between the all phases, such that u, = ug = u; = up = u and

Pa = Pp = P1 = Pp2=D.
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Then, the MiNil6 system is described as in [8] by:

alel
V. = 1
o + V- (zipw) =0, )]
0
iaztpz + V- (z2pm) =0, @)
0 op
E(pui) + V- (puju) + o 0, 3)
0
E@B+V-WE+mu=Q 4)
0
§+u'w]=o, )
15) A
ngz + V- (z2p2u)) = 222K, (6)

where u = (u, v, w) denotes the total vector velocity, i denotes space dimension,
i =1,2,3, p the total density of the system and E the specific total energy given
by E =e¢+ % > uiz, with e the total specific internal energy of the system. We
denote by A the mass fraction of the explosive, such that A\ = 1 denotes fully unburnt
material and A = 0 denotes fully burnt material. As this work is restricted to the inert
scenario, A = 0 everywhere and the equations reduce to those by Allaire et al. [1].

In this work, all fluid components described by the MiNil6 model are assumed
to be governed by a Mie-Griineisen equation of state, of the form:

P = Pref, +pili(e; — erer,), fori =1,2. @)

Material interfaces between the phases are described by a diffused interface tech-
nique. Hence, mixture rules need to be defined for the diffusion zone, relating the
thermodynamic properties of the mixture with those of the individual phases. The
mixture rules for the specific internal energy, density and adiabatic index (y = 1 + %)
are:

pe = zip1e1 + zap2e2, p =2z1p1 +22p2, and & = 21§ + 2282, (3

where e, e, denote the specific internal energies of phases / and 2.
The sound speed also follows a mixture rule given as:

£ = Z)’ificiz, ©))

where ¢; is the individual sound speed of phase i and y; = % its mass fraction. For
more information on this as well as for the numerical evaluation of the total equation
of state the reader is referred to [8]. Validation of the hydrodynamic mathematical

model can be found in [10].
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Equations of state for nitromethane and air To close the hydrodynamic system, the
Cochran-Chan equation of state [ 16] is employed to describe the liquid nitromethane.
This is an equation of state of Mie-Griineisen form given by Eq. 7 with reference

pressure given by
i (Po\TE po\ &
P = A() = B(2) (10)

reference energy given by

ewr(p) = —po(;j‘gl) [(%)“5' 1]+ _po(f_ — [(%)“52 -1l ay

and Griineisen coefficient I"(p) = I. The gas inside the cavity (where applicable)
is modelled by the ideal gas equation of state, which is of Mie-Griineisen form as
well, with p..s = 0 and e,.f = 0 . The parameters for the equations of state of the two
materials are given in Table 1.

Recovery of temperature The multi-phase nature of the model allows for separate
temperature fields to be computed for each material as

_ D — Dref; (P)

T;
piTicy,

, for i=1,2. (12)

As a result, the nitromethane temperature (Tyv = 77) is computed explicitly from
the equation of state and can be used directly in the reaction rate law.

Computing the temperature of a general condensed phase explosive (Tcg = 1)
can involve completing the equation of state starting from the basic thermodynamic
law T % = ¢y ‘é—f + ¢y % and by integrating to obtain a reference temperature (7. )

such that:

P — Preter (P)
Tep = ———9  Trep. (13)
pCFFCFCUCF el

When the reference curve is an isentrope, dS/dv = 0 and hence we can simply
compute Tref, = To(pﬁo)r . When the reference curve is a Hugoniot curve, the basic
thermodynamic law cannot be integrated directly and often the Walsh Christian tech-
nique and numerical ODE-integration techniques are used to compute the reference
Hugoniot temperature.

Table 1 Equation of state parameters for nitromethane and air

Equation of state | Ip[-] | A B E1[-] | &[-] | po kg m3] | ¢
parameters [GPa] | [GPa] [J kg*' k1
Nitromethane [16]| 1.19 0.819 | 1.51 4.53 1.42 1134 1714

Air 0.4 - - — - - 718
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For this work, substitution of the parameters of the equation of state for
nitromethane and imposing an initial temperature of 298 K for p = pg gives Ty = 0.
This is in line with other work using the Cochran-Chan equation of state, where 7j
takes zero or very small values. The form (12) gives temperatures that match exper-
iments as demonstrated in [10], but for other materials or other equations of state
(e.g., shock Mie-Griineisen) care should be taken as a different reference curve (as
per Eq. 13) would be necessary.

The ideal gas equation of state results in the overheating of the gas inside the
cavity since high pressures are reached within the cavity during the collapse process.
However, the very short timescale of the process means that heat transfer does not
take place and thus the cavity temperature does not affect the ambient nitromethane
temperature. Since temperatures inside the cavity are not of interest for this work,
they are not presented henceforth.

Note that the two-phase nature of the model allows for large (>1000:1) den-
sity gradients to be sustained across material boundaries and both the density and
temperature fields are maintained oscillation-free.

The elastoplastic model In this work, we use the elastic solid model described by
Schoch et al. [17] and Barton et al. [2], based on the formulation by Godunov and
Romenskii [4] to describe the physical behaviour of the solid particles. Plasticity of
the material is included, following the work of Miller and Colella [13].

In an Eulerian frame employed in this work, there is no mesh distortion that
can be used to describe the solid material deformation. Thus the material distortion
needs to be accounted for in a different way. Here, this is done by defining the
elastic deformation gradient as F; = %, which maps the coordinate X in the initial
configuration to the coordinate X in the deformed configuration.

The state of the solid is characterised by the elastic deformation gradient, velocity
u; and entropy S. Following the work by Barton et al. [2], the complete three-
dimensional system forms a hyperbolic system of conservation laws for momentum,
strain and energy:

Opu;  O(puiuy, — Oinm
pi (p ) _

o o 0, (14)
agtE N 8(pumgx’—n UiGim) —0, (15)
L 6<pﬂjur;;nPF»fu“f) __ ,agff L p, (16)
i bl "

with the vector components -; and tensor components -;;. The first two equations
along with the density-deformation gradient relation p = po/detF¢, where py is the
density of the initial unstressed medium, essentially evolve the solid material hydro-
dynamically. Here, o is the stress, E the total energy such that £ = %|u 1> + e, with



Control of Condensed-Phase Explosive ... 295

e the specific internal energy and ~ the scalar material history that tracks the work
hardening of the material through plastic deformation. We denote the source terms
associated with the plastic update as P;;.

The system is closed by an analytic constitutive model relating the specific inter-
nal energy to the deformation gradient, entropy and material history parameter (if
applicable) e = e(F¢, S, k). For more information the reader is referred to [9].

The deformation is purely elastic until the physical state is evolved beyond the
yield surface (f > 0), which in this work is taken to be:

2 1
f(o) =||deve]|| — \/;ay =0, with deve = o — §(tra')l, (18)

where oy is the yield stress and the matrix norm ||.|| the Shur norm (||o|> =
tr(o’ o).

As this identifies the maximum yield allowed to be reached by an elastic-only
step, a predictor-corrector method is followed to re-map the solid state onto the yield
surface. Assuming that the simulation timestep is small, this is taken to be a straight
line, using the associative flow rate (¢ = 7)?9—5)’ satisfying the maximum plastic
dissipation principle (i.e. the steepest path). In general, this re-mapping procedure
is governed by the dissipation law 4, = X' ((F”)_IFF), where ¥ = Go F and
. is the double contraction of tensors (e.g. o : o = tr(o” o)). The initial prediction
is F = F¢ and F? =1, where F is the specific total deformation tensor and F” the
plastic deformation tensor that contains the contribution from plastic deformation.
This is then relaxed to the yield surface according to the procedure of Miller and
Colella [13].

The explosive and solid mathematical formulations described in this section are
solved numerically using high-resolution, shock-capturing, Riemann-problem based
methods and structured, hierarchical adaptive mesh refinement, as described in pre-
vious work [7, 8, 12, 17].

Equation of state for PMMA To close the elastoplastic system, the PMMA is
described by an energy-independent shock Mie-Griineisen (Hugoniot) equation of
state where the parameters for PMMA for py, the reference density for identity defor-
mation, s the linear shock speed-particle speed ratio, ¢ the unshocked sound speed
and Ty the reference temperature are given in Table 2. Validation of the elastoplastic
mathematical model can be found in [9].

Table 2 Shock Mie-Griineisen equation of state parameters the elastoplastic (with perfect plastic-
ity) PMMA

Hyperelastic, shear | po co To [K] s [-] G [MPa] | oy [MPa]
and plasticity [kg m3] | [ms!]
parameters

PMMA 1180 2260 300 1.82 1148 85
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The multi-material approach In this work, we use level set methods to track the
solid-explosive! interface. The behaviour of the material components at the interface
is modelled by the implementation of dynamical boundary conditions with the aid
of the Riemann ghost fluid method and devised mixed-material Riemann solvers to
solve the interfacial Riemann problems between materials. For more details on the
method the reader is referred to [9].

3 Results

In this section we study the interaction of an isolated PMMA patrticle,a2 x 2 PMMA
particles matrix, an air cavity,a2 x 2 air cavity matrix and a2 x 2 matrix of 2 cavities
and 2 particles with a 10.98 GPa shock wave in non-reactive liquid nitromethane.
Nitromethane is modelled by the Cochran-Chan equation of state given by Eqgs.
(7)—(11) and PMMA using a shock Mie-Griineisen with constant shear and perfect
plasticity both described in Sect. 2. As the ignition and thermal runaway in an explo-
sive are attributed to the complex interaction between non-linear gas dynamics and
chemistry, it is intuitive to consider in the first instance the induced temperature field
in the explosive in the absence of chemical reactions. This will allow the purely gas-
dynamical effects to be elucidated. In effect, by controlling the induced temperature
field in the explosive material (by the judiciary inclusion of voids and beads) we
can control its ignition time. The simulations are performed in two dimensions, with
effective grid size dx = dy = 0.625 pm. The initial conditions for the simulations
in this work are given in Table 3.

3.1 Single PMMA Bead

In Fig. 1 we present the temperature field generated in the nitromethane upon the
interaction of the incident shock wave (Sp) with the PMMA bead originally cen-
tred at (x, y) = (0.18, 0.2) mm, of radius of 0.08 mm. The temperatures in the bead
are omitted as the timescales are small for heat transfer to occur between the two
materials. Instead, we display a mock-schlieren plot inside the bead. As the bead is
symmetric about the horizontal axis we present only the upper half of the configu-
ration. The interaction of the incident shock wave with the bead generates two new
shock waves, one travelling upstream into the nitromethane (S;) and one downstream
into the bead (S,). The upstream travelling shock compresses again the nitromethane,
which reaches temperatures of 1300 K, only ~30 K higher than those generated by
the original incident shock wave (Fig. 1a). The angle of interaction of the shock
wave and the bead continuously changes, resulting to a transition from a regular

Note that by explosive we refer to any hydrodynamic system modelled by MiNil6 or its reduced
systems, including the simultaneous modelling of the nitromethane and the air-cavities.
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Table 3 Initial conditions for the shock-bead interaction and shock-induced cavity collapse in inert
nitromethane considered in this work

Material Pl 123 ums ! |v[ms™] p [Pa] 71
[kg m~?] | [kg m~?]
x < 100 wm | Shocked 24 1934.0 2000.0 0.0 1098 x [107°
nitromethane 10°
x > 100 um | Ambient 1.2 1134.0 0.0 |0.0 1x10° [107°
nitromethane
Bubble Air 1.2 1134.0 0.0 0.0 1x10° [1—-10"°
ums] v[ms!] p [Pa]
Bead PMMA 0.0 0.0 1 x 10°

0.0000 11749 14186  1562.8  1665.7 00000 11473 13851 15260 16264
B 3

y (mm)
y (mm)

0.00 0.05 0.10 0.15 0.20 0.25 0.30

0.00 0.05 0.10 0.15 0.20 0.25 0.30
x (mm) x (mm)

(a) t =0.02ps (b) t = 0.04ps

Fig. 1 Temperature field in nitromethane

shock reflection to a Mach reflection. A pair of Mach stems is generated at the top
and bottom of the bead; the top one is seen in Fig. 1a. In fact, the largest temperature
increase in this configuration is attributed to the Mach stem, leading to temperatures
of ~400 — 500K higher than the post incident-shock temperature (Fig. 1a). The
Mach stem grows and the Mach stem triple point moves away from the bead, along
the incident shock wave (Fig. 1b) forming a band of high temperatures. Finally the
shock wave traversing the bead exits into the nitromethane and continues travelling
with the incident shock wave. The higher impedance of the bead compared to the
nitromethane contributes (along with the Mach reflection) to the curvature of the
wave front (Sp ), travelling now downstream the bead. Upon exiting the beam, the
shock wave (S,) is weaker than the incident shock wave, leading to temperatures of
only ~1000 — 1050 K (Fig. 1b), which are lower than the original post-shock tem-
peratures induced by the incident shock wave (Sp). Another interesting observation
is that the temperature along the final downstream-travelling shock wave (Sy 2) is not
uniform.



298 L. Michael and N. Nikiforakis

3.2 2 x 2 Matrix of Air Cavities

A common way of controlling the generation of higher temperatures in the explosive
material is the inclusion of cavities. The authors have extensively studied single-
cavity collapse in nitromethane in [10, 11] thus in this work we do not repeat these
results. In multi-cavity configurations, the waves generated upon the collapse process
of each cavity interact in the regions in between the voids leading to elevations
of temperatures higher than in single-cavity configurations [14]. The authors have
studied this scenario before for cavities collapsing in water [12] generating the same
wave patterns so we will limit here the discussion to the wave interaction and its
effect on the nitromethane temperature field.

The first locally high temperature (7 ~ 2960 K) in this scenario is encountered
upon the collapse of the first column of cavities, upstream of the cavities in the Back
Hot Spot (BHS - as defined in [10]), at# = 0.04 ws. The next locally high temperature
is found in the Mach Stem Hot Spot (MSHS) generated after the collapse of the first
column of cavities at t = 0.055 ps. The superposition of the lower Mach stem of the
top void and the upper Mach stem of the lower void along the centreline of the matrix
generates temperatures of ~2880 K. The highest temperature peaks in this scenario
are attributed to the supersposition of waves during the collapse of the second column
of cavities. At¢ = 0.1 s the superposition of waves upstream of the second column
gives temperatures of ~5275 K in between the cavities’ lobes. Similarly, in between
the lobes of the first column’s cavities highs of 7 ~ 4660 K are seen at r = 0.115 p.s.
It is concluded that wave superposition plays the most important role in temperature
increase in this multi-cavity scenario.

3.3 2 x 2 Matrix of PMMA Beads

In this section we investigate the effect of a 2 x 2 matrix of PMMA beads on the
nitromethane temperature field. In the mock schlieren plots of Fig. 2a we see the
first interaction of the S from the first two beads along the centreline of the matrix,
perpendicular to the incident shock. Subsequently, S; 5, the S| wave from the bottom
bead impacts onto the top bead and similarly S;7, the S; wave from the top bead
impacts onto the bottom bead. This leads to new shock waves inside and outside the
beads. The shocks outside the beads interact with the Mach stems and the two Mach
stems eventually intersect. After the exit of the shocks from the beads, the new lead
shock (S;), along which different temperature ranges can be found, interacts with
the next two beads and the shock-bead interaction as well as the wave superpositions
are repeated (Fig. 2b).

The interaction of the shock with each bead leads to the formation of a high-
temperature band on each side of each bead. This can be seen, for the outer parts
of the beads, in Fig.2b. The temperature in the bands, however, is lower than in
the original Mach stem. The bands on the inner sides of the beads, as seen in the
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Fig. 2 Mock-schlieren plots (top half) illustrating the interaction of waves and temperature field
in nitromethane (bottom half) in a 2 x 2 PMMA bead configuration

same figure, are superimposed in the region in between the beads, leading to new high
temperature regions. Consequently, the new lead shock (S{,) has variable temperature
ranges along its front and a higher temperature along its middle compared to the
isolated shock-bead interaction scenario. Moreover, the part of the new lead shock
that is now directly in front of the first column of beads, in the region directly in front
of the beads it is actually weaker then the original incident shock wave. Thus, the
subsequent beads that are in the shadow of the first column beads will feel a weaker
shock, leading to lower temperatures compared to the temperatures produced by the
first column.

In this configuration, the first high temperature peak is seen when the Mach stem
is generated at the top and bottom of the beads of the first column (7' ~ 1770 K)
at t = 0.015 pus. The second high temperature peak is seen when the Mach stem
is generated at the sides of the beads of the second column (7 ~ 1750K) at t =
0.065 ps.

3.4 Combination of 2 Cavities and 2 Beads

In this section, we combine two air cavities and two PMMA beads in a 2 x 2 array,
with a clockwise ordering of cavity-bead-bead-cavity. The clockwise ordering of
bead-cavity-cavity-bead is the same scenario reflected about the horizontal axis and
it is thus not discussed separately. In this configuration, the highest temperatures are
observed during the cavity collapse and not the shock-bead interaction (Fig. 3b, d).
Looking at the interaction of the incident shock wave with the first column of impuri-
ties we observe that the shock wave S| generated upon the interaction of the incident
shock and the bead is superimposed with the rarefaction wave (R;) generated upon
the interaction of the incident shock wave and the air cavity (Fig. 3a). As a result
this shock wave weakens and when it interacts with the cavity it does not lead to its
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Fig.3 Mock-schlieren plots (left) illustrating the interaction of waves and the induced temperature
field in nitromethane (right) in a clockwise cavity-bead-bead-cavity configuration

asymmetric collapse (Fig. 3a). The shock waves generated upon the collapse of the
top cavity, however have a significant effect on the deformation of the lower bead
(Figs. 3c, 4a, c). The interaction of the shock wave emanating at the collapse of the
top cavity, as well as the Mach stem generated by the interaction of the top bead with
the incident shock (S; in this case) leads, however to the asymmetric collapse of the
lower cavity. The jet deviation can be seen in Fig. 4a and the earlier generation of
the upper Mach stem (compared to the lower one) around the lower cavity is seen
in Fig. 4c. This has as a result a higher temperature in this upper Mach stem of the
lower cavity compared to the Mach stems of the upper cavity (3295 K compared
to 2300 K). The localised maxima of high temperatures in this scenario correspond
to the MSHS of the top bead (T = 1645K) at t = 0.02 s, the BHS of the lower
void, (T =2940K) at t = 0.04 ps, and lower cavity top MSHS (T = 3240K) at
t =0.105 ps.
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Fig.4 Mock-schlieren plots (left) illustrating the interaction of waves and the induced temperature
field in nitromethane (right) in a clockwise cavity-bead-bead-cavity configuration (continued from
Fig. 3)

3.5 Analysis of the Temperature Field

In order to infer the effect of the impurities on the shocked material, we need to
consider the maximum temperature of the explosive for any given combination of
impurities. To this end we compare in Fig. 5 the maximum nitromethane temperature
as a function of time, for five different impurity configurations. These include: an
isolated cavity, an isolated bead, a 2 x 2 matrix of cavities, a 2 x 2 matrix of beads
and a 2 x 2 matrix combining 2 cavities and 2 beads. We also include as a dashed
black line the post-shock temperature of neat nitromethane; i.e., the temperature that
the shocked material would reach if no impurities were present.

We observe that the smallest temperature increase occurs by the single bead sce-
nario and slightly higher temperatures in the multi-bead example, which indicates
that the inclusion of beads is suitable for subtle adjustment of temperature. The inclu-
sion of voids should be preferred when higher temperature elevations are needed,
leading to a more abrupt sensitivity increase of the material. In practice, the desired
temperature rise can be achieved to a leading order by means of cavities, while
marginal adjustment can be done by solid particles.
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Fig. 5 Maximum temperature distribution in nitromethane over time, in the five configurations
studied in this work. The dotted black line gives the reference of the post-shock temperature in neat
nitromethane

These initial results have to be verified by large-scale computations, where a
statistically-significant number of cavities and particles are included in a larger sam-
ple of the explosive. We also anticipate that dimensionality effects are important, as
could potentially be the non-uniform distribution of the impurities and the material
of the particles.

4 Conclusion

In this work we employ a multi-physics computational framework to study the effect
of air cavities and PMMA particles on the sensitisation of condensed-phase explo-
sives as a means of controlling their performance. The framework simultaneously
solves a multi-phase hydrodynamic model for the explosive and for the air cavities,
and an elastoplastic model for the solid particles. Communication between the dif-
ferent states of matter (the solid and the two fluids) is achieved by means of a variant
of the ghost fluid method. We study the effect of five configurations of impurities
(isolated cavity, isolated bead, a multi-cavity and a multi-bead configuration and a
combined cavity-bead matrix) in nitromethane and determine their relative effect on
the temperature field. Initial results indicate that cavities have a more profound effect
on sensitisation, compared to PMMA particles; more extended studies are necessary
in order to assess the effect of dimensionality, distribution of the impurities and of
the material of the particles. This knowledge can be used to accurately control the
sensitivity and the performance of nonideal mining explosives.
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Abstract A numerical approach for solving evolutionary partial differential
equations in two and three space dimensions on block-based adaptive grids is pre-
sented. The numerical discretization is based on high-order, central finite-differences
and explicit time integration. Grid refinement and coarsening are triggered by mul-
tiresolution analysis, i.e. thresholding of wavelet coefficients, which allow controlling
the precision of the adaptive approximation of the solution with respect to uniform
grid computations. The implementation of the scheme is fully parallel using MPI with
ahybrid data structure. Load balancing relies on space filling curves techniques. Vali-
dation tests for 2D advection equations allow to assess the precision and performance
of the developed code. Computations of the compressible Navier-Stokes equations
for a temporally developing 2D mixing layer illustrate the properties of the code for
nonlinear multi-scale problems. The code is open source.

Keywords Adaptive block-structured mesh - Multiresolution - Wavelets
Parallel computing - Open source - Linear advection + Compressible navier-stokes

1 Introduction

For many applications in computational fluid dynamics, adaptive grids are more
advantageous than uniform grids, because computational efforts are put at locations
required by the solution. Since small-scale flow structures may travel, emerge and
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disappear, the required local resolution is time-dependent. Therefore dynamic grid-
ding, which tracks the evolution of the solution, is more efficient than static grids.
However, suitable grid adaptation techniques are necessary to dynamically track
the solution. These techniques can increase the computational cost, therefore their
efficiency is problem dependent and related to the sparsity of the adaptive grid.

Examples where adaptivity is beneficial are reactive flows with localized flame
fronts, detonations and shock waves [1, 23], coherent structures in turbulence [24]
and flapping insect flight [12]. For the latter the time-varying geometry generates
localized turbulent flow structures. These applications motivate and trigger the devel-
opment of a novel multiresolution framework, which can be used for many mixed
parabolic/hyperbolic partial differential equations (PDE).

The idea of adaptivity is to refine the grid where required and to coarsen it where
possible, while controlling the precision of the solution.

Such approaches have a long tradition and can be traced back to the late seventies
[5]. Adaptive mesh refinement and multiresolution concepts developed by Berger et
al. [2] and Harten [14, 15], respectively, are meanwhile widely used for large scale
computations (e.g. [10, 18, 20]).

Berger suggested a flexible refinement strategy by overlaying different grids of
various orientation and size, in the following referred to as adaptive mesh refine-
ment (AMR). Harten instead discusses a mathematical more rigorous wavelet based
method, termed multiresolution (MR). For AMR methods, the decision where to
adapt the grid is based on error indicators, such as gradients of the solution or derived
quantities. In contrast in MR, the multiresolution transform allows efficient compres-
sion of data fields by thresholding detail coefficients. This multiresolution transform
is equivalent to biorthogonal wavelets, see e.g. [15]. An important feature of MR is
the reliable error estimator of the solution on the adaptive grid, as the error introduced
by removing grid points can be directly controlled.

In wavelet-based approaches the governing equations are discretized, either by
using wavelets in a Galerkin or collocation approach [24], or using a classical dis-
cretization, e.g. finite volumes or differences, where the grid is adapted locally using
MR analysis [4, 10].

MR methods typically keep only the information which is dictated by a threshold
criterion, which is refereed to as sparse point representation (SPR), introduced in
[16]. AMR methods often utilize blocks and refine complete areas, by which the
maximal sparsity is typically abandoned in favor of a simpler code structure. An
example of this approach is the AMROC code [8], where blocks of arbitrary size
and shape are refined. A detailed comparison of MR with AMR techniques has been
carried out in [9].

For practical applications both the data compression and the speed-up of the
calculation are crucial. The latter is reduced by the computational overhead to handle
the adaptive grid and corresponding datastructures. This effort differs substantially
between different approaches [19]. It can be reduced by refining complete blocks,
thereby reducing the elements to manage, and by exploiting simple grid structures.

A MR method using a quad- or octtree representation to simplify the grid structure
is reported, e.g., in [10, 11] and has later also been used in [22].
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For detailed reviews on the subject of multiresolution methods we refer the reader
to [7, 10, 18, 24, 24]. Implementation issues have been discussed in [6].

Our aim is to provide a multiresolution framework, which can be easily adapted
to different two- and three-dimensional simulations encountered in CFD, and which
can be efficiently used on fully parallel machines.

To this end the chosen framework is block based, with nested blocks on quad-
or octree grids. The individual blocks define structured grids with a fixed number of
points. Refinement and coarsening are controlled by a threshold criterion applied to
the wavelet coefficients. The software, termed “wavelet adaptive block-based solver
for interactions with turbulence” (WABBIT), is open-source and freely available' in
order to maximize its utility for the scientific community and for reproducible science.

The purpose of this paper is to introduce the code, present its main features and
explain structural and implementation details. It is organized as follows. In Sect.2
we give an overview of implementation and structure details. Numerics will only
be shortly described, but special issues of our data structure, interpolation, and the
MPT coding will be explained in detail. Section 3 considers a classical validation test
case, including a discussion on the adaptivity and convergence order of WABBIT.
In Sect.4 we present computations for a temporally developing double shear layer,
governed by the compressible Navier-Stokes equations. Section 5 draws conclusions
and gives perspectives for future work.

2 Code Structure

In this section we present a detailed description of the data and code structure. One of
the main concepts in WABBIT is the encapsulation and separation of the set of PDE
from the rest of the code, thus the PDE implementation is not significantly different
from that in a single domain code and can easily be exchanged. The code solves
evolutionary PDE of the type 0, = N (¢). The spatial part N (¢) is referred to as right
hand side in this report. A primary directive for the code is its “explicit simplicity”,
which means avoiding complex programming structures to improve maintainability.
WABBIT is written in Fortran 95 and aims at reaching high performance on massively
parallel machines with distributed memory architecture. We use the MPI library to
parallelize all subroutines, while parallel I/O is handled through the HDFS library.

2.1 Multiresolution Algorithm

The main structure of the code is defined by the multiresolution algorithm. After the
initialization phase, the general process to advance the numerical solution ¢ (", x)
on the grid G" to the new time level t"*1 can be outlined as follows.

! Available on https:// github.com/adaptive-cfd/WABBIT.
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1. Refinement. We assume that the grid G”" is sufficient to adequately represent the
solution ¢ (¢, x), but we cannot suppose this will be true at the new time level.
Non-linearities may create scales that cannot be resolved on G”, and transport
can advect existing fine structures. Therefore, we have to extend G" to G" by
adding a “safety zone” [24] to ensure that the new solution ¢ (t”+1 , x) can be
represented on 5”. To this end, all blocks are refined by one level, which ensures
that quadratic non-linearities cannot produce unresolved scales.

2. Evolution. On the new grid G", we first synchronize the layer of ghost nodes
(Sect.2.5) and then solve the PDE using finite differences and explicit time-
marching methods. ~

3. Coarsening. We now have the new solution o(t"*!, x) on the grid G". The grid
G" is a worst-case scenario and guarantees resolving ("', x) using a priori
knowledge on the non-linearity. It can now be coarsened to obtain the new grid
G"*!, removing, in part, blocks created during the refinement stage. Section2.3
explains this process in more detail.

4. Load balancing. The remaining blocks are, if necessary, redistributed among MPI
processes using a space-filling curve [25], such that all processes compute approx-
imately the same number of blocks. The space-filling curve allows preservation
of locality and reduces interprocessor communication cost.

2.2 Block- and Grid Definition

Block Definition. The decomposition of the computational domain builds on blocks as
smallest elements, as used for example in [11]. The approach thus builds on a hybrid
datastructure, combining the advantages of structured and unstructured data types.
The structured blocks have a high CPU caching efficiency. Using blocks instead of
single points reduces neighbor search operations. A drawback of the block based
approach is the reduced compression rate.

A block is illustrated in Fig. 1. Its definition (in 2D) is

© Physical nodes

y=yo+L ------e-- o—o—o—o—9 Ghost nodes
® e 0 0 ¢ O Conditional ghost nodes
¢ @ 0 0 ¢
¢ @ 0 0 ¢
Y=UYo ------=-- ¢—o—o—o—0
T = xq S r=x0+L

Fig. 1 Definition of a block with By = 5andng =1
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where x is the blocks origin, Axt =27L/(B; — 1) is the lattice spacing at level
£, and L the size of the entire computational domain. The mesh level encodes the
refinement from 1 as coarsest to the user defined value J,,« as finest. Blocks have B,
points in each direction, where B, is odd, which is a requirement of the grid definition
we use. We add a layer of n, ghost points that are synchronized with neighboring
blocks (see Sect.2.5). The first layer of physical points is called conditional ghost
nodes, and they are defined as follows:

1. If the adjacent block is on the same level, then the conditional ghost nodes are
part of both blocks and thus redundant in memory; their values are identical.

2. If the levels differ, the conditional ghost nodes belong to the block on the finer
level, i.e., their values will be overwritten by those on the finer block.

Grid Definition. A complete grid consisting of N, = 7 blocks is shown in Fig.2.
We force the grid to be graded, i.e., we limit the maximum level difference between
two blocks to one. Blocks are addressed by a quadtree-code (or an octtree in 3D), as
introduced in [13], and also shown in Fig. 2. Each digit of the treecode represents one
mesh level, thus its length indicates the level £ of the block. If a block is coarsened,
the last digit is removed, while for refinement refinement, one digit is added. The
function of the treecode is to allow quick neighbor search, which is essential for high
performance. For a given treecode the adjacent treecodes can easily be calculated
[13]. A list of the treecodes of all existing blocks allows us to find the data of the
neighboring block, see Sect. 2.4. To ensure unique and invertible neighbor relations,
we define them not only containing the direction but also encode if a block covers

Fig. 2 Example grid with

Np = 7 blocks. Three blocks

on mesh level 1 (gray) and

four on level 2 (black),

together with their treecodes.

Note that the mesh level is

equal to the length of the

treecode. Points at the

coarse/fine interface belong

to finer blocks L

B R > 3
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only part a border. This situation occurs if two neighboring blocks differ in level.
We also account for diagonal neighborhoods. In two space dimensions 16 different
relations defined (74 in 3D). This simplifies the ghost nodes synchronization step,
since all required information, the neighbor location and interpolation operation are
available.

Right Hand Side Evaluation. The PDE subroutine purely acts on single blocks.
Therefore efficient, single block finite difference schemes can be used allowing to
combine existing codes with the WABBIT framework. Adapting the block size to
the CPU cache offers near optimal performance on modern hardware. The size of
the ghost node layer can be chosen freely, to match numerical schemes with different
stencil sizes.

2.3 Refinement/Coarsening of Blocks

If a block is flagged for refinement by some criteria (see blow) this refinement is
executed as illustrated in Fig. 3. The block, with synchronized ghost points, is first
uniformly upsampled by midpoint insertion, i.e., missing values on the grid

Bt — [zz)_co—i—(ﬁAx‘/z,j-Ax€/2)T, —2ng <i,j §2Bs—1+2ng]

are interpolated (gray points in Fig. 3 center). In other words, a prediction operator
Po— 41 1s applied [14]. The data is then distributed to four new blocks Bf“ , where
one digit is added to the treecode, which are created on the MPTI process holding the
initial (“mother”) block. The blocks are nested, i.e. all nodes of a coarser block also
exist in the finer one. The reverse process is coarsening, where four sister blocks on
the same level are merged into one coarser block by applying the restriction operator

o o] o [+] o] o o o o [+
oo oo
o o—o o oo oo
o o e o O 0 0 @ OO0 O
o o ) o ] o o o0 ¢ © o oX0o ¢ oXlo
e o e o O 0 09 O0O0O0
o o X o > o oo o0 co0oo0o0o0o00
o o o o O 0O 0@ O OO0
o o o o o oo e o o0X20 @ oX3o0
o o0 << 0O 00 @ o0 oo
o o o o e o
000000 co0o0o0o0
o o] o o o] o o 0 0 00000 0 0 0 0 O
Coarse block incl. ghost nodes Uniform refinement Data stored in 4 finer blocks
\_/ \_/

Fig. 3 Process of refining block with treecode X. First, the block is upsampled, including the ghost
nodes layer. Then, four new blocks are created, where one digit is added to the treecode
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R¢—¢—1, which simply removes every second point. For coarsening, no ghost node
synchronization is required, but all four blocks need to be gathered on one MPT rank.

The refinement operator uses central interpolation schemes. Using one-sided
schemes close to the boundary would not require ghost points and would thus reduce
the number of communications. They yield errors only of the order of the threshold €.
However, the small, but non-smooth structures of these errors force very fine meshes,
which can increase the number of blocks. This fill-up can lead to prohibitively expen-
sive calculations.

Computation of Detail Coefficients. The decision whether a block can be coarsened
or not is made by calculating its detail coefficients [24]. The are computed by first
applying the restriction operator, followed by the prediction operator. After this round
trip of restriction and prediction, the original resolution is recovered, but the values
of the data differ slightly. The difference

D={dx)} =B — Pr1me(Ree-1(BY))

is called details. If details are small, the field is smooth on the current grid level.
Therefore, the details act as indicator for a possible coarsening [14]. Non-zero details
are obtained at odd indices only (gray points in Fig. 3, center) because of the nested
grid definition and the fact that restriction and prediction do not change these values.
The refinement flag for a block is then

i ldw] <.
0 otherwise

where —1 indicates coarsening and 0 no change. In other words, the largest detail
sets the status of the block. Note, that WABBIT technically provides the possibility
to flag —1 for coarsening, O for unaltered and +1 for refinement, it can hence be
used with arbitrary indicators. Since a block cannot be coarsened if its sister blocks
on the same root do not share the +1 refinement status, WABBIT assigns the —2
status for blocks that can indeed be coarsened, after checking for completeness and
gradedness.

2.4 Data Structure

The data are split into two kinds of data, first, the field data (the flow fields) required
to calculate the PDE and, second, the data to administer the block decomposition
and the parallel distribution.

Data which are held only on one specific MPI process are called heavy data. This
is the (typically large) field data and the neighbor relations for the blocks held by
the MPI process. The field data (hvy_block) is a five dimensional array where the
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first three indices describe the note within a block (3D notation is always used in the
code), the fourth index the index of the physical variables and the last one the block
index identifying it within the MPI process.

The light data (Lgt_block) are data which are kept synchronous between all
processes. They describe the global topology of the adapted grid and change during
the computation. The light data consist of the block treecode, the block mesh level
and the refinement flag. Additionally, we encode the MPT process rank iprocess and
the block index on this process jpock by the position I of the data within the light
data array, I = (iprocess — 1) * Nmax + Jolock>» Where Ny, is the maximal number of
blocks per process. The light data enable each process to determine the process
holding neighboring blocks, by looking for the index I corresponding to the adja-
cent treecode. The number of blocks required during the computation is unknown
before running the simulation. To avoid time consuming memory allocation, Ny is
typically determined by the available memory. This sets the index range of the last
index of the heavy data and determines the size of the light data. Hence, many blocks
are typically unused; they are marked by setting the treecode in the light data list to
-1. To accelerate the search within the light data, we keep a second list of indices
holding active entries.

2.5 Parallel Implementation

Data Synchronization. For parallel computing, an efficient data synchronization strat-
egy is essential for good performance. There are two different tasks in WABBIT,
namely light and heavy data synchronisation. Light data synchronization is an MPI
all-to-all operation, where we communicate active entries of the light data only.
Heavy data synchronization, i.e. filling the ghost nodes layer of each block, is much
more complicated. We have to balance a small number of MPI calls and a small
amount of communicated data, and additionally we have to ensure that no idle time
occurs due to blocking of a process by a communication in which this process is
not involved. To this end, we use MPT point-to-point communication, namely non-
blocking non-buffered send/receive calls. To reduce the number of communications,
the ghost point data of all blocks belonging to one process are gathered and send as
one chunk. After the MPT communications, all processes store received data in the
ghost point layers.

The conditional ghost nodes require special attention during the synchronization.
To ensure that neighboring blocks always have the same values at these nodes, the
redundant nodes are sent, when required, to the neighboring process. Blocks on
higher mesh levels (finer grids) always overwrite the redundant nodes to neighbors
on lower mesh level (coarser grid). It is assumed that two blocks on the same mesh
level never differ at a redundant node, because any numerical scheme should always
produce the same values.
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Load Balancing. The external neighborhood consists of ghost nodes, which may
be located on other processes and therefore have to be sent/received in the heavy
data synchronization step. Internal ghost nodes can simply be copied within the
process memory, which is much faster than MPT communication. It is, thus, desired
to reduce inter-process neighborhood. We use space filling curves [25] to redistribute
the blocks among the processes for their good localization. The computation of the
space filling curve is simple, because we can use the treecode to calculate the index
on the curve.

3 Advection Test Case

As a validation case, we now consider a benchmarking problem for the 2D advec-
tion equation, &, + u - Vio = 0, where p(x, y, t) isascalarand 0 < x, y < 1. The
spatially-periodic setup considers time-periodic mixing of a Gaussian blob,

@(-xs vy, 0) = e_((X—C)Z-k(y_d)Z)/ﬂ

where ¢ = 0.5, d = 0.75 and 3 = 0.01. The time-dependent velocity field is given
by
Tt sin?(mx) sin(27y)

u(x,y,t) =cos (Z) <sin2(7Ty)(_ sin(27rx))> M

and swirls the initial distribution, but reverses to the initial state at ¢ = #,. The swirling
motion produces increasingly fine structures until ¢+ = ¢, /2, where ¢, controls also
the size of structures. The larger #,, the more challenging is the test.

Spatial derivatives are discretized with a 4th-order, central finite-difference
scheme and we use a 4th-order Runge—Kutta time integration. Interpolation for the
refinement operator is also 4th order. We compute the solution for #, = 5, for various
maximal mesh levels Ji,.x. The computational domain is a unit square and we use a
block size of 33 x 33.

Figure 4 illustrates  at the initial time, = 0, and the instant of maximal distortion
att = 2.5 =1,/2. Att = 2.5 the grid is strongly refined in regions of fine structures,
while the remaining part of the domain features a coarser resolution, e.g., in the
center of the domain. Further the distribution among the MPI processes is shown by
different colors, revealing the locality of the space filling curve.

In the following we compare soloutions with the finest strutures at ¢ = 7,/2 with a
reference solution, to investigate the quality and performance. The reference solution
is obtained with a pseudo-spectral code on a sufficiently fine mesh to have a negligible
error compared with the current results.

Figure 5a illustrates the relative error, computed as the co-norm of the difference
(© — Pex, normalized by || pex||oo- All quantities are evaluated on the terminal grid. A
linear least squares fit exhibits convergence orders close to one for the large maximal
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Fig. 4 Shown is a pseudocolor-plot of ¢ at times t =0, t = 1,/2 = 2.5 and the distribution of
the blocks among the MPI processes by different colors at = 2.5 (from left to right). Each block
covers 33 x 33 points
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Fig. 5 Swirl test for varying Jmax and . a For different maximal refinement levels a saturation of
the error is seen at different values of &, showing the cross over form threshold- to discretization-
error. b Error decay for fixed ¢ = 1077 and varying Jinax (i.e. the rightmost data points in A) as
a function of the number of points in one direction. The adaptive computation preserves roughly
the 4th order accuracy of the discretization scheme. ¢ Compression rate defined as block of the
adaptive mesh compared with a equidistant mesh constantly on the same Jiax. d The CPU time as a
function of discretization error for two different initial conditions. For the broad pulse (8 = 1072)
the adaptive solution is faster for an appropriate choice of Jpax (€) for the finer pules (G = 1072) it
is faster even for a constant J,,x = oo for relevant errors
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refinements. In this case the error decays, as expected, linearly in . For smaller
Jmax We find a saturation of the error, which is determined by the highest allowed
resolution. This different levels are plotted in Fig.5b, where a convergence order
close to four, as expected by the space and time discretization is found. Thus, the
points where the saturation sets in are turnover points form an threshold to and cut-
off dominated error. For the sake of efficiency one aims to be close to this turnover
point where both errors are of similar size. In Fig. 5c the compression rate, i.e. the
number of blocks relative to an equidistant grid constantly on the level of the same
Jmax 18 depicted. As expected the compression becomes close to one for small €.
In Fig. 5d the error is shown as a function of the computational time for two initial
conditions, the broad pulse with 3 = 1072 and a narrower one with 3 = 10~%. For
the broad pulse (3 = 1072) the curves for different J,x are below the equidistant
curve only for carefully chosen values of . This is explained by the wide area of
refinement at the final time, see Fig.4. Here a multi-resolution method cannot win
much. Even for Ji,,x = 14, which in practice means deactivating the level restriction,
a similar scaling as for the equidistant grid is found with a factor approaching about
four. Thus, even without tuning Jy.x(€) accordingly, and given the low cost of the
right hand side, the computational complexity of the adaptive code scales reasonably
compared to the equidistant solution. For a finer initial condition (3 = 107*), even
without the level restriction (Jy.x = 00), the adaptive code produces better run-times
for practical relevant errors.

4 Navier-Stokes Test Case

In this section we present the results of a second test case, governed by the ideal-gas,
constant heat capacity compressible Navier-Stokes equations in the skew-symmetric
formulation [21]. A double shear-layer in a periodic domain is perturbed so that the
growing instabilities end up with small scale structures, similar to [17]. The size
of the computational domain is L = L, = L, = 8 and the shear layer is initially
located at % 4 0.25. The density and y-velocity is p; = 2 and v; = | between the
shear layers and pp = 1 and vy = —1 otherwise. At the jumps it is smoothed by
tanh((y — Yjump)/Aw) With a width A, = L/240. The initial pressure is uniformly
p = 2.5. The x-velocity is disturbed to induce the instability in a controlled manner
by u = Asin(2n(y — L/2)) with A = 0.1. The dynamic viscosity is given by p =
1079, The adiabatic index is v = 1.4 and the Prandtl number is Pr = 0.71 and the
specific gas constant Ry = 287.05.

We discretize spatial derivatives with standard 4th-order central differencing
scheme, use the standard 4th-order Runge-Kutta time integration and for interpo-
lation a 4th-order scheme. We use global time stepping so that the time step is
(usually) determined by the time step at the highest mesh level. We apply a shock
capturing filter as described in [3] with a threshold value of g, = 107 in every time
step. Filtering, as any procedure to suppress high wave numbers (e.g. flux limiter,
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slope limiter or numerical damping), interacts with the MR. No special modifica-
tion beyond the previously described [21] smoothed detector, was necessary for the
use with the multi resolution framework. The investigation of the interplay between
filtering and MR is left for future work.

In Fig.6 the density field for adaptive computations with a threshold € = 1073
at t = 4 is shown. In both density and vorticity field one can observe small scale
structures created by the shear layer instability. The size and form of the structures
are in agreement with [17].

In the right of Fig.7 the compression rate of the shear layer is plotted over time.
We start with a low number of blocks (i.e. low values of the compression rate),
the grid fills up to the maximal refinement with simulation time. This is explained
by short wavelength acoustic waves emitted by the shear layer. Depending on the
investigation target a modified threshold criterion, e.g., applying it only to certain
variables might be beneficial. For this the error estimation must be reviewed and it
is left for future work.

In Fig.7 we show the kinetic energy spectra for these computations compared to
the result for a fixed grid. To calculate the energy spectra we refine the mesh after the
computation to a fixed mesh level, if needed. They agree well on the resolved scales.

Fig. 6 Double shear layer, plot of density p and the absolute value of the vorticity |w| at time t = 4
on an adaptive grid with threshold value € = le-3, maximum mesh level Jyox = 8
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Fig. 7 Left: Energy spectrum of the double shear layer. The computations were performed on a
fixed grid with mesh level J = 7, and on adaptive grids with threshold value ¢ = 1073, maximum
mesh level Jpax = 7, Jmax = 8, t = 4. Right: The compression rate. After high initial copressions
the grid fills up due to high wavenumber acoustic waves
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For the higher maximum mesh level J,,x we observe a better resolution of the small
scale structures. Summarized, if we compare adaptive and fixed mesh computation,
we can observe a good resolution of the small scales within the double shear layer.

Figure 8 shows the strong scaling behavior for the adaptive double shear layer
computation with Jp,x = 7. We observe a scaling which is predicted by Amdahl’s
law with a parallel fraction of 0.99. The observed strong scaling is reasonable and
we anticipate that code optimization will yield further improvements.

5 Conclusions and Perspectives

The novel framework WABBIT with its main structures and concepts has been
described. WABBIT uses a multiresolution algorithm to adapt the mesh to capture
small localized structures. Within the framework different equation sets can be used.
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We showed that the error due to the thresholding is controlled and scales nearly
linear. In the Gaussian pulse test case we found that the maximum number of blocks
is reached at the largest deformation of the pulse and after that the mesh is coarsen
with several orders of magnitude. We observed that the fill-up was strongly reduced
by using a symmetric interpolation stencil, which will be investigated in future work.

In the second test case we showed an application of the compressible Navier-
Stokes equations. Here we saw a good resolution of small scale structures and
observed the impact of discarding wavelet coefficient on the physics of the shear
layer. In our simulations we observe a reasonable strong scaling. Scaling will be
assessed in more detail when foreseen improvements are implemented.

In the near future we will extend the physical situation by using reactive Navier-
Stokes equations to simulate turbulent flames. Validation for 3D problems and further
improvement of the performance is currently worked on. For this an additional par-
allelization with openMP is in preparation, which should reduce the communication
effort further in typical cluster architecture. Further a generic boundary handling
within the frame work and an interface to connect other MPI programs is under way.
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Abstract Shockless explosion combustion (SEC) has been suggested by Bobusch
et al., CST, 186, 2014, as a new approach towards approximate constant volume
combustion for gas turbine applications. The SEC process relies on nearly homo-
geneous autoignition in a premixed fuel-oxidizer charge and acoustic resonances
for cyclic recharge. Operation of a single SEC tube has proven to be rather robust
in numerical simulations, provided the flow control assures nearly homogeneous
autoignition. Configurations with multiple tubes that fire into a common collector
plenum preceding the turbine will be needed, however, to avoid excessive fluctu-
ating thermal and mechanical load on the turbine blades. In such a configuration,
the resonating tubes will interact with the volume of the plenum, and proper control
of these interactions will be an important part of the engine design process. The
present work presents an efficient, rough design tool that simulates the firing of such
multi-tube SEC configurations into a torus-shaped turbine plenum. Both the tubes
and the plenum are represented by computational quasi-one-dimensional gasdynam-
ics modules implemented in a finite volume code for the reactive Euler equations.
Suitable tube-to-plenum coupling conditions based on mass, energy, and plenum-
axial momentum conservation represent the gasdynamic interactions of all engine
components. First investigations utilising this tool reveal considerable dependence of
the SEC-tubes’ operating conditions on the tube radius and length, and on the tubes’
positioning along the plenum torus. The SEC is especially sensitive to the plenum’s
radius. Misfiring of one of the tubes does essentially not affect the operation of the
others and does not even necessarily lead to a shut-down of the disturbed SEC tube.
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1 Introduction

The efficiency gain of gas turbines expected by approximate constant volume com-
bustion (aCVC) compared to today’s operation mode, the constant pressure defla-
gration combustion (CPC), is well-known to the community (see for example the
analysis of [8]). Various approaches to realising aCVC have been developed and
put into practice to different extent and with diverse success. Each approach has its
own challenges and drawbacks: the pulsed detonation combustion (PDC) requires a
deflagration-to-detonation transition (DDT) in every cycle, the rotating detonation
engine (RDE) must be fuelled within a very short time, and the pulse jet engine
(PJE) works only in between the ranges of CPC and aCVC, not fully harvesting the
potential of constant volume thermodynamic processes. Since 2012, the shockless
explosion combustion (SEC) process is under development, [4]. It relies on acous-
tic resonance for recharge like the PJE, but aims at homogeneous autoignition to
approximate constant volume combustion. Thus it avoids the losses associated with
the DDT and turbulent deflagration found in the pulsed detonation and pulsed jet
engines.

A stringent interpretation of the term “constant volume combustion” demands all
parcels of reacting gas to maintain their initial density throughout the process. This
is the situation the SEC combustor aims to approximate. During inflow, fresh hot
compressed gas enters the SEC tube with a stratified charge that covers about 1/3
of the tube length. The stratification is tuned to induce approximately homogeneous
autoignition. With the characteristic time of heat release of realistic fuels being much
shorter than the tube’s longitudinal acoustic time scale, chemical energy release will
take place at approximately constant density, and the pressure will rise substantially
within the charge. The ensuing pressure wave transports the released energy down
the tube and into the attached turbine plenum. A wave resonance mechanism akin to
that utilised in pulse jet engines supports the recharging process.

The conceptual advantage of the SEC over a pulsed detonation combustor (PDC) is
that it features much lower peak pressures, shock-related dissipation, and local kinetic
energy. This eases the harvesting of the potential efficiency gain from constant volume
combustion. Realising nearly homogeneous autoignition in a highly dynamical flow
requires very tight control of the fuelling process, however, so that the development
of advanced controlling schemes will be crucial for the success of the concept.

A computationally efficient one-dimensional SEC simulation code has been
implemented by Berndt [2], that can be used to test and train fuel injection con-
trol schemes . It solves the reactive Euler equations by a finite volume method and
models the SEC tubes as long-stretched cylinders with axially varying cross-section
and a one-dimensional distribution of the state variables along their axis. The soft-
ware has been employed to study SEC in single-tube operation, e.g., to develop an
efficient reduced chemical model designed to probe particular gasdynamic effects of
the SEC process [3], or to investigate the sensitivity of the process with respect to
various chemical parameters [7].
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A full-fledged future gas turbine application will likely feature several SEC tubes
firing into an annular intermediate plenum which then connects to the turbine. In a first
investigation into such arrangements, multiple copies of the above mentioned quasi-
one-dimensional code are coupled here through suitable transition conditions to
simulate various arrangements of three SEC tubes coupled to a torus-shaped plenum.
The plenum itself is again represented by the same quasi-one-dimensional code,
albeit with periodic boundary conditions to model a closed torus. A mass loss from
the plenum, determined from a user-defined sub-routine, mimics the turbine mass
flow.

The purging and recharge of the SEC tubes relies on pressure wave resonances just
as in the pulse jet combustor. As a consequence, a number of interesting questions
regarding proper tuning of the interacting non-stationary gasdynamic processes in
the coupled tubes and plenum arise. In particular, we study here the influences of the
plenum radius and plenum length, the consequences of different arrangements of the
SEC tubes along the plenum axis, and the robustness of the cycles in the tubes when
one of the fuel supply pipelines is interrupted shortly.

Section 2 briefly summarises the simulation code implemented to investigate these
questions. Numerical tests addressing the questions mentioned above are documented
in Sect.3. More possible applications and more complex issues for further code
development as well as opportunities for improvement and extension are discussed
in Sect. 4.

2 Implementation

In the following the code utilised for the simulation experiments in Sect.3 will be
described briefly with focus on the main features for the present usage: the quasi-one-
dimensionality with possibility of lateral in- and outflow and the simplified chemistry
model.

2.1 One-Dimensional Model and Single-Tube
Reference Operation

The basic code that serves as our starting point has been developed by Berndt [2]. It is
optimised to work with good accuracy for realistic thermochemical gas properties and
to robustly handle strong shocks including detonation waves. It utilises the Harten-
Lax-van Leer (HLL) numerical flux with Einfeldt’s correction (HLLEM) to solve
the Euler equations for a multi-species ideal gas flow. The MUSCL-Hancock or
WENO reconstructions and Strang splitting for chemistry are employed to achieve
second order accuracy. See detailed references in [2, 3]. Boundaries are modelled
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by appropriately assigning ghost cell states as usual in this type of scheme. As the
SEC tubes are considered to be cylindrical with small aspect ratio, a quasi-one-
dimensional approximation is adopted. Smooth axial variation of the tube radius is
allowed for via inclusion of a suitable pressure source term (see, e.g. [6]).

To represent an SEC tube, the upstream boundary simulates a pressure valve that
opens when the pressure in the first grid cell drops below a given compressor pressure
value. When the valve opens, non-reactive compressed “air”, possibly preheated to a
given reference temperature, purges the tube for about half a millisecond, which we
take to be the ignition delay time of the compressed and preheated gas. Subsequently,
as long as the valve is still open, fuelled mixture enters the tube. A stratified charge
(combustible mixture) is generated by varying the fuel mixture fraction of inflowing
gas in time. This variation of the gas composition is tuned to produce a homogeneous
autoignition after 0.7 ms under the conditions of standard cyclic operation of a free
SEC tube not attached to a plenum.

In this standard cycle, the fresh charge covers about one third of the SEC tube
length which is 0.8 m, with a species from the simplified chemistry mechanism mod-
elling a mixture of dimethyl ether (DME) and air close to stoichiometric conditions
(details can be found in [3]).

2.2 Modelling Lateral Inflow and Outflow

In previous simulations, e.g., in [2, 3], the downstream boundary condition modelled
expansion into open space at atmospheric conditions to represent the test rig setup
in related laboratory experiments, or into an infinitely large plenum at elevated pres-
sure. Here we initiate the study of interactions between several SEC tubes and a finite
size turbine plenum as depicted in Fig. 1. To this end, the code was first extended
to allow for modelling lateral mass flow into (or out of) the modelled tube. These
processes are represented as they would be in a multidimensional gasdynamics code

Fig.1 The SEC
tubes—plenum—configuration
showing the slanted tubes
with the circular plenum and
the distribution of one
dimensional cells

SEC tubel

Plenum

SEC tube2

SEC tube3
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axial SEC tube 1 SEC tube 2 SEC tube 3

lateral

plenum

reflecting wall

Fig. 2 Modelling the SEC tube—Plenum-Interaction. White cells are the computational domain of
the plenum, dark grey cells are solid wall ghost cells and light grey cells are used to couple plenum
and SEC tube

using Strang splitting to cover the space dimensions. Thus, for the plenum simulation
the code is extended to two space dimensions as indicated in Fig.2. In the second
(lateral) computational direction the computational grid just covers one row of cells
representing the main computational domain and two adjacent rows of cells used as
dummy cells to impose boundary conditions. The closed tube walls opposite to the
exits of the SEC tubes as well as between the SEC tubes on the same side are mod-
elled in the lateral direction by the usual reflecting wall boundary conditions. These
guarantee zero mass flux and proper adjustment of the wall pressure. To simulate
the exit of the nth SEC tube, the flow state found in the last grid cell of the model
simulation for that tube at the same time step is imposed in the corresponding dummy
cells (light grey cells in the top row of Fig. 2) before processing the gasdynamic step
in the lateral direction for the plenum. In turn, the plenum states averaged over the
cells corresponding to the width of the attached SEC tube (three cells in the figure)
are imposed in the dummy cells of the SEC tube simulations.

In this process, we allow for non-orthogonal intersection of the SEC tubes with
the plenum (45° in Fig. 1). By supplying a directional (unit) vector, the user fixes
an angle under which the mass flows from the SEC tubes meet the plenum stream.
Consistent with the derivation of quasi-onedimensional gasdynamics models, we
assume rapid lateral equilibration of all transport processes. This leads to the present
model of immediate dissipation of the lateral momentum and kinetic energy upon
entry of the burnt gas into the plenum. This is realised by converting the components
of momentum in the last cells of the SEC tube simulations in the plenum’s lateral
direction (vertical direction in the Fig.2) into internal energy, while the component
of momentum aligned with the plenum axis is maintained. In our code this is done
by simply setting the momentum in lateral direction to zero but keeping the energy
value. This defines the SEC tube states seen by the pertinent plenum’s lateral dummy
cells (light grey in Fig.2). All other cells are treated as a reflecting wall as stated
above. To account for the feedback of the plenum to one of the SEC tubes, the states
in every plenum grid cell that directly couples to this tube are averaged, and this state
serves to impose the boundary condition in the ghost cells of the tube. In this fashion,
a two-way interaction between the SEC tubes and the plenum is realised. To model
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a possible difference in radius between the SEC tubes and the plenum, the tubes’
radii are smoothly increased from their reference radius to that of the plenum. In
all simulations shown below, this adaptation of radii covered 2% of the tube length.
This implementation exploits the mentioned possibility of simulating axial variation
of radius via a pressure source term in the quasi-one-dimensional computational
implementation.

The mass flow out of the plenum that drives the turbine is modelled in the present
first approach in a very rudimentary way. The reference single tube SEC run with an
opening into infinite space at given mean exit pressure generates a mean mass flux
r over many cycles. Now, for n tubes attached to the plenum, a total mass of At nm
is subtracted from the plenum, equidistributed over all the plenum cells. In doing
so, we let the mass deducted from each cell carry the local specific momentum and
energy.

The overall algorithm proceeds as follows: Every SEC tube and the plenum are
distinct computational domains and treated one after the other beginning with the
SEC tubes. Manually, a global time step size is fixed but before every solution step
in each domain the stability criteria are tested. The chemical kinetics model (from
[3]) and the gasdynamics model based on the Euler equations are then advanced via
operator splitting. The computation accounts for the mass flow through the turbine
by reducing the density by a user supplied amount in every grid cell scaling with
spacial and temporal step width and number of SEC tubes as explained above. For
the last operational step, the tubes’ interactions with the plenum are determined as
also explained above.

2.3 Reduced Chemical Model for SEC Simulations

The strongly simplified mechanism for kinetics developed for gasdynamic investi-
gations of the SEC process in [3] is included here. This scheme involves three iconic
species: the energy-carrying fuel, an energetically neutral (zero binding enthalpy)
“radical” species whose build-up controls the onset of energy release from the fuel
component, and a non-reactive product. The model was tuned to mimic the behaviour
of a realistic fuel igniting in one stage as far as characteristic time scale ratios of
ignition delay and excitation time (heat release rate) are concerned. Reactions are
implemented as a sequence of one-step Arrhenius reactions and follow only one path
from fuel to radical to product.

3 Results from Numerical Tests

In this section we consider a configuration of three SEC tubes coupled to a torus-
shaped plenum as already seen in Fig. 1. The SEC tubes are slanted by 45° relative
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Fig. 3 Pressure in plenum (left) and SEC tube (right) over space, 2ms after ignition with three
different resolutions: fine (dashed lines), used in further investigations (solid lines) and coarse
(dash-dot lines)

to the plenum axis. Their length is 0.8 m with a resolution of dx; = 8 x 10~ m and
the basic radius Ry, except for the radius adjustment towards the plenum, is 0.02 m.
The plenum is resolved with a grid cell size of dxp =1.6 x 1073 m. To justify the
chosen resolution a series of test runs was conducted with only one SEC tube and
a plenum of 1.33m length with a third, half and double the grid width each. For
the plenum resolution Fig.3 makes clear that even a coarser grid would have been
acceptable. As more of the chemistry and dynamics take place in the SEC tubes, these
domains are resolved with more grid cells. Figure 3 shows a much larger difference
between the coarse and the medium than between the medium and the finer grids,
indicating convergence. As the current investigations are designed to qualitatively
show the effects of certain parameters on the multi-tube configuration, the medium
grid width for the SEC tube seemed to be a good choice. In future works this issue
will be tackled by more flexible, non-equidistant meshing.

The fixed time step is chosen to be dt =5 x 10> ms. This value has been
extracted from a series of test runs and is found to be a good choice in terms of
computational effort.

The right boundary represents the plenum state where the velocity is translated into
the SEC tube’s coordinate system and other than x-direction velocity components
are converted to inner energy just as in the opposite case. Because the SEC tube is
connected to more than one plenum cell, all plenum cells which interact with the
same tube are averaged to form the boundary ghost cell. The plenum is a torus with
periodic boundaries.

For all but the tests in Sect.3.1, SEC tubes and plenum simulations are started
in the middle of a standard cycle of the given configuration. The initial values for
the SEC tubes represent a state in the working cycle after purging and fuelling and
just before the next ignition when the radical species is at its highest concentration.
The fresh charge occupies about 0.3 m. All tubes are set up equally initially, so they
would fire simultaneously. The plenum temperature is initialised everywhere by the
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Table 1 Parameter setting in simulation experiments. R, is the SEC tubes radius, L, the length
of the plenum and x7 the axial (mid-point) position of the SEC tubes along the plenum

Case Param.
Rp (m) Ly (m) xr (m)

Reference 0.08 4 1.01
2.34
3.68

Sect. 3.1 0.03, 0.06 4 1.01
2.34
3.68

Sect. 3.2 0.08 0.5 1.01
2.34
3.68

Sects. 3.3 0.08 4 1.93
2
2.07

temperature of the rightmost cell of a SEC tube averaged over four standard cycles.
The pressure is chosen to be elevated to 1.1 bar.

In the following simulation experiments three variables have been tested for their
influence on the SEC cycle: the radius and length of the plenum, and the positioning
of the tubes along the plenum. The fourth simulation is a test case with interrupted
fuel supply in one of the SEC tubes, which tests the robustness of operation of the
tubes. In Table 1 the values of the tested parameters are listed. The configurations
with given parameters are compared to the reference case in the respective sections.

3.1 Plenum Radius

The refilling of the SEC tube is realised via a suction wave. This is the reflection of
the pressure wave from ignition at the downstream end of the SEC tube. Therefore,
the radius of the plenum is expected to be crucial for the cyclic operation. We surmise
that if it does not behave sufficiently similarly to an ideally open end the refilling
will fail. This could be substantiated by the following simulation experiments: The
initial values were selected such that the plenum is filled with compressor “air’ at rest
at 1 bar and 1000K. The tube is fuelled within the first 0.32 m with radicals so that
ignition is just about to begin. The 0.48 m downstream are also filled with compressor
“air”. The plenum radius was set to be 1.5, 3 and 4 times the SEC tube’s radius, i.e.,
within 20 grid cells the SEC tube widens to 0.03, 0.06 and 0.08 m. Figure4 shows
that the cyclic recharge and ignition process fails for the two smaller radii. With
larger radius the SEC cycle survives somewhat longer (middle panel), but even from
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Fig. 4 Influence of plenum radius Rp on the SEC cycle. Radical mass fractions and pressure in Pa
at SEC tube—plenum junction are shown versus space and time or only time, respectively, for Rp
=0.03m=15R7 (a), Rp =0.06m =3 Ry (b), and Rp = 0.08m =4 Ry (c), where Ry is the SEC
tube radius

the first recharge the stable (right) and the unstable configurations (middle and left)
show markedly different behaviour. The stable cycle takes in a larger total load of
fresh gas, and the cycles are repeating robustly. We conclude that a plenum radius of
0.08 m (4 times the SEC tube radius) is sufficient to stabilise the SEC process. This
will be the configuration used throughout the following simulations.

3.2 Length of Plenum

Here we study the influence of the plenum length, fixing the plenum—to—SEC tube
radius ratio to 4. Results from two simulations are represented in Fig. 5 corresponding
to plenum lengths of 0.5 m and 4 m, respectively. The SEC tubes are operating nearly
independently of this parameter. The most interesting change can be seen in the
pressure field of the plenum. Especially when comparing the pressure over space at
a fixed point in time in the second row of Fig.5 one can see the smooth structure
in the shorter plenum. A clear wave with three maxima developed. This is due to
two effects: The most obvious reason is that the ratio of SEC tube radius to plenum
length is smaller with smaller plenum and thus the combustion in the tubes raise
the pressure in a broader space interval compared to the plenum length. The more
interesting reason is that the configuration shown is close to resonance of plenum
and SEC tubes. Therefore, a pressure peak from a combustion in the SEC tube hits
the traveling pressure wave in the plenum around its maximum.

A future study will aim at investigating the effects of resonance on the SEC process
and how they could be exploited. In the following simulation experiments we fix the
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Fig. 5 Influence of plenum length (0.5m left and 4 m right) on the plenum’s pressure field. The
figures show the pressure in Pa in the plenum over space and time (first row), at the simulations
last time point t = 20ms over space (second row) and at the junction between SEC tube 1 and the
plenum over time (third row)

plenum length to 4 m. For a reference case the very special resonance is not desired
as it could shadow the effects of the parameter we wish to study.

3.3 Positioning of SEC Tubes Along the Plenum

For the arrangement of SEC tubes along an annular plenum, an equidistant distri-
bution might seem most natural at a first glance. Nonetheless, especially with the
results of Sect. 3.2 in mind, we might expect an asymmetric arrangement to enforce
the development of clearer and smoother pressure waves. This supposition seems
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Fig. 6 Influence of SEC tube positioning along the plenum on operation cycle. Left: tube 3 in the
bundled case (the one with the highest firing frequency); right: tube 1 in the symmetric case (cycles
in the other tubes are equivalent)

to be true as the simulation experiments shown in Figs.6 and 7 reveal though of
course the results differ qualitatively. The current tests represent the extreme cases
of equidistantly arranged and very closely bundled SEC tubes with a distance of
0.072m (~2% of the plenum length) between neighbouring tubes. Figure 6 displays
the fuelling cycles mirrored by the radical mass fractions until time # = 20 ms in
the third bundled SEC tube which is the one with the biggest difference to the ref-
erence case and in one of the tubes in the symmetric reference case—the others are
equal. Surprisingly, the asymmetric SEC tubes have a slightly higher firing frequency
although there are small differences between the bundled tubes. On a longer time
scale and with more combustion chambers this could have an important effect on the
SEC’s efficiency.

The equidistant positioning leads to a pressure field in the plenum (right panel of
Fig.7) with rather fine structures which will result in more homogeneous distribu-
tions when turbulent transport is accounted for. In the bundled case we find higher
amplitudes intensifying over time and more coarse-grained patterns (left panels of
Fig.7). These could be useful for restarting a shut down SEC tube utilising suction
waves in the plenum passing the tube’s exit. In-depth investigations of different tube
arrangements are to follow in a future study. Nonetheless, within the given time range
both configurations work robustly.

3.4 Interrupted Fuel Pipeline

The preceding tests were conducted to find a robust configuration to run the SEC
as smoothly as possible. In this last investigation we test this robustness. For the
time interval of the fourth cycle (5.376-6.99 ms) only compressed “air”” without fuel
charge is made available for SEC tube 1. The second and third tube keep operating
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Fig.7 Influence of SEC tube positioning pressure in the plenum. left: bundled tubes; right: equidis-
tant tubes. The figures show the pressure in Pa in the plenum over space and time (first row), at the
simulations last time point t = 20 ms over space (second row) and at the junction between SEC tube
1 and the plenum over time (third row). Please note the different scales of amplitude in the different
cases. Equal scales would not reveal patterns in equidistant setting

with minimal disturbances. Hardly visible differences do occur, recognisable when
comparing these tube to each other and the undisturbed reference case. This is a
consequence of the change in structure in the plenum’s pressure field. Unexpectedly,
even tube 1 restarts the combustion after the interruption. The cyclic burning is
reestablished though unstable. Until now it is unclear whether the combustion will
stabilise again over time or die off. This will be the subject of further examinations
in the future. Nonetheless, another point can be made for this investigation. In Fig.9
results from the same test with a slightly different interruption time interval (5.36—
6.92ms) are shown. Here tube 1 restarts its cyclic combustion in a stable way. So
obviously, there is a tolerance for interruption of fuel supply of about 1.5 ms probably
also depending on the onset of the disturbance. One aim for the future will be to
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2 (right)

discover the parameter influencing this tolerance interval to find even more robust
configurations and to learn how the restart of a failed tube can be positively influenced
by suitable controls.

4 Conclusion and Outlook

The previous section has demonstrated the value of the possibility to simulate the
highly complex processes going on in SEC tubes coupled to a turbine plenum. We
have found interesting hints about what might affect the efficiency and robustness of
working cycles and to what extent. Surely, the volume of the plenum must be chosen
carefully as we have seen in Sects. 3.1 and 3.2. For the construction of a SEC gas
turbine a lower boundary should be found for the studied variables. Although we still
need to find a good way to reliably restart a tube after misfiring we can hope for the
disturbed tube to reestablish operation and be positive about the others which will
keep working nonetheless.

Everything that directly influences the pressure field of the plenum can affect
the SEC as can be concluded from the simulation experiments. But not only the
plenum configuration and arrangement of the SEC tubes are essential. There are
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pressure in Pa (left) and the radical mass fraction in tube 1(right). The lower figures display the
pressure in Pa at tube 1’s junction to the plenum (left) and the radical mass fraction tube 2 (right)

more variables to study such as the firing sequence of the tubes, the amount of fuel
burnt in every cycle and of course the fuel itself. Other interesting aspects have not yet
been investigated but will be the object of future code development and research, such
as more realistic representations of the turbine’s characteristics, chemical kinetics,
molecular and turbulent transport. Nonetheless, as it is today, the coupled quasi-
one-dimensional simulation code can already be used by control engineers for the
development and testing of controlling algorithms, and it provides important hints
for the design of experimental test rigs in real-world experiments.
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Experimental Study on the Alteration )
of Cooling Effectivity Through L
Excitation-Frequency Variation Within

an Impingement Jet Array with

Side-Wall Induced Crossflow

Arne Berthold and Frank Haucke

Abstract The influence of in-phase variation of the excitation frequency of a 7
by 7 impinging jet array between f = 0 and 1000Hz on the cooling effectivity is
investigated experimentally. Liquid crystal thermography is employed to measure
a 2-dimensional wall-temperature distribution, which is used to calculate the local
Nusselt numbers and evaluate the global and local heat transfer. The cooling effectiv-
ity of the dynamic approach is determined by comparison with corresponding steady
blowing conditions. The results show that the use of a specific excitation frequency
allows a global cooling effectivity increase of more than 50%.

Keywords Heat transfer + Experimental * Internal cooling
Dynamic impingement cooling -« Crossflow + Pulsed blowing

1 Introduction

The Collaborative Research Center “SFB 1029 is focused on the overall efficiency
enhancement of gas turbines. The classical way to improve the overall gas turbine
efficiency is to increase the turbine inlet temperature as well as the turbine pres-
sure ratio. These specific approaches have been implemented over the last decades.
Therefore, until today turbine inlet temperature has increased constantly, but also
the divergence to the maximum permitted material temperatures. Due to the increase
in turbine inlet temperature, convective cooling concepts become more relevant for
the design of modern gas turbines or aero engines. Thereby, modern turbine cooling
strategies are based on the combination of high-temperature proofed super alloys or
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ceramic materials, film cooling for local hot-gas temperatures higher than 1600 K and
internal cooling concepts for temperatures between 1300 and 1600 K [1]. Resulting
from the steady increase in temperature modern turbines are already operating at
the temperature limit of the coating materials. Thus, the logical conclusion is that a
further increase in overall turbine efficiency is possible if the efficiency of the cooling
concepts is improved as well. A second approach to increase the overall turbine effi-
ciency is to switch the constant-pressure combustion to a constant-volume combus-
tion. Following this approach, the SFB 1029 focuses on classical pulsed detonation
[2] and on a new shockless explosion concept [3, 4]. In both cases the combustion
process is highly unsteady and induces periodic pressure and temperature changes,
which influence the flow characteristics of all gas turbine components. On the one
hand, this leads to a higher turbine pressure ratio combined with an increased turbine
inlet temperature. On the other hand, turbine inlet conditions can be kept constant,
which leads to a reduced number of compressor stages due to the increase in pressure
ratio through the combustion process. However, the cooling of the turbine blade is an
important limiting parameter and therefore it is necessary to develop improved cool-
ing mechanisms. One starting point for the improvement is the already implemented
internal impingement cooling. Steady impinging jets feature high local heat-transfer
coefficients compared to standard convective cooling inside turbine blades. After
impinging on the hot inner surface, the cooling air mass flow is directed to the
trailing edge and is discharged to the main hot gas flow. Thereby, upstream jets gen-
erate a cross flow that superimposes downstream impinging jets. The geometrical
configuration, including nozzle diameter, nozzle distance, nozzle arrangement and
impingement distance as well as Reynolds number of impinging jets, are important
influencing parameters, which have been investigated by Florschuetz et al. [5, 6],
Weigand and Spring [7] and Xing et al. [8]. To improve this well-established cooling
mechanism, one part of the SFB is focused on research and development of dynami-
cally forced impingement jet arrays. Due to the generation of strong vortex structures
and their interactions with adjacent ones, the local convective heat transfer on the tar-
get surface can be enhanced. Thereby, the efficient exploitation of cooling air mass
flow, typically originated from the high-pressure compressor, can be maximized.
First experiments with a single forced impingement jet were performed by Liu und
Vejrazka [9, 10]. They stated that the forcing of the impingement jets can affect the
heat transfer in the wall jet region while the heat transfer within the stagnation area
is almost uninfluenced. Additionally, they pointed out that this result is dependent on
the nozzle to impingement plate distance. An additional advancement is the mixing
effect due to the interaction between jet and environment studied by Hofmann in
2007. The mixing can reduce the jet velocity as well as the heat transfer on the target
plate, especially for large impingement distances. The smaller the impingement dis-
tances, the less is the mixing effect. The heat transfer can be enhanced if the Strouhal
number is of the order of the turbulence magnitude. Thereby, a threshold Strouhal
number of Srp = 0.2 was determined [11]. These results correspond with the find-
ings of Gharib et al. from 1998 [12]. Gharib defines a formation number * = %,
which describes the generation of high-energy ring vortices in dependency of the exit
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velocity of a nozzle u ,, the process time ¢ and the nozzle diameter d. Janetzke [13]
interpreted the formation number as the reciprocal of the Strouhal number. Therefore,
the limits Gharib introduced to produce ring vortices with maximized size, vorticity
and amplitude can be linked to the work of Herwig et al. [14], Middleberg et al. [15]
and Janetzke et al. [13]. They describe the production of very strong vortices using
square pulses. This enforces periodically strong local and temporal velocity gradients
and thus maximizes local convective heat transfer. Influenced by the actuator charac-
teristic there is a dependency between the enhancement of local Nusselt number and
the combination of Strouhal number and amplitude. The possible combinations of
geometrical and dynamic parameters is very large. The characteristics of an actuation
system plays an important role as well. Thereby, the impact of dynamically forced
impinging jets on the local heat transfer in the stagnation and wall jet zone needs to
be studied in detail.

The present study is focused on the experimental investigation of the local con-
vective heat transfer of an array of 7 by 7 dynamically forced impinging jets with
superimposed crossflow. In particular, the study investigates the local convective heat
transfer as a function of the excitation frequency and the impingement distance as
well as the Reynolds number. The mayor focus thereby is the maximization of the
local convective heat transfer, ergo the cooling effectivity inside of the turbine blade.

2 Experimental Setup

The basic experimental setup is schematically displayed in Fig. 1. Except for some
minor changes the setup is comparable to previous work [16, 17]. The test rig allows
a detailed flow field study under a 7 by 7 impingement jet array on a flat plate with
superimposed crossflow. In this setup the crossflow is induced by side walls, which
channels the accumulated mass flow from all nozzles towards one exit direction.
Thereby, the normalized impingement distance H /D (normalized by nozzle Diam-
eter D) is defined through the height of the crossflow frame. Consequentially, the
variation of the impingement distance implies the changing of the crossflow frame.

The nozzles inside of the cooling array are equivalent to the work conducted by
Janetzke [13] and consist of a simple drill hole with an exit diameter of D = 12 mm.
The normalized spacing between two nozzles in every direction is S/D = 5. The
length over diameter ratio for each nozzle is L/ D = 2.5. In total the nozzle plate is
equipped with 49 individual nozzles, which have an inline arrangement consisting
of seven rows in each line.

Seven mass flow control units in cooperation with an in-house compressed air
system are providing the required amount of air mass flow with an overall accuracy
of 0.1-0.5%. Each of the seven pressure support lines is feeding an individual air
divider, which is supporting one row of nozzles transverse to the flow direction.
To implement a dynamic forcing, each individual nozzle is equipped with a fast
switching solenoid valve. The standard valve parameters are defined as: maximum
normalized volume flow rate: Vy < 160 [y /min and maximum switching frequency:
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f < 1000 Hz. Since each solenoid valve can be controlled individually, a vast range
of possible parameter set-ups can be investigated with this testing rig. The presented
data is acquired for the entire frequency range of the solenoid valves. The frequency
variation is performed for three impingement distances (H/D = 2, 3, 5) and three
Reynolds numbers (Rep = 3200, 5200, 7200) at each impingement distance. The
superimposed crossflow for all experiments is generated by channelling the entire
cooling massflow into one direction. Subsequently, the average crossflow velocity
U. f isincreased with every row of impingement nozzles until it reaches its maximum
value behind the last row. This concept is comparable to the design of a turbine
blade in which the cooling massflow is feeding the superimposed crossflow as well.
Figure 1b displays the schematic crossflow velocity increase Uy, ow1..7 While the
exit velocity for each nozzle uy,.; is kept constant. Due to the fact that the used
cooling massflow, is equivalent to the crossflow massflow the quotient % is linear
increased with every row of nozzles while it stays constant for different Reynolds
numbers at a specific impingement distance H/D. Variation of the impingement
distance changes the cross section of the crossflow channel. As a result, the velocity
quotient is inverse proportional to the impingement distance if the nozzle Reynolds
number is kept constant. Table 1 displays the impingement nozzle position depending
quotient for all tested cases.

The implemented measurement method for all the presented data is liquid crystal
thermography (LCT). The thermochromic liquid crystal foil (Hallcrest “R35C5W™)
has a calibrated measurable temperature range within 7 = 35 ... 53° C. The color



Experimental Study on the Alteration of Cooling Effectivity ... 343

Table 1 Impingement distance dependent increase of crossflow velocity inside of the array

H/D Ucfrowl Ucfrowl Ucfrowl Ucfrowl Ucfrowl Ucfrowl Ucfrowl
Ujer Uyger Ujer Uyger Ujer Uyget Ujer
[%] [%] [%] [%] [%] [%] [%]
2 7.9 15.8 23.7 31.6 39.5 47.4 55.3
53 10.6 15.9 21.2 26.5 31.8 37.1
5 32 6.4 9.6 12.8 16 19.2 224
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Fig. 2 Schematic setup of impingement plate

range starts with red (cold) and changes over green to blue and violet (hot). If the
temperature range is exceeded, the TLC foil appears constantly black and thus tem-
perature information is not analyzable. To minimize the measurement inaccuracy
of the TLC foil, a color calibration is performed, which includes the simultane-
ous temperature depending acquisition of the color parameters hue, saturation and
value (HSV). Given that the illumination for all measurements is kept constant, it
is possible to determine a temperature band in which every temperature value has a
unique combination of the three calibration parameters. Therefore, if the calibration
is acquired with the necessary accuracy it is possible to reduce the overall uncertainty
for the temperature depending color values to AT = +0.1 K.

Figure 2 schematically displays the construction of the impingement plate, which
allows the LCT-measurement. The plate is a sandwich construction containing a thin
steel foil (600 mm x 600 mm x 0.05 mm), which has the self-adhesive TLC foil
attached to its rear side. The two layers are placed on a transparent glass plate (1 m
x 1 m x 0.012 m) and the edges are vacuum sealed in order to press the laminate
together. The blank side of the steel foil is directed to the impinging jets, while the
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visible side of the TLC foil is oriented to the transparent impingement plate. The steel
foil is connected to a power supply with a maximum electrical output of P,,,, = 3700
W. Controlling the electrical current, the steel foil can be heated continuously until
a thermal equilibrium for the entire test chamber is obtained. Due to the resulting
wall heat flux, the TLC foil is influenced thermally and a time averaged temperature
depending color distribution can be measured. The electrical energy is adjusted for
each operating point, which is defined by Reynolds number Rep and temperature
range of the TLC foil. Depending on the resulting local wall temperatures, the liquid
crystals reflect specific wave lengths of the light source through the glass plate back
to a color camera. Through post processing it is possible to convert these RGB-
colorspace values into HSV-colorspace values. After dewarping and further post
processing of the raw images, a wall temperature distribution is extractable for further
processing.

To determine the Nusselt number distribution on the impingement plate, it is
assumed that the measured electrical power is equivalent to the emitted heat flux over
the given heated area. In this consideration, the heat conduction into the adjacent wall
structure as well as radiation effects are neglected. The measurement is performed
when the entire system is in a state of thermal equilibrium. Hence, the wall heat flux
is transferred completely into the cooling air mass flow of the impinging jets. The
local Nusselt numbers can be calculated through the electrical Power P in relation to
the heated area Aj,,,. The balance between wall and nozzle temperature (Ty — Tp)
(static nozzle temperature), and the thermal conductivity of air A,; as presented
in Eq. 1. To acquire the static nozzle temperature, the total nozzle temperature 7y is
measured inside of the nozzle aperture. Due to the low Mach number (Ma = 0.03) the
relation between the total and the static temperature is around T/ Tp =~ 1. Hence, the
measured total temperature value can be estimated as static nozzle temperature 7).

g D P D

TW - TD )mir Aheut . (TW - TD) )"air

NMD:

If all measurement uncertainties are considered, then the overall uncertainty of
the Nusselt number can be determined as §Nup/Nup = 3 — 8%. Reproducibility
studies on the presented experimental setup showed a maximal random uncertainty
of below 3%.

3 Results

Figure 3a presents the calculation basis of the most important quantities, which can
be calculated from the 2-dimensional Nusselt number distribution. Nu represents
the mean global Nusselt number of the entire 2-dimensional field, which is used to
categorize the general influence of the variable parameters. The second quantity is
the crossflow oriented spatial development of the Nusselt number Nu,. This value
is the average value normal to the crossflow in y-direction on every position x. For
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the first focus of the study, the spatial development in the center of the first upstream
span wise row of nozzles is calculated and designated mlm. The value can be
compared to an estimation presented by Florschuetz in 1981 [6]. Equation (2) can be
employed to create a theoretical database, which is used to compare the experimental
data with.

WI,FL — (xn/D)—O.554 . (yn/D)—0.422 . (Z/D)O.O68 . Re%727 . Pr1/3 (2)

This equation includes crossflow, which is induced by side walls such as depicted in
Fig. 1. Thereby, the crossflow component is a result of the jet nozzle Reynolds number
and the geometry formed by the nozzle plate, the impingement surface and the side
walls. Additionally, this equation is only valid if a steady blowing impingement
jet is assumed. The computed heat transfer coefficients can be compared to the
previously introduced value of Nu| ., p if all these requirements are implemented into
the experimental setup. To allow such a comparison, every data set contains a steady
blowing case to check if the acquired data is inside of the expected ratio presented by
Florschuetz. Figure 3b shows the ratio between the experimentally acquired data and
the calculated m,, r1, value for all tested impingement distances as well as nozzle
Reynolds numbers.

For the impingement distances of H/D = 5 itis apparent that the maximum devi-
ation, of the quotient from the expected value, is ANu1 p/Nu1 pr = £4.2%. The
deviation is slightly decreased as well if the nozzle Reynolds number is increased. A
comparable nozzle Reynolds number dependent trend is apparent for an impingement
distance of H/D = 3, however, both extrema are intensified. Therefore, the maxi-
mum deviation is 9.6% and the minimum deviation is —2.2%. This performance is
in accordance with Florschuetz’s results, who stated an equation accuracy of 11%
for 95% of his experimental correlations points. In case of the impingement dis-
tance of H/D = 2 only the highest nozzle Reynolds number Rep = 7200 is 0.2 %
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below the 11% deviation line. Again, a reduction of the nozzle Reynolds number
increases the deviation up to Aml,ex,, /ml, rL = 16% for an nozzle Reynolds
number of Rep = 5200 and Amlﬁml,/ml.” = 24% for an nozzle Reynolds
number of Rep = 3200 . This result was to be expected because the used test rig
operates at geometrical conditions, which are comparable to a set-up described as
critical by Florschuetz. These set-ups tend to create bigger deviations from the esti-
mation function if the impingement distance and the nozzle Reynolds number is
decreased. In general, the acquired experimental data is in accordance with the results
of Florschuetz.

After the determination and validation of the steady blowing cases, the second
focus of the presented study is the determination of the heat transfer coefficients
with respect to the excitation frequency, impingement distance and nozzle Reynolds
number. Therefore, all impingement jets were phase averaged with an excitation fre-
quency between f = 0. .. 1000 Hz. The mean Nusselt number for all steady blowing
cases Nug as well as every individual dynamic forcing case Nu over the entire flow
field is calculated. The nozzle Reynolds number and impingement distance depend-
ing quotient Nu/Nuy in dependency of the excitation frequency is displayed in
Fig.4. It is apparent that the changeover from steady state blowing to dynamically
forced blowing increases the global cooling effectivity Nu/Nu for every test case
at any tested frequency. Furthermore, it is evident that the general trend of all investi-
gated nozzle Reynolds numbers for all impingement distances are quite similar. All
these cases show an increased Nusselt number quotient in an excitation frequency
band between f = 100 Hz and f = 200 Hz. In case of the impingement distance of
H/D =2 and H/D = 3 this peak value is followed by a frequency band between
f =200 Hz and f = 500 Hz, in which the value of the Nusselt number increase
is nearly constant. A strong Nusselt number increase becomes observable, if the
excitation frequency is increased above f = 500 Hz. The increase continues until it
reaches the global maximum at a frequency of f = 700 Hz. After the maximum the
Nusselt number starts to decrease with further increase of the excitation frequency
until the minimum is reached at an excitation frequency of f = 1000 Hz.

Additional findings need to be discussed, if the impingement distanceof H/D =5
is included into the analysis. The first peak in Nusselt number is for a nozzle Reynolds
number of Rep = 7200, like all other cases at lower impingement distances, located
around f = 100 Hz, while both smaller nozzle Reynolds numbers show the first peak
at a frequency around f = 200 Hz. Additionally, the general trend inside of the fre-
quency band between f = 300Hz and f = 500 Hz is changed from a nearly constant
development (H/D = 2 and H/D = 3) to a monotonically increasing one for all
nozzle Reynolds numbers. Beginning at a frequency of f = 500 Hz the inclination is
strongly increased until a global maximum is reached at a frequency of f = 700 Hz.
Following the global maximum, the development of the Nusselt number is equivalent
to previously discussed cases.

After the general determination of the global Nusselt number development, it is
interesting to look at the maximum possible gain in global Nusselt number Nu /N ug



Experimental Study on the Alteration of Cooling Effectivity ...

1.6 1 HiD=2

H/D=3

347

[ HID=5

f [kHz]

05 10
f [kHz]

05 1
f [kHz]

——e—— Re,=3200

——&—— Re,=5200

——a&—— Re,=7200

Fig. 4 Global development of the cooling in relation to excitation frequency, nozzle Reynolds
number and impingement distance

Table 2 Percental increase in global Nusselt number through dynamic forcing compared to steady

blowing

Rep [—] ANumax, i/p=2 [%] | ANwmax,1/p=3 (%] | ANumayx, n/p=s %]
3200 12 29 40
5200 23 41 52
7200 26 37 52

in relation to the impingement distance. For an nozzle Reynolds number of Rep =
7200 the global Nusselt number maximum at an impingement distance of H/D = 2
is N_u/mo = 1.26, which equals an increase in cooling effectivity of ANUpgy =
26% compared to steady blowing. For an impingement distance of H/D = 3 the
cooling effectivity at the same frequency is increased by ANu,,qc = 37% and for
an impingement distance of H/D =5 the cooling effectivity is ANuqx = 52%
higher than for steady blowing. The same development is evident for the lower nozzle
Reynolds numbers as well (see Table?2). Two trends are observable if all values are
considered. The first one is that the maximum gain in cooling effectivity is increased
with the impingement distance. A physical explanation can be found in the mixing
process of the impingement jets. A steady state jet interacts with the surrounding
fluid. Therefore, if the impingement distance is increased, the interaction length is
increased as well. This leads to an increased mixing of the cooling fluid with the
hotter surrounding fluid, which rises the resulting coolant temperature and therefore,
reduces the cooling effect.

In case of dynamically forced impingement jets an approximated temporal square
wave signal of the jet velocity can be assumed. The duty cycle is a direct driving
parameter for estimating the peak velocity. Thereby, it equals the opening time of
the fast switching valves during one oscillation period. For the present case, using
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a duty cycle of DC = 50 %, the peak nozzle Reynolds number Rep is two times
higher than the mean or steady blowing nozzle Reynolds number.

ReD = DC —2~R€D (3)
As a result, the time averaged velocity for both cases is the same if the cooling
air mass flow is kept constant. However corresponding to the equation the unsteady
velocity distribution shows a doubling of the peak velocity in case of pulsed blowing.
The doubling is a consequence of the bisected time in which the entire fluid has to
be ejected through the nozzle. In this context strong fluctuating vortex structures can
be generated, which are able to perculate the crossflow with a decreased level of
interaction [16]. Therefore, the vortex rings can transport more cooling fluid directly
to the impingement plate to increase the cooling effectivity. Interesting at this point
is that for all investigated impingement distances and nozzle Reynolds numbers the
maximum increase in cooling effectivity can be reached at an excitation frequency of
f =700 Hz, which is in a frequency band determined by Janetzke [13] to produce
mono frequent vortex rings. To determine the exact physical reason for this specific
frequency, additional studies with focus on the physical differences inside of the flow
field for different excitation frequencies will be conducted.

The second interesting characteristic is the nozzle Reynolds number influence on
the global Nusselt number at a fixed impingement distance. In case of an impingement
distance H/D = 2 the potential gain in global cooling effectivity is steadily increased
with the nozzle Reynolds number. If the maximum value at f = 700 Hzis used as ref-
erence, then the cooling effectivity increase between Rep = 3200 and Rep = 5200
is around 11% while the increase between Rep = 5200 and Rep = 7200 is only
around 3%. The behavior of the cooling effectivity deviation between the nozzle
Reynolds numbers Rep = 5200 and Rep = 7200 is changed if the impingement
distance is increased. While the increase between Rep = 3200 and Rep = 5200
is again around 12% for both greater impingement distances, it appears that the
frequency depending global Nusselt number trends start to converge if the noz-
zle Reynolds number is increased above Rep = 5200. This converging process is
also dependent on the impingement distance. Hence at an impingement distance of
H /D = 3 the trends for both higher nozzle Reynolds numbers are nearly superim-
posable. Smaller deviations are only noticeable in a frequency band between f = 700
Hz and f = 1000 Hz. The trends for both nozzle Reynolds numbers stays superim-
posable up to a frequency around f = 1000 Hz if the impingement distance is even
further increased up to H/D = 5. This result implies that the gain in cooling effec-
tivity through dynamic forcing of the impingement jets is limited to a threshold at an
impingement distance dependent nozzle Reynolds number. If this threshold nozzle
Reynolds number is surpassed, then there seems to be a plateau in the frequency
depending cooling effectivity increase.

In addition to the global development in cooling effectivity, it is commendable to
look at the local distribution of the cooling effectivity in crossflow direction, to inves-
tigate where the frequency depending increase in cooling effectivity is generated.
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Fig. 5 Spatial distribution of Nusselt number in relation to the impingement distance and nozzle
Reynolds number at f = 700 Hz

Therefore, it is necessary to analyze the crossflow oriented spatial development
(x/ D) of the Nusselt number (Nu, ). The distribution for steady blowing (f = 0 Hz)
shows a crossflow-oriented reduction of the cooling effectivity, which is increased
with the crossflow velocity and, therefore, with the normalized coordinate (x/D).
This basic development is comparable to previously published data, which is address-
ing the specific phenomenon in detail [17]. A way to determine the influence of the
excitation frequency on the local cooling effectivity is to normalize the dynamically
forced spatial developments with the appropriate spatial development of the steady
blowing case (Nu,/Nu, o). Figure5 displays the spatial development of the most
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effective excitation frequency (f = 700 Hz) for all investigated impingement dis-
tances and nozzle Reynolds numbers. It is evident that for a fixed nozzle Reynolds
number both the lowest spatial cooling effectivity as well as the highest cooling
effectivity is constantly raised if the impingement distance is increased. In addition
to the raise of the levels, it is noticeable that the range between the low level cool-
ing effectivity and the maximum value of local cooling effectivity is increased with
the impingement distance as well. Furthermore, it is noticeable that the location of
the maximum increase in cooling effectivity is locally shifted with the impingement
distance. For the impingement distance of H/D = 2 the global maximum is slightly
upstream the fifth row of nozzles (see Fig.2) while at an impingement distance of
H/D =5 the maximum is located slightly upstream the last row of nozzles. A pos-
sible reason for this particular behaviour is that with the increase of the impingement
distance at a fixed nozzle Reynolds number the crossflow velocity is decreased due
to the enlargement of the cross-sectional-area. As a result, the interaction between
the generated vortex rings and the resulting crossflow is reduced, which means that
more uninfluenced cooling fluid is transported to the impingement plate. In contrast
to the similar trends at a fixed nozzle Reynolds number the behaviour of the local
Nusselt numbers is quite dissimilar if the impingement distance is kept constant
for different nozzle Reynolds numbers. So at a impingement distance of H/D =5
the raise of the nozzle Reynolds number increases the local cooling effectivity (see
case 3 and case 9). The general trend of the local cooling effectivity is similar in
all three cases, therefore, the global maximum of the cooling effectivity is around
the last nozzle and the total value of the gain in cooling effectivity is increased over
the downstream rows of nozzles. A slightly different behaviour is noticeable if the
nozzle Reynolds number variation at an impingement distance of H/D = 2 (case
1, case 4 and case 7) is included into the analysis. Again, the increase of the noz-
zle Reynolds number increases the maximum gain in local cooling effectivity but
now a nozzle Reynolds number dependent change in the local trends is visible. In
case 1 the maximum gain in local cooling effectivity is slightly upstream the fifth
row of nozzles and the downstream rows show a significant decrease in downstream
local cooling effectivity. In case 4 the same trend is noticeable, however the reduc-
tion effect at the downstream rows is reduced. This particular trend is continued in
case 7. In this particular case the values of the local cooling effectivity maxima are
nearly identical to the value of the global maximum. An equal development is also
noticeable in the cases at an impingement distance of H/D = 3. The local trend
of case 2 is thereby qualitatively similar to case 4, while case 5 equals case 7. The
most interesting scenario at this impingement distance is case 8. This particular case
shows the same qualitative trend of the local cooling effectivity as the previously dis-
cussed cases at an impingement distance of H/D = 5. The comparative analysis of
the nozzle Reynolds number dependent behaviours at fixed impingement distances
implies that the increase of the nozzle Reynolds number increases the crossflow com-
ponent. Given that the increased crossflow is increasing the mixing effects between
the impingement jets and the surrounding fluid and, therefore, decreasing the local
cooling effectivity. Resulting from that the potential gain in local cooling effectivity
through dynamic forcing is increased. The change of the general trends between
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the impingement distances indicates that the ability of the vortex rings to transport
cooling fluid through the crossflow seems to increase stronger than the dampening
effects of the crossflow. Additionally, it seems that the nozzle Reynolds number, at
which the spatial shift of the global maximum is observable, has a inverse trend to
the impingement distance. Hence, to achieve the spatial shift at low impingement
distances, the Reynolds number needs to be increased.

4 Conclusion

Experimental research was performed to assess the alteration of the cooling effec-
tivity in dependency of the excitation frequency (0 ... 1000 Hz), Reynolds number
(Rep = 3200, 5200, 7200) and impingement distance (H/D = 2, 3, 5) withina 7
by 7 nozzle impingement jet array with side-wall induced crossflow. Liquid Chrystal
Thermography was employed to measure the 2-dimensional wall temperature field,
which was used to calculate a Nusselt number distribution. The mean global Nusselt
numbers for the steady blowing cases are comparable to well established values from
literature and thus the data integrity is confirmed.

The values of global and local cooling effectivity for all combinations of the test
parameters were compared to appropriate steady blowing cases to evaluate the impact
of dynamically forced impingement jets inside of an array with superimposed cross-
flow. The analysis of the global cooling effectivity demonstrates an increase for all
parameter combinations if any excitation frequency is applied. More detailed results
show that the basic influence of the excitation frequency inside of a frequency band
between f = 500 Hz and f = 1000 Hz is identical for all tested cases. The trend is
increasing until the maximum Nusselt number ratio Nu/Nug and thus the maximum
cooling effectivity is reached at a frequency of f = 700 Hz. For the most efficient
combination of testing parameters, an increase in cooling effectivity of 52% was
discovered. Following the maximum, a continuously decrease in cooling effectiv-
ity is observable. For frequencies up to f = 500 Hz the impingement distances of
H/D = 2and of H/D = 3 display an approximately constant Nusselt number ratio,
while the ratio for H/D =5 is slightly increasing in the same frequency band. All
test cases present a first peak value in cooling effectivity in a frequency band between
f =100 Hz and f = 200 Hz.

A detailed analysis of the spatial developments in case of the most efficient
excitation-frequency revealed a dependency of the location of the maximum gain
in cooling effectivity on the impingement distance and the nozzle Reynolds num-
ber. Hence, for smaller impingement distances the maximum gain in local cooling
effectivity is slightly before the fifth row of nozzles while for higher impingement
distances the maximum is located slightly before the last row of nozzle at the same
nozzle Reynolds number. It is striking that the potential gain through dynamic forc-
ing is increased if the nozzle Reynolds number is increased at a fixed impingement
distance. Additionally, the location of the global cooling effectivity maximum is
shifted from slightly upstream the fifth row of nozzles to the last row. The nozzle
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Reynolds number that is required for the position shift of the global cooling effectivity
maximum is increased if the impingement distance is reduced.

Follow up studies will be performed to understand the physical mechanisms which
are responsible for the improvement of the cooling effectivity at an excitation fre-
quency of f = 700 Hz as well as to determine the physical behaviour of the dynamic
impingement jets and the impingement distance depending alteration of the cooling
effectivity.
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Abstract The effects of wall curvature on the dynamics of a round subsonic jet
impinging on a concave surface are investigated for the first time by direct numeri-
cal solution of the compressible Navier-Stokes equations. Impinging jets on curved
surfaces are of interest in several applications, such as the impingement cooling of
gas turbine blades. The simulation is performed at Reynolds and Mach numbers
respectively equal to 3, 300 and 0.8. The impingement wall is kept at a constant
temperature, 80 K higher than that of the jet at the inlet. The nozzle-to-plate distance
(measured along the jet axis) is set to 5D, with D the nozzle diameter. In order to
highlight the curvature effects, the present results are compared to a previous study of
jet impinging on a flat plate. The specific influence of wall curvature is investigated
through a frequency analysis based on discrete Fourier transform and dynamic mode
decomposition. We found that the peak frequencies of the heat transfer also dominate
the dynamics of primary vortices in the free jet region and secondary vortices pro-
duced by the interaction of primary vortices and the target plate. These frequencies
are approximately 30% lower than those found in the reference study of impinging
jet on a flat plate. Imperceptible differences were instead found in the time-averaged
integral heat transfer.
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1 Introduction

Impinging jets are employed as efficient cooling techniques in several applications.
For instance, they are widely used for the cooling of gas turbines components, elec-
tronic parts and stock material during material forming processes. Compared to other
heat transfer methods (without phase change), the impingement cooling offers effi-
cient use of fluid. For example, in order to produce a given heat transfer coefficient,
the flow rate required for the impingement cooling may be two order of magnitude
smaller when compared with standard convective confined cooling' [1]. In turbine
applications, impingement jets are used to cool the combustor case, the combustor
can, the turbine casing and the high temperature turbine blades. Specifically for the
latter purpose, typical operative temperature differences may lead to required heat
fluxes of the order 10° W/m?.

The mechanism of heat transfer associated to impinging jets is dominated by
turbulence dynamics and the complete comprehension of the whole phenomenology
is far to be reached, although, in view of the great interest in their applications,
strong research efforts have been made. Moreover, curved cooled surfaced (such
as, in turbomachinery applications, turbine vane and blade mid-chord regions) are
often approximated as flat surfaces. Many studies are based on this configuration,
and regardless of the flow properties (Reynolds number, Prandtl number and Mach
number), some general features are shown. With focus on numerics, we recall, among
others, the interesting works by [2, 3].

Cornaro et al. [4] analyzed the impingement jet flow on flat, concave and convex
surfaces. Several tests were done by changing jet diameter, surface curvature, nozzle-
to-plate distance, Reynolds number and turbulence intensity. They observed that low
turbulence intensity at the inlet favors the development of well-organized turbulent
structures in the free jet that become more and more unstable when the inlet turbulence
increases. Such structures generate axial velocity oscillations leading to acceleration-
deceleration of the characteristic ring vortices, which have an axial distance that
reduces when the Reynolds number increases. The presence of a concave surface
made the flow more unstable when compared with convex or flat plate. In fact, the flow
leaving the concave surface (here extending for about 210 to 240 degrees) interacts
with the primary jet, disturbing the structures here present. As for the influence
of the nozzle-to-plate distance, it is noted that, increasing such distance, stronger
oscillations of the stagnation point occur, contributing to an earlier breakdown of
the vortices reaching the solid surface. Finally, an increase of the relative curvature
leads to fewer and less stable vortex structures.

Lee et al. [5] studied the heat transfer and the wall pressure coefficient profiles
on a concave surface impacted by a fully developed jet. They found that the heat
flux through the plate increases with surface curvature, due to the reduction of the
boundary layer thickness and the development of more robust Taylor-Gortler vortices.
They also observed a change in the correlation between heat flux and Reynolds

! Convective confined cooling occurs when heat is transferred within confined systems such as pipes,
closed conduits and heat exchangers.
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number when the nozzle-to-plate distance becomes greater than 4, i.e. the impact
surface is outside of the potential core of the jet. This is due to the greater turbulence
level of the impacting jet. They also showed that the secondary peak of the Nusselt
number profile at the wall (see also [6]) cannot be observed with a nozzle-to-plate
distance of 10, whereas they are visible when this distance is set to 4. In the latter
case, the magnitude of the secondary peak increases with Reynolds number and
surface curvature. At a Reynolds of 11,000 and with the minimum considered plate
curvature, an inflection point appears in place of the secondary peak.

Choi et al. [7] measured mean velocity and velocity fluctuations for an impinging
jet flow over a concave surface. They observed that the increase of the local heat
transfer rate and the resulting secondary peak in the Nusselt number profile are
related to the existence and strength of velocity fluctuations.

Gilard and Brizzi [8] carried out PIV measurements of the aerodynamic of a
slot jet impinging on a concave wall. They focused on the influence of the curvature.
They demonstrated that for low curvature, the flow exhibits three different alternating
behaviors with large modifications of turbulent variables, indicating the occurrence
of strong turbulent instabilities.

Recently, [9] investigated the dominant structures in an impinging jet flow on a
concave surface by means of PIV measurements. Although the heat transfer was not
directly measured, the authors related such structures to the r.m.s. velocity of the
jet in order to extract useful information for the estimation of the position of the
secondary peak in the Nusselt number profile at the wall. Results were shown in
two perpendicular planes, parallel and perpendicular to the axis of the cylindrical
surface. Higher value of the r.m.s. velocity profiles were measured along the curved
surface when compared with the flat one, estimating therefore relevant differences
in the position of the secondary peak along the considered planes.

Yang et al. [10] analyzed the effect of different nozzle exit on the heat transfer
of a slot jet impinging on a concave surface. Although the nozzle-to-plate distance
were too large to approximate the impingement cooling of a turbine leading edge, the
authors showed that the effect of curvature becomes more prominent as the Reynolds
number increases.

Aillaud et al. [11] performed a LES of a round jet impinging on a flat plate, inves-
tigating the link between the secondary peak in the Nusselt number distribution and
near-wall vortices by means of statistical analysis (PDF, Skewness, and Kurtosis of
heat transfer). They found that, where the secondary peak occurs, the wall structures
produce a cold fluid flux towards the impingement plate.

As concerns numerical simulations of jets impinging on curved surfaces, very few
studies are available in literature. Among these, it is worth mentioning the work by
[12]. They carried out a zonal hybrid LES/RANS of flow and heat transfer for a round
jetimpinging on a concave hemispherical surface, mainly focusing on the assessment
of the numerical methods. To the best knowledge of the authors of this paper, no direct
numerical simulation (DNS) studies of the configuration under analysis so far exist
in literature.

The objective of this DNS study, part of a more extensive research about internal
cooling in gas turbines [ 13—15], is the analysis of the wall curvature effects on a round
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impinging jet flow, focusing on the modification of heat flux through the impingement
plate. To this purpose, numerical results will be compared with a reference case of
jet impinging on a flat plate [16—18]. Particularly, techniques devoted to capture the
behavior of dynamic systems, such as discrete Fourier transform and dynamic mode
decomposition [19], will be used.

2 Computational Details

2.1 Numerical Methods

The governing compressible Navier-Stokes equations are solved in the characteristic
pressure-velocity-entropy formulation, as described by [20]. This formulation has
particular advantages in the definition of boundary conditions and stability of the
numerical solver. Since the smallest scales of turbulence are directly solved, no
turbulence model is required. As concerns the space discretization, a 6th order scheme
is employed to differentiate the diffusive term, whereas a 5th is applied for the
convective term. A 4th order Runge-Kutta scheme is used to advance in time.

2.2 Computational Setup

A direct numerical simulation (DNS) of a subsonic round jet impinging on a semi-
cylindrical concave wall is performed using the finite difference code developed
in-house at the CFD Group of TU Berlin. The computational domain, sketched in
Fig. 1 and consisting of a sector of a cylindrical circular shell, is discretized on a grid
with resolution 1024 x 512 x 512 in the azimuthal, radial and longitudinal direc-
tions, respectively. Two walls are located at the curved boundaries; the jet issues from
an nozzle in the uppermost wall and impinges on the lowermost (target plate), whose
relative curvature? is 0.125. The grid is refined around the jet axis and in proximity
of the wall, leading to a maximum variation of cell spacing less than 1% in all direc-
tions and ensuring thereby a maximum value of dimensionless wall distance y™ at
the closest grid points to the walls less than 0.6.

The jet Reynolds number (based on the nozzle diameter D and the inlet bulk veloc-
ity Uj) and Prandtl number are set to 3300 and 0.71, respectively. The ratio between
the jet pressure at the inlet and the initial ambient pressure is chosen in order to ensure
a fully expanded Mach number -equal to 0.8. The initial ambient temperature equals
the temperature of the target plate, which is kept uniform and constant; the initial
temperature of the jet is also constant and 80 K below the temperature of the plate.
A laminar inlet condition is enforced by using a standard hyperbolic tangent profile.

2The relative curvature of the target plate is defined as the ratio between the nozzle diameter and
the radius of curvature of the plate.
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Fig. 1 Sketch of the Inlet
computational domain. Walls
are colored in grey, whereas
inlet (orifice in the
uppermost wall) and outlet
are transparent. Lines A and
B will be used to present
results on the curved and
plane side of the surface,
respectively. D indicates the

orifice diameter (i.e. jet g
diameter at the inlet) \
X Target plate

The choice of a laminar inlet ensures that spurious frequencies are not artificially
inserted into the domain [16]. In the first stage of the computation, a thin annular
disturbance is applied to the inlet profiles in order to facilitate the turbulent transition.

Non-slip conditions are enforced at the walls, whereas non-reflecting boundaries
are used for the outlet. Furthermore, in order to destroy the vortices leaving the
domain, a sponge region is implemented for r/D > 5, with r the distance from the
jet axis. Namely, forcing terms are added to the right-hand side of the Navier-Stokes
equations with magnitude proportional to the difference between the computed and
reference quantities, which were evaluated preliminary through a large eddy simula-
tion (LES) performed on a wider domain. It is worth noting that the data computed
within the sponge region are disregarded as far as it concerns the discussion of results
and the evaluation of statistics.

With the exception of the plate curvature, analogous numerical and physical
parameters are employed in the works by Wilke and Sesterhenn [16—18], who showed
its validity as a DNS study. Since the grid spacing is, in the present setup, nearly
equivalent and the curvature is not deemed to affect noticeably the Kolmogorov
microscales (i.e. the smallest scales of turbulence), the validity of the present study
can be also ensured.

3 Results and Discussion

In the following, results of the calculation will be shown. Statistics were collected for
a time equal to approximately 350 ¢,, where the reference time ¢, is given by D/ Uy,.
This amount of time, corresponding to about 70 times as long as it takes the flow to
reach the plate from the inlet, is deemed sufficient for the convergence of first statis-
tical moments, here presented. Since the considered geometry is not axisymmetric,
the data cannot be averaged over any statistically homogeneous direction. As shown
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Fig. 2 Averaged local
Nusselt number Nu on the .
target plate as a function of 20 F
the non-dimensional distance [
from jet axis r/D. Flat plate
data courtesy of Wilke and 30 F
Sesterhenn [16-18] [

curved side (A)
...... plane side (B)
—-————————— flat plate

Nu

20 -

10

in Fig. 1 results will be therefore presented along two® characteristic lines, A and B,
respectively referred to as curved side and plane side.

The heat transfer intensity at the target plate may be expressed through the dimen-
sionless Nusselt number, defined as:

_ 4P

TOAATS M)

being ¢ the heat flux, A the thermal conductivity of the fluid and AT the difference
between the temperature of the isothermal plate and the bulk temperature of the jet at
the inlet. Figure 2 compares the heat transfer calculated in the present case with that
presented by Wilke and Sesterhenn [16—18], in the following referred to as reference
or flat plate case. As already mentioned, Wilke and Sesterhenn studied indeed the
heat transfer of a jet impinging on a flat plate under analogous conditions (e.g.
Reynolds and Mach numbers, nozzle-to-plate distance, velocity and temperature
inlet profiles, etc.). It may be observed that Nu on the curved side is everywhere
higher than on the plane side and flat plate for dimensionless distances from the jet
axis r/D < 3, beyond which it remains below the other curves. Furthermore, the
slope of the flat plate curve at the jet axis is the lowest, whereas the plane side and
flat plate curves exhibit similar behavior, resulting in a total heat transfer in this
region higher than for the reference case. An inflection point, which replaces the
characteristic secondary peak appearing for lower nozzle-to-plate distances [3], is
also observable in all the curves. It is located on both the curved and plane sides
atr/D =~ 1.4, at an advanced location in comparison to the reference case where it
was found at r/D =~ 1.2. Elsewhere, the Nusselt number distribution follows more
closely the reference case: atr/D 2 2.5 there is no visible difference when compared

30n the curved side of the impingement plate, r/ D is computed as the length of the arc with origin in
the jet axis and running on the surface along line A. Negligible differences appear when computing
r/D as the Cartesian distance from the jet axis.
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Fig. 3 Instantaneous
contours of Nu on the target
plate. At the top-right corner
a 3D rendering, which
additionally shows the wall
curvature, is plotted

with both the curved and plane sides. The average Nusselt number within a circle of
radius /D < 5 differs from the reference case by just 0.03%. Consequently, it may
be concluded that the integral heat transfer is not noticeably affected by the plate
curvature.

The instantaneous heat transfer follows closely the evolution of turbulent struc-
tures at the wall, as shown in Fig. 3 through a snapshot of the instantaneous contours
of Nu at the target plate. The highest heat flux occurs in a region around the plate
center, where the cold jet core impacts the wall; thus, this region fluctuates as the
jet core does in proximity of the impingement point. From this region, a series of
annuli, characterized by high Nu, travels away from the jet axis in a radial direction.
At a certain distance from the centre (r/D 2 2), each annulus loses symmetry while
decreasing in intensity. The annuli are in fact directly related to the secondary vortices
which originates in the wall jet region* and are deemed responsible for the inflection
point (or secondary peak) in the average Nu curve [16-18]. Interestingly, narrow
zones of reverse heat transfer appear between two following annuli; as a matter of
fact, within these regions of negative Nu the flow is cooled down by the plate. This
phenomenon, counterintuitive at first glance, can be easily seen as an effect of fluid
compressibility,’ friction and injection into the jet of hot fluid from the surrounding
environment; indeed, all these physical mechanisms contribute to increase the fluid
temperature, to such extent that in some regions, where reverse heat transfer occurs,
it exceeds the wall temperature. Nevertheless, zones of reverse heat transfer are not
observable on the average.

Figure4a shows the time evolution of Nu at r/D = 1.4 on both the curved and
plane sides of the plate, where the inflection point appears. The oscillatory trend of Nu
confirms the motion of the high heat flux annuli on the wall. Between two successive
annuli, zones of low heat flux, characterized at certain times by the aforementioned
reverse heat transfer, are observable. Within the considered time interval, peaks of

4On the other hand, primary vortices appear in the free jet region.

5In order to recognize the relevance of fluid compressibility effects to the case in analysis, it is
worth recalling that the jet fully expanded Mach number is equal to 0.8.
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similar intensity recurs on the curved side, whereas peaks on the plane side exhibit
at first lower and then higher intensity.

In order to gain a better insight into the oscillatory nature of the heat transfer, a
discrete Fourier transform of the instantaneous Nu signal at specific locations was
performed. To this end, 1822 snapshots, covering a total time interval of approx-
imately 6617, were used. Two different locations were selected, r/D = 1.2 and
1.4, representing the locations of the inflection points in the reference and present
case, respectively. By analyzing Fig. 4b, it can be seen that no noticeable difference
between the two chosen locations exists. Moreover, two peaks are clearly visible:
the first at St = 0.33 and the second, of greater intensity, at St = 0.62 (the Strouhal
number St is the dimensionless frequency, given by f D/ Uy, with f the frequency).
Differently, peaks of the frequency spectrum were found in the reference case at
St = 0.46 and 0.92 [17], i.e. at frequencies respectively 40% and 50% higher than
in the present case. This result indicates that the introduction of a generic curvature
in the impingement plate might determine a shift in the peak frequencies of some
instantaneous fluid properties.

A Dynamic Mode Decomposition (DMD) of the flow was performed in order to
analyze the turbulent structures responsible for the heat transfer at the main frequen-
cies found through the Fourier analysis. The same time-window length and number
of samples were used (see above). This method, first introduced by [19], decomposes
the flow field as a superposition of modes. It is applicable even when the dynamics
of the system is nonlinear and consists in extracting DMD modes and eigenval-
ues from a time series of collected data. The modes are spatial fields that usually
identify coherent structure in the flow, whereas the eigenvalues represent, among
other things, the oscillation frequency of each mode. As a result, both modes and

curved side (A)

Ex10° -

| 1St=0.62
St=0.33!

NN
LN N
ey

0.4

Amplitude spectrum

| — — — 1/D=1.2

02 07 1217
St
(a) Local instantaneous Nu (b) Fourier transform of Nu

Fig. 4 Local instantaneous Nusselt number at /D = 1.4 versus dimensionless time t* = ¢/t a
and amplitude spectrum of its Fourier transform computed at different radii versus Strouhal number
b Please note that the Fourier spectrum in figure is the average between the spectra computed on
both sides (curved and plane) at the indicated r/D
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Fig. 5 Snapshots of DMD-reconstructed fields associated with different modes on a plane xy
passing through the jet axis, colored by the velocity magnitude and with isolines of Q, i.e. the
second invariant of the velocity gradient tensor. The blue lines orthogonal to the wall indicate the
position where r/D = 1.4

eigenvalues describe the dynamic of an oscillatory flow field [21]. Once the DMD is
performed, it is possible to reconstruct the field associated with a specific mode from
the frequency back to the time domain. Two snapshots of the reconstructed velocity
magnitude® associated with the modes oscillating at St = 0.33 and 0.62 are shown
in Fig. 5a, b respectively. The turbulent structures formed within shear layer of the
free jet region are decomposed into two distinct structures; the largest of those are
associated with the lowest frequency (St = 0.33), whereas the smallest oscillates at
the highest frequency (St = 0.62). In either case, the structures impinge on the wall
and travel outward radially. In this stage, the largest structures lose intensity because
of the impact with the target plate, whereas the intensity of the smallest enhances.
This causes Nu to oscillate at St = 0.33 with an intensity lower than at St = 0.62
(see Fig.4b). This behavior appears likewise in the refrence case, with the only, not
negligible, difference in the magnitude of the characteristic frequencies.

Figure 6 shows the contours of the absolute values of the density gradient at four
time instants uniformly spaced within a period associated with St = 0.33, with the
last instant corresponding to the beginning of the following period. The snapshots
highlight the life cycle of a typical Kelvin-Helmholtz instability, initially originated
within the shear layer of the free jet region at about 1.5 D from the nozzle exit;
traveling downwards, the same instability rolls up and grows in size, until when,
in the fourth snapshot, it loses symmetry, being stretched in the vertical direction.
Within the same period, roughly two of those instabilities are transported towards the
wall, in the proximity of which they break down into secondary vortices. It follows
that the period corresponding to St = 0.33 is needed by single vortices to form,
travel towards the wall and break, whereas the frequency corresponding to St = 0.62
(roughly double than the first) is associated with the generation of secondary vorticity
in the wall jet region.

Note that the reconstructed velocity magnitude can be negative, since it represents the portion of
the velocity magnitude that oscillates with the frequency corresponding to the extracted mode.
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Fig. 6 Absolute value of density gradient on a plane xy passing through the jet axis at four time
instants uniformly spaced within the period #./St, with St = 0.33. The dimensionless time ¢* is
given by t/1,.

4 Conclusions

A round jet impinging on a curved concave surface has been investigated by means
of a direct numerical simulation (DNS). The use of this method in a compressible
case represents a novelty in the research field, especially in view of the interesting
implications on the development of application oriented technologies, such as the
internal cooling of gas turbine components. Results have been compared with those
presented by Wilke and Sesterhenn [16—18], who studied a jet impinging on a flat
surface under otherwise equivalent conditions.

Due to the low Reynolds number (3300), the high plate-to-nozzle distance (5 D)
and the laminar inlet condition, the characteristic secondary peak in the average
Nusselt number profile at the target plate could not be observed. On the contrary,
an inflection point appears. This latter is located at r/D = 1.4, whereas Wilke and
Sesterhenn found it at r/D = 1.2. Despite this difference, the average heat flux
integrated over the surface in /D < 5 does not differ in any significant manner.

The Fourier transform and dynamic mode decomposition (DMD) here performed
showed, on the other hand, different constituent frequencies in the heat transfer.
Indeed, the frequencies governing the generation, transport and breakup of the tur-
bulent structures responsible for the heat transfer were found approximately 30%
lower than in the case of jet impinging on a flat plate [17]. Two dominant frequencies
have been observed: the lowest (St = 0.33) being related with the period needed by
a typical Kelvin-Helmholtz instability to be transported in the proximity of the target
plate, the highest (St = 0.62) governing instead the formation of secondary vorticity
in the wall jet region.
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This indicates that the dynamic response of the impinging jet flow is affected
by the curvature of the target plate, which cannot be therefore disregarded in the
implementation of dynamic techniques for heat transfer enhancement, such as pul-
sating impingement cooling [22]. On the other hand, it is legitimate, for the analyzed
geometry, to approximate curved surfaces with flat when time averaged quantities
are sought.

It is finally worth noting that, in spite of the interesting results observed, the
physics behind the frequency-shift remains to be fully explained. To this end, future
work shall address the fluid dynamic stability of the system. This will allow the
study of the receptivity of a range of different parameters on the system at acceptable
computational cost.
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Abstract In many actively controlled processes, such as active flow or combustion
control, a set of actuation parameters has to be specified, ranging from actuation
frequency to pulse width to geometrical parameters such as actuator spacing. As
a specific example, impingement cooling is considered here. Finding the optimal
parameters for impingement cooling with steady-state measurements is a time con-
suming process because of the necessary time to reach thermal equilibrium. This
work presents an algorithm for fast extremum seeking to reduce the amount of time
needed. It is inspired by an Extremum Seeking Controller, which is a simple but
powerful feedback control technique. The first results using this concept are promis-
ing, as the magnitude of the optimal pulse frequency for the cooling efficiency of
pulsed impingement jets could be found with sufficient precision in a short period
of time. The main advantages of this concept are the simple execution on a test rig,
its versatility, and the fact that almost no information about the investigated system
is necessary.
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1 Introduction

The efficiency of gas turbines is steadily being improved by increasing their pressure
ratio and the turbine inlet temperature. An increased inlet temperature is acceptable
because cooling mechanisms are improved and more resistent blade materials are
used, such as superalloys and ceramic thermal barrier coatings [4]. However, despite
significant achievements in the field of materials research, additional blade cooling
concepts, such as film cooling, are needed for temperatures higher than 1300 °C.
In addition to film cooling, impingement cooling inside the turbine blades leads to
higher local heat transfer rates compared to conventional convective cooling.

By dynamically forcing the impingement jets, it is possible to further improve the
cooling effect via the generation of strong vortex structures that possess increased
convective heat transfer capability, which results in higher local convective heat
transfer coefficients [7-11, 14].

In this paper, an impingement cooling testrig [3, 5] witha7 x 7 impingement array
is considered (see Fig. 1). One challenge for an encompassing study is the large num-
ber of possible actuation parameters. This results in a time-consuming optimization
procedure to find the best combination of parameters. Traditionally, the influence of
individual actuation parameters is revealed by steady-state measurements for which
it is mandatory to wait until the test rig is in a state of thermal equillibrium. For the
specific task considered here, this leads to a measurement time of up to 30 min for
each possible combination of actuation parameters. Therefore, an alternative method

(a) 9 Nozzle Array
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PT100 Sensor Heat Foil
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Fig.1 a Schematic of the experimental setup. b Impingement locations with side walls and induced
cross-flow from the top. Reproduced from [3]



Map Estimation for Impingement Cooling with a Fast Extremum Seeking Algorithm 369

is proposed that makes it possible to locate extrema in a shorter period of time. The
presented concept is inspired by a well-known closed-loop controller, namely the
Extremum Seeking Controller (ESC). Generally, an ESC drives a system to an opti-
mal operating point without much knowledge about the system. More specifically,
no mathematical model of the process is required but just the knowledge that an
extremum exists. However, some estimate of its response time must be known [2]. A
closed-loop ESC will find the next local optimum in a steady-state map of a system
and will remain in its vicinity. While this suffices for many applications, the goal
of the present contribution is to produce an estimate of the complete map, possibly
comprising several local extrema. Fewer precise steady-state measurements near the
located optima can then be performed to obtain detailed information about the best
heat transfer conditions.

In this work, this idea will be exploited to find a relationship between the actuation
parameters of a pulsed jet and the realized heat transfer coefficients. More specifically,
the optimal actuation frequency f of the pulsed jets and its impact on the cooling
effect is studied.

The paper is organized as follows. Section?2 introduces the experimental setup.
The concept of using an ESC-like algorithm in fast map estimation is detailed in
Sect. 3. Results are presented in Sect.4, and conclusions are drawn in Sect. 5.

2 Experimental Setup

The experimental setup for this work is based on previous investigations by Haucke
and Berthold [3, 5]. A schematic of the setup is given in Fig. la. As shown, the
nozzles are arranged in a 7 x 7 inline array on a nozzle plate. The nozzles have
an exit diameter of D = 12mm and a distance of S = 60 mm to the next nozzles.
The impingement distance between the nozzles and the target plate is H = 36 mm.
The target plate consists of a thin steel foil (600 x 600 x 0.05mm) and a wooden
impingement plate (Imx 1m x 12mm). Three sides of the foil are enclosed by
side walls that induce a cross-flow, which superimposes the pulsed jets and therefore
reduces the efficiency of the impingement cooling.

The edges of the foil are sealed, and a vacuum is applied to press the heat foil to
the impingement plate. The steel foil itself is connected to a constant current power
source. Because the foil being a resistor, it serves as a heat source for the setup.

Under the center line of the impingement jets (Fig. 1b) and between the heat foil
and the impingement plate, 15 Pt100 temperature sensors are integrated to measure
the temperature distribution in a straight line. For each jet, a Pt100 sensor is placed
under the center of the impingement location. Additional sensors are mounted in the
middle between two adjacent jets.!

The precision of the class A Pt100 sensors is based on DIN EN 60751. Therefore,
the measurement error of the sensors is lower than 0.25°C in the temperature range
T; = {20°C ... 40°C} considered here. Additionally, a Pt100 sensor is placed in

IThermocouples instead of Pt100 sensors would allow for an even higher bandwidth if necessary.
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the center nozzle to measure the temperature of the cooling air, Tie (7). In [3, 5],
a thermography liquid crystal (TLC) foil is used for temperature measurements on
the plate. Because measuring with a TLC foil is based on the evaluation of image
analytical data, it is more difficult to obtain information about transient behavior.

To generate pulsed jets, every nozzle is equipped with a fast switching solenoid
valve (FESTO MHJ9-0QS-4-MF), as shown in Fig.2. The permissible maximum
normalized volume flow of the valves is Vy = 1601y/min, and the maximum state
switching frequency is fit.max = 1000Hz. The air mass flow is supplied by an in-
house compressor. A mass flow control unit is plugged in between each of the seven
lines of valves and the compressor. The control unit adjusts the desired amount of
cooling air and directs it to an air divider. The latter splits the flow equally into seven
smaller flows for the corresponding valve line. In this setup, the operating point for the
mass flow control unit is set so that the resulting averaged Reynolds number for each
nozzle is Re &~ 7200, calculated with respect to the mean jet velocity. The frequency
of the pulsed jets is determined by a square wave signal of an Field Programmable
Gate Array (FPGA) frequency generator, making it possible to precisely change the
frequency with a high resolution whereby the valves open and close dynamically
with a duty cycle of 50%.

3 Concept

As mentioned, the applied concept for the fast map estimation is inspired by the
basic ESC algorithm, which has been successfully implemented in various systems
[6, 13] and which will be described in some detail below. The main advantage of



Map Estimation for Impingement Cooling with a Fast Extremum Seeking Algorithm 371

the ESC is the possibility of driving a dynamic system to an optimal operating point
despite the fact that no further information is needed besides a rough estimate of
the dominant time constant of the system. This will now be exploited in an open-
loop manner to estimate the gradient of an unknown map. Thus, local extrema can
be found. To keep the contribution compact, the explanation will be built on the
task of increasing cooling efficiency, which is investigated in this paper, instead of
separate treatments of the general and specific cases. Cooling efficiency depends on
the actuation frequency f of the pulsed jets, that is, an optimal value for this actuation
frequency is sought.

As an output of the considered system, an average temperature difference AT () =
T(t) — Tie () is introduced. Here, T (1) is the arithmetic mean of the Pt100 measure-
ments (see Sect.?2), while Tie(7) is the temperature of the cooling jet. For a steady
state, this difference is denoted by AT;.

The central idea of ESC is explained in Fig. 3. Assume that the system input f ()
is on the left of the map’s minimum and f(¢) is perturbed by a; sin(wt) with the
perturbation amplitude a; and the perturbation frequency w. The output AT then
has a shape similar to a negative sine wave, which means a phase shift of 180° in
comparison to the perturbation ar sin(wt). The amplitude of the output is roughly the
input amplitude ay multiplied by the unknown local gradient of the map, d(AT;)/d f.
However, if an input is applied to the right of the minimum, the same input signal
would cause an output signal similar to a positive sine wave, that is, with a zero phase
shift. Therefore, due to a harmonic input perturbation, an output phase shift yields
information whether a minimum exists towards lower or larger input values.

In a classical (closed-loop) ESC, the output signal would be further processed
to obtain an estimate of the size of the slope of the map to then apply a gradient-
based optimization that drives the input to the optimal value. For this, the excitation
frequency has to be small enough to obtain a steady-state input—output relationship

Fig. 3 Phase switch of the AT.4
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[2]. In the case considered here, the loop will not be closed, but the input f will
be continiously increased in addition to the harmonic perturbation to scan the com-
plete input range. Moreover, to speed up evaluation, this scan will not be performed
in a quasi-steady manner so that dynamic effects will appear. That is, additional,
unwanted phase shifts between the input and output will be observed.

The concept for fast map estimation is sketched in Fig. 4. The process itself can
either be described by its steady-state map or by a block in the corresponding block
diagram representing the dynamic behavior of the system (see Fig.4). Note that
both blocks are unknown. In this paper, the steady-state map characterizes the gain
from the input signal, which is the pulse frequency f(¢) of the jets, to the average
temperature difference AT (¢). When the corresponding thermal equillibrium T is
reached, it results in a steady temperature difference AT;.

To generate the input, the on—off solenoid valves are operated periodically with
a frequency f(¢) that is ramped up (myt) and perturbed harmonically, that is, the
excitation frequency reads as follows:

f(t) = ar sin(wt) + mgyt. (D)

Now, as a first-order approximation, the output of the process AT (¢) can be described
as:

d(AT)
df

AT (t) = AT + as sin(wt). 2)

If the map was linear and the excitation of the system quasi-steady, equality would
result in Eq. (2). The measured temperature difference AT (¢) is then bandpass (BP)-
filtered with zero phase shift to cut off the steady part AT;. For that, a fourth-order

Process
f(t) = assin(wt) + mst
f Steady-state Map Dynamic

e S it
AT ey St
: : : X = g(X7 f7 t) :

t ! E ' AT = h(x,t) E
! [ |
L. T l

Map Estimation

I 2 df‘ LP;I*X)* BP

sin(wt)

Fig. 4 Concept of fast open-loop extremum seeking
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BP filter with identical upper and lower corner frequencies equal to the perturbation
frequency w is applied, as in:

2ws 2
Gpp(s) = (m) , 3

where s is the Laplace variable. A fourth-order BP is chosen to obtain a larger roll-off
of its gain for other frequencies. For zero initial conditions, the BP-filtered data can
be described as follows:

d(ATy)

ATgp(t) ~
Bp(t) ~ ar a7

sin(wt). 4

After this step, ATgp(¢) is demodulated with the perturbation signal. The demod-
ulated signal ATpen () can be described with the following expression, where the
first term on the right-hand side will vary with time when the actuation frequency is
ramped up:

ar d(AT)  ar d(AT,)
ATpen (1) = sin(wt) ATge(1) ~ = a7 ERrT, cosQut).  (5)

non-periodic periodic

After the demodulation, the signal has a non-periodic and a periodic part with dou-
bled frequency. The latter can be filtered out with a lowpass (LP) filter, such as a
Butterworth filter. The outcome of filtering can be improved by using an acausal
filter, as all calculations are performed after the experiment is finished. As a result,
the LP output ATy p(f) mainly consists of the non-periodic part

d(AT;
AT ~ & % ©)

The factor a¢/2 can be removed easily by proper scaling. To finally obtain an esti-
mate ATy = AT(f), the gradient d(AT;)/d f must be integrated with respect to the
frequency f. In the experiment, however, only an integration over time is possible.

To that end,
d(AT,
AT(f) = /ATLP af ~ [ A1) s )
is reformulated as
“ N d(ATy) df
st~ [ e ®)
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The time derivative of f contains a constant and a fast harmonic part (see Eq. (1)).
The latter was only introduced to obtain fast local gradient information and leads to
high-frequency oscillation of the integrated result. Therefore, only the slope of the
ramp m; is used for the time derivative. Hence,

d(ATy)
df

AT(S) ~ my / dr. ©)

is obtained. Low values of the estimated temperature difference A T, (f) between the
cooling jets and the heated foil indicate actuation frequencies resulting in a large
heat transfer.

4 Results

At the start of every measurement series, the frequency of the pulsed jets is set to a
constant value of 200Hz to reach steady-state. The ramp then starts and continues
until f = 1000Hz is reached. In Fig. 5, an example with a; = 20Hz, w = 0.2rad/s,
and a ramp duration of 30 min, that is, m¢ = 0.4 Hz/s, is displayed. The measured
unsteady temperature of the cooling air Tie(¢) is shown in panel b). To decrease
the influence of this unwanted dynamic, Tie(¢) is LP-filtered, resulting in smoother
progress. In addition, the plate’s mean temperature 7 (f) is displayed. To evaluate
the cooling efficiency, the temperature difference between T (¢) and the filtered data
Tier,Lp(2) is used:

AT (t) = T (1) = Tiee1p(0). (10)

This is shown at the bottom of Fig.5. The lowest difference is seen for r ~ 15505
when f ~ 770Hz. However, this is not the optimal frequency, as will be shown
below.

As mentioned in the previous section and as a result of the non-quasi-steady
excitation, the output signal AT (r) lags with respect to the input signal f(¢)
due to the dynamic behavior of the process. Additionally, this lag depends on
whether the process is left or right of an extremum (see discussion of Fig.3).
This can be illustrated by comparing the perturbation sin(w¢) with AT (¢) or, as
the BP features a zero phase shift, with the normalized output signal of the BP
ATBp(t) = ATpp(t)/max(ATgp(t)), as done at the top of Fig.6. Note that in this
Figure, t=0 marks the start of the sine ramp, so the first ~200s to reach steady-state
are cut off.

Assuming the process is left of a minimum of the unknown map, then, according
to Fig. 3, the temporal minimum of the output signal should coincide with a temporal
maximum of the input. As this is not exactly the case in the first part of Fig. 6 (up to
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90s), the difference can be attributed to the unknown phase shift caused by the slow
response of AT (¢).

However, for the experiment shown in Fig. 6, it is obvious that the process moves
to the right of the minimum somewhere in the time span from 90 to 100s, as, follow-
ing the arguments for Fig.3, a maximal output value is now near a maximal input
value. As a result, estimating the phase shift would require the information from the
map, which is not available at this point. To resolve the problem, the phase shift is
determined from squared signals:

sin(wt)? (11)
ATgp(0), (12)

«

g

as now both the maxima and minima of the signal will result in a maximum. The
phase shift can now easily be estimated for those time frames where the process
crosses an extremum on the map. To that end, the cross-correlation R, g(7) between
« and (3 is calculated, where R, s(7) is a function of the time shift variable 7. The
maximum value of R, g(7) determines the average time shift 7, of the process.
Since « is periodic, only a frame of the period length of « is considered for this
determination:

Ra.ﬂ(T)

me:Rﬂm

13)
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Fig. 6 Top: Phase
comparison between the
perturbation and the
normalized BP output.
Bottom: Phase comparison
after phase correction. t = 0 R 3(m)=1.5
describes the start of the sine 1F —
ramp &

J sin(wt)
) — ATy

0 50 100 150 200 250 300

t(s)

At the bottom of Fig. 6, the phase-corrected signal, obtained with this procedure, is
displayed. The extrema of the phase-corrected signal are better aligned with the sine
extrema. R, 3(Teh) is around 50% higher than before phase correction. Comparing
minimum-minimum and minimum-maximum pairs in the time traces, the process
seems to be left of a map’s local minimum for 0 < ¢ < 90s and 190 < ¢ < 250 but
right of a map’s local minimum for 100 < ¢ < 160s and 260 < ¢t < 300s.

The results of the map estimation exploring the ESC algorithm are displayed in the
upper panel of Fig.7. Estimated maps are shown with three different perturbation
frequencies w, a perturbation amplitude af = 20Hz, and a sine ramp duration of
30min. Note that the map is normalized:

AT,

A]:‘s = ~ .
ATL(f = 200 Hz)

(14)

For all three settings, the location of the estimated optimum is near 700 Hz, which
is significantly different from the apparent optimum in Fig.5; this is likely due to
dynamic effects. It must be pointed out that, taking the waiting time before and after
the ramp into account, each of these experiments lasted around 40 min. For com-
parison, at the bottom of Fig. 7, the averaged and normalized Nusselt number Nit,,2
of the impingement test rig is given. In general, the Nusselt number characterizes
the relationship between convective and conductive heat transfer. The data for the
Nusselt number determination is obtained with the same impingement parameters
but using a TLC foil and a camera system for temperature measurement ([3] for
more details). The determination of each individual data point lasted 30 min in the
steady-state approach, that is, on the coarse measurement grid, the expenditure of
time increased by a factor of almost 7.

Compared to the estimated optimal frequency obtained through ESC map esti-
mation, the optimal frequency in the Nusselt number map is nearly the same. The
minimum of the temperature difference AT,(¢) between the steel foil and the cool-
ing air should always go hand in hand with the maximum of the Nusselt number.

2To obtain a normalization, the calculated Nusselt number is divided by the Nusselt number deter-
mined from an experiment with steady, non-pulsed impingement jets. In both the steady and the
non-steady cases, identical average massflow rates are used.
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As crossing any extremum in the map results in a phase shift of 180°, such extrema
with respect to the actuation frequency are likely to have rather high precision. How-
ever, AT, has to be obtained from the integration of a noisy gradient. Therefore, this
estimate is deemed rather uncertain.

5 Conclusion

Adapting the ESC algorithm for open-loop fast map estimation results in a concept
that delivers promising estimates of the locations of extrema on a steady-state map.
The big advantage of this concept is the simple execution on the test rig and a
robustness to a variation of the algorithm’s parameters. Moreover, there are few
requirements with respect to the knowledge about the system under study.

Three different perturbation frequencies were tested. In all cases, optima were
found near an optimum that was confirmed by time-consuming steady-state mea-
surements. An increase in the sine ramp duration from 30 to 45 min resulted in no
significant differences in the found locations. In contrast, there is no indication that a
sine ramp with a shorter duration than 30 min would result in significantly different
locations. Hence, a ramp with shorter duration could further increase the time-saving
potential. This will be part of future studies.

Even with a 30-min ramp, the saving of time is crucial compared to steady-state
measurements using a TLC foil. While in steady-state measurements a measurement
point needs around 30 min, it is possible to scan the whole frequency range with one
sine ramp at the same time. As the ESC approach only yields an estimate, its results
can be used in a second step to precisely characterize an optimum with the classical
approach, as was done here with a fine steady-state measurement grid (see Fig.7).
Another promising idea is to extend the concept for a multidimensional parameter
variation, as has already been done in terms of closed-loop ESC [1, 2, 12].
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