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Preface

Security and privacy issues are topics of growing concern in the Internet era and as a
result of the growing demand for anti-terrorism activity. This has raised great interest in
biometric technology, which provides substantial advantages over traditional
password-or token-based solutions. Biometric recognition systems have been exten-
sively deployed worldwide in law enforcement, government, and consumer applica-
tions. In China, thanks to the huge population using the Internet and smart phones as
well as to the great investment of the government in security and privacy protection, the
biometric market is rapidly growing and biometric research keeps attracting the
attention of numerous scholars and practitioners. These researchers have been
addressing various biometric problems, promoting diverse biometric techniques, and
making significant contributions to the biometrics field. The Chinese Conference on
Biometric Recognition (CCBR), an annual conference held in China, provides an
excellent platform for biometric researchers to share their progress and advances in the
development and applications of biometric theory, technology, and systems.

CCBR 2018 was held in Urumqi during August 11–12, 2018, and was the 13rd in
the series, which has been successfully held in Beijing, Hangzhou, Xi’an, Guangzhou,
Jinan, Shenyang, Tianjin, Chengdu, and Shenzhen since 2000. CCBR 2018 received
112 submissions, each of which was reviewed by at least three experts from the
Program Committee. Based on the rigorous review comments, 78 papers were selected
for presentation. These papers comprise this volume of the CCBR 2018 conference
proceedings covering a wide range of topics: face recognition and analysis; hand-based
biometrics; eye-based biometrics; gesture, gait, and action; emerging biometrics;
feature extraction and classification theory; and behavioral biometrics.

We would like to thank all the authors, reviewers, invited speakers, volunteers, and
Organizing Committee members, without whom CCBR 2018 would not have been
successful. We also wish to acknowledge the support of the Chinese Association for
Artificial Intelligence, Institute of Automation of Chinese Academy of Sciences,
Springer, and Xinjiang University for sponsoring this conference. Special thanks are
due to Prof. Kurban Ubul and Mr. Hao Gui for his hard work in organizing the
conference.

August 2018 Jie Zhou
Yunhong Wang

Zhenan Sun
Zhenhong Jia
Jianjiang Feng
Shiguang Shan
Kurban Ubul
Zhenhua Guo
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Dorsal Hand Vein Recognition Method Based
on Multi-bit Planes Optimization

Haoxuan Li(&), Yiding Wang, and Xiaochen Jiang

North China University of Technology, Beijing, China
lhxlihaoxuan@sina.com

Abstract. With the development of technology, how to improve the accuracy
of dorsal hand vein recognition has become the focus of current research. In
order to solve this problem, this paper proposes a dorsal hand vein image
recognition method which is based on multi-bit planes and Deep Learning
network. The multi-bit planes can not only fully use the gray information of the
images but also their intrinsic relationship between the bit planes of the images.
In addition, the bit plane with less information is removed according to the
Euclidean distance, and a new bit planes sequence is formed, and the accuracy
of the recognition of the dorsal hand vein is improved. The algorithm is tested
on the real dorsal hand vein database, and the recognition accuracy is more than
99%, which proves the effectiveness of the algorithm.

Keywords: Dorsal hand vein recognition � Multi-bit planes
SqueezeNet network � Euclidean distance

1 Introduction

In the current society, with the continuous development of technology, especially the
innovation of information technology, traditional authentication measures, such as
passwords, cards, and keys, can no longer satisfy people’s security requirements [1].
Due to its uniqueness and long-term stability, the dorsal hand vein is widely used in
many fields, such as companies, factories, airports, schools, and so on.

At present, the traditional dorsal hand vein recognition algorithm is still limited to
the classic algorithms to extract feature points from the original image, such as SIFT,
LBP, PCA and so on [2, 3], and then use the classifier to identify. It cannot fully use the
image’s gray information and there are factors such as rotation, light and so on [4].

In recent years, convolutional neural network (CNN) have become the focus of
research in the field of biometrics [5]. Deep learning is based on the automatic
extraction of feature information of large data through the network and the use of
iterative training to generate classifiers. The effectiveness of classification and recog-
nition is significantly improved. The sequence of bit planes is obtained from grayscale
information that preserves the grayscale profile of the hand veins. It can completely
represent all the image information, and the internal relationship between each bit plane
is unique. However, not every bit plane can effectively represent the information of
image, that is to say such bit plane is of high interference. The bit plane with less
information is removed according to the Euclidean distance [6], and a new suitable bit
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planes sequence is formed. The gray information of images is fully utilized. The
SqueezeNet network [7] is adaptable to application of multiple fields. Therefore, the
combine of the suitable multi-bit planes and the SqueezeNet network is the main point
of this paper.

2 The Generation of Multi-bit Planes

2.1 Collection of Images

This paper uses a reflective infrared light source and an infrared light wave of a
wavelength of 850 nm to collect the dorsal hand vein images from a CCD camera with
an infrared filter. The device is shown in Fig. 1. The appearance of the device is shown
in Fig. 1(a) and the internal structure of the device is shown in Fig. 1(b).

The original images are shown in Fig. 2(a), (b), and (c) are three people’s dorsal
hand vein images.

2.2 Preprocessing of Image

Since the Otsu threshold segmentation method (OTSU) [8] has a good segmentation
effect on the target background, and the great difference of gray scale between the
dorsal hand vein and the background, this paper uses the OTSU to segment the vein
images. The segmented image is shown in Fig. 3.

Fig. 1. Image collection equipment

Fig. 2. Original dorsal hand vein images
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In order to obtain bit planes sequence, it is necessary to obtain a grayscale image
which only retains original grayscale vein. The binary image Fig. 3(b) is multiplied
with the original image Fig. 3(a) to obtain a grayscale dorsal hand vein image by:

Gðx; yÞ ¼ Tðx; yÞ �Mðx; yÞ ð1Þ

Where Mðx; yÞ denotes original image, Tðx; yÞ denotes binary image, and Gðx; yÞ
denotes grayscale image. The grayscale image is shown in Fig. 4.

In order to obtain more image information, the multi-bit planes are to be researched.
The concept of the bit plane is illustrated by a 256-level grayscale image. If each pixel
of the image is from 0 to 255, each pixel value can be represented by an eight-bit binary
number, such as b7; b6; b5; b4; b3; b2; b1; b0. Each bit has a value of 0 or 1, and each
pixel can be divided into eight bits by:

I ¼ b7 � 27 þ b6 � 26 þ b5 � 25 þ b4 � 24 þ b3 � 23 þ b2 � 22 þ b1 � 21 þ b0 � 20 ð2Þ

Each item in formula (2) represents a plane of pixels. The bit plane is shown in
Fig. 5.

The eight bits planes are shown in Fig. 6(b) to (i).
As shown in the below images in Fig. 6, the 2nd (c), 5th(f), 6th(g), 7th(h), and 8th(i)

bit planes can completely represent the informative image, but the 1st(b), 3rd(d), and 4th
(e) bit planes contain little image information and may interfere with the recognition
result. Therefore, it is necessary to optimize the bit planes sequence.

Fig. 3. Segmentation of Image

Fig. 4. Grayscale Image
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3 Optimization of Multi-bit Planes

In the abovementioned multi-bit planes, the first, third, and fourth planes contain little
image information and may affect the overall recognition result. Eight groups of single-
bit plane are tested Through SqueezeNet network training. The recognition rates of the
first, third, and fourth bit planes are very low, all less than 0.8. The experimental results
are shown in Table 1.

This paper uses the Euclidean distance to exclude situations where different people
are highly correlated in same bit planes. The Euclidean distance is the actual distance
between two points in two-dimensional space by:

disðX; YÞ ¼
X

x2X

X

y2Y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þðyi � yÞ2

q
ð3Þ

Fig. 5. Bit plane diagram

Fig. 6. Bit plane sequence
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The Euclidean distance between the same bit planes of every two different samples
are calculated, and the numbers of a bit plane’s Euclidean distance of 100 samples will
come to be 4950. The average Euclidean distance of a bit plane are shown in Table 2.

According to Table 2, the mean values of Euclidean distance of the 1st 3rd and 4th
bit plane are obviously low and does not exceed 0.3. It is proved that there is little
difference between the 1st, 3rd, and 4th planes of every two samples, when such bit
planes are tested, the testing results may be wrong. In short, this paper will form a new
bit planes sequence according to the abovementioned experiment, the new experi-
mental sequence includes the 2nd, 5th, 6th, 7th, and 8th bit planes.

4 Classification Experiment Based on SqueezeNet Network

With the development of technology, CNN have been widely used in the field of
computer vision. Compared with traditional pattern recognition methods, CNN have
the advantages of self-adaptive and automatic feature extraction. After a large amount
of data training and iteration, CNN achieves the best results. This paper selects the
SqueezeNet network for training and testing. Compared with the traditional CNN, it
has the advantage of ensuring a high performance with less parameters, and the model
is more concise. SqueezeNet’s performance advantages rely mainly on the Fire Module
structure. The SqueezeNet network model is small and belongs to the light network.
Therefore, in practical applications, micro-processors can be used for calculations to
facilitate subsequent development. Because of the small sample, the deep network
cannot play an advantage, and may even cause the phenomenon of overfitting.
Therefore, the SqueezeNet network is suitable for this work as a shallow network. The
Fire Module structure consists of two sub-layers, the squeeze layer and the expand
layer, which are connected by an activation function. SqueezeNet network structure
shown in Fig. 7.

There are 100 samples (100 people), each person is collected 20 dorsal vein images
(one hand), among them 18 images as the training set and the 2 images as the testing
set. The TensorFlow framework is applied to The SqueezeNet network, the hardware
configuration includes the Intel core i5 7500 CPU, and the GTX1080Ti GPU. Com-
paring two optimizers, Root Mean Square Propagation (RMSProp) and Adaptive

Table 1. Single bit plane training and test results

Bit-plane 1st 2nd 3rd 4th 5th 6th 7th 8th

Recognition rate 0.02 0.98 0.70 0.60 0.86 0.92 0.96 0.98

Table 2. The average Euclidean distance of each bit plane

Bit-plane 1st 2nd 3rd 4th 5th 6th 7th 8th

Euclidean Distance 0 0.903 0.109 0.278 0.714 0.602 0.541 0.480

Dorsal Hand Vein Recognition Method 7



moment estimation (Adam) [9], parameters are optimized through setting the elimi-
nation rate in the dropout layer. The experimental results are shown in Table 3.

As shown in Table 3, loss function value of the Adam optimizer is lower than
RMSProp, and the loss function value is the lowest when the elimination rate is 0.5.
Therefore, the best elimination rate is 0.5, and the Adam is as optimizer chooses for
training. What’s more, this paper chooses cross-entropy algorithm [10] as loss value.

This paper uses two kinds of schemes to verify the Experimental result. The first
scheme uses a multi-bit planes image to train the data set. Five bits planes images
include 10000 samples, among them 9000 images are used as a training set and 1000
pictures as a testing set. The input of network is a sequence of images including the
2nd, 5th, 6th, 7th, and 8th bit planes per person. The testing set is also a sequence of
images for five bits planes of each person of. The flow chart of the algorithm is shown
in Fig. 8.

The second scheme is to merge the training models of the 2nd, 5th, 6th, 7th, and 8th
bit planes to get the final recognition result. The weights of the single-bit plane training
model fusion are a = b = c = d = e = 0.2. The flow chart of the algorithm is shown in
Fig. 9.

Recognition rates of the two schemes are shown in Table 4.

Fig. 7. SqueezeNet network structure

Table 3. Training results under different optimizers and elimination rates

Optimizer Dropout ratio Loss

RMSProp 0.4 0.05485
0.5 0.00157
0.6 0.01321

Adam 0.4 0.00637
0.5 0.00065
0.6 0.00109
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Comparing two recognition rates in Table 4, we can know that at the aspect of
classification recognition rate of the multi-bit planes model is superior than the single-
bit plane fusion model. In addition, comparing with the traditional algorithms, such as
PCA and LBP, recognition rates of dorsal hand vein is greatly improved through our
algorithm. The several Recognition rates are shown in Table 5.

Fig. 8. Flow chart of the Multi-bit plane image network model

Fig. 9. Single bit plane network model fusion flow chart

Table 4. Comparison of experimental schemes

Experimental schemes Recognition rate

Single bit-plane model fusion 0.98
Multi-bit planes sequence 1.00

Dorsal Hand Vein Recognition Method 9



5 Conclusion

According to the problem of recognition rate of dorsal hand vein is not very ideal, this
paper proposes a method which is based on multi-bit planes and SqueezeNet network.

This paper selects the suitable bit planes sequence through Euclidean distance. The
intrinsic connection between the bit planes is used to achieve the best recognition rate.
The dorsal hand vein images are processed and optimized through our method, then be
trained and tested through CNN, which proves the superiority of this algorithm.

Acknowledgment. This work was supported by the National Natural Science Fund Committee
of China (NSFC no. 61673021).
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Abstract. Traditional feature extraction methods, such as Gabor filter and
competitive coding, have been widely used in finger-knuckle-print (FKP)
recognition. However, these methods focus on manually designed features
which may not achieve satisfying results on FKP images. In order to solve this
problem, a novel batch-normalized Convolutional Neural Network (CNN) ar-
chitecture with data augmentation for FKP recognition is proposed. Firstly, a
novel batch-normalized CNN is designed specifically for FKP recognition.
Then, random histogram equalization is adopted as data augmentation here for
training the CNN in FKP recognition. Meanwhile, batch-normalization is
adopted to avoid overfitting during network training. Extensive experiments
performed on the PolyU FKP database show that compared with traditional
feature extraction method, the proposed method can not only extract more
discriminative features, but also improve the accuracy of FKP recognition.

Keywords: Finger-knuckle-print � Batch-normalized � Data augmentation

1 Introduction

Due to the huge market demand of personal authentication, it has attracted much
attention in the academic and industry fields. Biometric authentication [1–4] can pro-
vide higher security than normal computer passwords which are utilize in applications
such as: bank security, computer security system and national ID card etc. Over the
past few decades, researchers have focused on the use of biometric traits, like face,
fingerprint, iris, palmprint, hand vein, voice, gait etc. In recent years, hand-based
biometrics have attracted more attention compared to other biometrics identifiers.
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Biometrics, such as palmprint [1], hand geometry [2], fingerprint [3] and hand vein [4],
have been fully researched.

Owing to the uniqueness of FKP, FKP can be considered as a distinctive biometric
identifier technique [5, 6]. The unique advantages of the FKP, compared with other
biometrics are as follows: the surface of FKP is not easy to be abraded because people
usually hold things with the inner side of their hands. Because of non-contact char-
acteristic the collection of the FKP, the users usually have higher acceptance [7]. As
such, FKP is considered one of the most promising personal identification technologies
of the future.

However, to the best of our knowledge, these are no investigations about the
application of convolution neural network for FKP recognition. Hence, we designed a
novel batch-normalized CNN with deep learning method for FKP recognition to
improve recognition accuracy. Compared with traditional methods, the proposed CNN
could extract more distinctive features and achieve satisfying recognition performance.
The main contributions of this paper are as follows: (i) A novel CNN architecture
specialty for FKP recognition is designed. (ii) Histogram equalization method as a data
augmentation method is adopted to get more training data for FKP recognition.
(iii) Batch-normalization is utilized to prevent overfitting in CNN, respectively.

The rest of this paper is structured as follows: Sect. 2 introduces the existing FKP
recognition methods. Section 3 presents the proposed batch-normalized CNN archi-
tecture. Section 4 describes the recognition process of FKP images. Section 5 shows
and analyses the experimental results. Finally, Sect. 6 presents the conclusions.

2 Related Work

Many recent studies on FKP recognition attempt to generate distinctive and robust
feature representation for FKP images. Woodard et al. [8, 9] built a 3D hand database
and extract 3-D features from finger surface for authentication. Due to the high cost and
time consuming of 3D acquisition equipment, the real-time performance of the bio-
metrics system is affected. And there is no effective system for the extraction of the
characteristics of the outer surface of the finger. Kumar et al. [10, 11] extracted finger-
back surface image features to personal authentication by subspace analysis methods.
Subspace analysis is widely used in face recognition task because it has the charac-
teristics of strong distinctive, low computational cost, it is easy to realize and good
separability; however, it cannot effectively extract the line features, such as FKP
images. Zhang et al. [12] used Gabor filters to extract the feature and use the com-
petitive coding (CompCode) to encode it, as the final feature representation for FKP
images. Later, Zhang et al. [5] used Gabor filter to extract the orientation information
and magnitude information of FKP images. In [13], the coefficient of the Fourier
transform of the FKP images as features, and the similarity of the images is calculated
by band-limited phase-only correlation technique. To obtain more FKP images,
Morales et al. [14] used Gabor filter to enhance the FKP lines, then adopted Scale
Invariant Feature Transform (SIFT) to extract features. Le et al. [15] proposed a robust
feature presentation and matching method based on Speeded-Up Robust Features
(SURF). This method is robust, which is invariant to the change of rotation, scale and
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viewpoint. Barinath et al. [16] used a combination of SIFT and SURF to enhance the
texture of FKP images. Owing to the complementarity of the two described approaches,
the FKP recognition method made great progress. Li et al. [17] used a high-order
steerable filter to extract continuous orientation feature maps, an Adaptive Steerable
Orientation Coding Scheme (ASOC) is proposed. Yang et al. [18] proposed a Fisher
discriminant analysis framework for FKP recognition. Zhang et al. [19] used RCode1
and RCode2 to code feature, improving the FKP recognition rate; however, these
methods could not achieve desirable FKP recognition results.

3 Batch-Normalized CNN

A novel CNN architecture specifically for FKP recognition has been designed. The
batch-normalized CNN architecture is shown in Fig. 1, which includes 4 convolution
layers and 3 fully connected layers. ‘C’ denotes the convolution layer, the maxpooling
layer and the full connection layer are represented by ‘MP’ and ‘FC’, respectively.
During the training stage, the input of the CNN is a 220 � 110 grayscale image; all the
images are cropped into 110 � 110 randomly as the input of the entire network. The
parameters of each layer are optimized based on multiple experimental verification.
Owing to the small FKP database, the solution to avoid overfitting is crucial. Hence, to
prevent the training overfitting, a dropout layer is adopted in the proposed CNN and a
batch of normalized layer is added after each convolution layer. Details of the network
structure and parameters of batch-normalized CNN are shown in Table 1.

3.1 Batch-Normalized Convolutional Neural Networks

Due to the change of parameters of the previous network layers during the training
process, the input of other layers will be affected. This leads to a large amount of
computation from deep neural networks. This may reduce the speed of training,
requiring lower learning rates and a careful parameter initialization. This makes
training models notoriously difficult to saturating nonlinearities [21].

Batch normalization can be used for activation sets in a network. Here, we consider
a affine transform followed by an element nonlinearity:

z ¼ gðWuþ bÞ ð1Þ

220×110

C1

Input

52×52

MP1

26×26

C2 MP2

13×13
6×6 6×6 6×6

C3 C4 MP3

1024
512

FC1 FC2

FC3

3×3

    Output

 recognition

   accuracy

Fig. 1. The batch-normalized CNN architecture.
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where W and b represent the parameters that the model needs to optimize. Function g(�)
represents a non-linearity function such as ReLU. Batch normalization is applied to the
all convolutional layers and the full connected layers. And BN transform is added by
normalizing x = Wu + b before non-linearity. The input layer u should be normalized,
because u is the output of another non-linear layer whose distribution may change
during the training process. This also limits the first and second phases of the input
layer and mitigating the covariance shift. On the contrary, since Wu + b has symmetry
and a non-sparse distribution, normalizing is more likely to produce a stable distri-
bution of the excitation function.

Note that the subsequent mean subtraction can cancel the effects of bias b, so bias
b can be ignored, as a result, z = g(Wu + b) can be replaced with:

z ¼ gðBNðWuÞÞ ð2Þ

A pair of parameters c(k) and b(k) are optimized at each layer, where BN transform
is utilized.

For convolutional layers, we also require that the normalization should obey the
convolutional property, so that the same feature maps at different locations using
different elements are normalized in the same way. In order to achieve this, all the
activations at all locations are normalized in a mini-batch. Given a feature map, all the
activation of a given feature map adopts the same linear transformation.

3.2 ReLU Activation Function

Compared with traditional saturated nonlinear activation functions, such as tanh and
sigmoid, etc. ReLU (Rectified Linear Units), as non-saturated nonlinear activation
function, has a faster network convergence speed. During forward propagation sigmoid
and tanh function requires exponential calculation, while ReLU only needs to set a
threshold value. In this paper, we utilized ReLU as the activation function of the CNN

Table 1. Comparison of network model architecture.

Layer name Alexnet [20] Batch-normalized CNN

Input 224 220 � 110
Conv1 96,11 � 11 kernels 96,7 � 7 kernels
Conv2 256,5 � 5 kernels 128,5 � 5 kernels
Conv3 384,3 � 3 kernels 128,3 � 3 kernels
Conv4 384,3 � 3 kernels 128,3 � 3 kernels
IP1 4096 1024
IP2 4096 512
IP3 1000 165
Loss Softmax Softmax
Convolution kernels 1376 480
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architecture, which mimics the characteristics of a unilateral and a sparse activation of
biological neurons. ReLU activation function can be expressed as:

f ðxÞ ¼ maxð0; xÞ ð3Þ

When the input is less than or equal to 0, the response is 0, otherwise the response
directly equals its own value. Due to the characteristics of the ReLU function, the
output has some sparsity, which can speed up the network convergence and make the
CNN have a stronger classification ability.

f
0 ðxÞ 0; x� 0

1; x[ 0

�
ð4Þ

By Eq. (4), the gradient is not saturated, only when x > 0, f′(x) = 1; therefore, in
the process of backward propagation, the problem of gradient dispersion can be alle-
viated and the parameters of CNN can be updated quickly.

4 FKP Recognition Process

The recognition process of FKP images is divided into two stages: training and testing.
Training stage includes three parts: ROI extraction, data augmentation and batch-
normalized CNN training. The quality of the training data is critical to the training of
the network, so it is necessary to ensure that the adopted database is effective. Firstly,
we adopted a two-stage center point detection [22] to improve the positioning accuracy
in skewed conditions. Secondly, histogram equalization method is utilized to obtain
more data for the FKP recognition. Finally, the preprocessed training data is used as an
input to train the proposed CNN model. The testing stage includes two parts: data
preprocessing (ROI extraction) and identifying results. First, preprocessing testing data,
and then the trained model is adopted to recognize FKP images.

4.1 ROI Extraction

The FKP images have a lot of background noise, which will do harm to the recognition
rate. [23, 24] shows that the recognition performance of FKP image recognition highly
depends on the accuracy of ROI extraction. This paper used a more effective two-stage
center point detection method [22] to extract ROI of FKP images. The method has two
stages: center point preliminary detection and center point secondary precise posi-
tioning. For more details, please refer to [22]. In Fig. 2, the first row are the original
FKP images of four people in the PolyU FKP database [25] and images in the second
row are the ROI images, respectively.
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4.2 Data Augmentation via Random Histogram Equalization

As shown in Fig. 3(a), the FKP ROI image has been curved with an nonuniform
reflections, resulting in a low contrast; hence, we augmented the FKP ROI images by
histogram equalization method to a better texture image distribution. Additionaly,
PolyU database is small, which will bring limitations to the algorithm, making it appear
overfitted in the learning process. Inspired by [26], histogram equalization was used
with different levels to augment the FKP data, which significantly improve the clas-
sification results. In general, the FKP database after histogram equalization will satisfy
the requirement of the data quantity and avoids the overfitting phenomenon.

Given an image, the gray level is distributed 0 � r � 1 after normalization. For
any r within [0,1] interval, it can be transformed as:

s ¼ TðrÞ ð5Þ

The transformation function T(r) should satisfy two conditions: firstly, it increases
monotonously in [0,1] interval to ensure the grayscale of the image changes from white
to black orderly. Secondly, after the mapping transformation, the value of s must be
guaranteed within the [0,1] interval. The discrete form of r’s probability density
function is as follows:

PrðrkÞ ¼ nk
n

ð6Þ

Among them, Pr(rk) represents the distribution of image gray level, rk represents the
discrete gray level, where 0 � rk� 1, k = 0,1,2…, n-1. n denotes the total number of

Fig. 2. Original FKP images and ROI images.

(b) (a)

Fig. 3. (a) FKP ROI image, (b) FKP ROI image with histogram equalization.
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pixels, and nk denote the number of rk appearing in the image, respectively. Image
histogram equalization can be expressed as:

Sr ¼ TðriÞ ¼
Xk

i�0

ni
n

ð7Þ

where k is the gray level, 0 � rk� 1, k = 0,1,2…, n−1. The original FKP image and
FKP image after histogram equalization is shown in Fig. 3(a) and (b).

By setting different thresholds (low-in, high-in, low-out and high-out) and using the
transformation function (T(r)), the amount of the training images will be 360 times
more than the original database. The values that are smaller than the low-in values will
be mapped to low-out, while the values that bigger than high-in values will be mapped
to high-out, and the values between low-in and high-in will be transformed into [low-
out, high-out] by T(r).

5 Experimental Results

The experiment was configured with on a desktop computer with Intel Xeon E5-
2620v2, 2.1 GHz CPUs, 80 GB RAM, a single NVIDIA Tesla K20c, on Windows 10
operation system. The training and testing of the proposed CNN model are based on the
publicly available Caffe Library [29].

5.1 PolyU Database

Extensive experiment is performed on PolyU FKP database, which shows the per-
formance of the proposed CNN architecture. The database’s images were obtained by
collecting finger images from 165 volunteers, with a ratio of nearly 3:1 for male and
female. Among them, the proportion of people aged 20–30 and 30–50 years is close to
7:1. All images are collected in two sessions. In each session, the volunteer’s left index,
left middle, right index and right middle images were collected, each using 6 images,
respectively. Overall, the database contained 7920 images of 660 different fingers from
165 volunteers. The average finger image collection time interval from the first to the
second session was 25 days. Among them, the maximum and minimum collected time
intervals between two sessions were 196 days and 14 days, respectively. After ROI
extraction and data augmentation, the final image size was 220 � 110. Here, we use
the histogram equalization mentioned in Sect. 4.2 to augment the data.

5.2 Configuration of Training Parameters

Training parameters are set as follows:

(1) prepare data sets, and divide the PolyU database into 6:1:5 as training, validation,
and test data sets, respectively. More specifically, the training set randomly
selected 6 images from each subject. The same method is used to complete the
preparation of the validation sets and test sets.
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(2) we set the momentum to 0.9, the weight decay of all the convolution layers and
the first fully connected layer is 5e−4, and the fixed learning rate is 0.001.
Randomly initialized the tunable network parameters and started the training of
the network.

(3) during the training process, when the verification accuracy is no longer trending
upwards, then reducing the learning rate to continue training until the verification
accuracy is no longer increasing.

(4) the test results were obtained by selecting the model with the highest verification
accuracy and the least loss.

(5) we set the dropout rate to 0.5, which gets the best performance.

5.3 FKP Experimental Results

The recognition results are shown in Table 2, where LI denotes left index finger, LM
denotes left middle finger, RI denotes right index finger and RM denotes right middle
finger.

To verify the effect of the augmented data on the proposed CNN architecture, the
contrast experiment was added. Experimental results show the effectiveness of the
proposed CNN on augmentation data used in this paper. The training of network model
is relying on the scale of training data; hence, increasing the training sample can
improve network testing performance.

From the experimental results, we know that Comp Code accuracy is 98.0%,
98.0%, 98.2% and 98.1%, respectively. The proposed CNN on the proposed aug-
mented data can obtain the state-of-the-art recognition accuracy of 99.1%, 98.9%,
99.4% and 98.3%, correspondingly. Compared with the state-of-the-art methods, such
as AlexNet, BP [30], Ordinal Code [31], BOCV [32], RLOC [33], SRC [34] and Comp
Code [35], the structure proposed in this paper has achieved the best results.

Table 2. Comparison results of proposed FKP recognition algorithms and other algorithms.

Recognition method Finger

LI LM RI RM
TTR(%) TTR(%) TTR(%) TTR(%)

BP [30] 92.6 92.5 93.2 93.0
Ordinal Code [31] 97.3 95.9 96.3 95.9
BOCV [32] 97.6 97.6 97.6 97.7
RLOC [33] 97.8 97.7 97.9 97.7
SRC [34] 98.7 98.7 98.4 98.0
Comp Code [35] 98.0 98.0 98.2 98.1
AlexNet 85.6 86.5 85.2 85.2
AlexNet with AD 88.3 90.2 86.8 89.9
Batch-normalized CNN 89.7 92.1 87.1 91.3
Batch-normalized CNN with AD 99.1 98.9 99.4 98.3
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6 Conclusion

In this paper, we proposed a novel batch-normalized CNN for FKP recognition. A data
augmentation method of random histogram equalization and a dropout layer were
adopted to prevent overfitting during training in the proposed neural network archi-
tecture. Experimental results on finger-knuckle-print database established by the PolyU
show that the batch-normalized CNN could achieved satisfying results in recognizing
finger-knuckle-print.
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Abstract. In this paper, we present a new hand shape recognition algorithm
based on Delaunay triangulation. When collecting hand shape images by a non-
contact acquisition equipment, the degree of stretching of fingers may cause
finger root contour deformation, which leads to unstable central axis and width
features. Thus, we propose to form a more robust and non-parametric finger
central axis extraction algorithm, by using a Delaunay triangulation algorithm.
We show that our robust algorithm achieves the recognition rate of 99.89% on
our database, while the mean time of feature extraction is 0.09 s.

Keywords: Hand shape recognition � Delaunay triangulation
Finger central axis

1 Introduction

Hand shape recognition plays an important role in biometric, because of its conve-
nience, stability, security and uniqueness. The feature extraction of hand shape
recognition mainly includes two parts: finger geometry [1–4] and finger contour [5, 6].

One of the main problems in hand recognition is that the root contour deformation
caused by the degree of stretching of fingers increases the difficulty of recognition
algorithms [7]. To solve this problem, Liu presents a hand shape recognition algorithm
unrelated to finger root contour [8, 9], which improves the central axis location
algorithm. Li also proposes an algorithm based on finger skeleton [10]. Wang uses
Voronoi diagram to extract a more robust finger central axis [11].

However, they are, to some extent, effective, and the processes are time consuming.
The Voronoi diagram algorithm needs to be delineated the area of finger central axis in
advance, this may cause that there are some noise points in the area, which will lead an
adverse impact on the central axis extraction. Therefore, we propose a hand shape
recognition based on Delaunay triangulation [12]. First, we adopt a new way to get the
circumcenters of the contour; second, we design an algorithm to find the circumcenters
which use to fit the finger central axis; then we extract the width features and applies
them to recognition. The experimental result show that the proposed algorithm achieves
the recognition rate of 99.89% on our database, while the mean time of feature
extraction is 0.09 s.
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2 Finger Contour Extraction

The original hand image and hand shape contour are shown in Fig. 1. In Fig. 1(b), the
asterisks and circles are finger root points, the stars are the fingertips. The formula (1–2)
are used to find the fingertips and finger root points.

dis ið Þ ¼ xi � x0; yi � y0ð Þk k2; i ¼ 1; 2; . . .; n ð1Þ

Where x0; y0ð Þ is the center point of wrist, xi; yið Þ is the coordinates of the ith
contour point. n is the number of contour points.

fingertip if d dis ið Þð Þ
d ið Þ ¼ 0&& d2 dis ið Þð Þ

d i2ð Þ \0

finger root if d dis ið Þð Þ
d ið Þ ¼ 0&& d2 dis ið Þð Þ

d i2ð Þ [ 0

8<
: ð2Þ

With the fingertips and finger root points, we extract the finger contours (Fig. 2)
without thumb because of its great freedom. From (a)–(d), the contours are little finger,
ring finger, middle finger and index finger. The root contours are distorted, which can
influence feature extraction and recognition.

(a) (b)

Fig. 1. Original image and contour

(a) little finger (b) ring finger (c) middlefinger (d) index finger

Fig. 2. Four finger contours
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3 Finger Central Axis and Features Extraction

Calculate the Delaunay triangulation of the finger contours, we can obtain the cir-
cumcenters of the triangles in all Delaunay triangulation and corresponding sets of
vertexes. The points in Fig. 3(a–d) are the circumcenters of triangles.

From Fig. 3, there are sets of circumcenters in symmetric axis of each finger
contour, we will find those circumcenters and fit the central axis. The finger central axis
meets the following conditions:

(a) The central axis must be in the contour area (closed area formed by connecting
contour endpoints);

(b) The central axis must be in the middle of the finger contour.

Corresponding to the above conditions, the circumcenters which are used to fit the
central axis must meet the following conditions:

(a) The circumcenters must be in the contour area (Fig. 4);
(b) The corresponding vertexes of each circumcenter must be distributed on both

sides of the contour.

(a) little finger (b) ring finger (c) middle finger (d) index finger

Fig. 3. The circumcenters of triangles

(a) little finger (b) ring finger (c) middle finger (d) index finger

Fig. 4. The circumcenters in contour area
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The formula (3) is used to calculate the angle of circumcenter to any two corre-
sponding vertexes, h is the angle, xi; yið Þ; i ¼ 1; 2; � � � ; n is the circumcenter, xl1; yl1ð Þ
and xl2; yl2ð Þ are any two corresponding vertexes.

h lð Þ = arc cos
xl1 � xið Þ xl2 � xið Þþ yl1 � yið Þ yl2 � yið Þ
xl1 � xi; yl1 � yið Þk k2 xl2 � xi; yl2 � yið Þk k2

� �
ð3Þ

For each circumcenter, if 9l; h lð Þ[ 90, no operation; else delete this circumcenter.
To reduce the amount of calculation, we use formula (4) instead of formula (3), because
if h lð Þ 2 0; 180�½ �, the necessary and sufficient condition that h lð Þ[ 90� is k lð Þ\0. So,
we only need to calculate k lð Þ instead of h lð Þ, which can reduce some calculation. For
each circumcenter, if 9l; k lð Þ\0, no operation; else delete this circumcenter.

k lð Þ¼ xl1 � xið Þ xl2 � xið Þþ yl1 � yið Þ yl2 � yið Þ ð4Þ

All the circumcenters that conform to the above conditions are shown in Fig. 5(a–
d). The circumcenters near fingertips are filtered out. We use the least squares algorithm
to fit the finger central axis, which can reduce the impact of outliers. In formula (5–6), x
is the mean value of the abscissa of all circumcenters, k and b are the slope and
intercept. The fitted straight lines are the central axis of fingers. The straight lines in
Fig. 4(e–h) are the proposed central axis.

k ¼ xy� x y

x2 � x2
ð5Þ

b ¼ y� kx ð6Þ

(a) little finger (b) ring finger (c) middle finger (d) index finger

(e) little finger (f) ring finger (g) middle finger (h) index finger

Fig. 5. Circumcenters and central axis of four fingers
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We use the same feature extraction method as [7], Fig. 6 is feature extraction
diagram. Fi ¼ Ni;x1

i ;x
2
i ; � � � ;xn

i

� �
; i ¼ 1; 2; 3; 4 is the feature vector, Ni is the number

of features, The width of the horizontal lines are x1
i ;x

2
i ; � � � ;xn

i , which are the width
features. The distance between adjacent horizontal lines is 10 pixels.

4 Results and Analysis

The central axis extraction results with different algorithms are shown as Fig. 6. Fig-
ure 7 illustrates that the root contour deformation influences the result of central axis of
(a) and (b), this is because the central axis in (a) and (b) depend on the fingertips and
the root to some extent. From (c) and (d), the fingertips points hardly affect the central
axis due to the use of statistics around fingertips. However, the central axis is short than
others because of the thinning algorithm (block in (c)), this reduces the number of
width features which leads to a lower recognition rate. The proposed method weakens
the influence of the fingertips and finger root points and retains as many features as
possible.

1
iω

2
iω

3
iω

4
iω

5
iω

6
iω

Fig. 6. Feature extraction diagram

(a) Original (b) Contour unrelation[7] (c) skeleton[10] (d) Proposed

Fig. 7. The results with different algorithms
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We use the same recognition algorithm as [7]. The recognition results with different
central axis extraction algorithms are shown in Table 1. By comparison with other
algorithms, we only use 0.09 s to extract features and the recognition rate reaches
99.89%. The feature extraction time of [9] is less than the proposed algorithm, but they
take lots of time at the training stage and the recognition rate is less than the proposed
algorithm.

5 Conclusion

In this paper, we propose a hand shape recognition algorithm, in which central axis is
extracted by Delaunay triangulation, making it insensitive to the degree of stretching of
fingers. The main characteristics of this work are as follows:

(1) we adopt a new way to get the circumcenters of the contour;
(2) we design an algorithm to find the circumcenters which use to fit the finger central

axis.

The experimental results show that the proposed algorithm is insensitive to the
degree of stretching of fingers, the recognition rate is 99.89% and feature extraction
time is 0.09 s.
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Abstract. The finger-vein recognition performance is usually sensitive to
illumination and pose variation. Exploring suitable feature representation
method is therefore significant for finger-vein recognition improvement. In this
paper, we propose a novel feature encoding method based on local graph
structure (LGS), which behaves better in improving the matching accuracy of
features. In terms of the variations of veins in running direction, oriented Gabor
filters are firstly used for venous region enhancement. Then, a symmetric cross-
weighted local graph structure (SCW-LGS) is proposed to locally represent the
gradient relationships among the pixels in a neighborhood of the Gabor
enhanced images. Based on SCW-LGS, a multi-orientation feature encoding
method is developed for vein network feature representation. Experimental
results show that the proposed approach achieves better performance than the
state-of-the-art approaches on finger-vein recognition.

Keywords: Feature encoding � Finger-vein recognition � Local graph structure
Gabor filter

1 Introduction

As a new approach of personal identification, finger-vein recognition has attracted
much attention due to its natural living anti-counterfeit [1, 2]. Compared with tradi-
tional biometric patterns (e.g. fingerprint, face, iris and palm print), finger-vein pattern
has some advantages in uniqueness, universality, permanence and security [2–4].
Hence, the finger-vein recognition technology has been widely used in various fields,
such as computer login, security inspection, ATM certification, etc.

The quality of finger-vein images is often degraded seriously due to light scattering
in the biological tissues [5, 6], which is unfavorable for reliable feature representation.
So the scattering removal task is usually implemented for finger-vein image quality
improvement. Noteworthily, from another viewpoint, the vein network itself has
inherently scattering characteristics due to biological variations of finger tissues.
Therefore, to some extent, the imaging properties of human fingers in NIR light are
beneficial for expressing the discriminability of finger veins. In this respect, the
encoding-based methods are usually considered to be effective in representing this kind
of characteristics related with image properties [7].
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In recent years, many feature encoding algorithms related to graph structure have
been proposed [8–10]. In 2011, Abusham et al. first proposed a Local Graph Structure
(LGS) algorithm used for face recognition [8]. The proposed LGS was non-symmetric
and represented more left-handed neighbor pixels than the right-handed ones. To make
encoded features symmetric, Mohd et al. proposed a symmetrical LGS (SLGS) algo-
rithm [9], which utilized the spatially symmetrical information around the target pixel.
Based on SLGS, Dong et al. put forward a Multi-Orientation Weighted SLGS (MOW-
SLGS) algorithm for finger-vein recognition [10]. Unfortunately, the LGS-based
algorithms do not still consider the full relationships between the target pixel and its
surrounding ones. Moreover, in MOW-SLGS algorithm, the scheme of assigning dif-
ferent weights for symmetric pixels often leads to imbalance of feature representation.

To overcome the limitations of the above algorithms, we propose a new sym-
metrical cross-weighted local graph structure (SCW-LGS). The SCW-LGS can fully
exploit position and gradient information among the surrounding pixels. Experimental
results show that the proposed method improves the robustness of finger-vein features
in expression.

2 Feature Encoding Algorithm

The proposed procedure of finger-vein feature encoding algorithm is shown in Fig. 1.
Firstly, the texture of finger-vein ROI images is enhanced by using a bank of Gabor
filters. Second, the SCW-LGS operator is proposed to encode the finger-vein images.
Finally, the encoded images are uniformly divided into non-overlapping blocks, and
the histograms of all blocks are concatenated into a vector for feature representation.

2.1 Finger-Vein Enhancement

The even-symmetric Gabor filter can extract the flexible texture information of finger-
vein effectively, which is defined as [11, 12]

G x; y; hk; fkð Þ ¼ 1
2pr2

exp � 1
2

x2hk
r2x

þ y2hk
r2y

 !( )
cos 2pfkxhkð Þ; ð1Þ

Finger vein 
image

ROI image
k-channels Gabor 

filter image
Gabor feature-

encoding image

similarity 
matching

Recognition block histogram
Histogram 
in series

Feature encoding 
algorithm

Fig. 1. Finger-vein recognition process based on Gabor-SCW-LGS
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Where

xhk
yhk

� �
¼ cos h sin h

� sin h cos h

� �
x
y

� �
;

r is the scale of the Gabor filter, k (= 1, 2,…, K) is the channel number, hk and fk
respectively denote the orientation and the central frequency of the kth filter. Let I(x, y)
be an original finger-vein image and Ik(x, y) be the kth Gabor filtered image, then

Ik x; yð Þ ¼ Iðx; yÞ � G x; y; hk; fkð Þ; ð2Þ

where the symbol “�” denotes two-dimensional convolution. Some Gabor filtered
images are shown in Fig. 2. Some details about the used Gabor operation can found
in [13].

2.2 SCW-LGS

In order to make full use of gradient and orientation information among surrounding
pixels in the enhanced image, a novel feature encoding method based on local graph
structure is proposed. For a center pixel, we respectively select three pixels in the left
and the right of n � n neighborhoods, as shown in Fig. 3. These pixels are used to
constitute a graph structure of SCW-LGS.

Fig. 2. The finger-vein enhanced image
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Fig. 3. The structure of SCW-LGS (n = 3, 0° orientation)
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The SCW-LGS operation is shown in Fig. 4. Starting from a center pixel, on the
right square neighborhood, the gray values of four pixels are compared one by one
along the direction of the graph. If the gray value becomes larger, the edge between the
two adjacent pixels is encoded to 1, otherwise, it is 0. Similarly, the same encoding
process is done on the left side. Thus, a new value is generated for each pixel according
to Eqs. (3) and (4).

Fhk ¼
X6
i¼1

p gi � fið Þ26�i þ
X6
j¼1

q gj � fj
� �

26�j; k ¼ 1; 2; � � � ;Kð Þ; ð3Þ

p xð Þ; q xð Þ ¼ 1; x� 0

0; x\0

(
; ð4Þ

where gi and fi (gj and fj) represent two pixel values to be compared on the right (left)
sides, Fhk represents the encoded value of the target pixel in hk direction. For instance,
k = 1, as shown in Fig. 4,
Fh1 ¼ 000100ð Þ2 þ 110110ð Þ2

¼ 0� 32þ 0� 16þ 0� 8þ 1� 4þ 0� 2þ 0� 1ð Þ
þ 1� 32þ 1� 16þ 0� 8þ 1� 4þ 1� 2þ 0� 1ð Þ ¼ 58:

Thus, this proposed algorithm is able to not only express the relationships between
the target pixel and the surrounding pixels, but also consider the hidden relationships
among surrounding pixels. Moreover, the symmetric pixels are weighted equally on
right and left sides, so the feature expression of surrounding pixels becomes more
equilibrium in SCW-LGS.

2.3 Multi-orientation SCW-LGS

As Gabor features vary with directions, we should take multi-orientation feature
encoding method for Gabor filtered images. Counterclockwise rotating the SCW-LGS
from 0° to hk (K = 4, corresponding to Sect. 2.1), we can obtain K structures of SCW-
LGS, as shown in Fig. 5.
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110110

Fig. 4. The encoding process in SCW-LGS
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Using Eqs. (3) and (4), the K encoded values of the target pixel can be obtained.
Considering the optimal response of the Gabor filters in K orientations, the final
encoded value can be computed by

F x; yð Þ ¼ arg max
hk2ð0�;180�Þ

Fhkð Þ: ð5Þ

After the above steps, we can obtain the final feature coded image, as show in
Fig. 6. Inspired by the good power of Gabor filter in capturing specific texture feature
from any orientation of an image, the multi-orientation SCW-LGS extends SCW-LGS
into arbitrary orientation. Hence, this proposed method has superior orientation
selectivity and is able to more effectively describe the position information and gradient
information in the neighborhood.

3 Feature Matching

In this section, for convenience, a histogram-based method is used for finger-vein
feature representation. Referring to [14], an encoded finger-vein image is first divided
equally into M non-overlapping blocks. Then, the local gray histograms corresponding
to these M blocks are built accordingly. Assuming that Hi(i = 1, 2,…, M) denotes the
histogram of the ith block, the global histogram H of an encoded finger-vein image is
defined as

H ¼ H1; H2; � � �; HM
� �

: ð6Þ

(a) 0° (b) 45°     (c) 90° (d) 135°
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Fig. 5. Multi-orientation SCW-LGS operators (K = 4)

Fig. 6. The feature encoded image by multi-orientation SCW-LGS
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Here, the intersection coefficient between two histograms is used for measuring the
similarity of two finger-vein images [15, 16]. Given two histograms, H1(i) and H2(i),
the intersection coefficient can be computed by

S H1ðiÞ;H2ðiÞð Þ ¼
PL
i¼1

min½H1ðiÞ;H2ðiÞ�
PL
i¼1

H1ðiÞ
; ð7Þ

where L is the dimension of a histogram. Thus, two finger-vein images will tend to be
more similar as the value of S(�) increasing.

4 Experiments and Analysis

The finger-vein images used in our experiments are all from a homemade finger-vein
image acquisition system. The database contain 500 individuals and each individual
contains 10 finger-vein images. In this paper, we randomly select 600 images of 100
individuals (6 images of each individual) as experimental database. Considering
recognition efficiency and matching accuracy, we perform the experiment with K = 4.

4.1 Parameter Selection

Noticeably, the size of the neighborhood n constituting the SCW-LGS and the number
of image division blocks M are two important parameters that can make a big influence
on the performance of the proposed method in finger-vein recognition. In order to find
the suitable parameters n and M, some equal error rates (EERs) in ROCs are listed in
Table 1 by changing the values of n and M.

From Figs. 7(a), (b) and (c), we can see that ROCs vary with n. By observing these
ROCs corresponding to a same image division scheme, for instance, M = 6, 7 or 8, we
find that the recognition performance is optimal when neighborhood size is 5 � 5
(n = 5). Hence, a 5 � 5 neighborhood is better in expressing the local relationships
around the central pixel as well as insensitivity to noise.

From Fig. 7(d), it can be noted that the proposed method can also perform best
when the size of a block is 7 � 7 (M = 7), using SCW-LGS with 5 � 5 neighborhood.
This shows that a suitable image division scheme, for instance, M = 7, is desirable for
recognition performance improvement. Hence, n = 5 and M = 7 are two optimal
parameters for the proposed SCW-LGS based method in finger-vein recognition.

4.2 Comparisons

In order to evaluate the performance of the proposed method, some common feature
encoding methods (LLBP [17], SLGS [9] MOW-SLGS [10]) and the state-of-the-art
deep learning method [18] are used for comparisons here. As shown in Fig. 8 and
Table 2, the EER of the proposed method is reduced to 0.15%, which is the lowest
among the five method. This shows that the proposed Gabor-SCW-LGS method is
powerful in improving matching accuracy rate of finger-vein recognition.
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Table 1. Comparisons on EER(%)
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5 Conclusions

To address the problem that the traditional feature encoding method could not effec-
tively overcome finger pose variation, a novel feature encoding method was proposed
for finger-vein recognition. The proposed method could fully utilize the local texture
information between the target pixel and its surrounding ones, and symmetrically
assign the corresponding weights to reliably extract features around target pixels. The
experimental results shown that the proposed method could improve the performance
of finger-vein recognition. In future work, we can apply the proposed method to other
pattern recognition.
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Abstract. Sweat pores have been proved to be discriminative and successfully
used for automatic fingerprint recognition. It is crucial to extract pores precisely
to achieve high recognition accuracy. To extract pores accurately and robustly,
we propose a novel coarse-to-fine detection method based on convolutional
neural networks (CNN) and logical operation. More specifically, pore candidates
are coarsely estimated using logical operation at first; then, coarse pore candi-
dates are further judged through well-trained CNN models; precise pore loca-
tions are finally refined by logical and morphological operation. The
experimental results evaluated on the public dataset show that the proposed
method outperforms other state-of-the-art methods in comparison.

Keywords: Pore extraction � Convolutional neural network � Logical operation

1 Introduction

Since Galton quantified the uniqueness of fingerprints in 1872, fingerprints have been
widely used for human identification [1–3]. Fingerprints are identified by their features.
Level 1 features are the overall global ridge flow patterns, including singular points,
deltas and cores. Level 2 features refer to ridge ending and ridge bifurcation, namely
minutiae points and level 3 features are defined as the dimensional attributes of the
ridges, such as sweat pores, ridge contour, and ridge edge features. Similar to Level 1
and Level 2 features, Level 3 features are also permanent, immutable and unique [4].
Past research studies of fingerprint identification based on Level 3 features are mainly
focused on sweat pores. This feature is used for more accurate fingerprint matching
because of its large amount and better performance compared to other features [5, 6].
Recent studies prove that pores can greatly increase the accuracy of fingerprint
recognition [7–13]. Therefore, a precise pore extraction and locating influence the pore
matching directly. The accuracy of pore extraction from fingerprints is an important
step in whole fingerprint recognition.

In the literature, there are several studies on the extraction of pore features from
fingerprint samples, in particular, of the coordinates of pores. The existing pore
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extraction methods are generally divided into two categories. One is the model-based
method which uses different techniques to estimate the shape of pores from the sam-
ples, such as: Gabor filters [6], DAPM filters [13], wavelet transforms [14], watershed
segmentation [15], or morphological operators [16, 17]. The other is the learning-based
method that mainly uses convolutional neural networks (CNN) to estimate the location
of pores from the samples, such as: Labati’s model [18], Wang’s U-Net model [19] and
DeepPore model [20].

Adaptive pore extraction is a very difficult problem because there exist so many
kinds of pore shape. The shape of pores from different person might be quite different.
Sometimes, the shape of the pores in the fingerprints from the same person can also be
different. Convolutional neural networks (CNN) seem to be a good solution for pore
extraction because of its large learning capacity. Convolutional neural networks’
capacity can be controlled by varying their depth and breadth. They also make strong
and mostly correct assumptions about the nature of images [21]. The CNN can use
several filters to extract the most distinctive features from images. Furthermore, CNN
don’t need any prior knowledge because the weights of filters can be learned auto-
matically from training data images during training. With a large quantity of training
data, CNN can extract discriminative features and achieve high accuracy in classifi-
cation tasks. For these reasons, CNN is widely used to extract features in biometrics.

Due to the large learning capacity of CNN, learning-based methods outperform
model-based methods in accuracy. However, the existing learning-based methods are
still not good enough. Because of the various kinds of pore shape and limited by
training type of samples, CNN is not sensitive enough to distinguish false types from
true types. To solve this problem, we propose a novel method to extract the pores from
fingerprint images using CNN and logical operation. The method includes three parts:
(i) coarse estimation of pore candidates using logical operation; (ii) further judgement
of pore candidates through well-trained CNN models; (iii) pore location refinement by
logical and morphological operation. The effectiveness of the proposed method was
proved by our experimental results.

The rest of this paper is organized as follows. Section 2 introduces our proposed
method step by step. Section 3 reports and analyzes the evaluation results. Section 4
finally concludes the paper.

2 Methodology Statement

The flowchart of the proposed method is shown in Fig. 1. The method can be roughly
divided into three steps: (i) coarse detection of pore candidates using logical operation;
(ii) CNN judgement of pore candidates; (iii) refinement by logical and morphological
operation after judgement. These steps will be introduced detailedly in the following
subsections.

2.1 Coarse Detection of Pore Candidates

The CNN can be used for sweat pore extraction after training. Considered that CNN
test on each pixels will produce big calculation quantities, it is reliable to propose a
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coarse detection to test images in order to select candidate position of the pore first.
Coarse detection of pore candidates consists of a series of logical operations.

As shown in Fig. 2, it is required to get binary and ridge images of test fingerprint
images. First, using Bernsen’s binary method [25] to get binary images, which is based
on partial adaptive thresholds. Adaptive thresholds achieve better performance than
global threshold in fingerprint image binaryzation [26]. Then using Lin’s enhance
method [27] to get ridge images and get the candidate position of test image by
implementing XOR operating on ridge images and binary images pixel by pixel. In test
step, testing with CNN only operates in these candidate pixels. This detecting step will
reduce the calculation quantity, also help to improve recognition accuracy because it
greatly removes the impossible position of the pore.

Fig. 1. The flowchart of the proposed method.

Fig. 2. The flow chart of detecting pore candidates.
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2.2 CNN Architecture and Implement Details

Inspired by VGGNet [22], this paper proposed “Judge-CNN” architecture. The purpose
of this network is to judge if there is a pore in the center area of the input image or not.
Therefore, the CNN is used to solve binary classification problems in this study. That
is, when labeling the training data, if there is a pore’s centroid located in the center of
the input patch, they are labeled as positive samples. Otherwise, the patch is labeled as
negative samples.

The architecture of judge-net is illustrated in Fig. 3. The network is composed of 5
convolution layers and 2 fully-connected layers, and finally a softmax output layer. All
layers apart from the output layer followed by a rectified linear unit (ReLU) [21] and all
of them share a standard set of hyper-parameters. The input image is set to 11 � 11.
The same to VGGNet [22], the convolutional filter size is set to 3 � 3 with a stride of
1. The number of filters in the convolutional layers is set to 2 l=2d eþ 4, where l is the layer
number. The two fully-connected layers consist of 128, 32 nodes, respectively. In order
to prevent overfitting, both of them use dropout [23] with a ratio of 0.5. One drawback
of our architecture can be inferred is that because of the input image size limit, the
pores which located in each boundary side of the image perhaps cannot be detected
very well.

In order to make the CNN network achieve better capacity of judgement. It is
necessary to select the training data strictly. The training data selection area is produced
as Fig. 4. When we get a fingerprint image which pores’ centroid were labeled with
ground truth, we assume a threshold d to calculate if each pixel is sufficiently near to a
pore. Using Euclidean distance to calculate the distance between each pixel to its
nearest pore centroid. Defining dp and dn to denotes positive distance and negative
distance, respectively. As shown in Fig. 4, the areas which all the pixels’ distance is
higher than dn, we label it the negative area. On the other hand, the areas which all the
pixels’ distance is lower than dp, we label it the positive area. The dp and dn are
empirically set to 3 and 5, respectively. As for the other area besides the positive and
negative area, it can be labeled the ignored area.

Then we select a location (pixel) in the fingerprint image for training data randomly
to get enough positive and negative samples from corresponding area. Each training
data is a patch of size 11 � 11 cropped from the fingerprint image whose center is a
selected pixel. In order to prevent ambiguous training data labels, it is important not to
pick a patch whose center is located in the ignored area.

In order to improve the robustness of the model trained, we use data augmentation.
A random selection of grayscale transformation, contrast variation and noise degra-
dation were applied to every patche once it was picked up from the fingerprint image.
The parameters for this augmentation were also randomly selected within limits.
Furthermore, a random rotation and picture flipping were applied to patches. Millions
of training samples were picked up by this means.

The training implementation details are stated as follows. Initializing the weights in
each layer from a zero-mean Gaussian distribution with standard deviation 0.01.
Training adopted stochastic gradient descent as optimization method with 0.9
momentum. Mini-batch is set to 256, base learning-rate is set to 0.005 and reduced
every 10,000 iteration and max-iteration is set to 50,000. When the loss is converged
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for a sufficient period, training can be stopped manually. Caffe [24] framework was
used to implement the network training and testing. Workstation’s CPU is 2.8 GHz
RAM 32 GB and GPU is NVIDIA Quadro M5000 M 8 GB. All methods were
implemented using MATLAB.

2.3 Refinement

After getting judged map through CNN judge on candidate pore map, it is necessary for
us to propose a refinement step to make the test result better. As shown in Fig. 5, the
refinement step includes two substeps, the elimination step and locating step. The same
to the coarse detection step, the refinement step implements through logical transfor-
mation operation.

The elimination step aims mainly to eliminate false detected results. There are
many false detected pores in the judge map. Many of them are located in the valley area
in original test input fingerprint images, because the ridge image has wider ridge than
the binary image and the CNN judge net cannot remove them completely. So we
implement morphology erosion processing to get thinner ridge image from ridge
image. The thinner ridge image has smaller ridge width than the original ridge image.
Then, we get eliminated judge map from by implementing XOR operating on judge
map and thinner ridge map pixel by pixel. By this way, a lot of false detected pores can

Fig. 4. Training data selection in an automatic way.

Fig. 3. “Judge-CNN” architecture for candidate pore judgement.
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be removed. But in the same time, this operation will remove also some true detected
pores whose center is located far from ridge skeleton (most of them are open pores with
small size).

The Last step is to get pore map by calculating all the connected components’
centroid from the eliminated judge map. The coordinates of each pixel which is cen-
troid in the eliminated judge map stands for the location of each detected pore. We
discard the white regions with area equal or less than an empirical threshold before
calculating the centroids.

3 Experimental Results and Analysis

3.1 Databases and Protocols

In the experiment, High-Resolution-Fingerprint (HRF) database [7] from PolyU were
used to evaluate the performance of pore extraction. The HRF database contains 30
fingerprint images with ground truth of pores labeled manually. Each image has a
spatial size of 320 pixels by 240 pixels and a resolution of 1200dpi. The labels denote
that there are 12,767 pores in the database totally.

In this paper, k-fold cross validation strategy [9] is used for evaluating the per-
formance. We choose k = 5 in experiment, 3 folds of them for training, 1 fold for
validation and 1 fold for testing. Each fold is composed of 6 different images and were
mutual exclusion with other folds. The performance of the method is calculated by
averaging the accuracy of five testing folds.

Two figures of merit are used for evaluating the performance: the true detection rate
(RT) and the false detection rate (RF) [10]. RT represents the ratio of the number of
detected real pores to the number of all true pores present in the image, where RF

indicates the ratio of the number of falsely detected pores to the total number of
detected pores. If the Euclidean distance between the coordinate of the detected pore
and ground truth label is less than d pixels, it is considered that the pore is detected
correctly. Setting d = rw/2, where rw is the average ridge width in the image. Obvi-
ously, the algorithm performs the best while RT and RF are one and zero, respectively,
which indicates all pores were detected correctly.

Fig. 5. The flow chart of refinement step.
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3.2 Validation of the Proposed Method

A skill of decreasing test position of pore is introduced in Sect. 2.1. The compress rate
of the method is decided by the size of window during binary processing. Where w
denotes the size of window (2 � w+1), the result of different w is shown in Table 1. It
is obvious that with the growth of window size, the compress rate becomes higher. That
indicates the calculation quantity of CNN is reduced greatly. Compared with w = 0
(test on all 230 by 310 pixels) and w = 1, the result shows that testing only on
candidate position can reduce the calculations and make better performance. Consid-
ering that RF is reduced obviously because many invalid regions were removed when
choosing candidate position, RT is improved slightly, maybe because many regions of
two or more pores have connected when all positions are tested. That will lead mistakes
when picking up the centroid of candidate region and cause lower RT. But with the
growth of w, more candidate positions are removed, so the RT decreases. Reducing the
candidate region will also cause higher RF because the detected pores decreased.

Before computing the centroid of each white region, a refinement step is introduced
in Sect. 2.3. Because of the performance, we choose the accuracy w = 1 as our best
result for the following experiment. The result after refinement is shown in Table 2. As
inferred before, the refinement step removes all the candidate pixels far away from
ridge. It can prevent candidate pore appearing in the impossible position well but
remove genuine pore which is located far from ridge skeleton at the same time. It is
obvious that after refinement, RF is reduced to be half nearly after refinement. Mean-
while, the RT is slightly decreased but kept at the same level as a non-refined result.

3.3 Comparison with the-State-of-the-Art Methods

Comparing the result of the proposed method with other existing method according to
the RT and RF. The existing method including model-based method such us Jain’s
model [6], Adapt. DoG and DAPM [13], morphology-based method such us Xu’s
method [17], CNN-based methods such us Labati’s model [18] and DeepPore [20]. The
comparison results are shown in Table 3. It can be seen that the proposed method

Table 1. Average performance metrics in percentage and standard deviation (in parenthesis)

w 0 1 2 3 4

RT 93.92(1.09) 94.27(0.72) 93.70(0.85) 92.75(0.98) 91.61(1.12)
RF 14.52(3.51) 8.62(0.83) 10.45(1.37) 10.54(1.48) 10.28(1.48)
Compress 0% 74.47% 80.69% 82.82% 83.53%

Table 2. Average performance metrics contrast while the parameter w = 1

Refinement Non refine After refine

RT 94.27(0.72) 93.14(1.43)
RF 8.62(0.83) 4.39(1.44)
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achieves lower RF and more standard deviation than other methods. As for RT, the
proposed method achieves similar results as DeepPore method and better results than
other methods. Some extraction results are shown in Fig. 6, which demonstrates the
effectiveness of the proposed method. Most of pores were detected correctly. As
illustrated in Sect. 2.2, due to the limit of input image, most of the pores which located
in each boundary side of the image are lost.

4 Conclusion

This paper proposed a new pore extraction method based on deep learning. Combined
with logical operation, the CNN model achieves better results than the state-of-the-art
methods on the benchmark database. The experimental results showed that both of RT

and RF are improved. Furthermore, the standard deviation is reduced to one third when
it is compared with DeepPore method. Meanwhile, the proposed method is demon-
strated to be robust to gray and contrast variation of fingerprint images.

Table 3. Average performance metrics in percentage and standard deviation (in parenthesis) of
six different state-of-the-art method

Gabor Filter
[6]

Adapt. Dog
[13]

DAPM
[13]

Xu et al.
[17]

Labati et al.
[18]

DeepPore
[20]

Proposed Method

RT 75.90(7.5) 80.80(6.5) 84.80(4.5) 85.70 84.69(7.81) 93.09(4.63) 93.14(1.43)
RF 23.00(8.2) 22.20(9.0) 17.60(6.3) 11.90 15.31(6.2) 8.64(4.15) 4.39(1.44)

(a) (b) 

Fig. 6. Examples of the pores detected by the proposed method. The true predictions are
denoted by green dots, where the miss pores and false predictions are yellow and red,
respectively. (Color figure online)
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Abstract. Recently, palmprint representation using different descriptors under
the incorporation of deep neural networks, always achieves significant recog-
nition performance. In this paper, we proposed a novel method to achieve end-
to-end palmprint recognition by using Siamese network. In our network, two
parameter-sharing VGG-16 networks were employed to extract two input
palmprint images’ convolutional features, and the top network directly obtained
the similarity of two input palmprints according to their convolutional features.
This method had a good performance on PolyU dataset and achieved a high
recognition outcome with an Equal Error Rate (EER) of 0.2819%. To test the
robustness of the proposed algorithm, we collected a palmprint dataset called
XJTU from the practical daily environment. On XJTU, the EER of our method
is 4.559%, which highlighted a promising potential of the usage of palmprint in
personal identification system.

Keywords: Palmprint recognition � Siamese network
Convolutional Neural Networks � Feature extraction

1 Introduction

Previously, people tended to use password and ID cards for personal identification, yet
they are easily stolen or forgotten. With the rapid development of information tech-
nology, biometric authentication receives increasingly more attention because of its
convenience, safety and uniqueness [1]. A person’s biological characteristics can be
used in identification including fingerprint [2], face [3], vein figuration [4], iris [5],
palmprint [6], skin texture [7], etc. While a single biological feature, such as human
face and fingerprint recognition technologies, has been widely researched today, the
development direction of biometric authentication technology is to employ multi-
biological feature fusion instead of focusing on the single-mode features. Palmprint has
singular points, minutiae points, principal lines, texture, wrinkles, and ridges, which
can provide plenty of details and features for recognition [8, 9]. Moreover, Palmprint
image is easy to collect and is ideal for identity authentication, so it has become a
promising field in practical application. Therefore, there is a great research value in
algorithms on palmprint-based authentication.

In this paper, we presented a system that can directly generate the similarity of two
input palmprint images. It is very suitable for verification (Is this the same person),
recognition (Who is this person) and clustering (Finding those images belonging to the
same sampler among various palmprints) [10]. The system was trained on a small
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dataset of palmprint images. Transfer learning is used to optimize the performance of
this system under the condition that the dataset is not very large. In addition, it has been
tested on our own dataset collected in a practical environment and our proposed
method is proven to have a good performance as well.

In summary, we made the following contributions: (1) As far as we are concerned,
this paper makes the first attempt to directly obtain an index representing the similarity
of two palmprints through the learnable method. (2) We flexibly used transfer learning
to increase the accuracy and robustness of the experimental result in order to overcome
the constraint that the dataset for training is not very large. (3) The proposed method
not only performed well on the public palmprint database PolyU, but also showed an
obvious advantage on our realistic dataset XJTU.

The rest of this paper is organized as follows: in Sect. 2, we review the literature in
this area; Sect. 3 describes our whole network architecture and training procedure; in
Sect. 4, we present some quantitative results of our method. Section 5 is the conclusion
of this paper and we raise the potential outlook for future work.

2 Related Work

Until now, a number of researches concerning palmprint recognition have been con-
ducted and many valuable viewpoints to enhance its performance have also been
proposed. Fourier response and Gabor amplitude based quality estimation method [11],
Adaboost algorithm [12], and learning for high resolution palmprint minutiae based
quality estimation method [13], etc. were applied to evaluate the quality of certain
minutiae. Early works, such as [14, 15] focused on classical and uncomplicated
methods to classify and match the palmprint images.

In recent years, researchers have a strong interest in deep neural networks
(DNN) [16]. Owing to the fact that deep neural networks have better scaling properties
compared to other machine learning methods such as Support Vector Machines (SVM),
Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) [17]. It
is widely used especially in multimedia and vision applications [18]. Hence,
researchers began to utilize DNN to solve palmprint recognition problems. Zhao et al.
[19] proposed an overview of deep learning in palmprint recognition. Liu et al. [1] used
Convolutional Neural Networks (CNN) to carry out contactless recognition. And a
novel extracting measure based on CNN for region of interest (ROI) of palmprint is
presented in [20].

As what has been already mentioned, we solved palmprint recognition by com-
paring the similarity of two palmprint images. The traditional approaches to compare
palmprints consist of two key components: a feature descriptor and a squared Euclidean
distance. Most feature descriptors used hand-crafted feature as DAISY [21] or SIFT
[22]. Previously, Cheng et al. [18] proposed a method called deep convolutional fea-
tures based supervised hashing (DCFSH), which implemented learnable palmprint
coding representation by integrating CNN and supervised Hashing, but it is not an end-
to-end method for palm recognition. Our approach considered CNN as a feature
descriptor and directly outputted an index to demonstrate the similarity of two input
palmprints by a fully connected neural network.
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3 Method

We proposed the method by referring to the structure of Siamese network [23]. It is
made up of two key components as Fig. 1 shown. The first component is a feature
descriptor. Moreover, it is comprised of two CNN structures that still consists of a
series of convolutional, ReLU and max-pooling layers. The two CNN branches share
the same architecture and the same set of weights. The second component is a decision
network. It is a fully connected neural network which has two linear fully connected
layers, a ReLU activation layer and a Sigmoid activation layer.

3.1 Feature Extraction

As what has been discussed above, two parameter-sharing VGG-16 [24] were designed
to extract palmprint convolutional features. It differs from the original VGG-16 in the
number of ‘fc2’ and ‘fc3’ layer outputs because of the change of dataset classes. The
architecture of the VGG-16 used in this paper is shown in Table 1.

We trained our VGG-16 as a multi-class palmprint recognition task. Due to the fact
that the palmprint dataset we used is too small to meet the training needs of VGG-16, if
we still conducted training in small datasets with no modification, it will be extremely
time-consuming while the corresponding results will not be satisfactory. Hence, we
referred to the VGG-16 learned by a source task (ImageNet) to help learning our task.
Then, we retrained the parameters on ‘fc2’ and ‘fc3’ layer based on the pre-trained
VGG-16 network. The reason why only ‘fc2’ and ‘fc3’ were trained will be mentioned
in the Sect. 4.2. The goal of training is to maximize the probability of the correct class
(palmprint Id). We achieved this by minimizing the cross-entropy loss using stochastic
gradient descent (SGD). Finally, we took the output of each palmprint image on ‘fc3’
layer as its palmprint feature vector (500 � 1).

Fig. 1. The architecture of our network.
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3.2 Verification Method

The similarity of two palmprint images was obtained from the decision network by
inputting the combination of their features as Fig. 1 shows. The training set of the
training decision network is a 1000 � 1 vector formed by linking the feature vectors of
two palmprints (500 � 1) and a label indicating whether they are from the same person.

Decision network is a fully connected neural network consisting of two linear fully
connected layers (1000 � 100, 100 � 1) that are separated by a ReLU activation layer.
The output layer is activated by a Sigmoid function.

When training the decision network, we took two pictures randomly from the
training set as a training sample. If they are from the same person, we assigned the
value 1 to the tag, and if not, the tag was assigned the value of 0. The ratio of positive
versus negative samples in each batch is 1:2.

4 Experiments

In the system we proposed, we need to train feature extraction network and decision
network separately on the palmprint dataset. Two datasets for experimentation will be
used. One is the public dataset PolyU, and the other is our own realistic dataset XJTU.
The ratio of training sets versus testing sets in all experiments is 1:1.

4.1 Datasets

PolyU from Hong Kong Polytechnic University is an authoritative public palmprint
dataset (shown as Fig. 2). It is collected in semi-closed environment with a stable
uniform light provided. In contrast, more research value exists in the images of XJTU
(shown in Fig. 3) collected from the practical daily environment because it may be
relatively closer to the practical application of palmprint recognition. Specific infor-
mation about these two databases is provided in Table 2.

Table 1. Architecture of the VGG-16 used in this paper.

Layer Output Layer Output

input 3 � 224 � 224 conv4 512 � 28 � 28
conv1 64 � 224 � 224 512 � 28 � 28

64 � 224 � 224 512 � 28 � 28
max_pool1 64 � 112 � 112 max_pool4 512 � 14 � 14
conv2 128 � 112 � 112 conv5 512 � 28 � 28

128 � 112 � 112 512 � 28 � 28
max_pool2 128 � 56 � 56 512 � 28 � 28
conv3 256 � 56 � 56 max_pool5 512 � 7�7

256 � 56 � 56 fc1 4096
256 � 56 � 56 fc2 1024

max_pool3 256 � 28 � 28 fc3 500
softmax 500
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4.2 Training of VGG-16

The number of layers needed to be retrained in transfer learning is determined by the
following two factors: (1) the size of target task dataset (2) the similarity between the
source and target tasks. These two factors are difficult to quantify. Therefore, we need
to carry out a comparative experiment. We retrained some layers in VGG-16 as a multi-
class palmprint recognition task for roughly 400 times of iteration over the PolyU
dataset. The results are shown in Table 3.

Fig. 2. Palmprint ROI images in PolyU.

Fig. 3. Palmprint images and ROI images in XJTU.

Table 2. Comparison between PolyU and XJTU.

Item PolyU XJTU

Environment Semi-closed black box Open source
Light source Stable uniform source Natural light
Hand state Fixed Freely move
Size (Samples/Subject) 6000/500 2078/114
Resolution 128 � 128 640 � 480

Table 3. Comparison of recognition results in training different layers.

Retrained layer Accuracy

fc3 98.9%
fc3, fc2 99.6%
fc3, fc2, fc1 96.1%
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According to Table 3, the performance of only retrain ‘fc3’ and ‘fc2’ layer is better
than others. Accordingly, we retrained ‘fc3’ and ‘fc2’ layer in VGG-16 and considered
the output of ‘fc3’ as the final palmprint feature.

4.3 Results on PolyU Dataset

As mentioned in Sect. 4.2. We first retrained ‘fc3’ and ‘fc2’ layers in VGG-16 as a
multi-class palmprint recognition task on training set of PolyU. Then, we trained the
decision network through the image pairs from PolyU training set.

Finally, The EER on PolyU test set is 0.2819%. And the ROC curve is shown in
Fig. 4.

4.4 Results on XJTU Dataset

To test the robustness of the algorithm, we also tested on XJTU dataset. We first
retrained ‘fc3’ and ‘fc2’ layers in VGG-16 as a multi-class palmprint recognition task
on XJTU. Then, the decision network was trained through the image pairs from XJTU
training set.

Finally, The EER on XJTU test set is 4.559%. And the ROC curve is shown in
Fig. 4.

4.5 Experimental Setting and Time Complexity

A quad-core Intel CPU i7-7700 and a NVIDIA GPU GTX1060 with 6G memory
power was used in this article. The training section took a total of 12 h. It takes about
0.012 s to calculate the similarity of a pair of input palmprint images.

Fig. 4. The ROC curve on PolyU and XJTU.
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5 Conclusion

In this paper, we proposed a palmprint recognition method using Siamese network,
which can directly derive the similarity index of two input palmprints. Besides, our
method also implemented end-to-end recognition. Two parameter-sharing VGG-16
networks were employed to extract two input palmprints’ convolutional features, and
the top network obtained the similarity of two input palmprints according to their
convolutional features. The EER of this method on PolyU test set was 0.2819%.
Moreover, on our realistic dataset XJTU, the EER was 4.559%.

In the future work, we will further improve the overall network structure to reduce
the EER especially on the XJTU dataset. In order to optimize the end-to-end training,
we will carry out more research by integrating the decision network and the two CNNs
as one training session in the future.
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Abstract. To solve the problem of partial fingerprint matching difficulty caused
by very small fingerprint sensors on mobile terminals, this paper presents a
Cylinder Code-based partial fingerprint matching algorithm. The algorithm is
inspired by the Minutia Cylinder Code (MCC) structure, and keeps the original
MCC structure characteristics while reducing data redundancy. In addition,
ridge points are added in the algorithm, which solve the feature loss caused by
the small size of the sensors. The proposed algorithm are tested on the FVC2002
database and compared with four well-known matching algorithms. The results
show the proposed method has excellent comprehensive performance and ability
to apply to light architecture that other algorithms cannot match.

Keywords: Partial fingerprint � Matching � Minutia cylinder code
Ridge point

1 Introduction

Due to some mobile applications, such as mobile payments, require a more secure and
accurate partial fingerprint matching system to protect privacy, partial fingerprint
matching algorithms still need to be improved. Researchers often fuse minutiae with
non-minutia features, such as level 3 features [1–4], together to increase the reliability
of partial fingerprint matching results. Level 3 features are tiny and unstable features on
fingerprint, such as incipient ridges, creases, warts scars, pores, ridge concave, ridge
convex, and so on. However, it is hard to detect reliable level 3 features by sensors with
a resolution below 1000dpi, and high-resolution sensors are not standard for all mobile
terminals.

There are also some partial fingerprint matching algorithms based on SIFT [5] or
A-KAZE [6] feature. SIFT and A-KAZE feature are commonly used for object
recognition and image matching. Their advantage is they can obtain a lot of feature
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points even if the area of partial fingerprint images are small. However, the algorithms
are susceptible to noise and distortion and have a high computational complexity.

Ridge line is the basis of fingerprint, which is very stable. However, ridge line-
based matching algorithm [7] is too time consuming, therefore, Fang et al. [8] used
ridge points sampled from ridge line instead of the whole ridge line in matching
process, and the results showed a very good matching capabilities while reducing the
runtime. Even at low resolutions, reliable ridge points can be obtained, and its com-
putational complexity of matching is not high.

Inspired by the original MCC [9] structure, this paper proposes a novel partial
fingerprint matching algorithm based on the Modified Feature Point Cylinder Code
(MFPCC) structure. The MFPCC are built for minutiae and ridge points, respectively.
In local matching, local similarity is obtained through simple and efficient vector
correlation calculation. Global similarity is obtained by iterative relaxation algorithm in
global matching. The final matching score is derived by considering the global simi-
larity of minutiae and ridge points.

The rest of this paper is organized as follows, Sect. 2 analyzes MCC1 and proposes
a new matching algorithm, Sect. 3 applies the proposed algorithm over the FVC2002
DB1 and FVC2002 DB3 and discuss the experimental results. The conclusion is
reported in Sect. 4.

2 Fingerprint Matching Using Cylinder Code

The proposed algorithm is based on the modified MCC structure. The equations of this
paper follow the writing rules in the original MCC. Equations or symbols that are not
specifically mentioned have the same meaning as in the original MCC algorithm
written by Raffaele et al. [9].

2.1 Analyzation and Modification of MCC Structure

The MCC-based matching algorithm is the state-of-the-art minutiae-based matching
algorithms. It has invariant characteristics for translation and rotation, and robustness to
distortion and slight spurious feature points. Besides, it is binary coded and low
reversible. It is worth mentioning that MCC can be efficiently implemented on light
architectures, which ensures that fingerprint identification applications against external
attacks.

These advantages are the premise that MCC applies to partial fingerprint matching.
But at the same time, MCC has some defects that cannot be ignored. MCC takes a long
time to construct and only utilizes minutia features, so it is hard to be applied directly to
partial fingerprint matching. Analysis of MCC reveals that there are very large
redundancies between the data stored in layers2. To deal with these drawbacks, a
modified MCC for partial fingerprint matching is proposed in the paper. By changing

1 MCC mentioned in this paper refers to MCC8b.
2 The cylinder of original MCC structure is divided into six layers in height, and each layer is divided
into 8 � 8 cells.
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the calculation method of contribution for each cell, the modified structure halves the
layers number of the original MCC and greatly reduces the construction time of MCC.

The modified structure is as follows. The local structure associated to a given
center ¼ ðxcenter; ycenter; hcenterÞ (minutia or fingerprint ridge point) is represented by a
cylinder with radius R and height � p

2 ;
p
2

� �
whose base is centered on the center

location, see Fig. 1.

The cylinder is enclosed inside a cuboid whose base is aligned according to the
center direction hcenter; the cuboid is discretized into NS � NS � ðND=2Þ cells (NS ¼ 8,
ND ¼ 6). Each cell can be uniquely identified by three indices ði; j; kÞ. For each cell
ði; j; kÞ, a numerical value CSCC i; j; kð Þ is calculated by accumulating contributions from
each pointt belonging to the neighborhood Npi;j of pi;j:

CSCC i; j; kð Þ ¼
W CD

SCC pi;j; duk

� �P
pointt2Npi;j

CS
SCC pointt; pi;j

� �� �� �

if nm pi;j
� � ¼ valid

invalid otherwise

:

8
><

>:
ð1Þ

Where, point can be minutia or relevant ridge point; pi;j is the two-dimensional
point corresponding to the center of the cells with indices i; j.

Npi;j ¼ fpointt 2 point; dSðpointt; pi;jÞ� 3rSg: ð2Þ

CS
SCC pointt; pi;j

� �
is the spatial contribution that pointt gives to cell i; j; kð Þ; it is defined

as a function of the Euclidean distance between pointt and pi;j:

CS
SCC pointt; pi;j

� � ¼ GS dS pointt; pi;j
� �� �

: ð3Þ

Fig. 1. The picture is quoted from the literature [9].
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CD
SCC pi;j; duk

� �
is the directional contribution of pointt; it is defined as a function of:

(1) duk
, and (2) the different angles between hcenter and the orientation angles of pi;j.

Intuitively, the contribution is high when (1) and (2) are close to each other:

CD
SCC pi;j; duk

� � ¼ GDðd/ðduk
; doðcenter; oripi;jÞÞÞ: ð4Þ

Where, do calculates the angle between center and orientation angles, and the result
range is � p

2 ;
p
2

� �
.

The modified MCC proposed in this paper changes calculation method of direc-
tional contributions of the cell in the original MCC. It changes calculation method from
accumulating directional contribution from all minutiae belonging to the neighborhood
of the cell to only calculating directional contributions from orientation angle of the cell
center position pi;j.

New directional contributions calculation method is independent of the feature
points in the neighborhood of cell, so it is no longer necessary to cyclically accumulate
directional contributions of each feature point in the neighborhood like the original
MCC. And orientation angles don’t have direction, so the height of cylinder changes
from �p; p½ � to � p

2 ;
p
2

� �
and the number of layers changes from ND to ND=2.

The modified structure greatly reduces the runtime in calculating the contribution of
each cell and halves the total number of calculations for the contribution of cells. The
speed of structure construction is greatly increased. In Sect. 3, the matching perfor-
mance of MCC and MFPCC is evaluated. The result proves that MFPCC effectively
improves the construction speed of MCC while retaining the matching performance.
Equation (1) shows that MFPCC has a flexible parameter selection mode. The different
selection of center (center point) and point (neighborhood point) forms different
structures. Partial fingerprint matching algorithm proposed in this section is based on
the Modified Feature Point Cylinder Code-Minutia (MFPCC-M) structure and Modi-
fied Feature Point Cylinder Code-Ridge Point (MFPCC-RP) structure, which are
extended from the MFPCC structure.

2.2 Extraction of Ridge Point

The sampling method of ridge is as follows:
Find the connection ridges for each minutia, ending point has a connection ridge

and bifurcation point has three connection ridges.

(1) Trace from the minutia, equidistant sampling on connecting ridges (45 pixels).
(2) Starting from neighboring ridge points, equidistant sampling on both sides of

ridges, see Fig. 2.
(3) In the paper, the sampling points from related ridges are called relevant ridge

points; all relevant ridge points are called fingerprint ridge points.
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2.3 Build Modified Feature Point Cylinder Code-Minutia Structure

In order to increase the uniqueness of minutiae, the proposed method builds MFPCC
structure for each minutia, known as MFPCC-M structure, which can store the dis-
tribution of other minutiae and relevant ridge points in its neighborhood.

For each cell in MFPCC-M, two numerical value Cm
m i; j; kð Þ and Crp

m i; j; kð Þ are
calculated by Eq. (1), which respectively represent the contribution of minutiae
belonging to the cell neighborhood and the contribution of relevant ridge points
belonging to the cell neighborhood.

The calculation of Cm
m i; j; kð Þ is the same as CSCC i; j; kð Þ, but variables center in

Eq. (4) and point in Eq. (1) represents minutia. Each minutia will get a corresponding
NS � NS � ðND=2Þ size data structure Cm

m .
The calculation of Crp

m i; j; kð Þ is the same as CSCC i; j; kð Þ, but variables center in
Eq. (4) represents minutia and point in Eq. (1) represents relevant ridge point. Each
minutia will get a corresponding NS � NS � ðND=2Þ size data structure Crp

m . The two
data structures are transformed into a vector cm of NS � NS � ND dimensions through a
linear function and the corresponding cell validity is stored in the vector ĉm. Figure 3(a),
(b) and (d) show a MFPCC-M structure.

2.4 Build Modified Feature Point Cylinder Code-Ridge Point Structure

In order to increase the matching features, proposed method builds MFPCC structure
for each fingerprint ridge point, known as MFPCC-RP structure, which can store the
distribution of other minutiae in its neighborhood.

For each cell in MFPCC-RP, a numerical value Cm
rp i; j; kð Þ is calculated by Eq. (1),

which represent the contribution of minutiae belonging to the cell neighborhood.
When calculating Cm

rp i; j; kð Þ ¼ CSCC i; j; kð Þ, center in Eq. (4) represents fingerprint
ridge point and point in Eq. (1) represents minutia. Each fingerprint ridge point will get
a corresponding NS � NS � ðND=2Þ size data structure Cm

rp. The data structure is
transformed into a vector crp of NS � NS � ðND=2Þ dimensions through a linear
function and the corresponding cell validity is stored in the vector ĉrp. Figure 3(c) and
(e) show a MFPCC-RP structure.

Fig. 2. (a) 3 related ridges and 1 connection ridge for ending point. (b) 5 related ridges and 3
connection ridge for bifurcation point.
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2.5 Matching Strategy

Since the feature structure has been transformed into a fixed-length feature vector, the
structure similarity can be obtained by simple and fast binary vector correlation cal-
culation. In the calculation, the matching between minutiae points and the matching
between ridge points are followed. The minutia pairs and ridge point pairs with higher
similarity are taken as candidate feature point pairs for global matching.

We use the Local Similarity Sort with Releasing (LSS-R) algorithm proposed in [5]
to obtain the global score. The basic idea is to iteratively modify the local similarities
based on the compatibility among feature points (in the candidate feature point pairs)
relationships. After iteration, the efficiency of genuine matching will be high and the
efficiency of impostor matching will be low. The final score is obtained by averaging
the updated local similarity of feature point pairs with higher efficiency.

Fig. 3. (a) Distribution of adjacent minutiae in MFPCC-M associated to minutia m.
(b) Distribution of relevant ridge points in MFPCC-M associated to minutia m. (c) Distribution
of adjacent minutiae in MFPCC-RP associated to ridge point rp. (d) The cell values of MFPCC-
M associated to minutia m. Figures 1, 2 and 3 show the contribution of minutiae belonging to the
cell neighborhood, and Figs. 4, and 6 show the contribution of ridge points belonging to the cell
neighborhood. (e) The cell values of the MFPCC-RP associated to ridge point rp. Black denotes
0, white denotes 1, and grey denotes invalid area.
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3 Experiments and Discussions

In order to verify the proposed algorithm, two experiments are conducted in this work.
One is the performance comparison between the MCC and the proposed MFPCC, the
other one is the performance comparison between the existing partial fingerprint
matching algorithm and the proposed MFPCC-based matching algorithm.

3.1 Performance Comparison of MCC Structure and MFPCC Structure

In this section, the matching performance and efficiency are compared to demonstrate
that the proposed MFPCC effectively improves the construction speed of the original
MCC while retaining the matching performance.

MCC is built for the minutia and constructed by calculating the contribution of the
minutiae within the neighborhood. Therefore, in order to facilitate the experimental
comparison, MFPCC is also built for the minutia and constructed by calculating the
contribution of the minutiae within the neighborhood, where point in Eq. (1) and
center Eq. (4) represent minutia.

In this experiment, the matching process and the adopted features are the same as
the original [9] except that MFPCC has different structure with MCC. Experiments are
conducted over the full fingerprint images of FVC2002 DB1 and FVC2002 DB2, and
there are 2800 genuine matching and 4950 impostor matching for each dataset.

As shown in Table 1, the Equal Error Rates (EER) of MFPCC and MCC are
basically the same, but MFPCC is about 5 times faster than MCC in the stage of
structure establishment. The runtime difference indicates that the drawbacks of MCC
construction speed are eliminated, and scope of application of the structure has also
been extended. It is possible to apply the structure to partial fingerprint matching.
MFPCC is basis of the algorithm proposed in this paper.

3.2 Performance Evaluation of the Proposed Algorithm

In order to obtain a complete fingerprint template by mosaicking, commercial
fingerprint-authentication systems in mobile terminals require users to input multiple
impressions in the enrollment process. In the verification process, partial fingerprint
images are inputted by the small fingerprint scanning and matched with the complete
fingerprint template stored.

Table 1. Performance of fingerprint matching on DB1 and DB2 of FVC2002.

EER DB1a DB2a Tcs
a Tm

b

MCC 1.25% 0.96% 5.4 ms 6.1 ms
MFPCC 1.25% 0.96% 1.1 ms 3.6 ms
aAverage runtime to create the local
structure.
bAverage runtime to match.
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To simulate the real situation, the images in the FVC 2002 DB1 and FVC 2002DB3
datasets are cropped to partial fingerprint patches. Among the eight impressions for
each finger, the last four impressions are used to generate partial fingerprint patches and
the first four impressions are used as the complete fingerprint template (the highest
score of the first four in matching is final matching score). A total of 20 (=5 � 4
fingers) query partial fingerprint patches were randomly generated from the foreground
regions of the last four impressions, and the screening condition is the generated partial
fingerprint patches should contain 90% foreground region.

Three different sizes of patches are considered, and a total of 2000 (=20 � 100
fingers) patches and 100 templates are generated for each pre-defined size. Each dataset
will perform 2000 (=100 fingers � 20 patches) genuine matching and 9900 (the first
patch of 100 fingers � 99 templates) imposter matching. Tables 2 present the results
(EERs) of the proposed algorithm, and Fig. 4 shows the ROC curves of the proposed
algorithm.

The matching performance of the proposed algorithm are also compared with four
well-known matching algorithms. Due to the time, this paper does not implement the
four algorithms, and the experimental results of the four well-known matching algo-
rithms come from the literature [10].

Table 2. Performance of proposed algorithm on the partial fingerprint datasets simulated on
DB1 and DB3 of FVC2002.

2002 (pixel2) 192 � 184 160 � 152 136 � 128
DB1 0.42% 0.52% 1.11%
2002 (pixel2) 184 � 184 152 � 152 136 � 136
DB3 1.83% 2.51% 3.93%

Fig. 4. ROC curves of partial fingerprint matching on FVC2002: (1) DB1, (2) DB3.
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As shown in Tables 3 and 4, the proposed algorithm has better EER than the
matching method except RSF matcher. However, the proposed algorithm has more
advantages than RSF matcher in time complexity and security. In summary, the pro-
posed algorithm have good comprehensive performance in accuracy, security, speed,
and light architecture, and have unique advantages compared with other matching
algorithms.

4 Conclusions

Inspired by the original MCC, this paper presents a Cylinder Code-based partial fin-
gerprint matching algorithm for small fingerprint scanners which solves the problem of
insufficient minutiae and MCC data redundancy. Experimental results show that the
proposed algorithm has excellent comprehensive performance. In particular, it is por-
table to light architecture and can provide perfect security for fingerprint matching
systems on mobile terminals. With the increasing emphasis on fingerprint privacy
security, this feature will have an important influence.

However, the proposed algorithm cannot be properly performed if a partial fin-
gerprint image does not contain any minutia points due to its low quality or its small
size. Accordingly, in future we plan to further improve MFPCC structure and try to
solve this problem.

Acknowledgments. This work is supported by the Natural Science Foundation of Shandong
Province, China (No. ZR2014FM004).

Table 3. EER of five algorithms in DB1 of FVC2002.

Image size (pixel2) 192 � 184 160 � 152 136 � 128

Sensing area (mm2) 9.8 � 9.3 8.1 � 7.7 6.9 � 6.5

EER(%) MCC [9] 0.40 6.69 25.26
RRP [8] 0.55 2.94 6.65
A-KAZE [6] 1.15 2.35 4.95
RSF [10] 0.25 0.54 1.20
Proposed 0.42 0.53 1.12

Table 4. EER of five algorithms in DB3 of FVC2002.

Image size (pixel2) 184 � 184 152 � 152 136 � 136

Sensing area (mm2) 9.3 � 9.3 7.7 � 7.7 6.9 � 6.9

EER(%) MCC [9] 2.80 9.78 22.61
RRP [8] 2.50 4.86 7.58
A-KAZE [6] 10.35 13.72 16.00
RSF [10] 1.50 2.50 3.90
Proposed 1.83 2.52 3.94
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Abstract. 3D palmprint recognition system have been widely studied in recent
years. More and more 3D palmprint feature extraction and matching methods
are proposed. However, most of the existing image acquisition systems are
based on commercial equipment which has high cost, big equipment volume,
over-high precision and long 3D data generation time. What’s more, those
systems are not designed specialized for palmprint. Most of their parameters are
not suitable for 3D palmprint acquisition. Those shortcomings have seriously
hindered the applications of 3D palmprint identification. In this paper, we
developed a new scheme to tune the initial system parameters to balance the
tradeoff of device cost, volume, and data generation time. The samples collected
by our proposed device have proved its effectiveness and advantages. The
system is easy to implement and will promote the application of 3D palmprint.

Keywords: 3D palmprint measurement � Phase-shifting error
Structured-light imaging

1 Introduction

Nowadays, a lot of biometrics applications are based on 3D information. Such like face
ID in iPhone and gesture recognition in Kinect. 3D information has its natural
advantages in background subtraction, posture estimation and accuracy improvement.
Compared with 2D palmprint recognition, 3D palmprint image can provide depth
information of the principle, wrinkle and ridge lines. Hence, these years more and more
researches are focused on 3D palmprint recognition. Kanhangda et al. [1, 2] utilizes the
commercial laser scanning measurement device to capture 3D palms under different
postures. Then he designed several methods to estimate and correct the hand postures.
Zhang et al. [5] achieved high speed 3D palmprint identification using collaborative
representation. Li et al. [6] further decreased the final EER (Equal Error Rate) by
refining the 2D palmprint image based on the global information obtained from the 3D
palm surface.
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There are four kinds of methods to capture 3D palmprint:

(1) Laser scanning based triangulation measurement [1];
(2) Depth sensor based 3D measurement;
(3) Stereo vision based 3D measurement [9];
(4) Structured-Light based high precision 3D measurement [4].

Most laser scanning equipment, such like VIVID 910, is designed for general 3D
reconstruction. The long measurement time (0.5 * 2.5 s) and long working distance
(0.6 * 1.2 m) is not suitable for palmprint recognition. Depth sensor can provide real-
time 3D frame, but the data contains much noise. Low SNR (signal to noise ratio) and
low resolution are their problems. Stereo camera based system [9, 10] can only provide
3D information of the matched points between the current image pairs. Hence its
resolution and precision are not sufficient for palmprint recognition. Compared with
them, structured-light imaging method performs better. It could obtain high precision
and it is easy to implement. Based on structured-light technique, Zhang et al. [3]
designed the first 3D palmprint acquisition device. As shown in Fig. 1, the device
contains a plate for putting palm, several pegs to limit the palm position and a top cover
to ensure the internal lighting conditions. The current largest 3D palmprint public
benchmark is also collected by this device. Many 3D palmprint recognition methods [4,
5, 7, 8] have been proposed based on this device. But they haven’t did research on the
system design and parameter optimization. The big volume of the final device has
seriously affected its application ranges.

The main shortcomings of the existing 3D palmprint measurement system are as
following:

(1) Expensive;
(2) Big volume;
(3) Long generation time.

Current studies have developed many feature extraction and matching methods to
improve the accuracy of 3D palmprint recognition. But, no more high-precision 3D
palmprint measurement devices are proposed. The existing problems have become the
key factors that limited the development of 3D palmprint recognition. For this reason,
we consider doing some work to balance the tradeoff of device cost, volume, and data

Fig. 1. The existing 3D palmprint measurement systems.
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generation time, trying to further reduce the device volume and decrease the equipment
cost. Only in this way, can 3D palmprint recognition be widely used in practice.

In the rest of the paper, Sect. 2 describes different models of the structured-light
measurement. Based on the cross light model, Sect. 3 proposed our scheme to optimize
the initial structure parameters. Section 4 shows the experimental results, Sect. 5 draws
the conclusions.

2 Brief Introduction of Structured Light Based
Reconstruction

The principle of structured-light measurement is projecting a set of predesigned grating
patterns to the measured object and using a camera to capture the distorted grating
patterns which is modulated by the object height. Generally, those systems are con-
sisted of a CCD camera, a projector and an enclosure.

2.1 Parallel Light Model

As shown in Fig. 2, the user’s palm is put on the reference plane whose height is set to
be zero. L is the vertical distance from the camera lens to the supporting plane. P is the
wavelength of the grating patterns on the plane. D is the horizontal distance between
the camera and the projector. Since MAEC � MFEG, we have:

L� h
h

¼ D

CA
�! ð1Þ

CA
�! ¼ /CA

2p
� P ð2Þ

Fig. 2. Illustration of the parallel light model.
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Suppose (x, y) is one point of the captured 2D image, then according to (1) and (2),
the corresponding height of this point in 3D space is:

hðx; yÞ ¼ �L/CA

/CA þ 2pD
P

ð3Þ

/CA can be obtained by (4). It is the phase difference between point C and point A.

/CA ¼ /OC � /OA ð4Þ

/ðx; yÞ is calculated using phase shifting algorithm [11, 12, 13]. However, parallel light
model requires the values of P are fixed and equal on the reference plane. But, in
practice, this is difficult to realize. Besides, the over-complex hardware will greatly
increase the cost and volume of the device.

2.2 Cross Light Model

Compared with parallel light model, cross light model is closer to the actual situation.
But once the projector’s optical axis is not prependicular to the reference plane, the
projected wavelength of the grating pattern is not fixed (as shown in Fig. 3). Complex
algorithms are needed to rectify the distorted wavelength. For palmprint recognition, if
we set P to be the average wavlength P, the final measurement error can be decreased
to an interval which is acceptable after tunning the structure parameters. In practice,
this requirement is easier to meet. This model could facilitate the system calibration
process. Since the primary task of this paper is making a study on initial parameters
selection, the calibration procedure is not described here.

(a) (b)

Fig. 3. Illustration of cross light model.
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3 Optimal Parameters Selection

3.1 Measurement Error Analysis

The performance of cross light model not only depends on structure parameters of L,
D and P, but also the size and scale of the measured object. The goal of this work is to
design a 3D palmprint acquisition device, whose precision can meet the requirements
of the existing 3D recognition algorithms. Since the final precision is determined by the
structure parameters. In order to make sure the built system could achieve the required
precision, we need to determine the initial values of L, D and P according to the
constraints of the measured palm, before traditional system calibration procedure.
Based on this purpose, we designed a system model as following:

Let D/CA stands for the measurement error of /CA, then according to (3), the
measurement error of h could be assembled by:

Dhðx; yÞ ¼ �LD/
D/þ 2pD

P

ð5Þ

Where P is the average wavelength of the current grating pattern. From (5) we have
the following regularities:

(1) Smaller D/ could obtain higher precision;
(2) Smaller L can achieve higher precision;
(3) Bigger D can obtain higher system precision;
(4) Smaller P can obtain higher system precision.

Fig. 4. Illustration of the system structure.
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Hence, the system precision is high related with the parameters of L, D, P and
phase error D/. Generally, phase error D/ is caused by random noise, such like the
electronic noise from the projector and CCD sensor. For a given system, it is limited
into an interval, its range can be assembled by experiments. The captured modulated
pattern image is as following:

Iðx; yÞ ¼ I 0ðx; yÞþ I 00ðx; yÞ cosð/ðx; yÞþ dÞ ð6Þ

Where I 0ðx; yÞ stands for the image captured without grating projecting, I 00ðx; yÞ
stands for the modulus of the grating pattern, and d is the initial phase. The sequential
grating images are designed based on different d. After establishing equations, /ðx; yÞ
can be obtained using Eq. (7). I1 � I4 are images captured under different multiples of
d.

/ðx; yÞ ¼ tan�1 I4 � I2
I1 � I3

� �
ð7Þ

We use the implemented device to measure the reference plane whose height
should be zero theoretically. Figure 5(a) shows the obtained phase distribution of the
reference plane Fig. 5(b) shows the 3D information of the selected point on the cor-
responding line of the reference plane. The SNR of the selected camera is 59db.
According to the experimental results, D/ is smaller than 0.1.

3.2 Parameters Optimization and Selection

The device is designed specialized for palmprint acquisition, the projecting area should
be bigger than the size of the palm. In Fig. 4, palm_height and palm_width are the
height and width of the measured palm. Since there exist constrains in this structure.
We should optimize system parameters under the constraints of the target. The pro-
totype of the proposed system is shown in Fig. 6.

(a) (b)

Fig. 5. The measurement data of the reference plane. (a) The phase distribution. (b) 3D
information of the selected points.
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In summary, the goal of our work is:

argmin
L;D;P

fDhðx; yÞ ¼ �LD/CA

D/CA þ 2pD
P

g

s:t:

1
u
þ 1

v
¼ 1

f

u
v
¼ Wpalm

WCCDsensor

L � u

hmin � h ¼ arctanðD=LÞ� hmax

Dmin �D�Dmax

P ¼ Wpalm

Cgrating
¼ Wpalm

Wimg=Pimg
�Pmin

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð8Þ

Where u, v, f are object distance, image distance and focus-length. In order to
decrease the lens distortion and reduce the system cost, 12 mm focus length is an
optimal choice for the camera lens. Wpalm is the width of the palm, we set it as 90 mm
according to the statistical information of the size of human palm. WCCDsensor is the
width of the CCD sensing area, which can be found in the specifications of the
camera’s datasheet. Then L is approximate equal to u. h is the inclination angle
between projector’s optical axis and vertical direction (as shown in Fig. 4). If h is too
big, some part of the palm will be out of the camera’s DOF (depth-of-field). Since
grating patterns are easily affected by the out of focus blur, h should be smaller than 30
degrees. According to (5), smaller D will decrease the measurement accuracy. On the
contrary, if D is too big, it will increase the volume of the device and the captured
image also will suffer from bigger distortions of inclination. P is the grating wavelength
length in millimeter, Cgrating is the count of the grating period on the plane. Wimg is
image with of the projector, Pimg is grating wavelength in pixel. Smaller grating period
could generate high measurement accuracy, but subjecting to the restrictions of the

Fig. 6. The prototype of the proposed system.
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projector quality, camera SNR and palm surface reflective characteristics, the grating’s
period couldn’t be too small. Hence, we set Pimg to be 16 pixels for general projectors.

4 Experimental Results and Analysis

We implement the system by a low cost projector. Figure 7 shows the structure of the
final system.

According to the specific requirements of 3D palmprint recognition, the hardware
parameters of the projector, CCD camera and camera lens are selected as following:

Based on the hardware framework, using the strategy proposed in Sect. 3.2, the
final optimized parameters are listed in Table 2. The final captured data are shown in
Fig. 8. Table 3 compares the proposed and the existing 3D palmprint acquisition
systems.

Fig. 7. The acquisition system and structure parameters

Table 1. Parameters of the hardware module

Items Optimal selected hardware parameters

Filed of view 115 mm � 90 mm
Depth of filed 25 mm
Camera pixel 737 � 575
Object distance 240 mm
Focus 12 mm
Projector frequency 60 Hz
Projector resolution 1024 � 768
Filed of view 120 mm � 90 mm
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Then according to (5), the average measurement error of the reference plane can be
assembled as:

Dhðx; yÞ� 240� 0:1
0:1þ 2p�125

1:875

� 0:057 mm

Table 2. Technical parameters of the proposed system.

Items Parameters

h 27.5°
Cgrating 48
L 240 mm
D 125 mm
P 1.875 mm
D/ <0.1

Table 3. Comparisons of the existing systems.

Reference Projector System price Device volume (mm3) Measurement error

[4] Customized >9000.0 $ 275 � 255 � 325 0.05 mm–0.1 mm
Our system COOLUX A3 <800.0 $ 160 � 140 � 180 � 0.057 mm

(a) (b)

(c) (d)

Fig. 8. The generated 3D palm images. (a) The 3D palmprint acquisition system. (b) Points
cloud of the captured 3D palmprint. (c) Triangulated 3D palmprint. (d) Curvature map of the 3D
palmprint.
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5 Conclusion

The goal of this paper is to find out a scheme to determine the initial structure
parameters before system calibration. Parameters of L, D and P are selected according
to the information of the measured palm and the precision requirements of the existing
3D palmprint recognition algorithms. Without losing measurement precision, this
scheme can decrease the time cost of system design and testing. Based on the designed
initialization parameter, the system can achieve higher precision after further calibra-
tion. For summary, the core of our strategy is starting with a simplified model and
calculating the set of initial parameters. Then, refine the parameters based on the
previous result to achieve higher precision. Compared with the previous system, the
new system implemented by initialized parameters has advantages of low cost and
smaller volume. Based on this, it can further promote the development and application
of 3D palmprint recognition.
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Abstract. Most of the recent works leverage Two-Stream framework to
model the spatiotemporal information for video action recognition and
achieve remarkable performance. In this paper, we propose a novel con-
volution architecture, called Residual Gating Fusion Network (RGFN),
to improve their performance by fully exploring spatiotemporal informa-
tion in residual signals. In order to further exploit the local details of
low-level layers, we introduce Multi-Scale Convolution Fusion (MSCF)
to implement spatiotemporal fusion at multiple levels. Since RGFN is an
end-to-end network, it can be trained on various kinds of video datasets
and applicative to other video analysis tasks. We evaluate our RGFN
on two standard benchmarks, i.e., UCF101 and HMDB51, and analyze
the designs of convolution network. Experiments results demonstrate the
advantages of RGFN, achieving the state-of-the-art performance.

Keywords: Human action recognition · Video analysis
Spatiotemporal fusion · Convolutional neural network

1 Introduction

Learning discriminative video representation is a key task in the field of video
action recognition. Previous works mainly utilize the hand-craft local features
such as Space Time Interest Points [1] and trajectory-based methods [2] to
describe the visual information and motion pattern of video. However, one lim-
itation is that they lack the ability to model global semantic representation.
Recently, human action recognition has gain significant improvement by apply-
ing deep convolutional neural network (CNN). Among the methods based on
CNN, Two-Stream network [3] shows its power to video recognition and provide
great inspirations for follow-up works. By leveraging Two-Stream framework,
many researchers try to obtain discriminative video representation by jointly
modelling the appearance and motion cues and combining them together. For
instance, Feichtenhofer et al. [4] fuse the spatial stream and temporal stream
through convolution fusion such that channels that have correlations are put in
correspondence. Wang et al. [5] model long-term temporal structure by fusing
the Two-Stream features extracted from several video segments. Diba et al. [14]
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 79–86, 2018.
https://doi.org/10.1007/978-3-319-97909-0_9
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Fig. 1. Illustration of our Spatiotemporal Residual Gating Network architecture.

modify the Two-Stream framework by adopting bilinear fusion for long term
information encoding. While these works achieve remarkable performance, most
of them apply late fusion (LF) for spatial and temporal features at the last pool-
ing layer or fully-connected layer. However, these approaches only model the
high-level global spatiotemporal information while leaving the low-level local
details (e.g., corners or edges at the shallow layers) in frames not fully fused,
which is far from enough for action recognition. Therefore, we consider the com-
bination of low-level features and deep-level features and provide systematic
justification for the design of spatiotemporal fusion.

Based on the above analysis, this paper proposes a Residual Gating Fusion
Network (RGFN) for action recognition. More specifically, three contributions
are made in our work. Firstly, RGFN is an end-to-end convolution network which
can be applicative to various kinds of video analysis tasks. Secondly, we propose
Multi-Scale Convolution Fusion (MSCF) to explore spatiotemporal correlation
at multiple levels and incorporate them into a complete model. Thirdly, we
experimentally evaluate several fusion strategies and discuss how to effectively
fuse the features for improvement.

2 Residual Gating Fusion Network

To fully utilize multiple levels of spatiotemporal information, we propose an end-
to-end training architecture, called RGFN. In the following, we will present the
detail of RGFN.
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Fig. 2. The structure of the fusion block in our RGFN. It stacks the convolution layers,
BN layers and ReLU layers to construct a bottleneck structure. “m” and “n” denote
the number of input and output channels.

2.1 Network Architecture

Before introducing RGFN, we first revisit the base architecture ResNets [6].
ResNets contain five convolutional blocks and one prediction layer. Similar to
other CNNs, ResNets apply 3 × 3 filters for feature extraction and a bank of
1 × 1 filters for dimensionality expansion and reduction. ResNets operate on
the images with size 224 × 224 and will be pooled five times by stride two.
Followed by a global average pooling, the obtain 1 × 1 × 2048 feature maps are
fed into the fully connected layer for classification. The residual connection can
be expressed as,

xl+1 = ξ(xl + Ψ(xl, {W})) (1)

where xl is the input of lth layer, Ψ is the combination of a set of layer including
convolution layer, batch normalization layer and ReLU, W is the weights of
convolution layer and ξ denotes the ReLU.

Based on ResNets, this paper proposes a novel architecture called RGFN for
action recognition. As shown in Fig. 1, Two-Stream framework is leveraged to
construct RGFN. In our work, spatial and temporal residual features extracted
from each convolution block are concatenated as spatiotemporal features. In this
way, the useful information in two types of residual signals can be fully retained.
Since the spatiotemporal features from different convolution blocks have different
spatial scales, we fed them into a fusion block for scale transformation and
knowledge exploration. In our work, the fusion signals obtained from fusion block
are treated as gating signals to modulate the spatiotemporal features. Formally,
the fusion process can be expressed as

xl+1
f = Φl+1([xl+1

s , xl+1
t ] � ξ(xl

f ), {W l+1
f }) (2)

where xl
f , xl

s and xl
t denote the output of lth fusion block, lth spatial convolution

block and lth temporal convolution block respectively, Φ denotes the operation
in fusion block, ξ ≡ ReLU , W l+1

f are the parameters of Φl+1 and � denotes the
element-wise product operation.
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(a) (b) (c) (d)

Fig. 3. Different types of feature interactions for three stream features.

A significant advantage of this arrangement is that the higher level features
can be modulated by the fusion signals obtained from lower level layers. Thus, it
allows the low-level features to be directly connected to the high-level features,
which enables gradients to be propagated directly from the deeper layers to
shallower layers without the concern of gradient vanishing. In addition, some
literatures show that direct injection of new features will change the learned
structure of the network during training due to great change of propagated
gradients. In some cases, such changes will lead to inferior performance. Hence,
to avoid the destruction of the learned structure, spatial and temporal features
are put together into an independent stream instead of direct injection to the
original two streams.

2.2 Multi-scale Convolution Fusion

Many previous works only allow spatial features and temporal features to inter-
act via LF with simple element-wise addition or element-wise product opera-
tions. Such designs do not support fully exploiting spatiotemporal cues in two
streams features. Instead, we introduce MSCF for spatiotemporal fusion, which
hierarchically fuses spatial and temporal features through five convolution fusion
blocks. The structure of fusion block is shown in Fig. 2. Considering the compu-
tation efficiency, we adopt the bottleneck design for the fusion block to reduce
the parameters. For each fusion block, we use a stack of three convolution layers
with 1 × 1, 3 × 3 and 1 × 1 convolution kernels respectively. Each convolution
layer is followed by a batch normalization layer and a ReLU layer. Theoret-
ically, our MSCF has similar performance to LF if we cut the connection of
the low-level fusion features. Assuming that the low-level features contains the
discrimination of actions, our MSCF can achieve the performance no less than
LF by accumulating the multiple levels of features. Since there are numerous
ways for interaction among three types of features, i.e., spatial features, tempo-
ral features and fusion features, we propose four types of interactions (Fig. 3) for
three streams features. In the experiments, we will conduct ablation studies to
evaluate their performances and analyze the designs of different interactions.
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Fig. 4. Performance of different fusion levels (%) on the first split of UCF101.

3 Experiments

3.1 Datasets

We conduct experiments on two popular datasets, i.e., UCF101 [7] and HMDB51
[8]. The HMDB51 dataset contains 51 action categories with 6,766 video clips.
The UCF101 dataset contains 101 action classes with 13,320 video clips. Both
of them have more than 100 video clips for each action category. Following the
standard evaluation scheme, we report the average accuracy over three splits on
both UCF101 and HMDB51.

3.2 Implementation Details

Spatial stream and temporal stream are first separately trained on UCF101.
Then we following the two-step procedure for learning our RGFN. Firstly, to
avoid the domination of trained spatial stream and temporal stream, we learn
fusion stream and explore spatiotemporal information by fixing the parameters
of spatial stream and temporal stream. In this step, we start with a learning rate
of 10−2 and lower it twice by a factor of 10 after every 1500 iterations. We use
a batch size of 32 for ResNet50 and 16 for ResNet152. In the second step, we
train RGFN using the following objective function,

Loss = CE(Ss) + CE(St) + CE(Sf ) + CE(Ss + St + Sf ) (3)

where Ss, St and Sf denotes the spatial, temporal and fusion score vectors
respectively, CE denotes the cross entropy loss. Since the final decision is based
on the average score of three streams, the forth term in loss function can further
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Table 1. Classification accuracy (%) on the first splits of UCF101 under different
feature interaction methods.

ResNet50 #Parameters ResNet152 #Parameters

spatial 81.50 95.1 M 81.86 234.1 M

temporal 84.51 95.3 M 84.01 234.4 M

interaction (a) 89.08 214.8 M 89.52 492.8 M

interaction (b) 89.12 214.8 M 89.98 492.8 M

interaction (c) 89.87 281.8 M 90.33 559.8 M

interaction (d) 90.25 281.8 M 91.12 559.8 M

improve accuracy. It is worth noting that we use a small learning rate of 10−4

with only 500 iterations for the second step to sightly fine-tune our RGFN in
order to preserve the learned structure of spatial stream and temporal stream.

3.3 Analysis on Different Fusion Levels

To understand the influence of low-level features, we evaluate our RGFN with
different fusion levels on first split of UCF101. Fusion level m denotes that there
are last m fusion blocks are retained in our RGFN. For example, fusion level 2
denotes that the fusion block 5 and 4 are retained and the other fusion blocks
are removed, so that only last two levels of features are incorporated into the
fusion stream. In the experiments, we validate 5 fusion levels with two CNNs,
namely ResNet50 and ResNet152. The results are shown in Fig. 4. Note that
the results are only obtained by the fusion stream. From Fig. 4, we observe that
the performance improves as the fusion levels increases, which implies that low-
level features contain useful information as deep-level features do and we can
enhance the discriminative power of features by accumulating multiple levels of
features. Besides, from the comparison between ResNet50 and ResNet152, we
also find that deeper model has greater power for representation and improve
the performance.

3.4 Analysis on Feature Interaction and Fusion

In Sect. 2.2 we introduce four types of feature interactions. In this section, we pro-
vide experiments for different types of feature interactions. The proposed four
types of interactions are shown in Fig. 3 and Table 1 reports the their accuracies on
the first split of UCF101. From the table we can see that all interactions have clear
improvement compared to the original spatial stream and temporal stream, which
proves all interactions can effectively implement spatiotemporal fusion. Next, we
first focus on interaction (a) and (b). From the table we know that (b) sightly
performs better than (a), which implies that multiplicative gating interaction pro-
vides stronger signal correlation for spatiotemporal fusion. Similar phenomenon
can be seen in the comparison of (c) and (d). We also observe that (c) and (d)
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Table 2. Performance comparisons (%) with the state-of-the-art methods on UCF101
and HMDB51 (3 splits).

UCF101 HMDB51

C3D (3 nets+linear SVM) [11] 85.20 -

Long-term ConvNets [12] 91.70 64.80

Long-term ConvNets+iDT [12] 92.70 67.20

Two-Stream ConvNet [3] 88.00 59.40

Multiple Dynamic Images [9] 89.10 65.20

TDD+iDT [10] 91.50 65.90

Two-Streams Fusion [4] 92.50 65.40

Key Volume Mining [13] 93.10 63.30

Two-Stream (ResNet50) [6] 90.03 62.81

RGFN-ResNet50 (3 streams) 92.11 63.93

RGFN-ResNet50 (3 streams+iDT) 93.31 67.02

Two-Stream (ResNet152) [6] 89.14 62.35

RGFN-ResNet152 (3 streams) 92.57 64.36

RGFN-ResNet152 (3 streams+iDT) 93.64 67.78

performs better than (a) and (b). We conjecture that concatenation of spatial and
temporal features can preserve more information, thus improving performance. As
a price, interactions (c) and (d) need more parameters than (a) and (b).

3.5 Comparison with State-of-the-art

We conclude the experimental results of current state-of-the-art and compare
our RGFN with them on three splits of UCF101 and HMDB51. As a final
results, we adopt score fusion to three streams to gain improvement. We apply
L2 − normalization to all three scores and average them to obtain the pre-
diction output. As seen in Table 2, we achieve 92.11%/63.93% with ResNet50
and 92.57%/64.36% with ResNet152 on UCF101/HMDB51. RGFN combining
3 streams make improvement over the Two-Stream (ResNet50/ResNet152) by
2.08% and 3.43% on UCF101 and 1.12% and 2.01% on HMDB51, which indicates
that incorporating multiple levels of features is an effective way to increase the
discriminative power for deep learning. Since many recent works show that com-
bining with hand-craft features can further improve the performance due to their
complementation, we apply L2−normalization to the SVM scores of Fisher Vec-
tor encoded iDT features and combine them with the overall scores of 3 streams
to obtain the final decisions. Then we obtain 93.31%/67.02% with ResNet50 and
93.64%/67.78% with ResNet152 on UCF101/HMDB51, which performs the best
among the state-of-the-art models. This proves that deep learned features and
hand-craft features are complementary and can facilitate each other to improve
performance.



86 J. Zhang and H. Hu

4 Conclusion

In this paper, we propose a novel end-to-end convolution architecture, called
RGFN for video action recognition, aiming to combine multiple levels of features
into the network to improve recognition performance. We validate RGFN on two
popular datasets, namely UCF101 and HMDB51. The improvements shown in
experimental results strongly proves the effectiveness of the proposed RGFN.
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Abstract. A novel human body action recognition method based on Kinect is
proposed. Firstly, the key frame of the original data is extracted by using the key
frame extraction technology based on quaternion. Secondly, the moving pose
feature based on the motion information of each joint point is constituted for the
skeleton information of each key frame. And, combined with key frame, online
continuous action segmentation is implemented by using boundary detection
method. Finally, the feature is encoded by Fisher vector and input to the linear
SVM classifier to complete the action recognition. In the public dataset MSR
Action3D and the dataset collected in this paper, the experiments show that the
proposed method achieves a good recognition effect.

Keywords: Action recognition � Kinect � Support vector machine
Fisher vector

1 Introduction

In recent years, home service robots have developed rapidly. The human motion
detection and recognition has become an important research topic in the field of robot
application. Due to the expensive and complex design of robot equipment, it is a very
successful way to study human action recognition by using cheap and good Kinect.

In action recognition technology, scholars have been studied a lot. Wang [1]
proposed a combination representation called global Gist feature and local patch coding
to identify actions reliably. Kwak [2] proposed an algorithm which could be efficiently
applied to a real-time intelligent surveillance system. Vinagre [3] presented a geometric
correspondence between joints called Trisarea feature. It was defined as the area of the
triangle formed by three joints. He [4] proposed self-taught learning features and
unsupervised learning pre-processing. Das Dawn [5] presented a comprehensive review
on STIP-based methods. These methods had achieved good results in human motion
recognition.
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In recent years, neural networks have been developed rapidly and applied widely in
video image processing. Ijjina [6] proposed an approach using genetic algorithms
(GA) and deep convolutional neural networks (CNN). Wu [7] gave a review of various
state-of-the-art deep learning-based techniques. Sargano [8] presented a method based
on a pre-trained deep CNN model for feature extraction & representation followed by a
hybrid Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) classifier for
action recognition. Ma [9] addressed the problems of both general and also fine-grained
action recognition in video sequences. Their work sought to improve fine-grained
action discrimination, while also retaining the ability to perform general recognition.

To sum up, scholars have done a lot of work on human action recognition, and have
achieved fruitful results. However, due to factors such as background, illumination and
occlusion, recognition based on color video is still difficult to achieve satisfactory
results. As the function of Kinect is enhanced and the price is low, people have
developed and studied on its platform. It is gradually applied to robot, medical treat-
ment, education and so on. Therefore, based on Kinect V2, we carried out the action
recognition method of depth information and skeleton information. And we finally
transplant the method to the robot.

2 Relevant Theoretical Basis

With the rise of artificial intelligence, the traditional human-computer interaction mode
has been unable to meet the demands of people. The way to transfer information
through action becomes a more friendly and natural choice. Human action recognition
is a comprehensive subject, which involves many fields.

2.1 Device of Kinect

Kinect, which was launched in September 2010 by Microsoft, is a peripheral applied to
the XBOX360 host. Its sensor contains a depth sensor, a color camera and a micro-
phone array. Kinect uses optical coding to get deep data and provides information
about body skeleton and joints. Each joint is represented by a three-dimensional
coordinate. Figure 1 shows the sketch map of extraction skeleton.

2.2 Action Features Extraction

Feature extraction is divided into feature-joint, feature-joint selection and dynamic
features. The feature-joint point is the feature extracted from the skeleton information,

(a)   (b) (c)  (d) (e) 

Fig. 1. Sketch map of Kinect extraction skeleton information. (a) Kinect device (b) Input depth
map (c) Distribution of body parts (d) 3D joint point (e) Output 3D skeleton
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which can represent the relationship between the joint points of the human body, and
can be divided into three subcategories: spatial, geometric and key attitude features.
The feature-joint selection refers to extract the most influential parts of the body from
all joints. Ofli [10] put forward a feature representation method called “maximum
information” joint sequence to describe human action. The dynamic feature refers to
the characteristics of skeleton sequence as a 3D trajectory and modeling the dynamics
of time series.

2.3 Action Classification Recognition

Action classification algorithm can be divided into dynamic time warping algorithm,
generative model and discriminant model. The warping algorithm is a dynamic pro-
gramming based nonlinear regularization, which has been widely used in speech
recognition early. The generative model, which is the dynamic classifier, is usually
modeled on the joint probability distribution P(x, y), and the P(yi|x) is obtained by the
Bayes formula, and the largest yi of P(yi|x) is selected as the recognition result. The
discriminant model named static classifier models directly the probability P(y|x).

3 Our Method

Based on Kinect and robot oriented applications, a human action recognition system
framework is presented in this paper, as shown in Fig. 2. It includes three major
modules: Data Acquisition, Continuous Action Segmentation and Action Recognition.

Data Acquisition gets joint point coordinators from Kinect. Continuous Action
Segmentation divides the start and end frames of the action. One is calibrated manually
by user, another is auto. In Action Recognition, the current frame has been judged
which belongs to the action. The extracted action will be encoded. The Fisher vector is
input into the pre-trained model, and the recognition results are obtained.

3.1 Key Frame Processing

Key frames refer to the important frames that can be extracted from them and represent
the motion characteristics. In this paper, we use a simple and efficient approximate
algorithm. Firstly, use quaternion to describe the action information of the human body,

Action Recognition ModuleContinuous Action Segmentation Module

Manual 
Division 
Action 

Sequence

Action
Segmentaiotn

Key Frame
Extraction

Feature
Extraction

Fisher
Vector
Coding

Action
Recognition

Results

SVM
Classifier

Off-line
Training

Auto 
Segmentation

Action Sequence

Data Acquisition Module

Kinect Input

Joint Point
Coordinates

Fig. 2. Proposed system framework of human body action recognition.
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and based on it, define the distance between frames and frames. Secondly, decide the
key frames whose distance is larger than a threshold.

As the original data obtained by Kinect is 3D coordinate sequence of each joint
point, the Kinect V2 obtains 25 joint points per frame. We use 21 points shown as
Fig. 3(a). In order to make full use of this chain structure, a tree model is used to
represent the human body structure shown as Fig. 3(b). No.1 point is selected as the
root node and the other 20 joints are used as children nodes. The distance between each
node and root is a fixed value. While the distance between elbow and shoulder point is
the length of arm, the space position of elbow is determined only by the rotation
information of elbow relative to shoulder. So we can use a discrete time vector function
to represent motion information at t time.

m tð Þ ¼ p tð Þ; q2 tð Þ; q3 tð Þ; . . .; q21 tð Þ½ �: ð1Þ

In (1), p(t)2 R3 refers to the translation information of root at t time. qi(t)(i = 2,…,21)
represents the rotation information of i joint at t time relative to its parent node.

It is simple and fast to express the rotation information with the quaternion method.
Given s = w 2 R and V= (x, y, z) 2 R3, quaternion q 2 S4 is defined as:

q ¼ s;�V½ � ¼ w; x; y; z½ �: ð2Þ

In (2), s represents the scalar part of quaternion q, V represents 3D vector part. The
root node translation information is p(t) = (xt, yt, zt). We need to find out the rotation
axis and angle. Sign Pp(t) to the coordinate of parent node and Pc(t) to the coordinate of
child node at t time. Rotation axis u and angle h are defined as:

u ¼ Pp tð Þ � Pc tð Þ; h ¼ arccos Pp tð Þ � �Pc tð Þ� ��
Pp tð Þ�� �� � � Pc tð Þj j� �� �

: ð3Þ

Using u and h, we can get the rotational and action information in the form of
quaternion. Then, we use moving pose (MP) which proposed by Zanfir [11] to extract
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the feature of joint points. The MP feature is Taylor form in (4), dP is the first-order
differential, and d2P is the second-order.

Xt ¼ Pt; dPt; d
2Pt

� �
: ð4Þ

Each node extracts 3D Pt, dPt and d2Pt, which constitute 6D dynamic character-
istics. So the feature of each joint is a 9D vector, and each frame can extract a feature of
21 � 9.

3.2 Feature Coding

The Fisher vector combines the advantages of generative and discriminant model. The
first- and second- order statistical features are included in addition to the zero-order.

The feature is represented as X = {xt, t = 1,2,…,T}. We will get the Fisher core
based on gradient function shown as formula (5).

K X;Yð Þ ¼ GX0
k F�1

k GY
k : ð5Þ

In (5), G is the Fisher vector, F is information matrix. Since the final Fisher vector
does not contain the time sequence information of the action, that is to say, any Fisher
vector is the same, and more specifically, the two opposite actions, such as “stand up”
and “sit down”, have the same Fisher vector when the time sequence information is not
considered. To distinguish these movements, we need to carry out a sequence like
Pyramid. The N layer is divided into n non-overlapping sub-sequence. This paper uses
3 layers, and the final encoding is composed of the Fisher vectors of the (1 + 2 + 3)
sub-sequence, that is, the eigenvectors of the 6 segments of the action sequence are
calculated respectively. Finally, the corresponding Fisher vector is stitched together.

3.3 Action Classification

Support vector machine (SVM) is a classifier for solving two classification problems. It
cannot be used to solve the multiple classification problem directly. In order to apply it
to the multiple classification problem of action recognition, it needs to be popularized.
This paper uses “one to one” strategy.

The “one to one” strategy refers to the assumption that the training samples have
N categories. From which, two classes are taken as positive and negative samples of the
two classification SVM, then a total of N (N – 1)/2 two classification problems can be
formed, and each of them is trained to get the SVM classifier. When testing, the test
samples are entered into the classifiers to vote on the classification results. The category
of the largest number of votes is the result of the identification.

4 Experiments and Analysis

The platform used in the paper is CPU/Intel i7-4790, Memory/8 GB, Kinect v2,
Windows 8.1, Microsoft VS 2013, Windows SDK 2.0, LibSVM 3.22, OpenCV 2.4.10.
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4.1 Public Dataset – MSR Action3D

The MSR Action3D data set is collected by a static generation of Kinect sensors at the
Microsoft Institute, including twenty movements, such as hand waving, drawing,
clapping and bending. The data set was performed by 10 experimenters. Each action
was performed 2 * 3 times, and finally there were 544 sets of experimental data.

The 20 actions are divided into three subsets. Each subset is composed of 8 actions,
as shown in Table 1. AS1 and AS2 collect some similar actions, while AS3 sets some
complex actions. In experiment, when calculating Fisher vector, the number K of Gauss
elements in GMM is set to 128, and the normalized parameter of energy normalization
a = 0.3. The comparison of recognition rate in Tables 2 and 3 show that our method
has a certain improving extent, which proves the effectiveness.

Table 1. Three subsets of MSR Actions3D.

Action Set 1 (AS1) Action Set 2 (AS2) Action Set 3 (AS3)

Horizontal arm wave High arm wave High throw
Hammer Hand catch Forward kick
Forward punch Draw � Side kick
High throw Draw √ Jogging
Hand clap Draw O Tennis swing
Bend Two hand wave Tennis serve
Tennis serve Forward kick Golf swing
Pickup & Throw Side boxing Pickup & Throw

Table 2. The comparison of recognition rate in MSR Actions3D with three subsets.

Method AS1 AS2 AS3 Average

Histogram of 3D Joints [12] 87.98 85.48 63.46 78.97
EigenJoints [13] 74.50 76.10 96.40 82.33
Skeletal Quad [14] 88.39 86.61 94.59 89.86
Lie Group SE(3) [15] 95.29 83.87 98.22 92.46
Our method 93.81 90.09 96.30 93.40

Table 3. The comparison of recognition rate in MSR Actions3D with whole dataset.

Method Recognition rate

Actionlet Ensemble [16] 88.20
Histogram of Norms in 4D [17] 88.89
Lie Group SE(3) [15] 89.48
The moving pose [11] 91.70
Our method 92.08
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4.2 Own Dataset – PAR718

Based on the application scene of the home service robot, we build a data set called
PAR718 in this paper. It collects 10 common movements in living rooms, including
sitting, drinking water, staying, calling, which are performed by 14 experimenters (9
women and 5 men). Each performing is done two times for per movement, so the
dataset has 280 action sequences in total. The length of the action is from 47 frames to
220 frames, with a total of 26633 frames.

Figure 4 is the depth map sequence of the key frame extracted from the “drink
water” movement. The original sequence has 101 frames and 30 key frames are
extracted.

Figure 5 is the obfuscation matrix. In this experiment of feature extraction and
action recognition classification, the K is 128 and a = 0.3 when the energy is nor-
malized. 280 action sequences are divided into training set and testing set. The accu-
racy is 98.57% (138/140). From Fig. 5, most of the actions are correctly identified,
except for reading and writing, because they are too similar.

5 Conclusion

Human action recognition based on vision has become a research hotspot nowadays.
The difficulty of human action recognition based on deep data and human skeleton
information is greatly reduced in target segmentation, and the accuracy is greatly

Fig. 4. The key frame sequences extracted from “drink water”. From left to right, up to down,
the numbers are 1st, 4th, 8th, 12th, 17th, 20th, 22th, 24th, 29th, 31th, 37th, 44th, 66th, 72th, 75th, 77th.

Fig. 5. The obfuscation matrix of own dataset.
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improved. This paper mainly studies the human action recognition method based on the
3D skeleton sequence obtained by Kinect, and puts forward a new framework of
human body action recognition, which has achieved good recognition effect on the
common dataset MSR Action3D and own dataset PAR718. Further effective identifi-
cation of high similarity actions is the next step in this paper.
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Abstract. Gait is an important biometrics in human identification, but the view
variation problem seriously affects the accuracy of gait recognition. Existing
methods for multi-view gait-based identification mainly focus on transforming
the features of one view to another view, which might be unsuitable for the real
applications. In this paper, we propose a multi-view gait recognition method
based on RBF network that employs a unique view-invariant model. First,
extracts the gait features by calculating the gait individual image (GII), which
could better capture the discriminative information for cross view gait recog-
nition. Then, constructs a joint model, use the DLDA algorithm to project the
model and get a projection matrix. Finally, the projected eigenvectors are
classified by RBF network. Experiments have been conducted in the CASIA-B
database to prove the validity of the proposed method. Experiment results shows
that our method performs better than the state-of-the-art multi-view methods.

Keywords: Gait recognition � RBF network � Invariant feature

1 Introduction

Gait recognition, as an emerging biometric identification technology, can be recognized
at long distance or low resolution, and it is difficult to hide and conceal. Gait recog-
nition has a wide application and development prospect in the field of biometric
identification and video monitoring based on the above advantages. Gait recognition
methods are divided into model-based method [1, 2] and model-free method [3–5]
according to the difference of feature representation. These works show that the gait
recognition is feasible in human identification at a distance. However, the recognition
accuracy is easily influenced by factors such as the change of view angles [6].
Therefore, it is of great theoretical and practical significance to study gait recognition
method to improve gait recognition rate and solve the view variation problem.

Most existing gait recognition methods heavily depend on the accuracy of view
angle estimation, which need to create an independent model for each gallery and probe
angle pair. Bodor et al. [7] applied image-based rendering on a 3-D model to auto-
matically reconstruct gait features. Zhang et al. [8] proposed a view-independent gait
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recognition algorithm using Bayesian rules and a 3-D linear model. Zhao et al. [9]
proposed an array of multiple cameras to capture a set of video sequences. Markihara
et al. [10] designed a view transformation model (VTM) in the frequency-domain
features nor the spatial domain, while the method RSVD-VTM proposed in [11] is in
the spatial domain. Kusakunniran et al. [12] took the view transformation as a
regression problem. These methods can cope with view variations and achieve good
results. However, the transformation process may fail to work because either complete
gait feature mapping or single-pixel mapping is sensitive to self-occlusion. And some
researchers paid close to transform features from two views into a common discrimi-
native subspace. Bashi et al. [13] used canonical correlation analysis (CCA) to model
the correlation of gait sequences from different views. But CCA is an unsupervised
dimensionality reduction method without exploiting the label information. Zhang et al.
[14] proposed a discriminative projection with list-wise constraint (DPLC) to deal with
view variance. Portillo et al. [15] employed a unique view invariant model. These two
method that proposed in recent years achieved better performance. However, the
recognition rate will decrease obviously in the condition of larger view variants.

In this paper, we use the gait individual image to extract the view-invariant feature.
We create a joint projection model that don’t need to create independent models for
classification at different view angles. This is particularly useful in practical situations
where the probe data be acquired at a view angle that does not exist in the gallery data.
Moreover our proposed RBF network for classification can significantly improve the
recognition rate.

The remainder of this paper is organized as follows. Section 2 briefly reviews the
existing work for multi-view gait recognition. Section 3 describes the proposed method
in detail. Experiments and analysis are presented in Sect. 4. Section 5 gives the
conclusion.

2 Related Work

Gait recognition methods aimed at solving problems related to varying view angles can
be classified as: 3D reconstruction method, view transformation-based method and
view invariant method.

The 3D reconstruction methods [7–9] are used to reconstruct the 3D model from
the 2D images, and then project the model to a target view for recognition. These
methods perform well for fully controlled and cooperative multi-camera environments.
However, their computational cost is usually high and not suitable for the reality.

The view transformation-based methods [10–12] are to transform the feature vec-
tors from one domain to another by estimating the relationship between two domains,
which mostly employ singular value decomposition (SVD). These methods has
achieved good results, however, these methods need to establish a separate transfor-
mation model for each pair of views and recognition accuracy degrades when the target
view and the views used for training are significantly different. Moreover, they usually
suffer under-sampling problem [16].

The view invariant methods [13–15] transform samples of different views into a
common space, through two invariant features for gait recognition. The view-invariant
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feature can be independent from the view, and it can be also be applied in the case of
fewer gait sequences. Subspace learning-based method is one of the commonly used
method, which project features into a subspace that is learned from training data and
then estimate a set of view-invariant features.

The JDLDA method proposed by Jose Portillo [15] is a new subspace learning-
based method, which employs gait energy images (GEIs) as the feature and uses direct
linear discriminant analysis (DLDA) to create a single projection model, finally use
KNN for classification. The advantage of JDLDA method is not required to create
independent projection models and it can handle high-dimensional feature problem.
However, the recognition rate will decrease obviously in the condition of larger view
variants. This is because when the view variants is relatively large, the gait energy
image (GEI) suffers large difference, which can cause interference to the recognition
result. In addition, using KNN as the classifier, although it is easy to realize, but the
recognition rate is low when the gallery view is different from the probe view. Thus, we
employ gait individual image (GII) to extract more discriminative view-invariant fea-
ture and propose to use RBF network for classification. Experimental results on the
CASIA-B database [6], which is one of the most widely used multi-view gait database,
demonstrate the effectiveness of the proposed method.

3 Proposed Method

Our proposed framework is illustrated in Fig. 1. The dataset is first split into test and
training classes. The training classes are used to create a single joint model for all view
angles available for training by using DLDA. The result of this is a transformation
matrix W. The test classes are further split into gallery and probe subsets; the former is
used to train the RBF network, while the latter is used to test the result. It consists of
three main stages: extract gait features, subspace learning using DLDA, and RBF
classification. We describe in detail three stages next.

Fig. 1. Proposed framework
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3.1 Extract Gait Features

To solve the first problem, we use gait individual image (GII) in the following to
extract view-invariant gait features.

Assuming that silhouettes have been extracted from original human walking. First
we compute gait energy image as follows:

Gðx; yÞ ¼ 1
N

XN

t¼1

Ftðx; yÞ ð1Þ

where N is the number of available frames in a gait sequence, Ftðx; yÞ is the t th frame,
x and y are 2-D image coordinates.

GEI has better recognition capability at the same view, but when the view changes,
the recognition rate will decrease. So we use a novel representation named gait indi-
vidual image (GII) to bridge the gap between different views. GII for person in view is
defined as the follows:

IvPðx; yÞ ¼ Gv
Pðx; yÞ �

1
M

XM

m¼1

Gv
mðx; yÞ ð2Þ

where M is the total number of GEIs in training data from the gallery or probe view,
Gv

mðx; yÞ is the m th GEI in view v.
Figure 2 shows the comparison of GEI and GII under different views. In detail,

body part in legs, arms and head, and contour of the trunk in GII are important parts
which contain rich information for cross-view gait recognition. It can be observed from
Fig. 2 that GEI suffers deformation as the view varies, but GII just change a little as the
view ranges from 18° to 144° except 0° or 180°. Therefore, GII is more robust than
GEI when the view changes, it can be used to represent the gait features of multi-view.

0° 18° 36° 54° 72° 90° 108° 126° 144° 162° 180°

Fig. 2. Comparison of GEI and GII under 11 different views. All the image belongs to the same
person. The images in first raw correspond to GEI, and the second correspond to GII.
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3.2 Subspace Learning Using DLDA

The proposed method estimates a joint projection model which avoids creating a model
independently for each view angle.

Once GIIs of all sequences with different view angles for each person k are
obtained by Eq. 2, these GIIs are concatenated to generate the k-class input matrix:

Xkðd;mkÞ ¼ Ij;k;vðx; yÞ ð3Þ

which has a size of d � mk where d is the total number of pixels in each GII. We
normalized GII to 240*240, thus d ¼ 240� 240 ¼ 57600; and the size of mk ¼ J � V ,
where J is the number of sequences per class and V is number of angles per class.
Then, the training set X is generated by concatenating all input:

X ¼ ½X1jX2j. . .XK � ð4Þ

The size of the training set X is therefore d �M, where M ¼ P K
k¼1mk denotes the

total number of GIIs of all classes. Figure 3 shows the generation of training set X.

Since the size of X is too large, a dimensionality reduction method must be used.
By using DLDA, we obtain a transformation matrix W that projects the data into a low
dimensional subspace with an appropriate class separability. More details about DLDA
refer to [15].

Fig. 3. Illustration of the joint model constructed by using the training data corresponding to K-
classes using gait individual images of the CASIA-B database [6].

100 Y. Qiu and Y. Song



3.3 RBF Classification

Radial basis function (RBF) networks [17] belong to one of major neural networks, and
draw many researchers’ attention because of good performance in many application
fields. The proposed method use RBF network for classification. Figure 4 shows the
typical RBF structure. It consists of three layers: input layer, hidden and output layer.

A standard choice of basis function is the Gaussian:

UðxÞ ¼ expð� jjx� ljj2
2r2

Þ ð5Þ

Radial basis function makes an approximation based training data, and Gaussian
function is used mostly as the radial basis function. In order to train RBF networks first
we use unsupervised learning method k-means to find the centers of the hidden nodes.
Given input matrix X ¼ ½X1;X2; . . .;Xn�, thus get the hidden nodes’ central matrix
C ¼ ½C1;C2; . . .;Cn�, and then calculate the variance of the hidden nodes according to
distance among each data centers using the following:

rj ¼ minjjcj � cijj ð6Þ

We consider the centers as perception and input the gallery dataset again decide the
weights w of the output nodes by pseudo-inverse. The training algorithm is as follow:

1. Calculate the outputs from each gallery elements with Gaussian basis function at
each j th center:

/ijðxÞ ¼ expð� jjxi � cjjj2
2r2j

Þ ð7Þ

where i ¼ 1; 2; . . .n; j ¼ 1; 2; . . .N and xi is the vector of gallery dataset.

Fig. 4. RBF Structure.
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2. Compute the correlation matrix and estimate the weight:

yi ¼ f ðXiÞW ¼ ðw1;w2; . . .;wnÞT ð8Þ

y ¼ tT ¼ ðy1; y2; . . .; yNÞT ð9Þ

y ¼ HW ð10Þ

Thus, weight W ¼ H�1y.
Finally, the probe dataset will be used to test the network and evaluate the accuracy.

The algorithm of test is as follow:

1. Calculate the outputs from each probe elements with Gaussian basis function at
each j th center:

/tjðxÞ ¼ expð� jjxt � cjjj2
2r2j

Þ ð11Þ

where t ¼ 1; 2; . . .n; j ¼ 1; 2; . . .N and xt is the vector of probe dataset.

2. Get the corresponding target vector of probe elements:

T arg et ¼ /tjW ð12Þ

3. Compare with probe dataset to get the number of the items NC. Evaluation function
would be used to get the accuracy of this network:

Accuracy ¼ NC
Nprobe

% ð13Þ

Repeat above steps for several times and record the average results.

4 Experiments and Analysis

In this section, we will introduce our experiment setting, evaluate the performance of
our method by comparing with other state-of-the-art algorithm.

4.1 Experiment Settings

We performed experiments on the CASIA B to verify the validity of our method.
CASIA B gait dataset [6] is one of the largest public multi-view gait datasets, which
consists of 124 subjects captured from 11 views. The view range is from 0 to 180° with
18° interval between two nearest views. For each individual, six gait sequences were
captures under normal conditions, two sequences were captures when the people
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walking with a bag, and the other two sequences were captured when the people
wearing a coat. In our experiment, we only use the data captured under normal
conditions.

To compare the effectiveness of our method compare against JDLDA method. We
set the same experiment settings as [15]. The dataset is divided in two classes: the
training classes, which consists of 24 subjects and the test classes, which has the
remaining 100 subjects. In the test classes, the first 4 normal walking sequences of each
subjects are put into the gallery set and the others into the probe set.

4.2 The Effectiveness of GII Feature

The first experiment is to evaluate the effectiveness of GII compare against GEI. GEI
and GII were used as the gait features, and KNN was used for classification. Figure 5
shows the comparison of recognition GII and GEI as the gait feature at different probe
views.

As illustrated in Fig. 5, the proposed method outperforms the original method
almost at all probe angle and gallery angle pairs. And the recognition rates of some
angles increased by about 10%. It can be explained that the proposed method can
extract better gait feature which can be robust to view variations.

4.3 The Effectiveness of RBF Classification

The second experiment is to evaluate the effectiveness of RBF compare against KNN.
Using the same gait features, the RBF network and KNN classifier were used for
classification. Figure 6 shows the comparison of RBF and KNN as the classifier at
different probe views.

As illustrated in Fig. 6, the recognition rate of proposed method is obviously better
than the original method at all view. The original method suffers decrease when the
angle between the gallery and the probe is large, especially as the probe angle is 0° and
180°, and the proposed method significantly improves the recognition rates of these
two angles. It proves that the proposed method can handle large view variation well. In
addition, the recognition rate of proposed method is above 50% in the angle of 54°,
72°, 90°, 108°, 126°. In particular, the result is close to 100% when the gallery angle
and probe angle are same. Therefore, it can be explained that RBF network can sig-
nificantly enhance the recognition results, and prove that the proposed method is
feasible.

4.4 Comparison with the State-of –the-Art

In order to better illustrate the performance of the proposed method, we also compare
the proposed method with some state-of-the-art methods. We compared the recogni-
tions with some view transformation-based methods and view invariant methods. They
are GEI+PCA [6], GEI+SVD [10], GEI+SVR [11], GEI+CCA [13], GEI+DPLCR [14]
and GEI+SPAE [18].

In this experiment, we follow the similar experiment setting as [18], and choose
54°, 90° and 126° as probe views. We select one view angle as probe view, and the rest
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10 view angles as gallery views. Thus, there are totally 3 � 10 combinations of the
probe view and gallery view. Tables 1, 2 and 3 shows the recognition rates of different
methods for probe view 54°, 90° and 126°, respectively. And we also compare the
average recognition rates of each probe angle. From the results we can find that the
proposed method provides very competitive recognition rates comparison with others,
except the gallery view is 0° and 180°. The reason for the poor recognition at these two
angles is mainly because GII at these two angles is quite different from other angles,
this causing interference to the recognition results. And the average recognition rates
for each probe angle are much higher than others. The results show that the proposed
method can achieve state-of-the-art performance.

Fig. 5. Comparison of GEI and GII under 11 different views. The blue lines are achieved by the
proposed method.
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Here we want to emphasis that the proposed method contains only one model for
any view as [18], which don’t need to create independent models at different view
angles and estimate the view angle. It is feasible in practical application. Moreover,
Most of the results are superior to GEI+SPAE and our proposed method has only three
network layers, which is much less than GEI+SPAE.

At the probe view 54°, the recognition rate of our method in the angle of 36°, 108°,
126°, 144°, 162° is the highest, in the angle of 0°, 18°, 72°, 90° is the second highest.
Moreover, the average accuracy of our method is 64.3%. It is 1% higher than the
second highest rate 63.3% by GEI+SPAE, and much higher than others. In particular,
in the angle of 36° and 72°, the recognition rate can reach above 90%.

Fig. 6. Comparison of KNN and RBF under 11 different views. The blue lines are achieved by
the proposed method.
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At the probe view 90°, the recognition rate of our method in the angle of 36°, 54°,
72°, 108°, 126° is the highest, in the angle of 0°, 18°, 144° is the second highest. In
particular, in the angle of 72° and 108°, the recognition rate is close to 100%.

At the probe view 126°, the recognition rate of our method in the angle of 18°, 36°,
54°, 72°, 90°, 108°, 144° is the highest, in the angle of 0° is the second highest. In
particular, in the angle of 108° and 144°, the recognition rate is close to 100%.

Table 1. Comparisons with the state-of-the-art at probe view 54°.

Gallery view 0° 18° 36° 72° 90° 108° 126° 144° 162° 180° Avg.

GEI+PCA [6] 4 9 30 22 18 17 38 19 2 3 16.2
GEI+SVD [10] 13 46 87 81 49 31 27 19 18 16 38.7
GEI+SVR [11] 22 64 95 93 59 51 42 27 20 21 49.4
GEI+CCA [13] 22 56 94 88 51 47 43 27 17 15 46.0
GEI+DPLCR [14] 23 64 95 95 77 69 61 50 25 17 57.6
GEI+SPAE [18] 40 75 91 83 70 65 73 67 44 25 63.3
Our method 29 73 95 93 73 71 75 68 46 20 64.3

Table 2. Comparisons with the state-of-the-art at probe view 90°.

Gallery view 0° 18° 36° 54° 72° 108° 126° 144° 162° 180° Avg.

GEI+PCA [6] 3 4 7 17 82 88 22 2 1 1 22.7
GEI+SVD [10] 7 11 22 52 75 79 45 26 12 6 33.5
GEI+SVR [11] 16 22 36 63 95 95 65 38 20 13 46.3
GEI+CCA [13] 12 18 30 55 89 91 51 32 16 8 40.2
GEI+DPLCR [14] 16 24 44 74 96 97 71 43 55 14 53.4
GEI+SPAE [18] 34 47 54 82 94 96 86 60 39 27 61.9
Our method 18 27 60 84 99 98 88 58 24 15 57.1

Table 3. Comparisons with the state-of-the-art at probe view 126°.

Gallery view 0° 18° 36° 54° 72° 90° 108° 144° 162° 180° Avg.

GEI+PCA [6] 2 5 13 29 21 15 37 43 2 4 17.1
GEI+SVD [10] 16 17 21 31 42 53 80 95 49 14 41.8
GEI+SVR [11] 22 26 26 42 57 78 98 98 74 19 54.0
GEI+CCA [13] 21 18 26 34 54 75 91 97 63 18 49.7
GEI+DPLCR [14] 17 30 52 62 71 80 96 94 44 23 56.9
GEI+SPAE [18] 38 48 55 65 80 81 90 97 72 38 66.4
Our method 25 51 63 67 88 81 98 99 65 18 65.5
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5 Conclusion

In this paper, we proposed a view-invariant gait recognition method based on RBF
network. The proposed method use GII to extract invariant gait feature and construct a
single joint model. To further improve the performance, RBF network is presented to
classify. Experiment results on CASIA-B demonstrate the superiority of the proposed
method compared with the state-of-the-arts. It is very suitable for practical applications
in surveillance. In feature, we will study how to improve the performance for large
view variants (e.g., view 0° and view 180°).
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Abstract. This paper focus on the issue of recognition of facial expressions in
video sequences and propose a local-with-global method, which is based on
local enhanced motion history image and CNN-RNN networks. On the one
hand, traditional motion history image method is improved by using detected
human facial landmarks as attention areas to boost local value in difference
image calculation, so that the action of crucial facial unit can be captured
effectively, then the generated LEMHI is fed into a CNN network for catego-
rization. On the other hand, a CNN-LSTM model is used as an global feature
extractor and classifier for video emotion recognition. Finally, a random search
weighted summation strategy is selected as our late-fusion fashion to final
predication. Experiments on AFEW, CK+ and MMI datasets using subject-
independent validation scheme demonstrate that the integrated framework
achieves a better performance than state-of-arts methods.

Keywords: Video emotion recognition � Motion history image
LSTM � Facial landmarks

1 Introduction

Convolutional Neural Networks [1] were developed to ease the process of feature
selection and give better results than already existing machine learning methods. Many
researchers have developed similar methods [2] based on CNN for human expression
recognition. However, Hosseini et al. [3] show that finding an appropriate feature for
the given problem may be still important since they can enhance the performance of
CNN-based algorithms. Encouraged by this conclusion, we aim to find a hand-craft
feature to improve the performance of CNN.

Compared to single-image recognition, the temporal correlations between image
frames of a video provide additional motion information for video recognition. Therefore
it is important to extract dynamic texture for facial expression recognition. MHI [4] has
been proved to effectively extract dynamic texture to address the problem of facial
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expression recognition. MHI is firstly proposed to detect human movement and one of its
advantages is that a range of times may be encoded in a single frame. Traditional MHI
pay attention to all of movements occurred in while ignoring the subtle movements.
However, subtle movements can be used to distinguish the movements of crucial
components of face (e.g., opening of mouth and raising of eyebrows).

Facial landmarks are naturally locator of facial components, Hasani et al. [5]
replace the shortcut in residual unit of their 3D CNN with element-wise multiplication
of facial landmarks and the input tensor of the residual unit, finally achieve a desirable
performance for video facial expression recognition, but this method is computationally
expensive due to its complex network structure and numerous parameters. We address
the limitations of MHI and Enhanced 3D CNN by element-wise multiplication of facial
landmarks and difference image that update MHI template, which generate attention-
aware dynamic features that enable more distinct representations of subtle movement of
different facial parts.

In this paper, we proposed a novel method named LEMHI, which extracts temporal
relations of consecutive frames in a video sequence using MHI, with facial landmarks
used to emphasize on more expressive facial components. Furthermore, we follow the
intuition of temporal segment LSTM by Ma et al. [6] and utilize VGG networks and
temporal segment LSTM to classify video human expression. Then a random search
weighted summation strategy is selected as our late-fusion fashion to combine each
predication scores of two models into the final score.

2 Related Work

2.1 Motion History Image

The motion history image (MHI) approach is a view-based temporal template method
which is simple but robust in representing movements. MHI H(x, y, t) can be computed
from an update function W x; y; tð Þ:

H x; y; tð Þ ¼ s if wðx; y; tÞ ¼ 1
maxð0;Hsðx; y; t � 1Þ � dÞ otherwise

�
ð1Þ

Here, (x, y) and t show the position and time, (x, y, t) signals object’s presence (or
motion) in the current video image, the duration s decides the temporal extent of the
movement, and r is the decay parameter. This update function is called for every new
video frame analyzed in the sequence. Usually, the MHI is generated from a binarized
image, obtained from frame subtraction, using a threshold n:

wðx; y; tÞ ¼ 1 if Dðx; y; tÞ� n
0 otherwise

�
ð2Þ
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where D(x, y, t) is defined with difference distance D as:

D x; y; tð Þ ¼ B x; y; tð Þ � B x; y; t � Dð Þj j ð3Þ

Here, B(x, y, t) is the intensity value of pixel location with coordinate (x, y) at the t
frame of the image sequence.

2.2 Long Short Term Memory Network

An LSTM network (Fig. 1) computes a mapping from an input sequence x = (x1,… , xt)
to an output sequence y = (y1, … , yt) by calculating the network unit activations using
the following equations iteratively from t = 1 to t:

it ¼ r Wixxt þWimmt�1 þWicct�1 þ bið Þ ð4Þ

ft ¼ r Wfxxt þWfmmt�1 þWfcct�1 þ bf
� � ð5Þ

ct ¼ ft � ct�1 þ it � g Wcxxt þWcmmt�1 þ bcð Þ ð6Þ

ot ¼ r Woxxt þWommt�1 þWocct þ boð Þ ð7Þ

mt ¼ ot � hðctÞ ð8Þ

yt ¼ Wymmt þ by ð9Þ

where the W terms denote weight matrices, the b terms denote bias vectors, r is the
logistic sigmoid function, i and f, o and c are respectively the input gate, forget gate,
output gate and cell activation vectors, all of which are the same size as the cell output
activation vector m, ʘ is the element-wise product of the vectors, g and h are the cell
input and cell output activation functions, generally tanh.

Fig. 1. A simple LSTM block with input, output, forget gates and memory cell.
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3 Proposed Method

3.1 Local Enhanced Motion History Image

Although MHI is widely employed by various research groups for action recognition, it
is still difficult to capture these subtle motions of facial component, meanwhile, there is
usually background noise when MHI is generated.

Fortunately, we have the advantage of extracting facial landmarks and using this
information to improve the recognition rate. Naturally we apply facial landmarks to
traditional MHI to differentiate between the importance of main facial components
(such as eyebrows, lip corners) and other parts of the face which are less expressive of
facial expressions as well as control the background noise. The concrete practice is as
follows:

Firstly the difference image D(x, y, t) obtained from frame subtraction, then
attention-aware mask of facial landmarks M(x, y, t) is generated by detected facial
landmarks. M(x, y, t) is defined as follows:

Mðx; y; tÞ ¼
a ðx; yÞ 2 L
a� 0:1adMðL;PÞ ðx; yÞ 2 W
1 otherwise

8
<

: ð10Þ

Here L is a set of landmarks coordinates while W represents set of coordinates of
pixels that surround landmarks, weight a can be seen as a weight assigned to every
pixels of mask, it is obvious that landmarks have the highest weights a while their
surrounding pixels have lower weights proportional to their distance from the corre-
sponding facial landmark. We choose Manhattan distance dM(L, P) as mentioned dis-
tance with a linear weight function. An element-wise multiplication of the mask
M(x, y, t) and difference image D(x, y, t) is defined as follows:

E x; y; tð Þ ¼ Mðx,y,t) � Dðx; y; tÞ ð11Þ

Where E(x, y, t) represents enhanced difference image, � is Hadamard product
symbol.

A threshold n is calculated to binarize enhanced difference image:

wðx; y; tÞ¼ 1 if Eðx; y; tÞ� n
0 otherwise

�
ð12Þ

Like the traditional MHI, we utilize W x; y; tð Þ to update MHI template as follows:

H x; y; tð Þ ¼ s if wðx; y; tÞ ¼ 1
maxð0;Hsðx; y; t � 1Þ � dÞ otherwise

�
ð13Þ

The landmarks window refers to the pixel area around each landmark, the size of
window will affect the capturing of facial movement. As shown in Fig. 3, a small
window find it is hard to completely cover the areas of main facial component.
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Larger windows mean that there may be overlaps between different windows. Fur-
thermore, flexible enhancement weight a can also lead to diverse recognition rate. The
influence of enhancement weight and landmarks window on recognition rate will be
investigated in the following experimental part (Fig. 2).

3.2 Cross Temporal Segment LSTM

LEMHI pay more attention to important facial components while ignoring motions of
inferior part of face such as cheeks, which results in inadequate features exploiting. To
address this problem, we train a Cross Temporal Segment LSTM with CNN features
exploited from every fames. Here CNN plays a role in spatial features exploiting with
Temporal Segment LSTM take up extracting temporal features. The structure of our
Cross Temporal Segment LSTM is shown in Fig. 4.

Formally, given a video V with t frames {f1, f2, f3, … ft}, we divide {f1, f2, f3, … ft}
into K segments {T1, T2, T3, …T4} of equal durations. Then the spatial-temporal
network models can be represented as follows:

Nðf1; f2; � � � ftÞ ¼ FsoftmaxðFfcðhkÞÞ ð14Þ

hk ¼ Rðhk�1; pk;wrÞ ð15Þ

Fig. 2. Contrast of MHI template and LEMHI template. It shows that local enhanced MHI with
facial landmarks facilitate capturing subtle motions of crucial face component and the
background noises are restrained effectively.

Fig. 3. Masks with diverse landmark windows
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pk ¼ pðFcovðfi;wcÞ; � � �Fcovðfj;wcÞÞ fi; � � � fj 2 Tk ð16Þ

Fcov is the function representing a Convolution operation with parameters wc which
operates on every frame in snippet Tk and return CNN features, P is a pool operation.
R is update function in LSTM, Pk is input of this function while hk−1 is hidden state of
LSTM, the outputs hk connected with an fully connection layer and softmax function
for predicts the probability of each expression class for the whole video. Meanwhile,
we choose the widely used standard categorical cross-entropy loss as final loss and
stochastic gradient descent (SGD) to learn the model parameters.

3.3 Integrated Framework of LEMHI-CNN and CNN-RNN

In many classification tasks, the fusion of different predication results can effectively
improve the accuracy of individual prediction results [2]. Considering the comple-
mentarity between LEMHI-CNN model and the CNN-RNN model, a late fusion
fashion is implemented to this two models. The overview of the integrated framework
is shown in Fig. 5. This system can be divided into two parts. In the first model, video
RGB image sequence is used as the input, and the VGG16 model after the FER2013
pre-training is selected as the spatial feature extractor for its best emotion fine-tuning

Fig. 4. Cross temporal segment LSTM architecture.

Fig. 5. The overview of the integrated framework
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performances [2], followed by our CTSLSTM network which play a role in exploiting
temporal features.

Especially, different layer of VGG network have different capacity to encode fea-
tures. We empirically evaluated several layers of VGG network for feature exploiting,
among all of these layers, FC-6 layer is used to report our final recognition accuracies
for its excellent ability in encoding features [7].

The second model takes the LEMHI feature of video frame sequence as input, using
conventional VGG16 as feature classifier to get predication results.

For the results obtained from these two parts, we adopt the weighted fusion method.
Assume that prediction vector obtained from CNN-RNN is P while prediction vector
get from LEMHI-CNN is Q, then the final prediction can be defined as follows:

R ¼ kPþð1�kÞ Q; 0� k � 1 ð17Þ

R represents final prediction result, here weight k is determined by random search
method. Weights k are sampled uniformly from [0.0, 1.0] followed by per class re-
scaling, so that they sum up to 1. Then the best sampled weights are chosen based on the
validation performance. After an initial random search with 100,000 iterations, we
perform a local random search around the best set of weights found so far. This local
random search consists of sampling weights from a Gaussian with mean set to the
current best set of weights and standard deviation r of 0.5. The current best k is updated
as soon as a new best is found. After every 100,000 iterations, the r is decreased by a
factor of 0.9 and the local search is stopped when r is smaller than 0.0001.

4 Experiment and Result

In this section, we briefly review the databases we used for evaluating our method. We
then report the results of our experiments using these databases and compare the results
with the state of the arts.

4.1 Face Expression Databases

Since our method is designed for video emotion recognition, databases that contain
only independent unrelated still images of facial expressions such as SFEW, FER2013
cannot be training or testing data for our method. We evaluate our proposed method on
MMI, extended CK+, AFEW which contain videos of annotated facial expressions.
Video sequences in MMI and CK+ database are collected in a strict controlled setting
with near frontal poses, consistent illumination and posed expressions while AFEW is a
dynamic temporal facial expressions data corpus extracted from movies with realistic
real world environment. The extended Cohn-Kanade database (CK+) contains 593
videos from 123 subjects and there are 773 movie segments for training and 383 movie
segments for validation in AFEW. However, the test set of AFEW is not considered as
our training data or test data for the reason that it is not labeled.

All of sequences from CK+, MMI and AFEW are normalized uniformly by three
steps: (1) face detect. (2) face align. (3) input normalization. After pre-processing we
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get sequences of 224 	 224 size face image as our input tensor, while each sequence
has 16 frames.

4.2 Experimental Results

We use subject-independent scheme to evaluate the performance of the proposed
framework with each database is split into training and validation sets in a strict subject
independent manner. In all the experiment we report the results using 5-fold cross-
validation technique and then averaging the recognition rates over five folds.

According to AFEW database, there are several sequences failed to be located
facial landmarks due to facial occlusion and large angle of head rotation, all of these
sequences are not considered as our training or test data for LEMHI-CNN models.

The first experiment aims to investigate the effectiveness of the LEMHI features,
and is conducted on the CK+ dataset. As the performance of LEMHI might rely on the
size of landmarks window and the value of enhancement weight a, we conducted our
experiment using different sizes and a. Table 1 shows that better performances are
achieved using 2 than using the larger or smaller weight. Also, using windows with size
20 	 20 gives the best performances.

The second experiment compares the performance difference between the MHI and
LEMHI features. The recognition rates in using MHI and LEMHI which employs facial
landmarks are summarized in Fig. 6. As is shown, no matter MMI or CK+, the per-
formance of LEMHI-VGG model in each database obviously better than MHI-VGG
model.

The third experiment investigates the effectiveness of our CNN-RNN model on
three different databases, Fig. 7 shows the resulting confusion matrices of our model on
these databases. Additionally, an experiment is carried out to explore the relationships
between number of segments and accuracy. As is shown in Table 2. It is obvious that
less segments with more frames in one segments result in higher accuracy probably
because it preserves more spatial features.

In last experiment we test our integrated framework on three datasets. Table 3
shows the results using two individual model separately, and the final accuracy
achieved by integrated framework. Comparing to other state-of-the art works, our
framework outperforms others in CK+ databases while achieves comparable results in
AFEW and MMI. It should be mentioned that some methods achieve high accuracy in
AFEW since it incorporates extra audio information. Thus, we can also conclude that
the combination of two models improves the recognition rate.

Table 1. Accuracy of LEMHI using several combinations of different landmark window and a
on classification of seven facial expressions on CK+ dataset with subject-independent validation.

30 	 30 20 	 20 10 	 10 5 	 5

a ¼ 1:5 80.84 79.36 77.32 71.84
a ¼ 2:0 81.21 83.22 78.39 71.31
a ¼ 2:5 79.49 81.30 77.94 69.64
a ¼ 3:0 72.63 77.34 70.26 67.32
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Fig. 6. Recognition rates of all expressions using MHI and LEMHI on CK+ and MMI datasets.

Fig. 7. Recognition rates of VGG-CTSLSTM on CK+, MMI and AFEW (from left to right).

Table 2. The relationship between number of segments and accuracy. Frames represent the
number of frame in one segments, for example, when there are 5 frames in each segment, all 16
frames can be divided into 4 segments due to one frame overlapping.

Segments Frames Accuracy (MMI, CK+)

4 5 62.4, 81.3
5 4 66.5, 86.4
7 3 68.8, 87.6

Table 3. Accuracy of LEMHI-VGG, VGG-CTSLSTM and Integrated framework respectively
evaluated on CK+, MMI and MMI.

Datasets State of art method VGG-
CTSLSTM

LEMHI-
VGG

Fusion

CK+ 84.1[20], 84.4[21], 88.5[22], 92.4
[23], 93.2[9]

87.6 83.2 93.9

MMI 63.4[23], 75.12[24], 86.7[25], 78.51
[26], 77.5[9]

68.8 66.5 78.4

AFEW 37.6[27], 53.8[27], 59.02[3] 45.6 43.7 51.2
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5 Conclusion

This paper presents a facial expression recognition framework using LEMHI-CNN and
CNN-RNN. The integrated framework incorporates facial landmarks to enable
attention-aware facial motion capturing and utilize neural networks to extract spatial-
temporal features and classify them, which achieves better performance than most of
the state-of-art methods on CK+, MMI and AFEW dataset. Our main contributions are
three folds. First, we proposed a attention-aware facial motion features based on MHI.
Second, we introduced temporal segment LSTM to video emotion recognition and
improve it. Third, we integrate two models with late fusion based on random weight
search.

Although we achieve a comparable accuracy on CK+ and MMI dataset, the
accuracy on AFEW dataset is still undesirable. How to improve the performance on
wild expression dataset, such as AFEW, will be our future work.
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Foundation of China under Grant Nos. 61672202, 61502141 and 61432004.
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Abstract. Gait recognition is a biometric technology with unique advantages
over other conventional ones, and its wide applications are yet to come. The
proposed system applies gait recognition over existing video camera networks,
converting them into powerful surveillance systems. It provides an efficient way
of searching through the accumulated videos, saving human reviewers from
tedious and inefficient work. The system also enables various scenarios from
different cameras to be processed in parallel so different equipment at different
locations can be coordinated to work together thus greatly improve the effi-
ciency for searching and tracing subject persons. The system is adopted by
policing department and has showed outstanding robustness and effectiveness.

Keywords: Biometrics � Gait recognition � Video cameras � CCTV

1 Introduction

Theory advances and technical progress has been seen in biometrics in recent years [1–4],
which helped to boost the interest for their wide range of potential applications. Biometric
technologies exploit the biological characters of humans, such as face, fingerprint, iris,
vein, and gait etc. to recognize or verify the identity of individuals. Among them, gait
recognition is also a powerful technique [5–8], which has yet to receive enough attention.
Comparing to other popular biometric techniques, such as fingerprint, face, iris, and so
on, gait is a bit far from the human’s physical body, that is, it does not record any character
embedded in a body, but instead, a whole set of motion patterns when walking, which
allows some unique advantages over other biometric technologies.

In this paper, we propose a system that exploits gait recognition technique to process
gigantic amount of video files to search for target persons. This offers an excellent
solution for policing and public security purposes. The proposed system could auto-
matically carry on the whole process without the need of human reviewers to watch
every video clip. It not only liberates the viewers from the screen, but also delivers very
high efficiency and accuracy. The system has been adopted in practice, and already
showed its power by solving real life investigation and searching cases.
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The rest of the paper is organized as following, Sect. 2 introduces the background
of gait recognition technique; Sect. 3 introduces the gait techniques used in the system;
Sect. 4 presents the structure and design of the system; Sect. 5 concludes the paper.

2 Background

Gait refers to the way a person walks, rather than anything directly embedded in the
body [1, 5]. In contrast to some other biometric features, there are some obvious
advantages for using gait instead, its acquisition is easy and convenient, requiring no
more than a brief video clip of a walking pedestrian. This means no specific devices are
needed for acquisition. Hence it is also much easier to be introduced to real world
applications, that is, the existing Close circuit TV (CCTV) systems could be upgraded
to intelligent system with almost no more on site installation or hardware modifications.

Gait information can be obtained from a long distance away from the object people.
As the the application and installation of CCTV systems become more and more
pervasive, it is much easier to obtain the gait information and find an objective person.
It is very difficult for any individuals to hide the way and style of walking before all
video cameras [9, 10], therefore, with the help of gait recognition technologies, it
would be virtually impossible for anyone to hide from such a massive grid of moni-
toring eyes. On one hand, large network of cameras provides a very wide range of
coverage, an almost seamless record of pedestrians. So, in case of any event or crime
investigations, enough data can be checked through. On the other hand, though, a
complete coverage results in a huge amount of videos. To search for a specific indi-
vidual is like finding a needle in haystack.

Gait recognition technology works as a perfect fit in such a scenario. CCTV systems
have shown their fastest growth in the past few decades. All kinds of video cameras have
been installed, almost everywhere, and the number is still growing exponentially.
However such growth was achieved while little was considered about how to search
through the data. Gait recognition can be applied to systems of various cameras installed
over the years. This way, the system efficiency is boosted to a much higher level.

3 Gait-Based Video Monitoring System

This section details the technologies and structure of the systems. The system is
installed in the back end of the monitoring system to search through the recorded
videos. Considering the actual camera performance and practical conditions, we choose
gait as the biometric characters to use in this system.

In the proposed system, gait recognition is exploited to deal with some difficult
investigation cases in which cameras are too far away from the subject to record clear
face image. Meanwhile, the system is robust to some distortions. It is able to detect the
target individual even if the subject wears different clothes, or deliberately carry some
cover, such as an umbrella. Multiple cameras can also be coordinated to set up strict
surveillance over specific suspect or target people, dynamic gait comparison point, and
cross-scenario gait tracking. Other functions include.

A Video Surveillance System Based on Gait Recognition 121



3.1 Gait Recognition Procedure

A video based gait recognition system consists four functioning modules, Video
Capture, Motion Detection, Feature Extraction, and Classification. Motion detection
involves background modelling, Foregrounds detection, and binary segmentation, as
shown in Fig. 1.

Gait recognition is very convenient to be applied to the videos straightaway, and it
could tolerate fairly poor quality of video signals, thus applicable to most available
real-world CCTV systems.

3.2 The Information Acquisition for Gait Recognition

Unlike face recognition or other typical biometric technologies, gait recognition does
not rely on image details to work [11, 12]. Gait recognition is a long-distance, non-
intrusive process and does not require cooperation of the subject person, which means
it is very easy to obtain relevant information. The cycle of walking could be roughly
divided into supporting phase, swinging phase, and the acquired information should
include multiple complete copies of such cycle. And cautions should be taken to
include various outlook style, angles, and background scenarios. Figure 2 below shows
a typical gait acquisition procedure.

Fig. 1. The framework of gait recognition System
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3.3 The Process of Gait Recognition

Gait recognition mainly consists 3 major steps, human shape detection, human seg-
mentation, and gait recognition. First, motion detection and segmentation is applied to
outlined human figures, and distinguish the real human subjects. Then, the resultant
shapes of segmentation undergoes some pre-processing, and then the key features are
extracted. The exact chosen features could be different according to the actual condi-
tions. In the end, the extracted features are classified, and then compared against the
collected database for identity recognition or verification. Alarms would be raised if a
target is found. Figure 3 presents this process.

Fig. 2. The gait information acquisition

Fig. 3. The process of gait recognition.
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Figure 4 presents a real example of such process. The input to gait recognition
system is a piece of video series, presented in the left column. The system then takes
the video and perform background modeling, motion detection, and then extract the
outline shape of the subject, shown in the right column.

At this stage, the subjects are clearly extracted from a complicated scenario, and
their walking styles are clearly revealed. The system then needs to extract the the key
features, and compare with the database for recognition judgment.

Figure 5 above is the user interface of the gait recognition module. It shows a target
subject is recognized to an colored rectangle block is used to indicate the position in the
image.

Fig. 4. Subject outline shape extraction

Fig. 5. The gait recognition user interface
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3.4 Cross-Scenario Gait Recognition and Tracing

The proposed system has been adopted by the policing department, where the system is
used to extract the each joint’s movements, recognize the gait features of suspects. In
order to improve the efficiency and robustness, especially to overcome the suspects’
deliberate cover-up, some new functions are introduced into the system.

The first one is to coordinate all the relevant cameras according to the available
time, location and target person’s information. The tracing can be performed over
multiple cameras. With the help of the map, the route of the subject’s movement is
clearly showed. And the user can easily choose to view any cameras along the route.
This function enables various parties to share information, and the commanders to
coordinate resources, which greatly improves the efficiency. The software provides a
convenient interface for it. Once the target person is confirmed in one scenario, his/her
gait features could be registered, and the subject will be marked once it appear in other
scenarios. Figures 5 and 6 show an example of this procedure (Fig. 7).

Fig. 6. Registration of the subject’s gait information

Fig. 7. Track the target and trigger the alarm for cross-scenes
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3.5 Gait Recognition with Cover Ups

The usage of CCTV cameras are widely known, so it is not surprising that some
experienced criminals would try to hide their identities before cameras, such as
changing clothes, wearing masks, or even use umbrella to cover themselves up. Such
difficulties are taken into consideration when designing the systems. Since gait
recognition focuses on the movement of joints, it is naturally more resilient to such
cover up. Figures 8 and 9 show an example that different clothing can not hide the
subject’s identity.

4 Practical Performance of the System

The proposed system is adopted by many public security departments for improving
their video monitoring systems, and showed outstanding performances and greatly
increased the efficiency of their daily management and coordinating work.

According to many on-site experiments, the system could achieve an impressive
performance, as shown in Table 1 below.

Fig. 8. Registration of the subject’s gait information (subject wears trousers)

Fig. 9. Result of the subject’s gait recognition (subject wears shorts)
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5 Conclusion

Biometrics technologies, especially gait recognition, are very suitable for helping to
make the normal CCTV monitoring system intelligent, so that the management and
searching of the recorded videos could be performed by machines, thus greatly
improving efficiency and accuracy. We propose a system that takes these advantages of
gait technologies and provides a fast, efficient, and accurate system. It has been
installed and used in public security departments of various places. Practice shows that
the system has an outstanding performance, and helped to solve many real cases.
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Table 1. Processing performance of the proposed system

Detection range � 30 m daytime
� 20 m nighttime

Maximum concurrent subjects ≦10
Recognition accuracy � 85%
Processing time � 190 ms
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Abstract. As a kind of continuous time series, plantar pressure data contains
rich contact of time information which has not been fully utilized in existing gait
recognition methods. In this paper, we proposed a new gait recognition method
based on plantar pressure data with a Long Short-Term Memory (LSTM)
network. By normalization and dimensionality reduction, the raw pressure data
was converted to feature tensor. Then we feed the LSTM network with the
feature tensors and implement classification recognition. We collected data from
93 subjects of different age groups, and each subjects was collected 10 sets of
pressure data. The experiment results turn out that our LSTM network can get
high classification accuracy and performs better than CNN model and many
traditional methods.

Keywords: Gait recognition � LSTM � Plantar pressure data

1 Introduction

Gait is a biological behavior that can be perceived at a long distance. Gait recognition
has attracted increasing attention in the field of biometrics in recent years. Compared
with other biometric identification technology, gait recognition has the advantages of
non-contact, difficult to disguise and easy to collect. Currently, gait recognition is
mainly divided into two categories based on the way of obtaining information. One is
to extract the visual features of the human gait from video information [1, 2], and the
other is based on force sensing system by extracting gait kinetic information [3]. The
recognition of gait features in video information has yielded a lot of results such as Gait
Energy Image (GEI). However, the quality of the video, climate disturbances, and
clothing occlusion will have a significant effect on the recognition effect. The cost of
training and testing data acquisition is very high. Comparatively speaking, the col-
lection of plantar pressure has various advantages such as long-effecting distance and
no privacy-intrusion problem.

There has been much research on biometric recognition by using plantar pressure
data. Feng et al. [4] explored a static plantar pressure gait clustering algorithm which
used the non-negative matrix factorization and a fuzzy C-means algorithm to cluster the
sample objects after dimension reduction. Xia et al. [5] proposed a gait recognition
algorithm based on spatio-temporal histogram of oriented gradient of plantar pressure
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distribution. Pataky et al. [6] used plantar pressure image dimensionality reduction
processing and feature extraction to generate the peak pressure image (PPI), and the
nearest neighbor algorithm was used to identify the subjects. Li et al. [7] used PPI as
the input to feed a convolutional neural network (CNN) to realize the recognition.

As a kind of recursive neural network, Long Short-Term Memory is suitable for
processing data related to time series [8] and there has been much progress in video
information gait recognition. Liao et al. [9] proposed a pose-based temporal-spatial
network to extract the temporal-spatial features and achieves good performance in both
carrying and clothing conditions. Xie et al. [10] proposed a temporal-then-spatial
recalibration scheme to alleviate complex variations and the scheme significantly boost
the performance of skeleton-based action recognition. However, there is not much
research on gait recognition using time series plantar pressure data by LSTM.

In this paper, we proposed a dynamic foot pressure identification algorithm based
on LSTM network. The identification is completed by building a multi-layer LSTM
network and using pre-conditioned plantar pressure dynamic sequence. Some param-
eters of LSTM networks are optimized in order to get the better classification results.
We trained and tested the network in a plantar pressure dataset which built by ourselves
and compared with other algorithms.

The rest of paper is organized as follows. In Sect. 2, the algorithm framework, data
preprocessing and the LSTM model is introduced. In Sect. 3, the experimental results
are shown and compared with other methods. Section 4 gives the conclusions.

2 Methods

The implementation of the algorithm is divided into three procedures. First, preprocess
the time series pressure data to obtain a normalized two-dimensional vector. Second,
build the LSTM network model and feed the pre-processed data with label into the
network. Finally, we used the trained model for identification. The flowchart of the
proposed algorithm is shown in Fig. 1.

2.1 Data Preprocessing

Each person’s foot pressure data is a continuous time series, which contains rich
information. However, the original data cannot be used directly as the input of LSTM.
We performed a two-part preprocessing operation on the raw data.

Fig. 1. The flowchart of the proposed algorithm
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Normalize the Plantar Data. As we all know, the data as input of a neural network
must be uniform in size. However, the size of each person’s feet and the walking speed
are not the same. So the normalization is necessary. The specific operation is as
follows:

• Find the maximum size of all stress matrices (a_max, b_max) and place each
person’s stress matrix (a, b) in the upper left part of a empty matrix of size (a_max,
b_max) to ensure each person’s pressure matrix has the same size. The reason why
we do this operator instead of directly resize the feet with a same size is that each
person’s foot size information is also an important classification feature.

• Find the largest frame number of all pressure time series (frame_max), and add
some blank normalization matrices to ensure each person has the same number of
pressure metrics in time series. The process is shown in Fig. 2.

Dimensionality Reduction of Plantar Data. The input required by LSTM is a two-
dimensional tensor data as is shown in Fig. 3. Therefore, the plantar data of each frame
needs dimension reduction to obtain a one-dimensional vector, and then the multi-
frame data is arranged in two dimensions to the required two-dimensional feature
tensor.

2.2 LSTM Networks for Recognition

LSTM is a time-recursive neural network [11] that is suitable for processing and
predicting important events with relatively long time intervals and time series delays. It
consists of an input layer, hidden layers and an output layer.

Fig. 2. The normalization of pressure time series

Fig. 3. The dimensionality reduction of plantar data
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The input to the LSTM neural network is a normalized reduced-dimensional
pressure time series X. The expression of X is as followed:

X ¼ X1;X2; . . .;Xt; . . .;Xlastð Þ ð1Þ

The row vector Xt of the normalized reduced-dimensional pressure time series is the
input of the LSTM hidden layer at time t. The expression of Xt is as followed, xn is the
pressure value of a pixel on the detector at time t and xa max�b max is the last pressure
value.

Xt ¼ x1; x2; . . .; xn; . . .xa max�b maxð Þ ð2Þ

Each row vector produces a hidden layer output through a multi-layered unidi-
rectionally propagating LSTM hidden layer. The output of all the row vectors con-
stitutes a time series h. The expression of h is as followed:

h ¼ h1; h2; . . .; ht; . . .; hlastð Þ ð3Þ

The output of the LSTM hidden layer is a time series. Liu [14] averaged the output
time series of LSTM hidden layer. The classification accuracy was about 3% higher
than that of using the last hidden layer output. We used both hmean in Eq. 4 and hlast as
the output of the hidden layer to figure out which method is more effective. last
represents the number of vectors in Eq. 3’s h.

hmean ¼
Plast

t¼1 ht
last

ð4Þ

hmean and hlast will be processed by full connected layer and softmax layer. The
results ymean in Eq. 5 and ylast in Eq. 6 are the predicted classification result which
reflected the probability of belonging to each class. Using the prediction results to train
the model [13], we apply the cross-entropy loss function (CELoss) in Eq. 7. CELoss is
used to measure the difference between the predicted probability distribution yi and the
standard probability distribution pi.

ymean ¼ softmax hmeanð Þ ð5Þ

ylast ¼ softmax hlastð Þ ð6Þ

CELoss ¼ �
X

i
yi log pi ð7Þ

The algorithm structure diagram is shown in Fig. 4.
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3 Experimental Results

3.1 Dataset

The data in this study is collected by 93 people including 62 males and 31 females in
different age groups. Each person is collected 10 sets of plantar pressure time series.
Each set of data consists of a series of 160–200 frames plantar pressure matrices and
the maximum pressure matrix is 39 � 26. The plantar pressure data used in this study is
obtained by the Footscan® system from a research institute [16]. This system can be
used for barefoot or wearing shoes walking, running and other different static or
dynamic foot plantar pressure measurement. The total measuring plate is 200 � 40 cm,
contains a total of 16384 pressure sensors.

To ensure the validity of the measurement data, each testee needs warm-up and be
familiar with the basic test process. During the test, the testees walk according to their
own walking habits and speed. The sampling frequency of the system is set to 126 Hz.
The procedure of data acquisition is shown in Fig. 5.

Fig. 4. Our LSTM structure diagram

Fig. 5. The procedure of data acquisition
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3.2 Optimization of Network Parameters

We use the TensorFlow framework to train and test the model of the plantar pressure
identification algorithm. TensorFlow is the second generation of artificial intelligence
learning system developed by Google based on DistBelief. It is a system that transmits
complex data structures to the artificial intelligence neural network for analysis and
processing. The experimental hardware configuration is 2.5 GHz CPU, 8G memory,
NVIDIA GeForce GTX1050ti, 4G GDDR5.

We trained our algorithmic model with the normalized plantar pressure series. In
order to optimize LSTM network parameters, we experimented with multiple sets of
parameters for training, we changed the number of hidden layers, the number of hidden
layer neurons, the processing method of the hidden layer output, and the batch size.
The comparison results are shown in Fig. 6.

It can be seen that it’s better to select multiple layers of hidden layers. The number
of neurons in the hidden layer cannot be too small, otherwise the recognition rate is
low. By comparison, it is found that the accuracy of using hmean is higher than that of
using hlast as the output. Obviously, hmean contains more spatial and temporal infor-
mation. The experimental results show that the lager the batch is, the faster the
recognition rate increases. But batch size cannot be too large, or it will consume too
much memory space.

Fig. 6. The comparison results of changing different parameters. Where the figure a, b, c and d
respectively change number of hidden layers, the number of hidden layer neurons, the processing
method of the hidden layer output and the batch size.
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Dropout processing was performed on the hidden layer of Multi-RNN-Cell to
prevent over-fitting. The training rate will attenuate during the training. It was reduced
by 0.2 times for every 8 train epochs. Batch processing was operated on the training
data to increase efficiency. The optimal parameters of the network are listed in Table 1.

3.3 Results and Comparison

Simonyan and Zisserman [12] captured temporal information under the framework of
CNN, which can achieve state-of-the-art performance on image classification tasks. As
a comparison, we built a CNN network proposed by Li [6] who use PPI as input for
CNN. We feed the peak pressure image data that built by our dataset of 93 subjects.
The comparison between the recognition rate growth curve of the convolutional neural
network model and the LSTM network is shown in Fig. 7.

To compare the proposed method with traditional gait recognition methods, we
have implemented two other algorithms [15] which also use plantar pressure data. The
input features of the two traditional algorithm include PPI and Spatio-Temporal His-
togram of Oriented Gradients (STHOG). The comparative results evaluated by a s-fold
cross-validation are shown in Table 2.

Table 1. The parameters of the proposed LSTM network

Parameter Parameter value

Classification classes 93
Number of hidden layers 3
Number of hidden layer neurons 500
Learning rate 0.0001
Batch size 80
Dropout_keep_probability 0.5

Fig. 7. The comparison of recognition rate between CNN and LSTM
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The results in Table 2 shows that the methods based on neural network performed
better results compared with traditional methods. The LSTM method proposed has a
higher accuracy than the method based on CNN. We think this is because LSTM can
make full use of the link of plantar pressure data in terms of time, and CNN can not
catch such a link. As for the execution time, the method based on CNN performs best
and the LSTM-based method has a bit longer execution time. This result is not strange
since the two-dimensional tensor as the input of LSTM is much larger than the PPI in
size.

4 Conclusion

In this paper, we proposed a new LSTM-based method for gait recognition by using
plantar pressure data. The LSTM can realize the feature extraction and classification
automatically. Unlike many traditional and CNN methods, LSTM network can fully
utilize the connection at each frame of plantar pressure data. Experimental results show
that the proposed method can obtain a high recognition accuracy and achieve better
performs than CNN network and other traditional methods.
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Abstract. Gait is a kind of attractive biometric feature for human iden-
tification in recent decades. The view, clothing, carrying and other vari-
ations are always the challenges for gait recognition. One of the possible
solutions is the model based methods. In this paper, 3D pose is estimated
from 2D images are used as the feature for gait recognition. So gait can
be described by the motion of human body joints. Besides, the 3D pose
has better capacity for view variation than the 2D pose. Experimental
results also prove that in the paper. To improve the recognition rates,
LSTM and CNNs are employed to extract temporal and spatial fea-
tures. Compared with other model-based methods, the proposed one has
achieved much better performance and is comparable with appearance-
based ones. The experimental results show the proposed 3D pose based
method has unique advantages in large view variation. It will have great
potential with the development of pose estimation in future.

Keywords: Gait recognition · 3D pose · LSTM · CNNs

1 Introduction

Gait as a kind of biometric feature has a great potential for human identification
at a distance. Compared with other kinds of biometric features such as finger-
print, iris, palmprint and face, gait has unique advantages like non-contact, hard
to fake. Therefore, gait recognition has attracted more and more attention in the
computer vision field. Although many creative works have been proposed on gait
recognition, it is still a challenge task due to view variation, clothing occlusion,
carrying bags which could reduce the recognition rate drastically.

There are mainly two kinds of methods for gait recognition: the appearance-
based methods and the model-based ones. The appearance based methods [16,19,
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20,23] usually extract appearance features from human silhouettes. The appear-
ance based methods were popular in the pass decades for the efficiency of fea-
ture extraction. However, this kind of methods are easily affected by shape
changes like clothing and carrying bags. The recognition accuracy could also
drop rapidly when evaluated under clothing, carrying conditions. Another cat-
egory of methods is based on human models which employ modelling human
body and local movement patterns of different body parts. Many model-based
methods [11,13,14,22] employ static structures of body and motion. It is evi-
dent that the model-based methods can be insensitive to occlusions, clothing
changing and some other variations. But it was challenging to build an accurate
human model in the past. It mainly relies on markers attached on human bodies
or using special sensors to track body joints.

With the development of the pose estimation which can directly extract
human pose from images, gait recognition also benefited from that. There are
some pose-based gait recognition methods in the literature [3,8,9]. It can be
easily understood that human joints are insensitive under the carrying bags
and clothing conditions if the joints can be estimated accurately. Some pio-
neer researchers have worked on gait recognition based one human pose. Liang
et al. [8] use skeleton data acquired from the Kinect sensors. Feng et al. [3] use
the human body joint heatmap as the feature for gait recognition. They feed
the joint heatmap of consecutive frames to Long Short Term Memory (LSTM)
to extract the gait features. Our prior work [9] proposed a 2D pose-based gait
recognition method and used the temporal-spatial network (PTSN) to extract
the gait feature. Different from the method in [9], 3D pose feature is used in the
proposed method. Experimental results also show that the 3D pose feature is
superior to 2D feature.

Our contributions in this paper are: (1) The 3D pose is estimated directly
from 2D images from one camera only, and camera calibration and special senors
and markers are not needed. (2) LSTM and CNNs are combined to capture
both temporal and spatial information from consecutive 3D pose. (3) Only one
uniform 3D pose model is needed which can handle view, carrying and clothing
variations.

The rest of the paper is organized as follows. Section 2 describes the proposed
3D pose model. Experiments and evaluation are presented in Sect. 3. The Sect. 4
conclude the conclusions.

2 3D Pose Feature Extraction

3D human pose contains more information than 2D [9]. Compared with 2D
pose [9], the pose information of our proposed method is in the three dimen-
sion, which is definitely beneficial to dealing with view problem. In addition,
we use the center loss rather than contrastive loss to constrain the gait feature,
which can reduce the complexity in the training process and improve the per-
formance of gait recognition. It is inherently view invariant because it is in a 3D
space. Given the 3D human model, the feature at any view can be synthesized
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Fig. 1. The framework of the proposed method.

from the 3D model. The proposed method employs the 3D pose information esti-
mated from 2D images by CNN. It is inspired by the facial expression recognition
method in [21]. We extract temporal features based on 3D pose from consecu-
tive frames by LSTM, and spatial features by CNN. A multiple loss strategy is
employed to enhance the gait feature extraction and improve recognition rates.
The framework of the proposed method is shown in Fig. 1.

2.1 3D Pose Estimation

Estimating a high accuracy 3D pose is a challenge because it can be cast as a non-
linear optimization problem [7]. Recently, Chen et al. [2] explore 3D human pose
estimation from single RGB image and it is straightforward to implement with
off-the-shelf 2D pose estimation systems and 3D mocap libraries. It outperforms
almost all state-of-the-art 3D pose estimation system, so we use it to obtain the
gait pose which contains 14 joints. The 14 joints are Nose, Neck, Right Shoulder,
Right Elbow, Right Wrist, Left Shoulder, Left Elbow, Left Wrist, Right Hip,
Right Knee, Right Ankle, Left Hip, Left Knee, Left Ankle, Right Eye, Left Eye,
Right Ear and Left Ear. Some gait RGB images and the correspondent 3D pose
are show in Fig. 2.

Fig. 2. Some gait RGB images and the correspondent 3D pose estimated from the
RGB images.
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2.2 The Feature Learning

In the proposed architecture there are two networks. They are LSTM and CNNs
respectively. The size of the input data is N×42 where N stands for N consecutive
frames selected from a video and 17 body joints (each joint has its position with
(x, y, z). The consecutive poses can be considered as dynamic variation so we
implement LSTM as a temporal network to extract dynamic features from the
consecutive poses. Another network based on CNNs is constructed to extract
features from still poses. The dynamic features extracted by LSTM and the
spatial features by the CNNs are finally concatenated as our gait feature to
improve the recognition.

LSTM for Temporal Feature: Since that gait is the walking style and differ-
ent person has different gait. Gait can also be regarded as the dynamic motion
of different body joints in the temporal space. LSTM is a network which is good
at extracting features in the temporal domain. It contains self-connected mem-
ory units. It can improve long range contextual information of in the temporal
domain. So it is effective in capturing dynamic information. We put the joint
positions into a LSTM network to extract the temporal feature.

CNNs for Spatial Feature: A CNNs model is also designed in the proposed
method to extract the spatial information. We want to emphasis here that the
input of CNNs is the pose data which is the same with the one to LSTM. For
most CNNs based gait recognition methods, the input is 2D images which is
the appearance data. The input is a global representation of a gait sequence.
As illustrated in Table 2, we implemented ResNet [4] which add shortcut and
can help to extract deep global information. Then, the LSTM and CNNs are
fused to extract temporal and spatial gait features in a gait sequence. At last,
the temporal gait feature and the spatial one are concatenated as the feature.

2.3 Loss Functions

After the gait feature extraction by LSTM and CNNs, a multi-loss strategy is
involved to improve the recognition rate. For gait features, it is a great challenge
that intra-class is larger than inter-class sometimes. The softmax loss [12] can
help to enlarge the inter-class distance, and the center loss [15] is good at reducing
the intra-class distance. So the softmax loss and the center loss are fused to boost
our network.

Softmax Loss. Our networks can learn discriminant features under the super-
vision of the gait labels. The softmax loss could classify each gait pose into the
correspondent subject, and it also effectively to enlarge the inter-class distance.
It is defined as:

LS = −
m∑

i=1

log
eW

T
yi

xi+byi

∑n
j=1 eW

T
j xi+bj

(1)



Improving Gait Recognition with 3D Pose Estimation 141

where xi ∈ R
d is the ith feature that belongs to the yith class. d, W ∈ R

d×n

and b ∈ R
d denote the feature dimension, last connected layer and bias term,

respectively.

Center Loss. In gait recognition many challenges such as the view variation
can cause the recognition rate to drop drastically because the intra-class distance
is mostly greater than the inter one. The center loss is effective to reduce the
intra-class distance. It is defined as:

LC =
1
2

m∑

i=1

||xi − cyi
||22 (2)

where cyi
∈ R

d is the yith class center of pose features. When the distance
between the pose and its correspondent center is large, it adds penalty so that
the intra-class can be reduced.

Fusion of Loss Functions. To enlarge the inter-class distance and reduce the
intra-class one, the softmax lass and the center loss are fused. They are fused as
follows.

L = LS + γLc (3)

where γ is to balance the weight of two loss functions, and in our experiment
the γ is set to value 0.005.

3 Experimental Results and Analysis

3.1 Dataset

CASIA-B gait dataset [18] is one of the largest public gait databases in this world,
and it contains 124 subjects captured from 11 views with the view range from
0◦ to 180◦ with 18◦ interval between two nearest views. The set of view angles
are {0◦, 18◦, · · · , 180◦}. There are 10 sequences for each subject, 6 sequences of
normal walking (NM), 2 sequences of walking with bag (BG) and 2 sequences of
walking with coat (CL). The CASIA-B dataset consists 13640 video sequences
and with 2 or 3 gait cycles in each sequence.

3.2 Implementation Details

The experimental setting of the proposed method is the same with those in [9].
All the gait data including “nm”, “bg” and “cl” are all involved. The first 62
subjects are put into the training set and the remaining 62 ones into the test
set. In the test set, the first 4 normal walking sequences of each subjects are put
into the gallery set and the others into the probe set as shown in Table 1.

According to our framework in Fig. 1, the 3D pose is estimated from images
using the method in [2]. The 3D pose contains 14 joints. The height of the
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Table 1. Experimental setting on CASIA-B dataset.

Training Test

Gallery Set Probe Set

ID: 001-062 ID: 063-124 ID: 063-124

NM01-NM06 SNM01-NM04 NM05-NM06

BG01-BG02, CL01-CL02 BG01-BG02, CL01-CL02

Table 2. Implementation details of the CNN.

Layers Number of filters Filter size Stride Activation function

Conv.1 32 3 × 3 1 P-ReLU

Conv.2 64 3 × 3 1 P-ReLU

Pooling.1 N 2 × 2 2 N

Conv.3 64 3 × 3 1 P-ReLU

Conv.4 64 3 × 3 1 P-ReLU

Eltwise.1 Sum operation between Pooling.1 and Conv.4

Conv.5 128 3 × 3 1 P-ReLU

Pooling.2 N 2 × 2 2 N

Conv.6 128 3 × 3 1 P-ReLU

Conv.7 128 3 × 3 1 P-ReLU

Eltwise.2 Sum operation between Pooling.2 and Conv.7

Conv.8 128 3 × 3 1 P-ReLU

Conv.9 128 3 × 3 1 P-ReLU

Eltwise.3 Sum operation between Eltwise.2 and Conv.9

Conv.10 128 3 × 3 1 P-ReLU

FC.1 512 N N N

subjects in the images is not fixed because the distance between the subjects
and the camera is not fixed. So the human pose is normalized to a fixed size. To
be specifically, it is that the distance between the neck and the hip is normalized
to a fixed size.

The 3D pose joint data of train set are fed into the networks. The details
of our networks involving CNNs and LSTM are shown in Table 2 and Table 3
respectively.

3.3 Impact of Temporal Network

The proposed method combines the LSTM and CNNs to extract temporal and
spatial features respectively. To evaluate the efficiency of the LSTM, experiments
are carried out with only CNNs with exactly the same train and set settings. We
compute the average recognition rates under the view variation, carrying and
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Table 3. Implementation details of LSTM

Layers Activation function

FC ReLU

FC ReLU

FC ReLU

FC ReLU

LSTM N

50.55 

30.8 

18.08  

55.91 

37.07 
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Fig. 3. The cross-view average recognition comparison between proposed and only
using CNNs model on CASIA-B dataset.

clothing conditions. From the results shown in Fig. 3, we can find that the pro-
posed method outperforms the method with CNNs only. It shows the efficiency
of the temporal information by LSTM.

3.4 Comparisons with 2D Pose

Our prior work in [9], named as PTSN, is a 2D pose based gait recognition
method. Different from the 3D joint positions extracted from images, it is only
the 2D positions used in [9]. The proposed method is compared with PTSN
under the cross-view variations to evaluate that the 3D pose is more robust to
view variation. The experimental design of the proposed method is the same
with that of PTSN as shown in Table 1. Figure 4 shows the recognition rates of
PTSN and the proposed method at each probe angle. It is clearly shown that the
proposed can achieve much better results especially when there is a larger view
variation. That means the proposed method is more robust to view variation.

3.5 Comparison with Other Cross-View Methods

We compared the proposed method with some other sate-of-the-art works. They
are FD-VTM [10], RSVD-VTM [5], RPCA-VTM [23], R-VTM [6], GP+CCA [1],
C3A [17] and PTSN [9]. For the limitation of space, we only selected the results
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Fig. 4. Comparison between the 2D pose method PTSN [9] (blue lines) and the pro-
posed method (red lines). (Color figure online)

of 54◦, 90◦, 126◦ probe angles. It is the same setting with that in [9]. The
experimental results are shown in Fig. 5.

We want to emphasize here that only the positions of 14 joint are taken as the
input. No other kinds of appearance based features are sent into the networks.
From the results, we can find that the proposed method performs well in large
view variation especially. The results also show that the proposed 3D model
owns advantages in handling cross-view condition.
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Fig. 5. Comparing with existing methods at probe angles (a) 54◦, (b) 90◦ and (c) 126◦

on CASIA-B dataset. The gallery angles are the rest 10 angles except the corresponding
probe angle.

4 Conclusions and Future Work

In this paper, we proposed a gait recognition method based on 3D body pose to
handle the cross-view variations. A 3D pose estimation method based on CNN
is used to estimate the position of human body joints. Then the positions in a
sequence can be sent to neural networks to train the networks. Since 3D pose
is used in the proposed method, the proposed method is more robust to view
variation and others. Experimental results also prove that. Even only the joint
positions are used for recognition, state-of-the-art recognition rates are achieved.

Human pose estimation is just improved greatly in these several years with
the progress of deep learning. We surely believe that the pose estimation will
achieve better performance in future. The work in the paper shows that 3D pose
can benefit gait recognition a lot. Gait recognition will be continually benefited
by the development of human pose estimation, human body modeling and related
topics.
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Abstract. Head pose estimation and facial landmark localization are
crucial problems which have a large amount of applications. We propose
a cross-cascading regression network which simultaneously perform head
pose estimation and facial landmark detection by integrating information
embedded in both head poses and facial landmarks. The network con-
sists of two sub-models, one responsible for head pose estimation and the
other for facial landmark localization, and a convolutional layer (channel
unification layer) which enables the communication of feature maps gen-
erated by both sub-models. To be specific, we adopt integral operation
for both pose and landmark coordinate regression, and exploit expecta-
tion instead of maximum value to estimate head pose and locate facial
landmarks. Results of extensive experiments demonstrate that our app-
roach achieves state-of-the-art performance on the challenging AFLW
dataset.

Keywords: Facial landmark detection · Head pose estimation
Cross-cascading regression · Integral regression
Deep convolutional network

1 Introduction

Head pose estimation and facial landmark localization have drawn much atten-
tion from computer vision community as they are of great significance and broad
applications in problems such as face verification, face animation, and emotion
recognition.
c© Springer Nature Switzerland AG 2018
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Traditionally, head pose estimation and facial landmark localization are
treated as independent problems and seldomly be studied jointly.

Thanks to the development of Deep Convolutional Neural Networks (DCNN),
there has been significant progress on both head pose estimation and facial land-
mark localization [1–3] and recent methods generally adopt DCNN as their main
building blocks. One of the major advantages of DCNN is its capability of per-
forming end-to-end optimization, especially for multitask problems [4] where
related tasks can benefit from each other. Facial landmark detection algorithms
could be roughly classified into two categories, detection based methods and
regression based methods. At present, most best performing methods are detec-
tion based, in which heatmaps indicating the probability of the precense of the
facial landmarks are generated and the exact locations of landmarks are deter-
mined according to maximum likelihood. However, since the operation of tak-
ing maximum value is not differentiable, it breaks the back propagation chain
required for end-to-end learning. Intuitively, head pose estimation and facial
landmark detection are not isolated problems and low-level facial representa-
tions could be shared by the two objectives, thus they attract the attention of
many researchers [5,6].

The motivation of this work is to integrate information from head pose and
facial landmarks for improving the performance of both facial landmark detec-
tion and head pose estimation on arbitrary faces, taking advantages of DCNN.
In this work, we propose a novel network architecture named Cross-Cascading
Regression network which integrates information from both pose and landmarks,
and simultaneously perform head pose estimation and facial landmark detection.
Since our network structure is topological symmetric, we expand a single net-
work module by consecutively appending multiple modules together at the end
which achieves finer prediction.

To overcome the obstacle of non-differentiable operations, we adopt integral
regression [7], and use expectation instead of maximum value to locate land-
marks. The loss of the network consists of two components: classification and
regression.

The proposed method achieves comparable or better results in comparison
with state-of-the-art algorithms on the challenging dataset AFLW [8] for both
head pose estimation and facial landmark detection. With more blocks stacked,
the performance improves significantly.

2 Related Works

In this section, we introduce some related works in facial landmark localization
and head pose estimation. Traditionally, these two problems are addressed as
independent problems.

Facial Landmark Localization. There are two distinct families of methods
for facial landmark localization: detection based and regression based meth-
ods. Detection based methods handle facial landmark detection as a heat map
prediction problem, and many explorations have been made such as stacked
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architectures, residual connections, and multiscale processing. Newell et al. [9]
proposed the Stacked Hourglass Network, which incorporates multi-resolution
features and improves scores on 2D pose estimation challenges significantly. On
the other hand, facial landmark detection is essentially a regression problem.
Typically, regression based methods use cascaded regressors to predict land-
marks’ coordinates directly from intensities of input images. Cao et al. [10] used
a vectorial regression function to infer the whole facial shape from the input.
Xiong et al. [11] proposed a Supervised Descent Method (SDM) for minimiz-
ing a Non-linear Least Squares (NLS) function to optimize the performance of
facial feature detection. Although regression based methods have been widely
used, the performance is still not satisfactory. The idea that using information
from different tasks to constrain the solution space is also a optional approach
to achieve better results. Zhang et al. [5] trained a multi-task network which
optimizes facial landmark detection together with correlated tasks such as head
pose estimation and facial attribute inference. Huang et al. [6] proposed a unified
FCN framework named DenseBox to accomplish landmark localization and face
detection simultaneously. Wu et al. [12] propose an iterative cascade method for
simultaneous facial landmark detection, head pose estimation, and facial defor-
mation analysis.

Head Pose Estimation. Head pose estimation usually serves as a by-product
of facial landmark detection, which means the precision of head pose estimation
is closely related to the accuracy of landmark detection. However, extremely
relevant information can disturb prediction precision. It also fails to make the
utmost of facial information. The research of independent head pose estimation
is rare. Nataniel et al. [3] trained a multi-loss convolutional neural network on
300W-LP to estimate pose directly from input image through joint binned pose
classification and regression.

3 Approach

In this section, we present the technical details of Cross-cascading Regression
Network. The proposed model consists of two sub-networks, which performs head
pose estimation and facial landmark localization simultaneously with intermedi-
ate facial feature sharing. Specifically, the network takes a face image as input,
and outputs heatmaps where each per-pixel indicates the likelihood for loca-
tions of key points. Meanwhile, it outputs three float numbers which indicate
the degrees of yaw, pitch and roll, and a combination of information maps for
further processing.

3.1 Head Pose Estimation

The pose estimation sub-network aims at getting appraisals of three Euler angles
Y , P and R ( Y denotes yaw, P denotes pitch and R denotes roll). Since the
range of head poses is divided into N classes, we adopt a N -way softmax layer at
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Fig. 1. Our cross-cascading regression network consists of head pose estimation sub-
network and facial landmark localization sub-network

the top of the sub-network, generating the probability distribution of the head
pose in the input image over N classes.

Instead of inferring head pose from the estimated landmarks, we directly
predicted intrinsic Y , P , R from image intensities through joint binned pose
classification and regression [3], which avoids irrelevant information damaging
the prediction accuracy so that the module has greater robustness.

For network training, an cross-entropy loss is employed:

Lpc = −
∑

p

yp log ŷp (1)

where yp is the target probability distribution of head pose, and ŷp is the pre-
dicted head pose probability distribution.

Inspired by [3], we also add a regression loss to improve the performance of
head pose prediction, which is the Mean Square Error between the predicted
pose and ground truth. The total loss of pose estimation sub-network is:

Lossp = Lpe + α1Lpc =
3∑

k=1

∥∥∥Qk − Q̂k

∥∥∥
2

+ α1Lpc (2)

where α1 is the balance factor, k indicates the kth pose, Qk and Q̂k refers to the
predicated and ground truth pose, respectively.

The pose estimation sub-network is built upon ResNet50 [13], with three
fully-connected layers appended at the end to predict each angle independently.
Pervious convolutional layers of the backbone network are shared by all of these
fully-connected layers. By enabling back-propagation of the regression results of
head pose angles, network learns to obtain fine-grained pose predictions.

3.2 Facial Landmark Localization

The design of the facial landmark localization sub-network is based on the Hour-
glass Networks [9] which has shown outstanding results on human pose estima-
tion. We adapted the idea to the case of facial landmark localization. The output



152 W. Zhang et al.

of the sub-network are k heatmaps, and each heatmap Hk indicates the proba-
bility of the presence for the kth key point.

Several convolutional and max pooling layers process the input image down
to a very low resolution (4× 4, for example). At the end of down-sampling oper-
ations, the network begins the top-down sequence of upsampling. In this pro-
cedure, features across different scales are combined together. After reaching
the output resolution, we applied two 1-demention convolutions to get the final
prediction, which is a set of heat maps.

In general, the final joint location coordinate is obtained as the location
with the maximum value in a learnt heatmap. However, obtaining the location
possessing the maximum value is non-differentiable, which breaks down the end-
to-end training framework. On the other hand, since the size of heatmap is
usually smaller than inputs, it also produces quantization error. We modifies the
max operation to operation of taking expectation, formulated as

Jk =
H∑

py=1

W∑

px=1

p · Ĥk(p) (3)

where H and W are the height and width of predicted heatmap Ĥk.
In addition, we adopt the Mean Square Error as a loss function Llc to cal-

culate the loss between predicted heat maps and ground truth, formulated as
follows:

Llc =
M∑

k=1

∥∥∥Hk − Ĥk

∥∥∥
2

(4)

where M indicates the number of landmarks, Ĥk is the predicted heatmap for
the kth landmark.

In a similar way, we added a regression loss to improve the performance
of facial landmark estimation, which is the Mean Square Error of predicted
landmarks and ground truth. The total loss of landmark sub-network is:

Lossl = Lle + α2Llc =
M∑

k=1

∥∥∥Jk − Ĵk

∥∥∥
2

+ α2Llc (5)

where α2 is the balance factor, M indicates the number of landmarks, Jk and
Ĵk are the predicated and ground truth landmark coordinates, respectively.

3.3 Cross Cascading Regression

Inspired by [14], in order to make full use of the information of head pose and
facial landmarks, we design Cross-cascading Regression Network which connects
facial landmark localization and head pose estimation together.

Through several convolutional and max pooling layers, the input image is
processed down to a lower resolution, which is applicable for facial landmark
localization sub-network and head pose estimation sub-network to take as input.
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At the same time, after obtaining the predicted head pose, two deconvolutional
layers are added to compute the upsampling features. To match the number of
channels of the facial landmark localization’s output features and the upsam-
pling features, we set a convolutional layer serves as channel unification layer.
With the convolutional layer for channel unification, these feature maps are asso-
ciated together, which enables the communication between head pose and facial
landmark information. The output of head pose estimation sub-network is the
summation of facial landmark heatmaps, the upsampling features and interme-
diate features of head pose estimation sub-network.

We adopt the coarse-to-fine strategy and extend network further by stacking
a block at the end, feeding the combination of information maps achieved by
former block as input into the following. Moreover, to facilitate the efficiency
of information communication, we insert the pose information map into the
intermediate structure of hourglass network in the next block. The structure of
our network is shown in Fig. 1.

Since Cross-cascading Regression Network consists of two sub-networks com-
pleting the head pose estimation and facial landmark localization simultaneously,
the loss function must give consideration to the information of both head pose
and facial key points, which is formulated as follows:

Loss = Lossp + λ · Lossl (6)

where λ indicates the relative importance of the two terms.

4 Experiment

4.1 Dataset

We train our network on AFLW datasets. AFLW is a challenging dataset which
consists of 24386 images of human faces in the wild, with head pose ranging from
0◦ to 120◦ for yaw and up to 90◦ for pitch and roll. It also provides at most 21
key points for each face. In our experiments, we train on a subset of the dataset,
which contains nearly 20000 images, and keep the rest for evaluation. For each
sample image, the facial area is cropped out and then resized into 256× 256 for
normalization.

4.2 Implementation Details

The network is implemented using Pytorch framework. The variance σ of the 2D
Guassians in heatmap is set to 1. For invisible landmarks, the ideal estimations
are defined as 0. During training, the learning rate is fixed to 2.5e−4. Instead of
taking the max activated location as the final prediction, we use the expectations
of the output heatmaps to predict landmarks, and the predicted pose is the
expectation of each output angle computed based on the output classification
features.
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4.3 Evalution Metric

To evaluate a facial landmark localization algorithm, we adopt the widely used
Normalized Mean Error (NME) as the evaluation metric, which can be formu-
lated as follows:

NME =
1
n

n∑

i=1

‖xi − x∗
i ‖2

l
(7)

where l denotes the normalized distance and n is the number of facial landmarks
involved in the evaluation. In our experiment, l is the width (or height) of the
face bounding box which is square for test samples in AFLW, and n indicates
the number of visible landmarks.

4.4 Comparison with State of the Arts

We compare our Cross-cascading Regression network (CCR) with state-of-the-
art head pose estimation and facial landmark detection approaches, results are
shown in Tables 1 and 2. The result shows that our Cross-cascading regression
Network achieves better or comparable performance when compared with state-
of-the-art methods, which justifies the effectiveness of combining pose and land-
mark information explicitly.

Table 1. Mean Average Error (MAE) of Euler angles across different methods on
AFLW.

Methods Yaw Pitch Roll MAE

Multi-loss ResNet50 [3] (α=1) 6.26 5.89 3.82 5.324

Multi-loss AlexNet [3] (α=1) 7.79 7.41 6.05 7.084

KEPLER [1] 6.45 5.85 8.75 7.017

Patacchiola, Cangelosi [15] 11.04 7.15 4.40 7.530

CCR (two blocks stacked) 5.22 5.85 2.51 4.527

Fig. 2. Results of landmark detection and pose estimation generated from Cross-
cascading Regression network. The red axis points towards the front of the face, green
pointing downward and blue pointing to the side. (Color figure online)
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Table 2. Normalized Mean Error (NME) of facial landmark detection across different
methods on AFLW.

Methods NME

CDM [16] 12.44

RCPR [17] 7.85

ESR [10] 8.24

Hyperface [18] 4.26

FRTFA [19] 4.23

PIFA [20] 6.80

CCL [21] 5.85

CCR (two blocks stacked) 5.72

5 Conclusion

In this work, we propose a novel network architecture named Cross-cascading
Regression Network which consists of two sub-networks. The proposed model
performs head pose estimation and facial landmark localization simultaneously
with compact information communication. We extend our network architecture
by stacking multiple blocks end-to-end, feeding the combination of information
maps achieved by former block as input into the next, which achieves a coarse-
to-fine prediction scheme. Our loss function consists of regression loss and classi-
fication loss, and the prediction of pose and landmarks are calculated by binned
results. The proposed method achieves superior, or at least comparable per-
formance in comparison with state-of-the-art methods on challenging datasets
AFLW, which demonstrates the effectiveness of combining information from dif-
ferenct tasks and the significance of cascading.

Acknowledgments. This work is supported by the National Natural Science Foun-
dation of China (Grant No. 61427811, 61273272, 61573360).
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Abstract. Typical manually-selected features are insufficient to reliably
detect violence actions. In this paper, we present a violence detection
model that is based on a bi-channels convolutional neural network (CNN)
and the support vector machine (SVM). The major contributions are
twofolds: (1) we fork the original frames and the differential images into
the proposed bi-channels CNN to obtain the appearance features and the
motion features respectively. (2) The linear SVMs are adopted to classify
the features and a label fusion approach is proposed to improve detection
performance by integrating the appearance and motion information. We
compared the proposed model with several state-of-the-art methods on
two datasets. The results are promising and the proposed method can
achieve real-time performance of 30 fps.

Keywords: Violence detection
Bi-channels convolution neural network
Deep spatio-temporal features · Label fusion

1 Introduction

Public security affairs have been drawing more and more attention to commu-
nities. Violence detection in videos is of great importance to make people alert
in scenes such as streets, schools, and prisons. Due to negative factors, such as
the low resolution of surveillance video, the varing illumination, occlusion and
complex backgrounds, it is difficult to detect violence actions. Although great
progress has been made in this domain in the latest decade, there are still a long
way to go to solve this problem.

Currently, there are two feature description methods for video violent detec-
tion, based on the global features and the local features respectively. Local fea-
ture description methods are most based on how to detect the Spatio-Temporal
Interest Points (STIP) [1], the Histogram of Oriented Gradient (HOG) [2] or
Histograms of Oriented Optical Flow (HOF) [3] descriptors. De Souza et al. [4]
found that spatio-temporal features outperform pure spatial features through
comparing the STIP and the scale invariant feature transform (SIFT) [5]. How-
ever, Hassner et al. [6] found that such feature descriptors cannot work well on
c© Springer Nature Switzerland AG 2018
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crowded scenes like the Crowd Violence dataset they presented. Nievas et al. [7]
that Motion SIFT [8] outperforms the STIP. Xu et al. [9] further improved these
works by substituting the bag-of-words step with a sparse coding scheme to
encode MoSIFT features for violent detection.

Although the local features methods demonstrate good performance on pro-
viding accurate representation of the motion, they may not accurate enough
when the scene is crowded. Therefore, global feature based methods have been
proposed. Wang et al. [10] used histograms based on optical flow for abnormal
behavior recognition. Cong et al. [11] proposed a new feature descriptor: Mul-
tiscale Histogram of Optical Flow (MHOF). To detect abnormal behaviors in
crowed scene, Gnanavel et al. [12] combined MHOF with Edge Oriented His-
togram (EOH) to obtain the motion context. Other methods that are based on
Histogram of Optical Flow Orientation (HOFO) descriptor were also proposed
to detect abnormal behavior in crowded scenes.

The existing local and global features methods work fine on some scenes,
but they are designed subjectively for specific tasks, which are limited in other
applications. In recent years, the deep convolution neural networks methods
have been developed to deal with the violence detection. Simonyan et al. [13]
proposed a two-steam convolution neural network (CNN) for action recognition.
Ding et al [14] proposed a 3D ConvNet method to detect violence action. Dong
et al. [15] proposed a method for the violence detection by using the information
of acceleration. Meng et al. [16] integrated the trajectory information into the
CNN to improve the performance of violence detection.

In this paper, we present a method that is based on the bi-channels CNN
with SVM. The contributions in this paper can be summarized as follows:

– A violence detection model based on a bi-channels convolutional neural net-
work (CNN) and SVM is proposed. Features from different layers of the two
channel network are accordingly compared to choose the best ones.

– A new label fusion is first proposed, which effectively combines the appearance
and motion information to improve the accuracy of the detection.

– Real-time performance is achieved and the accuracy is superior to the most
of the state-of-the- art methods.

The remainder is organized as follows: the proposed framework is introduced
in Sect. 2, then experiments are presented in Sect. 3. The conclusion is drawn in
Sect. 4.

2 Our Approach

Figure 1 shows that a bi-channels network framework for violence detetion is
proposed, which consists of three parts: feature extraction, SVM training and
label fusion. Firstly, two features are extracted based on the structure of the bi-
channels CNN. The original video frame is used as one channel input to extract
the appearance features and the difference of adjacent frames is used as another
input to extract the motion feature. Then, two linear SVMs are adopted as
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the appearance and motion classifier respectively. Finally, the violence detection
result is obtained by using a label fusion method which combines the appearance
information with the motion information. Detailed description of each part is
presented in the following subsections.
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Fig. 1. An overview of the proposed bi-channels network framework.

2.1 Feature Extraction

Still frames in videos always carry a lot of information about scenes and objects
in videos. Some violence always occurs in specific scenes. For instance, supposing
someone holding a big stick or a gun is fighting with someone else, this violence
is close to the scene with the big stick or the gun. The deep CNN which operates
on the still frames has effectively performed in many visual tasks such as image
classification [17]. In this paper, we use the pre-trained VGG-f model on Ima-
geNet dataset to obtain appearance on still frames. The so-called appearance
feature, as shown in Fig. 2a, is obtained by directly using the original images as
the input of the first channel. The feature extracted in this way is called the
appearance feature.

Fig. 2. Schematic of appearance and motion images. (a) First row: appearance images.
(b) Second row: motion images.

Since violence is always described with motion information like the kick or hit
on purpose. The second channel of the framework aims to learn the effective motion
features which have got excellent performance in action classification. Christoph
et al. proposed two-steam network to realize action recognize and they used optical
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flow map as one input of one steam network in [18], but its disadvantage is that the
computation is complex and difficult to achieve real-time performance. In order to
improve efficiency, we use the difference of adjacent frames instead of optical flow
map to describe the motion information as another input:

Finput = Ft − Ft−1, (1)

where Finput is the difference of adjacent frames as another channel input, Ft

is the current frame and Ft−1 is the previous frame. As shown in Fig. 2(b), the
image after the frame difference contains the difference between the original
adjacent images. The extracted feature from the frame difference is so-called
motion feature.

2.2 Network Architecture

In this paper, we use the public pre-trained VGG-f [19] network model to extract
appearance features and motion features.

Table 1. The architecture of VGG-f

Arch. Conv1 Conv2 Conv3 Conv4 Conv5 Full6 Full7 Full8

CNN 64 × 11 × 11 256 × 5 × 5 256 × 3 × 3 256 × 3 × 3 256 × 3 × 3 4096 4096 1000

- st.4, pad 0 st.1, pad 2 st.1, pad 1 st.1, pad 1 st.1, pad 1 Drop- Drop- soft-

F LRN, ×2pool LRN, ×3 - - ×2 pool out out max

As shown in Table 1, the architecture contains 5 convolution layers (Conv
1–5) and 3 fully-connected layers (Full 1–3). The details of each of the con-
volutional layers are given in three sub-rows: the first specifies the number of
convolution filters and their receptive field size as “num × size × size”; the
second indicates the convolution stride (“st.”) and spatial padding (“pad”); the
third row indicates if Local Response Normalisation (LRN) [17] is applied, and
the max-pooling downsampling factor. The dimension of each fully-connected
layer is also shown in the Table 1. The activation function is the Rectified Linear
Uints (ReLU) function because the ReLU function has the advantages of unilat-
eral suppression, a relatively wide excitement boundary, and sparse activation,
as shown in Eq. (2).

f(x) = max(0, x) (2)

As shown in Fig. 2, the original video frames and its adjacent frames differ-
ences are respectively used as the inputs of the bi-channels neural network to
obtain appearance and motion feature vectors.
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2.3 Classifier

For violence detection in videos, it is a binary classification problem. To reduce the
influence of non-linearity,we choose the linear SVMas classifier.As shown inFig. 1,
we use two SVM classifiers to train and test separately, thus two labels are obtained
by different classifiers: labela represents the classification result of appearance fea-
ture while labelm represents the classification result of motion feature.

2.4 Label Fusion

A new measure of label fusion is proposed to combine the appearance information
with the motion information as shown in Eq. (3).

LabelF = threshold
δ

(β ∗ labela + (1 − β) ∗ labelm) (3)

threshold
t

(f) =
{

1 if (f ≥ t)
0 if (f < t) , (4)

where labela and labelm respectively represent the labels of appearance feature
and motion feature, δ represents the threshold value for label fusion, and LabelF
represents the label after fusion. β represents the weighting coefficient, and the
larger its value, the greater the influence of the apparent feature on the violence
detection. Equation (4) is a simple threshold function, if the value f is bigger
than the threshold t, then the result would be 1.

Label = threshold
τ

(
∑
T

LabelF ) (5)

In our model, the violence is continuous in time domain, which means for
the LabelF , the label of violent behavior can not exist in isolation. Therefore, a
threshold τ is taken on the time axis to eliminate these isolated points. If the
detected violence is less than the threshold τ within the length of time T, then
the detection result is considered an wrongly predicted point as shown in Eq. (5).
In general, the larger the value of T, the longer the prediction of the algorithm
will be delayed.

3 Experiment and Result

3.1 Data Sets

We conducted our experiments on two datasets: Hockey Fight [7] and Violent
Crowd [6] dataset respectively. Figure 3 shows some sample frames from these
datasets.

The Hockey Fights dataset contains 1,000 short videos about the National
Hockey League (NHL), each video consists of 50 frames with a resolution of
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Fig. 3. Sample frames of violent scenes from two data sets. (a) First row: Hockey Fight.
(b) Second row: Crowd Violence.

360 × 288 pixels. This dataset has several challenges: blurring caused by differ-
ences in perspective, camera movement, and other people appearing in the video,
especially fast-moving arms and legs, also presents a challenge to frame-based
motion extraction.

Crowd violence is a dataset released by Hassner et al., which consists of 246
video sequences collected from YouTube which have been captured in a variety
of arenas (as opposed to the Hockey Fight). These videos have a resolution of
320×240 and video lengths range from 50 to 150 frames. The challenge with this
dataset is the image quality which is affected by compression artifacts, motion
blur, text overlay, flash lights, and varying temporal resolutions.

3.2 Implement Details

The VGG-f model used in this paper is pre-trained on ImageNet dataset. As
shown in Table 1, the VGG-f model contains three fully-connected layers and
the output of each fully-connected layer can be the extracted features. In order
to select the most suitable feature as output, we have compared the classification
accuracy of each fully-connected layer as a feature.

When verifying the performance of different layer features, 10-fold cross-
validation method is used. The classification results of 10 times are shown in
Fig. 4, and the average comparison of 10-fold cross-validation is shown in Fig. 4.
It can be seen that the classification accuracy of the first fully-connected layer
as a feature is higher than that of the other layers. Thus, the output of the first
fully-connected layer of VGG-f is selected.

In order to verity the feasibility of the fusion framework, the appearance
feature and the motion feature are separately tested as separate features. As
shown in Table 2, the detection accuracy of the fusion method is superior to
that of the one feature method. This indicates that the label fusion method in
this paper is significantly effective.

The fusion coefficient β used in this paper is tested on two different data sets
respectively, the result shows that when the value of the fusion coefficient β is
0.5, the accuracy rate will be the highest. The threshold δ is given an empirical
value of 0.4. As to the isolated points, the length of time T selected in this paper
is 20 frames and the threshold τ is 8 frames, which means the delay time of this
method is about one second.
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Fig. 4. Classification results from different fully-connected layers on two datasets.

Table 2. Performance comparison of using different features on two datasets.

ACC ± SD(%) Hockey fight Violent crowd

Appearance accuracy 94.72 ± 3.6 91.46 ± 2.69

Motion accuracy 84.56 ± 4.85 75.87 ± 4.07

Fusion accuracy 95.90 ± 3.53 93.25 ± 2.34

3.3 Experimental Results

In this section, we compare the proposed method with the state-of-the-art meth-
ods on the Hockey Fights and Crowd Violence dataset. Not only the traditional
spatio-temporal features based method such as HOG [2], HOF [2], MoSIFT [8],
ViF [6] and LaSIFT [20], but also Two-streams [13] and two-steam+IDT [16]
these CNN-based approach are compared.

The Crowd Violence dataset is especially designed to evaluate violence in
crowded scene. Table 3 shows the comparison results on this dataset between
the proposed and other methods. Our proposed method outperforms the oth-
ers, especially for those spatiotemporal features (HOF, HOG, MoSIFT). Spatio-
temporal descriptors perform bad mainly since crowded scenes seriously affect
their needed scene and motion information. The proposed bi-channels network
performs much better than HOF and HOG features, which proves that deep-
learned features learn more discriminative information than hand-crafted fea-
tures and more robust even in crowded scenes. We also compare our method
with methods based on CNN. As the results shown, the proposed method in this
paper also outperforms these methods on this crowded dataset.

The Hockey Fight dataset is especially used to evaluate violence detection
systems in uncrowded scenes. Table 4 shows the comparison results of the pro-
posed method and other methods on the Hockey Fight dataset. It can be seen
that the performance of the proposed method is significantly higher than that
based on the traditional hand-crafted features. Compared with the CNN-based
methods, the proposed method performs better than [13] because the proposed



164 Q. Xia et al.

Table 3. Comparison of proposed
and other methods on Crowd Vio-
lence dataset.

Methods ACC ± SD(%)

STIP (HoG) 57.43 ± 0.37

STIP (HoF) 58.53 ± 0.32

MoSIFT 83.42 ± 8.03

ViF 81.3 ± 0.21

Two-streams 91.83 ± 3.34

LaSIFT 93.12 ± 8.77

Two-stream+IDT 92.5

Proposed 93.25 ± 2.34

Table 4. Comparison of proposed
and other methods on Hockey Fight
dataset.

Methods ACC ± SD(%)

STIP (HoG) 91.7

STIP (HoF) 88.6

MoSIFT 90.9

ViF 82.90 ± 0.14

Two-streams 93

LaSIFT 94.42 ± 2.82

Two-stream+IDT 98

Proposed 95.90 ± 3.53

label fusion method effectively combines the appearance and motion feature.
However, the performance of the proposed method is not good enough com-
pared with the method of [16]. That is because this dataset contains people
violence behaviors at a comparatively short distance. The method of [16] per-
forms better since the trajectory information is utilized, which takes advantage
of the method of improved trajectory to capture long-term action information.

This proposed method is tested on platform i5 6300HQ and can reach a real
time performance about 30 fps.

4 Conclusion

In this paper, a method based on bi-channels CNN is proposed for violence detec-
tion. Original frames and differential images are used as inputs of bi-channels
neural network to obtain appearance features and motion features respectively,
which effectively utilizes the spatio-temporal features in the videos. Addition-
ally, two linear SVMs are adopted to classify the features and a label fusion
approach is proposed to improve the accuracy of violence detection in videos.
The experimental results on different databases verify that the proposed method
outperforms the state-of-the-art methods in various realistic scenes. It is noted
that the proposed method can achieve real-time performance. In the future we
will consider more efficient ways to extract spatio-temporal features and more
reliable fusion approaches.
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Abstract. In gait recognition the variations of clothing and carrying
conditions can change the human body shape greatly. So the gait fea-
ture extracted from human body images will be greatly affected and
the performance will decrease drastically. Thus in this paper, we pro-
posed one gait recognition method to improve the robustness towards
these variations. The main idea is to select effective regions by sparse
representation. If the region can be represented by features from gait
data without variations, that means the region is not occluded by some
objects. Experimental results on a large gait dataset show that the pro-
posed method can achieve high recognition rates, and even outperform
some deep learning based methods.

Keywords: Gait recognition · Sparse representation · HOG features
Gait energy image

1 Introduction

Gait is a behavioral biometric that can identify different persons. Compared with
face, iris and finger print, gait can be acquired at a distance and gait feature
can be extracted from low resolution images. Based on these advantages, gait
recognition can be applied in various kinds of fields especially in video surveil-
lance. In the past few decades, great strides have been made in gait recognition.
Many gait recognition methods have been proposed. Methods to gait recogni-
tion mainly fall into two categories, one is model-based methods [10,12,14,23]
which built models for human bodies and movements of different body parts.
The other one is appearance-based (model-free) approaches [15,20,21,24] which
extracts the gait feature directly from images. Appearance-based methods are
more popular in the past few years. And the Gait Energy Image(GEI) [5] can
be regarded as the most popular gait feature.

Gait recognition is still a challenging problem due to the variations in cloth-
ing conditions, carrying conditions, views, etc. In recent years, there are many
methods based on deep learning which were proposed to improve the recognition
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 166–174, 2018.
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rate. Yu et al. [18] employed one deep model based on auto-encoder to extract
invariant gait feature. In the method GaitGAN [17] a GAN model is trained as a
regressor to generate invariant gait images that is side view images with normal
clothing and without carrying bags. In [15] it also shows that CNNs can achieve
encouraging results.

Another category of methods to reduce the variations effect in gait recog-
nition is based on sparse representation. In [4] sparse representation is used to
create new distance metric to remove the polluted part of GEI. Xu et al. [16]
used locality-constrained group sparse representation (LGSR) based on previous
sparse methods as a classification method. This method has a good enforcement
on both the group sparsity and local smooth sparsity, which leads to a robust
performance on low-resolution datasets. In [8], Lai et al. focus on the matrix
representation-based human gait recognition and propose a sparse bilinear dis-
criminant analysis (SBDA) method based on sparse algorithm in [9]. These
methods based on sparse representation have a natural advantage to remove
the occlusions of clothings and carried objects. Most previous methods based
on sparse representation take the whole human body image as a sample in a
high dimensional space to find a sparse linear combination of samples in the
gallery set.

In this paper, a gait recognition method based on sparse representation is
proposed. The difference between most other related methods and our method
is that the samples we used are pixels but not the whole images. We use sparse
representation to find the effective regions in images to remove the occlusion
regions automatically. The experimental results show that the proposed method
is effective to remove variations. Besides, we did not use the original GEI as
the features to sparse analysis beacuse we found that HOG [2] owns a better
capability for gait recognition.

The rest of the paper is organized as follows. Section 2 describes the proposed
sparse representation for variants reduction. Experiments and evaluations are
presented in Sect. 3. Section 4 concludes the paper.

2 Proposed Method

The proposed method mainly focuses on the variations of clothing and carrying
conditions. The present of different clothing and carrying objects can change
the shape of the human bodies. We want to analyze the contribution of different
human body parts, and remove the body parts which have less and even negative
effect. Our idea is straightforward but how to evaluate and select the parts is
challenging.

The framework of the feature extraction is shown in Fig. 1. Firstly we take
GEI (gait energy image) [5] as the raw feature for its robustness. Later on we
found that HOG (Histogram of oriented gradients) [2] is has greater capability
for gait recognition. So we extract HOG from GEI. The most important part
of the proposed method is how to evaluate the contribution of different parts.
Thus, sparse representation is involved to select effective regions.
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Fig. 1. The procedure of extracting effective regions

2.1 Gait Energy Image

GEI (gait energy image) [5] is the average of silhouettes in a gait video sequences.
It has been widely used in many methods in gait recognition for its robustness
and capability of distinguish different persons. It is defined in the following
equation.

G(x, y) =
1
N

N∑

t=1

I(x, y, t) (1)

where N determines how many frames are involved in the sequence, I represents
an human body silhouette image, t indicates the tth frame of the sequence and
x and y are the spacial coordinates.

2.2 HOG Feature

GEI image can be accurately described by the distribution of intensity gradients
or edge directions, and HOG [2] can count the occurrences of gradient orientation
of an image locally. HOG is successfully used in many fields to describe image
regions. Assuming that the size of our input image is k× k pixel, and we set the
cell size of HOG to 1 pixel and use the default block size (2× 2 cells per block).
The number of directions is set to 9.

The gradient value and direction of pixel at (x, y) are:

⎧
⎪⎨

⎪⎩

ΔG(x, y) =
√

Gx(x, y)2 + Gy(x, y)2

θ(x, y) = tan−1 Gy(x, y)
Gx(x, y)

(2)

Finally, we cast the gradient direction of pixel at (x, y) into 180◦ and count
the occurrences of gradient orientation of each pixel. For an input GEI image
whose size is k × k pixels, the size of its output HOG feature vector should be
(k − 1) × (k − 1) × 36.
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2.3 Orthogonal Matching Pursuit for Sparse Representation

Simply use the HOG feature in gait can not perform well under clothing and car-
rying conditions because HOG can not remove the occlusion caused by clothing
and carried objects. In order to find the effective regions, we introduced Orthogo-
nal Matching Pursuit (OMP) [11] algorithm and composed a best matching pro-
jection (BMP) to evaluate the effectiveness of different positions. As mentioned
above, for an input GEI the size of its HOG feature would be (k−1)×(k−1)×36.
Each pixel can be represented by a vector of length 36. In order to analyze the
effectiveness of each pixel’s HOG we applied OMP algorithm [11] on its HOG
feature.

OMP algorithm is a sparse approximation algorithm which can find the BMP
(best matching projection) of multidimensional data onto the span of an over-
complete dictionary A. For analyzing the carrying or clothing condition image,
if the input pixel can be effectively represented by samples in the dictionary A
then we can conclude that there is not occlusion at the position. Otherwise, it
can be in the occlusion region by variations of clothing or carrying.

To evaluate the effectiveness of the pixel located at (i, j) from the probe set,
all the HOG feature vectors at pixel (i, j) from the gallery set as the dictionary
A = [a1,a2, · · · ,an]. If y is the feature vector of one sample at (i, j) from the
probe set, if we want to get the BMP of pixel y, we need to solve the following
equation:

y = Ax (3)

where x is the coefficient vector ([x1, x2, · · · , xn], xi represents the ith coefficient
according to sample pixel ai).

The residual between y’s BMP and y is:

||y − Ax||2 (4)

OMP can find the best x to minimize the residual. It is a greedy algorithm
to find a non-zero element for x each time. Considering that our final goal is to
evaluate the effectiveness of the pixel, thus we do not need to get the minimal
residual by more non-zero elements in x. So we set the number of non-zero
elements in x to 10 and get the BMP using the corresponding 10 samples. The
implementation of OMP algorithm steps are shown in Algorithm 1.

After 10 loops we can have a residual value of ||y − Ax||2 for this position.
Then we applied the OMP algorithm on each pixel of all the GEI images in
the probe set and add up the residual value by each pixel and get a (k − 1) ×
(k − 1) residual sum output. Then we set a threshold for residual sum value as
35 experimentally and select the valid pixel according to residual sum output.
Figure 2 shows the valid pixel’s template for clothing condition and carrying
condition under 90◦.

Finally, we applied the template on all the relevant condition GEI images,
set the invalid pixel’s data in both probe set and gallery set to zero and put the
final data to the classifier. The classifier we used is the nearest neighbor classifier
with L1 distance.
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Algorithm 1. OMP algorithm
Input: Testing pixel HOG feature: y, dictionary: A
Output: coefficient x for sparse representation, residual value e between y and Ax
1: initial: en = y and n = 1
2: repeat
3: Find ai ∈ A with maximum inner product | < en,ai > |
4: an ←< en,aγn > /||aγn ||2;
5: en+1 ← en − anaγn ;
6: n ← n + 1;
7: until n >Overlap threshold

(a) cl-GEI (b) cl-Template (c) bg-GEI (d) bg-Template

Fig. 2. Valid pixel’s template for clothing and carrying condition at view 90◦

3 Experiments and Analysis

3.1 Dataset

The proposed method was evaluated by the CASIA-B dataset [19]. In CASIA-B
dataset there are 124 subjects. For each subject there are 6 sequences of normal
walking condition, 2 sequences of walking in a coat and 2 sequences of walking
with a bag. It is a suitable dataset to evaluate the robustness to variations of
clothing and carrying conditions.

3.2 Experimental Design

At the beginning of the experiment, considering the size of the input image is
relatively small so we set the cell size of the HOG as 1 pixel, set the block size as
2 cells and stride as 1 pixel, then we can get a 79× 79× 36 HOG feature vector
from an input GEI image (the size of the input GEI image is 80 × 80). When
applying Sparse representation algorithm we set the threshold of residual value
as 35. We designed three experiments A, B and C to evaluate the proposed
method in walking normally (NM), dressed in a coat (CL) and carried a bag
(BG) respectively.

Experiment A is to evaluate the recognition accuracy under normal walking
condition. The first 4 normal sequences are put into the gallery set, and the
remaining 2 are put into the probe. Since we mainly focus on the variations of
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clothing and carrying objects, the experiments are carried out at 11 views. But
there is not view variation. That means the view angles of the probe and the
gallery are the same.

Experiment B is similar with Experiment A. The only difference is that the
data in the probe set is gait with the variation of clothing. This experiment can
be used to evaluate the robustness to the variation of clothing.

Experiment C is designed to evaluate the variation of carrying objects. The 2
sequences of carrying a bag of each subject are put into the probe set.

3.3 Comparisons with the Original HOG

Firstly we want to prove the effectiveness of the sparse presentation in the pro-
posed method. So we carried out the three experiments using the original HOG
feature and the nearest neighbor classifier. The experimental results are listed
in Table 1. There are 11 experiments for each experimental design. So there are
33 experiments altogether. The average classification rates are also listed in the
last column in the table.

Table 1. Correct classification rates (%) of the original HOG.

0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦ Ave.

Exp. A
nm-nm

99.19 96.77 93.14 91.93 97.17 95.16 95.16 97.98 97.58 95.96 97.98 96.18

Exp. B
nm-cl

49.60 50.81 53.23 53.63 68.95 63.31 58.87 55.65 55.65 55.24 45.97 55.54

Exp. C
nm-bg

75.80 76.20 80.24 79.03 83.06 82.66 79.83 76.61 73.38 78.22 73.38 72.80

Table 2. Correct classification rates (%) of the proposed method (HOG+SP) which
selects effective regions based on sparse representation.

0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦ Ave.

Exp. A
nm-nm

99.19 99.19 97.98 97.58 97.98 97.58 98.38 99.19 98.38 99.19 99.19 98.53

Exp. B
nm-cl

75.81 76.21 80.24 79.03 83.06 82.66 79.84 76.61 73.39 78.23 73.39 78.04

Exp. C
nm-bg

88.70 85.88 84.67 84.67 89.51 84.67 83.87 89.51 89.51 86.69 91.93 87.24

The correct classification rates of the proposed method are listed in Table 2.
The experimental designs are exactly the same with those in Table 1. From the
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results in the two tables, we can find that selecting effective regions based on
sparse representation can improve the correct classification rates greatly. Espe-
cially there is variation of clothing, the CCR improved to 78.04% from 55.54%.
Even for experiment A there is not variation. The CCR is also improved.

3.4 Comparisons with the State-of-the-Art

Before the comparisons, we want to emphasis that the proposed method is not
a deep learning based one. Currently the deep learning based gait recognition
has made a great progress and can achieve very high recognition rates. From
the results in Table 3 we can find that the proposed method achieves compara-
ble performance compared with the state-of-the-art, and even outperforms some
deep learning based methods. The results show that the effective region selec-
tion based on sparse representation is successful in improving the robustness of
occlusions.

Table 3. Comparisons with the state-of-the-art

Gallery-Probe Exp. A nm-nm Exp. B nm-cl Exp. C nm-bg

GEI [19] 97.7 28.9 67.8

GPPE [6] 93.36 22.44 56.12

GEnl [1] 98.3 33.5 86.3

GaitGAN [17] 98.75 41.50 72.72

GEI+2DLPP [22] 95.2 44.35 55.65

SPAE [18] 97.58 45.45 72.14

WDMD [13] 96.77 50.40 71.37

STIPs [7] 95.4 52.0 60.9

PTSN [10] 96.92 68.11 85.78

Masked GEI+CDA [3] 98.57 77.78 86.46

Distance matric [4] 97.6 79.0 87.1

Proposed method 98.53 78.04 87.24

4 Conclusions

In the proposed method, we use the sparse representation to select the effective
regions in images for gait recognition. Experimental results show that the pro-
posed method is robust to variations of clothing and carrying conditions. The
proposed method is successful in removing the occlusion regions and achieves
very good results.
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development fund of Shenzhen (Grant No. 20170504160426188).
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Abstract. This article proposed a method based on monocular camera
for locating people in complex terrain. The coordinates of the person in
the 3D space are derived from the image coordinates of the person’s and
the feature points in the model of the complex terrain. First, using the
monocular camera, camera internal parameters and image coordinate
system and combining some reference points in the three-dimensional
world coordinate system, the three-dimensional point cloud of complex
terrain can be obtained. And the 3D model of a complex terrain can be
obtained by triangles generated by the region growing method. Second,
the TensorFlow object detection model is used to detect people in the
frame image of the video. The lower midpoint of the marked rectangu-
lar used to identify the person in image is taken as the person’s image
coordinate point. The person’s 3D coordinates can be obtained from the
person’s image coordinates combined with the 3D coordinates of the fea-
ture points in the already established model. Finally, the positioning of
people in a complex terrain based on monocular camera can be done.

Keywords: Personnel position · Monocular camera
Complex terrain · 3D modeling · TensorFlow · Object detection

1 Introduction

The object positioning based on the monocular camera has a high value in
practical applications. For example, in the new driver’s auxiliary system, the
emergency brake of the car and the adaptive cruise control are all dependent
on the object detection in the video [5,6]. And the positioning of personnel in
the surveillance system can be used for security or analysis human behavior and
many other occasions. However, most current surveillance systems use monocular
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cameras, and most of terrains under monocular cameras are complex. The object
positioning in the two-dimensional image generated by the monocular camera
has a large limitations in complex terrains. For example, in map navigation, two-
dimensional images do not know the terrain very well. The current detection
of moving objects in most surveillance systems is not differentiated between
humans and objects. That results a high error rate in practical applications such
as security alarms. To sum up, it is of great significance to study the method of
locating people in the complex terrain under a monocular camera.

At present, the object positioning technology is mainly divided into two cat-
egories: Calibration and No-Calibration object positioning technology. There are
calibration positioning technologies: positioning based on the Radio frequency
identification (RFID) [15], Wireless location technology based on Zigbee [2,7]
and Location Based Service [9]. No-calibration object positioning contains cal-
culate aberration in binocular camera, Frame-Difference method (FD) [3,12] and
background subtraction [16] etc.

In this article, we use monocular cameras and laser range finder to obtain
the three-dimensional coordinates of the hill feature points on the campus of
Xinjiang University. Finally build a 3D model of the hill. The frame image of
the video in the terrain is converted into a NumPy object, and the Tensorflow
Object Detection model is input to obtain the image coordinates of the character
in the frame image. A feature point in the three-dimensional model is taken as
a reference point, and the reference point three-dimensional coordinates and
the image coordinate of the character are combined. Find the three-dimensional
coordinates of the character. Finally, the human body positioning in a complex
terrain based on a monocular camera is realized.

When the three-dimensional model is created, triangles with small angles or
long side lengths are prone to be generated, which lead to error topology and
abnormal borders when the 3D model is created. In this article, 3D Model built
via the Delaunay Triangulation [1,13]. The interior of any circumscribed circle
of any Delaunay triangle cannot contain any other point. Lawson proposed the
principle of maximizing the minimum angle [10]. Every two adjacent triangles
form the diagonal of the convex quadrilateral. After exchange, the minimum
angles of the six interior angles no longer increase. By the method, the model
will be built as expected.

The rest of the paper is organized as follows. In next Section, it will introduce
the hardwares and software composition of the system of personnel positioning
and tracking in complex scenes and introduce the implementation methods of the
system. In Sect. 3, we give the algorithm for building the 3D model, and the steps
of creating the 3D model are analyzed. In Sect. 4, We discusses the implement
method of personnel positioning and trajectory tracking in 3D models. In Sect. 5,
based on the Sects. 3 and 4, we take the hill in the campus of Xinjiang University
as example to build 3D model, and draw the trajectory of a person in the model.
Section 6 discusses some related work, and finally, the paper is Concluded in
Sect. 7.
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The contribution of this article includes two parts: (1) In this paper, we
can create complex 3D models of complex terrain only by a monocular camera
and a laser range-finder. (2) Compared with the traditional two-dimensional
positioning, this paper provides a location method in complex 3D scene.

2 System Composition

The system consists of two parts: hardware and software. The hardware equip-
ment includes a monocular camera and a laser range-finder. The focal length
of the monocular camera used in this study is 3.81 mm, and the limited-range
of the laser range-finder is 800 m. The software uses Pycharm as the devel-
opment environment. The development language is python language. Human
detection realized via the TensorFlow object detecton model. The creation of
the model and personnel location tracking utilizes the PIL image processing
standard library.

3 Create the 3D Model of Complex Terrain

3.1 Get Three-Dimensional Points

Select the image in the video, and use the frame image as the background model
to get the three-dimensional coordinates of the points. Shown in the Fig. 1.

Fig. 1. Get three-dimensional points Fig. 2. Object detection

(1) O is the origin of the world coordinate system, O1 is the origin of two-
dimensional coordinates based on the image center noted as (ucenter, vcenter),
the length of O and O1 is written as f1. M(u, v) is the corresponding point
of the point Q to be measured on the image.

(2) L represents the straight line distance from the point Q to the camera.
(3) f is the camera focal length, f1 is the efficient focal distance of the camera.

OM =
√

u2 + v2 + f2
1 (1)

Qy

f1
=

L

OM
(2)
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Qy =
L

OM
∗ f1 (3)

Qz

v
=

Qy

f1
(4)

Qz =
Qy

f1
∗ v (5)

Qx

Qz
=

u

v
(6)

Qx =
u

v
∗ Qz (7)

In formula (1), the length of OM is derived from Pythagorean theorem. For-
mula (2), (4) and (6) got by the ratio relations based on similar triangles. Formula
(3), (5) and (7) are derived from formula (2), (4) and (6), respectively.

Finally, the coordinates of Q point are obtained as (Qx, Qy, Qz), and so on,
three-dimensional coordinates of all the key points can be obtained, then the
three-dimensional scene coordinates of the monocular camera can be obtained.

3.2 Create a Three-Dimensional Coordinate System

Generate a three-dimensional model of triangular patches by region seeds grow-
ing (RSG) [11].

(1) Select the Seed and Build the Initialization Queue. In order to save space,
circular linked list will be established as storage structure. List l1: active edge
list, list l2: triangular list, list l3: boundary point linked list. And initialize l1, l2,
l3 are empty lists.

From the point cloud, the largest point of the h-coordinate and its two neigh-
boring points are selected to construct the seed triangle. The three sides of the
seed triangle are used to initialize the active edge list l1.

(2) Select the Best Match. The selection of the best matching point is a combi-
nation of two methods:

(1) the minimum corner product.
(2) the side length limitation principle.

The purpose is to prevent the generation of narrow triangles from generating
errors or to prevent the generation of abnormal boundaries.

a. Minimum corner product: When the best matching point is the adjoining
boundary point of the current edge: the minimum internal angle of the tri-
angle formed by the candidate point and the two ends of the current edge
should be less than a certain threshold. When the candidate points are out-
liers or other boundary points: The minimum internal angle of the triangle
formed by the candidate point and the two ends of the current edge should
be less than a certain threshold.
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b. Side length limit Principle: In order to save space, circular linked list will be
established as storage structure. List l1: active edge list, list l2: triangular
list, list l3: boundary point linked list.

When the candidate points are selected, the length of the edge is limited to a
certain threshold to prevent the generation of wrong topology and abnormal
boundaries.

Fig. 3. Best-match point a outside point Fig. 4. Best-match point a start point

Fig. 5. Best-match point a end point Fig. 6. Point is other point

(3) Update and Mark Boundaries. The boundary update is different because of
the selection of the best matching point, including the following cases:

Case 1: The best match point is outside point shown in Fig. 3.
Two new edges e1, e2. e1 are formed by the current edge start point p1 and

the out point Q, denoted by e1(p1, Q), and e2 is composed of the outer point Q
and the end point p2 of the current side, denoted as (Q, p2).

Case 2: The best match point is the adjacency point of the current edge start
point shown in Fig. 4.

Two new inner edges e1, e2, a new edge e and a new inner point Q are
generated. The new edge e is inserted into the edge queue l1, the inner edges e1,
e2 are deleted from the edge queue l1, and the inner point Q is deleted from the
point queue l3. The resulting new triangle inserts the triangle queue l2.

Case 3: The best match point is the adjacency point of the current edge end
point shown in Fig. 5.

Processing method is the same as case 2.
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Case 4: The best matching point is the other boundary point that is not adja-
cent to the current starting point or end point shown in Fig. 6.

The new edges e1, e2. e1 are the starting points of the current edge and the
best matching points. e2 is composed of the best matching point and the ending
point of the current edge. The best boundary ring is divided into two at the best
matching point. For ring c1 and outer boundary ring c2, in order to ensure that
there are only one boundary ring in the process of splitting, check whether the
new edges e1 and e2 overlap with a boundary edge in boundary rings c1 and c2.
If there is a boundary e and e1 or e2 coincide, if the new edge e1 coincides with
the boundary edge e, mark the boundary edge e and the new edge e1 as a dead
edge. The new edge e2 enters the linked list l1, and then deletes the current edge
e, if both e1, e2 are equal to The current side e does not coincide, then e1, e2
successively enter the linked list l1, and then delete the current edge e.

4 Tracking People in a Complex 3D Scene

4.1 Human Recognition in the Frame Image by TensorFlow Object
Detection Model

The detection of people in the video and the acquisition of the person’s image
coordinates mainly include the following steps. First, OpenCV is used to cut the
frame of the video, the frame image is converted into a NumPy object and the
NumPy object is input into the TensorFlow Object Detection Model. TensorFlow
Object Detection provides five models. ssd mobilenet, ssd inception, rfcn resnet,
faster rcnn resnet, faster rcnn inception resnet. The model finally outputs an
object boxes of a dictionary data type that contains the identification rectangles,
labels, and degrees of recognition of the identified objects. Select the coordinates
of the midpoint of the lower edge of the rectangular box labeled person as the
person’s image coordinates.

4.2 Draw a Human Trajectory

Identify people in the frame image by TensorFlow Object Detection Model. After
many tests, the probability that the object is identified as a person in the video
is more than 85% and it can be determined as a person. Take the middle point
of the bottom of the marked rectangle as the human position, and mark it as
M(u, v) in the image shown in Fig. 2. P is the point of M in the world coordinate
system. T1, T2, T3 are the three vertices of the triangular including the point
P in the model. The reference point of the coordinates of the point P in this
study is the highest point among the three vertices of the triangle in which P is
located, all of which are recorded as T1. According to the following 4 steps, we
can calculate the P(x, y, z) in three-dimensional coordinates.

Step 1: U-V coordinate projection for three dimensional model.

Step 2: Determining triangle marked as (T1, T2, T3) of point M is on the U-V
coordinate system.
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Step 3: According to the following formula, we get the actual height of the three-
dimensional spatial coordinate point P(x, y, z) corresponding to point M.

z1
z

=
v1
v

(8)

Step 4: Get x, y by formula 5, formula 7 and formula 8.
Through the above steps, the location of a person in three-dimensional space

by a frame image can be realized. According to the same method, the video can
be processed in this way frame by frame. Finally, the trajectory of a person in
the three-dimensional space model can be obtained.

5 Implementation

5.1 Get the Three-Dimensional Coordinates of All Marking Points
and Build 3D Model

Based on the above methods, the experiments in this paper are carried out on
the hills in the campus of Xinjiang University. The background image and its
processing are shown in Figs. 7, 8, 13 and 14. The 3D coordinates of the feature
points in the background frame image are shown in Table 1.

Fig. 7. Marked image Fig. 8. Gray image

According to the above method based on the data in Table 1 of the
experiment, we can obtained the three-dimensional model of the actual com-
plex terrain under the monocular camera shown in Fig. 15.

Moving objects detection and setting in 3D models are based on deep learning
object detection and face recognition methods.

5.2 Human Detection and Trajectories Drawing

Each key frame is converted as a NumPy Object, and input TensorFlow
object detection model to detect and identify moving objects and record track
coordinates.

It is finally drawn in an image with a three-dimensional model. By processing
frames one by one, the trajectory of personnel in three-dimensional space model
can be obtained shown in Figs. 9, 10, 11, 12.
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Table 1. The three-dimensional coordinates of the actual measurement points.

Point X Y Z Point X Y Z

Q1 −12.44042598 17.16697681 2.073554521 Q16 −2.689149452 22.56753174 2.525668119

Q2 −12.17169807 17.67308294 2.149529301 Q17 −1.223682252 22.63218146 2.506766555

Q3 −7.047518315 11.92849613 1.433924206 Q18 0.129703096 22.46221796 2.497374154

Q4 −9.541230267 17.92509236 1.794391136 Q19 1.291866401 24.73372356 2.939482947

Q5 −6.890008767 14.15907951 1.281378114 Q20 −0.070458402 17.89643403 1.646847709

Q6 −4.15040249 7.628091408 0.284701994 Q21 −0.332410574 15.63560848 1.332925363

Q7 −2.787642677 9.432432149 0.611498882 Q21 −1.367231499 7.821549569 0.320252423

Q8 −7.536392966 17.10164217 1.780186689 Q23 −0.168503705 7.379300184 0.105363236

Q9 −7.015441982 17.83111004 1.905729136 Q24 0.524083432 12.96596023 1.050889375

Q10 −7.885089951 18.68295567 2.212532703 Q25 2.031785009 12.13338697 1.010797119

Q11 −6.888410826 17.4965635 1.869973926 Q26 2.202059209 17.12213385 1.680755397

Q12 −6.950186673 19.44215215 2.286111328 Q27 3.833658058 13.5242937 1.156486847

Q13 −5.859086938 19.01458367 1.969331947 Q28 3.677358724 11.9443621 0.966834979

Q14 −5.791712517 20.81738178 2.393179323 Q29 2.220195066 6.206121203 0.067762373

Q15 −3.943244106 18.10091571 1.708422386 Q30 5.906003825 10.98724344 0.922813098

Fig. 9. Object detection Fig. 10. Object detection

Fig. 11. Object detection Fig. 12. Object detection

Fig. 13. Points in image Fig. 14. Three dimensional scatter point
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Finally, the trajectories of people or objects under complex terrain are solved.
The results of the experiment are shown in Fig. 16.

Fig. 15. 3D model of complex terrain Fig. 16. The trajectory of person

6 Related Work

The Background subtract [4] is a method of detecting an object by a difference
between the current image and the background image. In the Revolving camera,
because the background changes at any time, the efficiency of object detection
by the Background subtract will be greatly reduced. Di(x, y) is the motion area,
Ii(x, y) is the i-th frame image, Bi−1(x, y) is the background model.

Di(x, y) = Ii(x, y) − Bi−1(x, y) (9)

The Frame-difference method is a comparison of pixel points on an image of
a video adjacent frame. If a pixel point changes, it is a motion area, thereby
detecting a moving object in the video. Di(x, y) is the motion area, Ii(x, y) is
the i-th frame image, Bi−1(x, y) is the (i−1)-th frame image.

Di(x, y) = Ii(x, y) − Ii−1(x, y) (10)

The disadvantages of other technologies are high cost, poor signal anti-
interference ability and high error in batch object identification. In comparison,
using this method to locate more precisely and at lower cost. This article uses
deep learning [8,14] based on Tensorflow’s object recognition model to identify
whether the object in the surveillance system is human and locate the target’s
foot in the 3D terrain under the monocular camera. Eventually it can obtain the
positioning of people in the 3D terrain under the monocular camera.

7 Conclusion

This article uses a monocular camera, camera parameters and image coordi-
nate system, combining a laser range finder to measure the heights of several
reference points in a three-dimensional world coordinate system, constructing a
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three-dimensional digital model of complex terrain. And then use a deep learn-
ing object detection method. Finally, draw the trajectory of the person or the
measured object under complex terrain. Compared to the recognition and posi-
tioning of objects and people in traditional 2D images, this article addresses the
problem of positioning in complex terrain 3D scenes. In addition, it can reduce
the time complexity and improve the efficiency in the application of the person
identified in the video as the person tag. This study has very important practical
significance. For example, it can solve the traffic statistics of tourist attractions
in smart scenic spots. In addition, it can greatly reduce the false alarm rate in
the security system.
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Abstract. PCANet is a very simple learning network for image clas-
sification. Inspired by PCANet, we propose a new learning network,
referred to as LPPNet, for image feature extraction and classification.
Different from PCANet, LPPNet takes the class information and the
local geometric structure of data into account simultaneously. In LPP-
Net, local preserving projections (LPP) is first employed to learn filters,
and then binary hashing and block histograms are used for indexing
and pooling. Experimental results on several image datasets verify the
effectiveness and robustness of LPPNet for image feature extraction and
classification.

Keywords: LPPNet · Learning network · Feature extraction
Image classification

1 Introduction

Feature extraction plays an important role in the fields of machine learning
and pattern recognition due to its contributions to solving the problem of “the
curse of dimensionality” [1] and alleviating the computational burden. Many
feature extraction techniques have been proposed in the past several decades.
Among them, principal component analysis (PCA) [2] and linear discriminant
analysis (LDA) [3] are the two most well-known ones. However, PCA and LDA
only focus on the global Euclidean structure of data. This may lead to a conse-
quence that they can not faithfully approximate data distribution in the feature
subspace. Inspired by the nonlinear manifold learning techniques [4,5], many
linear manifold learning based methods [6–9] have been designed for considering
the local geometric structure of data in feature extraction. Recently, with the
rapid development of deep learning, Chen et al. [10] proposed a simple learn-
ing network, namely PCANet, for image feature extraction and classification.
Although PCANet has achieved promising performance, it does not consider the
class information and the local geometric structure of data, which are essential
to the classification tasks.

To address the disadvantages of PCANet, in this paper, we propose a new
learning network, referred to as LPPNet, for image feature extraction and
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 189–197, 2018.
https://doi.org/10.1007/978-3-319-97909-0_20
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classification. In LPPNet, local preserving projections (LPP) [6], which takes
the class information and the local geometric structure of data into account
simultaneously, is first employed to learn the filters, and then binary hashing
and block histograms are used for indexing and pooling.

The remainder of this paper is organized as follows. In Sect. 2, The details
of the proposed LPPNet are presented. Experimental results on several image
datasets are reported in Sect. 3. Finally, Sect. 4 concludes this paper.

Fig. 1. The block diagram of the proposed LPPNet

2 LPPNet

Given N training samples {Ii}Ni=1 of size m × n belonging to C classes, and
assume that the patch size is k1 × k2 in all the stages. The proposed LPPNet
model is shown in Fig. 1 and only the LPP filters need to be learned from the
input images {Ii}Ni=1.

2.1 First Stage

Around each pixel, we take a patch of k1 × k2 and collect all patches of the
i-th image, i.e., xi,1,xi,2, ...,xi,m̃ñ ∈ R

k1k2 , where xi,j represents the j-th vec-
torization patch in Ii, m̃ = m − �k1/2�, ñ = n − �k2/2�, and �z� is the smallest
integer greater than or equal to z. Subtracting the patch mean from each patch,
we can get X̃i = [x̃i,1, x̃i,2, ..., x̃i,m̃ñ], where x̃i,j = xi,j − (

1Txi,j

/
k1k2

)
1 is a

mean-removed patch, and 1 is an all-one vector with proper dimension. Stacking
X̃i (i = 1, 2, ..., N) into a matrix, we obtain X̃ = [X̃1, X̃2, ..., X̃N ] ∈ R

k1k2×Nm̃ñ.
LPP preserves the local geometric structure of data within a family of fil-

ters, i.e.,

1
2

min
W∈Rk1k2×L1

N∑

i=1

N∑

j=1

m̃ñ∑

p

m̃ñ∑

q

∥
∥WTx̃ip − WTx̃jq

∥
∥2

2
Gip,jq, (1)
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where Gip,jq is the similarity between the p-th block of the i-th image and the
q-th block of the j-th image. Here, we assume that the similarity between the
patch of i-th image and the patch of j-th image that are in same location is equal
to the similarity between the i-th image and j-th image, and zero otherwise. This
assumption is intuitively reasonable. For example, there are two face images with
same size. Obviously, the patches of two face images that are in the same location
look similar, and the patches that are in different location have little to do with
each other. So, the weight Gip,jq can be defined as follows:

Gip,jq =
{

Sij , p = q
0 , otherwise , (2)

where Sij is the similarity between the i-th image and j-th image, and its defi-
nition is as follows:

Sij =
{

exp
(‖ vec(Ii) − vec(Ij) ‖22

/
t
)
, Ij ∈ Nk(Ii) or Ii ∈ Nk(Ij)

0, otherwise , (3)

where vec(A) is the vectorization operation of a matrix A, Nk(Ii) indicates
the set of the k nearest neighbors of the image Ii in the same class, and t is
a parameter that can be determined empirically. Therefore, the optimization
problem of (1) is reduced as follows:

1
2

min
W∈Rk1k2×L1

N∑

i=1

N∑

j=1

m̃ñ∑

p=1

∥
∥WTx̃ip − WTx̃jp

∥
∥2

2
Sij . (4)

Following some simple algebraic steps, we can see that

1
2

N∑

i=1

N∑

j=1

m̃ñ∑

p=1

∥
∥WTx̃ip − WTx̃jp

∥
∥2

2
Sij = Tr

[
WT(F − E)W

]
, (5)

where F =
N∑

i=1

X̃iDiiX̃T
i , E =

N∑

i=1

N∑

j=1

X̃iSijX̃T
j , and Dii =

∑
j Sij . Moreover, we

impose a constraint on the optimization problem of (4) as follows:

WTFW = I, (6)

where I denotes an identity matrix with proper dimension. Thus, the optimiza-
tion problem of (4) is reformulated as:

min
W∈Rk1k2×L1

Tr
[
WT(F − E)W

]
s.t. WTFW = I. (7)

Obviously, W = [w1,w2, ...,wL1 ] ∈ R
k1k2×L1 can be obtained by the L1

Eigenvectors of the corresponding L1 largest Eigenvalues of the following gener-
alized Eigenvalue problem:

Ew = λFw. (8)
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Usually, the larger the Eigenvalue is, the more important the corresponding
Eigenvector is. Therefore, we define the importance measure of an Eigenvector
based on the corresponding Eigenvalue as follows:

εl = λl

/
L1∑

l=1

λl, l = 1, 2, · · · , L1, (9)

where λl is the l-th Eigenvalue of the L1 largest Eigenvalues. Based on the
important measures, the weighted LPP filters of the first stage can be obtained
as follows:

W1
l = matk1,k2(εlwl), l = 1, 2...L1, (10)

where matk1,k2(v) is a function that maps a vector v ∈ R
k1k2 to a matrix

V ∈ R
k1×k2 .

2.2 Second Stage

Suppose the l-th filter output of the first stage is

Ili = Ii ∗ W1
l , i = 1, 2, ...N, (11)

where ∗ represents the 2D convolution, and the boundary of Ii is zero-padded
before the 2D convolution to make Ili have the same size as Ii. As in the first stage,
we also collect all patches of Ili and subtract the patch mean from each patch,
and then get Ỹl

i = [ỹi,l,1, ỹi,l,2, ..., ỹi,l,m̃ñ] ∈ R
k1k2×m̃ñ, where ỹi,l,p is the p-th

mean-removed patch in Ili. Defining Ỹl =
[
Ỹl

1, Ỹ
l
2, ..., Ỹ

l
N

]
∈ R

k1k2×Nm̃ñ

and

stacking Ỹl (l = 1, 2, · · · , L1) into a matrix, we obtain Ỹ =
[
Ỹ1, Ỹ2, ..., ỸL1

]
∈

R
k1k2×L1Nm̃ñ

.
As in the first stage, we give the optimization problem as follows:

1
2

min
W∈Rk1k2×L2

L1∑

l=1

L1∑

k=1

N∑

i=1

N∑

j=1

m̃ñ∑

p

m̃ñ∑

q

∥
∥WTỹl,i,p − WTỹk,j,q

∥
∥2

2
Qlip,kjq, (12)

where Qlip,kjq is the similarity between the p-th block of Ili and the q-th block
of Ikj . Similarly, we assume that the similarity between the patch of Ili and the
patch of Ilj that are in same location is equal to the similarity between Ili and
Ilj , and zero otherwise. That is to say, the similarity Qlip,kjq can be defined as
follows:

Qlip,kjq =
{

H l
i,j , l = k and p = q

0, otherwise
, (13)

where H l
i,j is the similarity between the i-th image and j-th image of the l-th

filter output, and its definition is as follows:

H l
i,j =

{
exp

(‖ vec(Ili) − vec(Ilj) ‖22
/
t
)
, Ili ∈ Nk(Ilj) or Ilj ∈ Nk(Ili)

0, otherwise
, (14)
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where vec(A) is the vectorization operation of a matrix A, Nk(Ili) indicates the
set of the k nearest neighbors of the image Ili in the same class, and t is a
parameter that can be determined empirically. So, the optimization problem of
(12) can be reduced as follows:

1
2

min
W∈Rk1k2×L2

L1∑

l=1

N∑

i=1

N∑

j=1

m̃ñ∑

p=1

∥
∥WTỹl,i,p − WTỹl,j,p

∥
∥2

2
H l

i,j . (15)

Following some simple algebraic steps, we can see that

1
2

L1∑

l=1

N∑

i=1

N∑

j=1

m̃ñ∑

p=1

∥
∥WTỹl,i,p − WTỹl,j,p

∥
∥2

2
H l

i,j = Tr
[
WT(M − N)W

]
, (16)

where M =
L1∑

l=1

N∑

i=1

Ỹl
iR̃

l
iiỸ

l
i
T, N =

L1∑

l=1

N∑

i=1

N∑

j=1

Ỹl
iH

l
i,jỸ

l
j
T, and Rl

ii =
∑

j H l
i,j .

As in the first stage, we also impose a constraint on the optimization problem
of (15) as follows:

WTMW = I, (17)

where I denotes an identity matrix with proper dimension. Then, the optimiza-
tion problem of (15) can be reformulated as follows:

min
W∈Rk1k2×L2

Tr
[
WT(M − N)W

]
, s.t. WTMW = I. (18)

Obviously, W = [w1,w2, ...,wL2 ] ∈ R
k1k2×L2 can be obtained by the L2

Eigenvectors of the corresponding L2 largest Eigenvalues of the following gener-
alized Eigenvalue problem:

Nw = βMw. (19)

As in the first stage, we also give the importance measures, ηk (k = 1, 2, ...L2),
of the Eigenvectors and obtain the L2 weighted LPP filters of the second stage
as follows:

W2
k = matk1,k2(ηkwk), k = 1, 2, ...L2. (20)

2.3 Output Stage

For each input Ili of the second stage, there are L2 outputs Ol
i =

{
Ili ∗ W2

k

}L2

k=1
.

We binary these outputs to obtain
{
H(Ili ∗ W2

k)
}L2

k=1
, in which H(·) is a Heaviside

function whose values are ones for positive entries and zeros otherwise. On each
pixel, we treat the vector of L2 binary bits as a decimal number and convert the

L2 outputs in Ol
i into a single integer-value matrix Tl

i =
L2∑

k=1

2k−1H(Ili ∗ W2
k),

whose every entry value is an integer in range [0, 2L2 − 1].
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For each of L1 matrices Tl
i (l = 1, 2, ..., L1), we firstly divide it into B

blocks and then compute the 2L2 bins’ histogram in each block. Furthermore, we
concatenate the B histograms into a vector Bhist(Tl

i). Finally, Stacking the L1

vectors Bhist(Tl
i) (l = 1, 2, ..., L1) into a vector, we can obtain the feature vector

fi of an input image Ii as follows:

fi = [Bhist(T1
i ), · · · ,Bhist(TL1

i )]T ∈ R
(2L2 )L1B . (21)

3 Experiments

In this section, we conduct experiments to evaluate the performance of the pro-
posed LPPNet. We compare the proposed LPPNet with PCA [2], LDA [3], LPP
[6], PCANet [10], and LDANet [10]. In all experiments, the parameters of LPP-
Net is set to L1 = L2 = 8, k1 = k2 = 5, and B = 16. Moreover, the nearest
neighbor classifier with Chi-squared distance measure is employed for classifica-
tion.

(a)

(b)

Fig. 2. Example images on the Extended Yale B dataset: (a) some example images of
one subject; (b) several example images with white block occlusions.

3.1 Experiments on the Extended Yale B Dataset

The Extended Yale B dataset [11] contains 2414 front face images of 38 individ-
uals. Each individual contains about 64 images, taken under various laboratory-
controlled lighting conditions. Every image is manually cropped and resized to
32 × 32 pixels. We design two group experiments on this dataset. In the first
group, we randomly select 32 image each individual for training, and the remain-
der for testing. In the second group, we randomly select 32 images each indi-
vidual for training, and the rest images, each of which is occluded by randomly
located square white block with size of 11 × 11 pixels, for testing. Figure 2(a)
shows some example images of one subject on this dataset, and Fig. 2(b) gives
several example images with white block occlusions on this dataset. We inde-
pendently perform all the methods 5 times, and then report the average clas-
sification accuracies. The best classification accuracies and the corresponding
standard deviations of all the methods are listed in Table 1. It can be seen that
LPPNet outperforms the other methods in each scenario.
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3.2 Experiments on the CMU PIE Dataset

The CMU PIE dataset [12] consists of over 40,000 face images of 68 individ-
uals. Images of each individual were acquired across 13 different poses, under
43 different illumination conditions, and with 4 different expressions. Figure 3(a)
shows some example images of one subject on this dataset. Here, we use a near
frontal pose subset, namely C07, for experiments, which contains 1629 images of
68 individuals. Each individual has about 24 images in C07, and all the images
are manually cropped and resized to 32 × 32 pixels. On this dataset, we also do
two group experiments. In the first group, 12 images per individual are chosen
for training, and the rest for testing. In the second group, 12 images per indi-
vidual are selected for training, and the rest images, each of which is occluded
by randomly located square white block with size of 11 × 11 pixels, for test-
ing. Figure 3(b) shows some example images with white block occlusions on this
dataset. All the methods are independently perform 5 times, and then the aver-
age classification accuracies are reported. Table 2 gives the best classification
accuracies and the corresponding standard deviations of all the methods. Again,
LPPNet achieves best performance in each scenario.

Table 1. The best classification accuracies (%) and the corresponding standard devi-
ation (%) of all the methods on the Extended Yale B dataset.

Methods Un-occluded Occluded

Accuracy Std Accuracy Std

PCA 68.20 0.81 37.05 0.67

LDA 91.09 0.86 47.71 0.47

LPP 92.77 0.47 54.97 0.48

PCANet 92.77 0.37 92.44 0.84

LDANet 93.49 1.04 92.49 1.49

LPPNet 94.42 0.52 94.32 0.76

(a) (b)

Fig. 3. Example images on the CMU PIE dataset: (a) some example images of one
subject; (b) several example images with white block occlusions.
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Table 2. The best classification accuracies (%) and the corresponding standard devi-
ation (%) of all the methods on CMU PIE dataset.

Methods Un-occluded Occluded

Accuracy Std Accuracy Std

PCA 84.33 1.56 34.15 0.63

LDA 93.09 0.85 37.88 1.66

LPP 95.08 0.84 47.77 0.70

PCANet 94.88 1.27 94.69 1.06

LDANet 95.57 0.91 94.64 0.95

LPPNet 96.24 0.83 95.69 0.84

4 Conclusions

In this paper, we proposed a new learning network, namely LPPNet, to address
the disadvantages of PCANet. By considering both the class information and
the local geometric structure of data in filters learning, LPPNet outputs more
discriminative features. That is to say, LPPNet is more suitable for image clas-
sification tasks. The experimental results on several image datasets verify the
effectiveness and robustness of LPPNet for image feature extraction and classi-
fication.
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Abstract. In these years, Biometric technology has passed through its estab‐
lishment and maintains a good momentum of growth. With the development and
reform of social transformation, it seems almost inevitable that the public safety
issues have increasingly become a focus. Biometric technology can effectively
prevent infringement, obtain the criminal evidence and maintain the public safety.
Many standards related to biometric identification in public security area are about
to be implemented. Biometric identification will exploit better development
opportunities. However, unimodal biometric may not be able to achieve the
desired requirement for public security, especially for criminal in the civilian law
enforcement environment. It has been found that unimodal biometric shows some
inherent drawbacks in universality and accuracy. Hence, this paper proposes the
design of multimodal biometric information management system (MBIMS) to
create a collaborative platform by acquiring biometric data from multi-commer‐
cial systems, defines the data flow API and applies the prototype system success‐
fully in the field of public security.

Keywords: Biometric · Personal identification · System fusion
Public security

1 Introduction

With the development and social transformation in China, the prevention and manage‐
ment of public security is facing with the period of sharp pressure and this has become
a major issue of practical significance. How to accurately identify a person’s identity is
a key issue. The use of biometric to confirm the individual identity is not a new concept.
Biometric identification as a reliable and effective method has been applied in high
security fields [1]. With the implementation of many China national standards related
to biometric identification in this year, the biometric identification industry will usher
in another period of rapid growth. How to intelligent, efficient and rapid realization of
the collection, capture and processing of related personnel information, this challenge
brings strong requirement from biometric technology applications. Some novel multi-
biometric acquisition and identification equipment are also deployed in public security
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applications. For example, United States security agencies have adopted a hand-held
biometric collector (secure electronic enrollment kit) which can collect the iris, face
information and fingerprint of the target people. These information can be fed back into
a reliable and accurate individual biological database, which can be used to effect
evidence collection and people identification. The police departments are also equipped
with such gathering devices in China [2]. Some local public security bureaus have
already collected millions of biometric samples with those equipments. As the most
widely used field, the application of biometric identification technology can effectively
prevent and protect in public security. However, most of the existing biometric tech‐
nology are based on single-mode biometric. It has been found that the single modal
biometric shows some inherent drawbacks in accuracy and universality [3].

One of the method on solving these problems is to make use of multimodal biometric
technology, but the research and discussion of multi-biometric identification based on
data fusion technology is still in its infancy. In addition, there is no strong correlations
between different types of biological characteristics. The relevant researches combined
the multi-biological characteristics with different fusion strategy, and the applicable
scenarios have limitations [4].

On the other hand, some of comprehensive and perfect enterprise have emerged with
the biometric recognition industry expands rapidly, they launched a series of commercial
products which are powerful and have high promotion rate for single biometric appli‐
cations. They play an irreplaceable role to public security, criminal investigation and
public security management. It would be a great waste if not fully utilized them.

2 Previous Multimodal Biometrics Work

No single biometric is expected to effectively meet all the requirements imposed by
public security. Although there is a certain scope of application of the single-mode
biometric identification technology, there is not a strong method to solve all problems
of recognition in complex situations [5]. Because each method has its owns pros and
cons, how to effectively combine multiple method will be a trend of future research [6],
how to obtain all kinds of information of maximum and organically combine together,
this also is a universal topic. Multimodal biometrics are expected to alleviate some of
the limitations of unimodal biometric systems. Thus, a properly designed multimodal
biometric system can improve matching accuracy.

More and more attention has been paid to the researchers. Some of the multimodal
biometric technology utilized different biometric features to establish application
systems [7]. Brunelli et al. [8] combined the face and voice traits of an individual for
identification. Oliveira et al. [9] brought a summary about fusion of face and gait for
biometric recognition. Gowda et al. [10] investigated in robust about face and fingerprint
fusion. Ross and Jain [11] addressed the problem of information fusion in biometric
systems by combining information. Sarhan et al. [12] proposed the study for different
modalities in biometric fusion. The identification accuracy can be significantly improved
by utilizing those traits.
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However, the multimodal biometric recognition technology is still in the stage of
exploring research. There are still many problems to be solved: the biological charac‐
teristics of species selection to fusion, there is rarely related research to confirm the
optimal combination. The key points of fusion algorithm design and optimization need
to be further studied [13, 14]. The criterion of fusion criterion should be further stand‐
ardized and unified [1, 15]. Therefore, it is necessary to choose which kinds of biological
characteristics as the object of information fusion, and what fusion algorithms to adopt
at all levels are subject to further research and experiments [4, 5, 16, 17].

The above various factors have led to much the real application of biometric fusion
recognition system to realize the difficulty of how to integrate theory with practice, to
make more biometrics for real application is an important research content [18].

3 Proposed Work

The core of biometrics is to acquire biological characteristics and convert them into
digital information, using reliable matching algorithms to complete the process of veri‐
fication and identification for personal identity. With the gradual improvement of tech‐
nical standards and the popularization of applications in various fields, commercial
biometrics industry has been started a number of enterprises with leadership advantages
in the market.

In recent years, biometrics recognition technology has made a remarkable progress
and obtained certain achievements, especially in the field of face recognition and finger‐
print recognition, which have been widely used in the field of public security. Here are
some classic representatives of the commercial systems which applied in the public
security bureau in a certain city.

3.1 Fingerprint and Palmprint

Fingerprint has been used for personal identification in public security for many decades.
The palmprint contains pattern of ridges and valleys very like the fingerprint. Beijing
Hisign technology limited company is widely regarded as the most comprehensive and
perfect enterprise in Chinese multi-biometrics industry, especially in fingerprint and
palmprint technology.

Its market share is higher in the public security. The biometric database of public
security size becomes larger and larger. Up to now, the fingerprint data stored in the
database is over 8 millions, and rapidly increased with 100 thousands per year in a certain
city. The Hisign’s fingerprint system has a C/S system framework which more compli‐
cation and low expansibility.

3.2 Genetic Analysis

Human-specific quantitative PCR has been developed for public security use and is the
preferred DNA quantification technique with high accurate [19].
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The amount of information that can be gleaned from a single quantification reaction
using commercially available quantification kits. Thermo Fisher Scientific Inc. is the world
leader in life sciences research. Applied biosystems integrated systems is widely applied in
public security for genetic analysis. Applied biosystems integrated systems is for real-time,
digital and end point PCR. DNA specialty technology [20] has become a very important
routine technical means for public security organs to crack down on criminal crime and
maintain social stability. Its database is up to 2 million in a public security bureau of the
certain city.

3.3 Face Identification

Facial attributes are probably the most common biometric features used to recognize person.
The public security applications of facial recognition range from a static to a dynamic in a
cluttered background. Beijing Megvii technology limited company (Face++) has been
widely applied in identity authentication in the public security field. The police can timely
confirm unknown identity, trace suspects, conduct real-time monitoring. The database size
is up to 5 million with high grown rate in a certain city. Using the face recognition system,
the police can import it into permanent resident database and criminal database, and used it
in the investigation.

3.4 Voiceprint Recognize

As a leading provider of intelligent speech technology, the intelligent speech technology
of Iflytek limited company takes the largest market share among all business entities in the
security field. The Interveri is a professional voiceprint recognition engine launched by
Iflytek to meet the public security demand. The voiceprint database is up to 3 million in a
certain city.

3.5 Development of MBIMS

With the widely application of the system described above, the industry leading company
has made considerable progress in recent years, especially in face identification, finger‐
print identification have good application results and high recognition. How to combining
different characteristics and different identification methods to establish an identification
fusion system based on current commercial system characteristics.

In this paper, the design of MBIMS is elaborated based on them, try to create a collab‐
orative platform to connect the biological characteristics of the distributed database, such
as hardware and software resources, defines the API interface between system and data
flow, provides single mode and biometric identification fusion more unified application
layer interface functions. The interface embraces specifications and defines an API for
executing tasks related to verification and identification. The model block diagram is shown
in Fig. 1.
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Fig. 1. Multimodal biometric information management system model block diagram.

Implement unified interface to personnel information data (such as ID card informa‐
tion, mobile phone info) distributed to palmprint, face, DNA and other professional
comparison system, many biological characteristics for specific information storage and
comparative analysis. The upper application interface can also be connected with profes‐
sional systems such as police summary and criminal investigation, and the sharing appli‐
cation of personnel data can be used to support the export of the standard FPT file of the
ministry of public security. Figure 2 demonstrates the working process of biometric task.

Fig. 2. Biometric comparison task process diagram.
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MBIMS uses data access object to encapsulate the access between persistent data,
provide a consistent API interface for the business application layer, and flexibly switch
the data access policy at runtime. The service-oriented architecture system provides
HTTP access with the bioapi as the specification, and JSON format data as the interface
and data interface persistence layer integration solution. It gives out a brief example to
realize it as shown in Table 1.

Table 1. Simple interface architecture to access system API.

Variable Type Remark
dispatch_id int task ID
ob_code string biometric system unique number
in_ob_code string internal ID of commercial system
file object information File
source_object json original information
result array/json return result
similarity double comparing bio-sequences similarity
object_info json accessorial information
remark string probably none

Database structure definition and object store structure definition are realized in the
MBIMS. Table 2 shows a simple example about the main structure of the system data‐
base.

Table 2. Management system database structure definition.

Field Type Remark
TASK_BIOLOGICAL_ID VARCHAR2(64) relevancy ID
TASK_ID VARCHAR2(64) task ID
OB_ID VARCHAR2(64) object ID
UNKNOW_OB_ID VARCHAR2(64) unknown object ID
BIOLOGICAL_ID VARCHAR2(64) biometrics ID
BIOLOGICAL_TYPE NUMBER(6) 1:face,

4:voice,
8:finger and palm,
16:DNA

SYSTEM_CODE VARCHAR2(64) system unique number
SYSTEM_NAME VARCHAR2(64) system
SORT_NUM VARCHAR2(10) task sort number
INTERFACE_TYPE NUMBER(3) 1:XML

2:JSON
3:STRING
4:CUSTOMIZE

SERVICE_IP VARCHAR2(64) interface service address
SERVICE_PORT VARCHAR2(64) interface ports

Design of Multimodal Biometric Information Management System 203



The functional design focuses on the main aspects of content: to be able to provide
all kinds of single mode state biometric identification module and unified data interface,
including user registration, sample storage, identity recognition and other content. To
realize the electronic process management of biological characteristics standardized
inspection and management, biometric sample collection, transfer, inspection,
processing, warehousing, etc. The management of the related identification, inspection
and treatment of biological characteristics samples is in accordance with the standard
of CNAS-CL08:2013 and ISO/IEC 17025:2005 and the internal management require‐
ments of the end user.

It is necessary to fully utilize commercial systems in biometric analysis. To efficient
realizes multibiological feature combination comparison and confidence evaluation by
means of the existing system. The key point of combining them together is to realize
uniform standard and resource interoperability which is guiding further research in the
future.

4 Conclusion

This paper presents the multimodal biometric information management system
(MBIMS) which take convenient and reliable features full advantage of the convenience
of the commercial systems. It conducts security management provides stronger support
for security inspection and criminal investigation in the field of public security.
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Abstract. Group sparse representation (GSR) which uses the group
structure of training samples as the prior knowledge has achieved exten-
sive attention. However, GSR represents a new test sample using the
original input features for least reconstruction, which may not be able to
obtain discriminative reconstruction coefficients since redundant or noisy
features may exist in the original input features. To obtain more dis-
criminative data representation, in this paper we propose a novel super-
vised group sparse representation via intra-class low-rank constraint
(GSRILC). Instead of representing the target by the original input fea-
tures, GSRILC attempts to use the compact projection features in a
new subspace for data reconstruction. Concretely, GSRILC projects data
sharing the same class to a new subspace, and imposes low-rank con-
straint on the intra-class projections, which ensures that samples within
the same class have a low rank structure. In this way, small intra-class
distances and large inter-class distances can be achieved. To illustrate the
effectiveness of the proposal, we conduct experiments on the Extended
Yale B and CMU PIE databases, and results show the superiority of
GSRILC.

Keywords: Group sparse representation · Intra-class low-rank
Discriminative data representation · Subspace learning

1 Introduction

It is well known that data representation plays an important role in the field of
computer vision due to its great significance for follow-up analysis [1], and peo-
ple tend to use regularization norms for obtaining simple but identifiable data
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representation. The sparse representation (SR) based and low-rank representa-
tion based feature learning methods have raised wide attention since they utilize
the l1 norm or l2 norm constrained regularization or the low-rank constraint
on the reconstruction matrix to make it recognitive, such as the sparse repre-
sentation based classification (SRC) [2], the collaborative representation based
classification (CRC) [3], the structured low-rank representation for classification
(SLRRC) [4], and the structure-constrained low-rank representation (SC-LRR)
[5]. Different from the SR based methods, group sparse representation (GSR)
[6] also obtains satisfied performance and it is turned out to outperform SR
based methods [7,8]. For the SR based methods, when samples from two differ-
ent classes are similar, or the dictionary is not over-complete, the target from
one class may be represented by samples from other classes, causing incorrect
recognition result. However, samples sharing the same class are likely to be
grouped together so that the structure of data is group-sparse. GSR treats this
kind of group-sparse structure as prior knowledge, and aims to represent the
target data by grouped (same class) samples, therefore the GSR based methods
perform better.

However, some issues may exist since the above mentioned methods repre-
sent the new sample by original input features, and the original feature based
representation may be disturbed by some redundant or noisy features. In recent
years, [9,10] have revealed that the combinations of features are more discrim-
inative than individual features. That is to say, features in a new subspace are
probably more reliable. But how to achieve better recognition ability when we
project data to the new subspace? Low-rank representation considers that data
from the same class are close in new feature spaces and lie in the same subspace.

With this in mind, in this paper we propose a new supervised group sparse
representation via intra-class low-rank constraint (GSRILC). To obtain more
compact and discriminative data representation, we use a projection matrix to
project original features to a more compact subspace and constrain intra-class
data to be low-rank, which ensures that data is reconstructed by its same class
of samples.

The main contributions of this paper are as follows.

(1) Different from GSR that reconstructs data by original features, GSRILC
achieves compact data representation in a new subspace, which eliminates
the negative effect from redundant or noisy features.

(2) GSRILC enhances the group structure by imposing the intra-class low-rank
constraint, which is beneficial for data reconstruction within the same class
and improving the discrimination of the new representation.

The reminder of this paper is organized as follows. We introduce the model,
optimization and some analyses of the proposal in Sect. 2, and conduct exper-
iments based on two face image data sets in Sect. 3. Finally we conclude this
paper in Sect. 4.
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2 Supervised Group Sparse Representation via Intra-class
Low-Rank Constraint

Before the detail of GSRILC, we introduce the notations of the variables first. We
denote matrix by capital letters. Specifically, X ∈ Rd×n is the training set with n
samples, and the sample dimensionality is d. We define X = [X(1),X(2), ...,X(c)]
from c classes, and X(i) is one of the training set where all the training samples
are from i-th class. Y ∈ Rd×m denotes the test set containing totally m test
samples. Besides, for a matrix Q ∈ Rm×n, we have the Frobenius norm of Q
as ||Q||2F =

∑m
i=1

∑n
j=1 Q2

ij = tr[QT Q]. And the L2,1 norm of Q is defined as

||Q||2,1 =
∑m

i=1

√∑n
j=1 Q2

ij = 2tr[QT DQ], where D is a diagonal matrix with

Dii = 1
2||qi||2 . Further more, the nuclear norm of Q is the convex approximation

of low-rank constraint on Q, and ||Q||∗ =
∑r

i=1 δi, where δi is one of the r
singular values of Q.

2.1 Model of GSRILC

Considering that data representation in GSR may be disturbed by noisy fea-
tures, we hope to find appropriate representations in a new subspace where the
following characteristics need to be met.

(1) Data structure should be consistent with the real structure. That means
data from the same class still keep in one group in the subspace and vice
versa.

(2) The subspace should be discriminative enough to tell the labels of new
samples.

It is natural that we introduce matrix W ∈ Rd×r to project original
d-dimensional samples to a lower dimensionality of r. In order to achieve the first
property of preserving data structure, we use the label information of training
set, and impose the intra-class low-rank constraint on every group of projections,
so the real group structure is preserved. It is formulated as (1).

min
c∑

i=1

||WT X(i)||∗ (1)

To fulfill the second property, i.e., telling the labels of test samples, we recon-
struct every test sample by training samples in subspace, and classify it to the
class with least group reconstruction error. In detail, we regard the training set
as a dictionary, and represent test samples Y ∈ Rd×m by the dictionary, which
is formulated as (2),

min
1
2
||WT Y − WT XZ||2F (2)

where Z ∈ Rn×m is the reconstruction matrix. To obtain group-sparse repre-
sentation, we enforce l2,1 norm constraint on the reconstruction matrix Z as
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formula (3), because it is convex and can select class-specific samples across all
data points with some sparsity [11].

min ||Z||2,1 (3)

Integrating the above three objectives into one framework, and imposing
orthogonal constraint WT W = I to make the problem tractable, we obtain the
final target (4),

min
W,Z

1
2
||WT Y − WT XZ||2F +

λ1

2
||Z||2,1 + λ2

c∑

i=1

||WT X(i)||∗ s.t. WT W = I

(4)
where λ1 and λ2 are tradeoff parameters.

2.2 Solution to GSRILC

We use the alternating direction method of multipliers (ADMM) [12] to solve
problem (4). Define A = WT X to facilitate the optimization, then the corre-
sponding augmented Lagrangian function is described as (5),

J = arg min
W,Z,A,P

1
2
||WT Y − WT XZ||2F +

λ1

2
||Z||2,1 + λ2

c∑

i=1

||A(i)||∗

+
μ

2
||A − WT X +

P

μ
||2F s.t. WT W = I

(5)

where A(i) is the counterpart of X(i) in new subspace, P is the Lagrange multi-
plier, and μ is the penalty parameter.

We alternatively update each variable of A, Z, W and P with other variables
fixed. The iteration will stop when objective value is stable.

Step 1. Update A: Denoting H = WT X − P
μ , it will be clear to find that

the optimization problem related to A can be transformed to the optimization
about A(i). We solve each A(i) independently, and then join all A(i) to form A,
A = [A(1), A(2), ..., A(c)]. The way of updating A(i) is as Eq.(6),

A(i) = Θλ2/μ(H(i)) (6)

where Θ is the singular value thresholding (SVT) shrinkage operation.
Step 2. Update Z: Z can be updated by (7), where Uii = 1

2||zi||2 , and zi is
the i-th row of Z. Note that (7) is derived by setting the partial derivative to
Z as 0.

Z = (XT WWT X + λ1U)−1(XT WWT Y ) (7)

Step 3. Update W: Solve W by (9) with A and Z fixed. The optimization
problem about W is not easy to solve directly due to the non-convex constraint.
Enlightened by [13] that can get the approximate solution during iterations based
on gradient, we suppose W (t) as the result of the t-th iteration of W , then the
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skew-symmetric matrix � = GW (t)T − W (t)GT , where G is the gradient of
optimization about W . Denoting D = A+P/μ, we have Eq. (8) for calculating G.

G = Y Y T W − XZY T W − Y ZT XT W

+ XZZT XT W − μXDT + μXXT W
(8)

We update W by the following Eq. (9). It is clear that an initial W is required. For
fast convergence, we adopt PCA [14] to initialize W by selecting the eigenvectors
corresponding to the smallest r eigenvalues of [X,Y ]T .

W (t + 1) = (I +
τ

2
�)−1(I − τ

2
�)W (t) (9)

where τ is the iteration step size.
Step 4. Update P, μ: Lagrange multiplier P and penalty parameter μ are

updated by Eq. (10),
P = P + μ(A − WT X)
μ = min(ρμ, μmax)

(10)

where ρ and μmax are two constants.

2.3 Computational Complexity and Convergence

The main computational consumptions lie in solving A, Z and W . Specifically
speaking, the SVT operation for solving A is based on a r × ni matrix with
computational complexity of O(n3

i ), so the whole computation about updating
A in one iteration is O(

∑c
i=1 n3

i ). For updating Z and W , the inverse operation
can be seen on a n × n matrix and a d × d matrix with the computational
complexity of O(n3) and O(d3) respectively. Totally, the whole computational
complexity of this algorithm is approximately O(t(n3 + d3 +

∑c
i=1 n3

i )), where t
denotes the number of iterations.

Fig. 1. The objective value versus iterations on the (a) extended Yale B and (b) PIE
databases.
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We testify its convergence property through experiments on the Extended
Yale B and PIE face databases by showing the objective value with 60 iterations
in Fig. 1. It is obvious that the objective value decreases along with the iterations,
and finally stays stable, which proves the convergence of the proposal. Note that
during this experiment, 10 samples of each class are randomly selected as training
set, the remaining as test set.

2.4 Classification Detail

In this section, we introduce the detailed way for the classification of GSRILC.
For a test sample yi that is the i-th column of Y , we use every training set X(j)

in X to reconstruct it. Suppose δX(j) denotes the column indexes of X(j), then
the corresponding reconstruction coefficient of yi is Z

(j)
i which represents the

elements of the i-th column and δX(j)-th rows of Z. After projecting yi to the
new subspace by W , we classify yi to the class that wins the least reconstruction
error, i.e., yi ∈ minj ||WT yi − WT X(j)Z

(j)
i ||2F , j = 1, 2, ..., c.

3 Experiment Results

The Extended Yale B collects 2414 images from 38 people, 59–64 images for each
one. In this database, there are illumination changes from different directions for
every person, and we resize every picture to 32 × 32 = 1024 pixels.

The CMU PIE face database is collected by Carnegie Mellon University. This
database contains 41368 images from 68 people, with different poses, illumina-
tions and expressions. In this experiment, we only select a subset of five near
front poses for training and test. Specifically speaking, we select C05 (look left),
C07 (look up), C09 (look down), C27 (look forward) and C29 (look right) under
different illuminations and expressions, thus we have totally 11554 pictures and
an average of 170 per person. We also cropped every image into 32 × 32 pixels
in advance.

Figure 2 shows the relationship between classification accuracy and dimen-
sionality on the two data sets where 10 samples of each class are randomly
selected as training set, the remaining as test set. It can be seen that the clas-
sification accuracy increases with the increase of projection dimensionality, but
when the dimensionality reaches a certain value, the classification accuracy no
longer changes. The reason is that a certain dimensional subspace is able to
cover the information of data, but too few features are not enough to embody
the difference.

Tables 1 and 2 report the classification accuracies for various methods on the
two databases. For all methods, we perform four groups of experiments, where
different number of samples (10, 15, 20, 25) per class are selected for training, and
the remaining for test. Note that we repeat each group of experiment for 30 times
and give the mean results. It can be seen that GSRILC performs best among all
the compared methods. The main reason may be that GSRILC obtains a more
discriminative data representation by utilizing the group information compared
with others.
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Fig. 2. The curves of classification accuracy versus the dimensionality on the (a)
extended Yale B, (b) CMU PIE,

Table 1. Classification accuracies (%) for various methods on the Extended Yale B
face database

Alg. 10 15 20 25

SRC [2] 87.8 ± 0.3 92.6 ± 0.6 94.4 ± 0.6 96.7 ± 0.5

CRC [3] 86.1 ± 0.5 90.7 ± 0.3 93.0 ± 0.2 94.1 ± 0.3

SLRRC [4] 85.5 ± 0.4 91.4 ± 0.6 94.0 ± 0.5 95.6 ± 0.7

SC-LRR [5] 85.6 ± 0.4 88.7 ± 0.8 92.8 ± 0.3 94.5 ± 0.8

ILRDFL [15] 86.8 ± 0.7 91.3 ± 0.6 93.9 ± 0.8 95.5 ± 0.6

GSRILC 91.3± 0.5 93.9± 0.5 95.5± 0.5 97.1± 0.4

Table 2. Classification accuracies (%) for various methods on the CMU PIE face
database

Alg. 10 15 20 25

SRC [2] 76.4 ± 0.3 88.1 ± 0.2 90.2 ± 0.5 93.4 ± 0.2

CRC [3] 83.8 ± 0.4 88.3 ± 0.3 91.0 ± 0.6 93.2 ± 0.3

SLRRC [4] 80.8 ± 0.3 86.7 ± 0.1 89.6 ± 0.3 91.8 ± 0.2

SC-LRR [5] 86.9 ± 0.4 90.2 ± 0.6 92.6 ± 0.7 94.0 ± 0.5

ILRDFL [15] 84.7 ± 0.6 90.3 ± 0.5 93.2 ± 0.6 94.1 ± 0.7

GSRILC 87.2± 0.0 91.2± 0.0 93.2± 0.0 94.2± 0.0

4 Conclusion

In this paper, we propose a novel supervised group sparse representation method
via intra-class low-rank constraint. By projecting data to a new subspace, we
obtain compact data representation and weaken the influence of noisy features.
The intra-class low-rank constraint on class-specific data ensures the discrimi-
nation of subspaces and enhances the group sparse representation. Experiments
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on two face image data sets show the superiority of this proposal. We leave the
problem of high computational complexity to the future.
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Abstract. With the development of data collection techniques, multi-
view clustering (MVC) becomes an emerging research direction to
improve the clustering performance. However, most MVC methods
assume that the objects are observed on all the views. As a result, exist-
ing MVC methods may not achieve satisfactory performance when some
views are incomplete. In this paper, we propose a new MVC method,
called as partial multi-view clustering via auto-weighting similarity com-
pletion (PMVC-ASC). The major contribution lies in jointly learning
the consensus similarity matrix, exploring the complementary informa-
tion among multiple distinct feature sets, quantifying the contribution
of each view and splitting the similarity graph into several informative
submatrices, each submatrix corresponding to one cluster. The learn-
ing process can be modeled via a joint minimization problem, and the
corresponding optimization algorithm is given. A series of experiments
are conducted on real-world datasets to demonstrate the superiority of
PMVC-ASC by comparing with the state-of-the-art methods.

Keywords: Multi-view clustering · Partial data
Similarity completion

1 Introduction

With the increasing of advanced information technology, multi-view data are
very ubiquitous in many real world applications. Beneath the prosperous studies
of the multi-view data, there is a fundamental problem that the data from one
view or more than one view are inaccessible. For example, in social platform
(such as Facebook and Flickr), more and more digital images are uploaded to
the websites, but only partial images are annotated by users. In this case, the
data usually contain two kinds of objects, one having full views’ information
while the other having partial views’ information, which are called as partial
data [2] and incomplete data [10,14]. Because of partial multi-view data, most
existing multi-view learning methods are inevitably degenerate or even fail. In
this paper, we consider unsupervised partial multi-view learning, i.e., partial
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 214–222, 2018.
https://doi.org/10.1007/978-3-319-97909-0_23
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multi-view clustering (PMVC), which is a challenging task for lacking supervised
information to guide the learning process.

PMVC aims to sufficiently divide the objects into different groups and has
received considerable attention in the area of artificial intelligence and machine
learning. A surge of methods have been proposed, which can be roughly divided
into two categories (i) exploring the complementary and consistency among
multiple views by identifying the common representation [2,4,7,10,12], and
(ii) filling the missing information via kernel completion technique [3,6,8,9,15].
Although the above PMVC methods generally provide promising results, they
have two main drawbacks. Firstly, the existing methods usually treat all views
equally, ignoring their differences when contributing to the learning process. For
instance, the text view plays a more important role than the visual view in
image-text processing. Secondly, the existing completion methods are all based
on the kernel matrices and can only fit kernel-based multi-view clustering.

In this paper, thus, we propose a novel partial multi-view clustering model
(PMVC-ASC), which contains three components. The first one is to learn
the consensus correlations among objects with complete views. The nearly
parameter-free weight of each view is automatically determined and itera-
tively updated. The second part is to effectively complete the missing corre-
lations among objects with partial views by exploiting the relations between the
obtained correlations and the missing correlations. The third component is to
constrain the clusters from the correlation graph. We integrate the two pipelined
stets (multi-view representation learning and clustering) into one optimization
framework. Moreover, to efficiently and effectively seek the solution of the joint
optimization problem, an iterative optimization algorithm is designed. Extensive
experiments on benchmark datasets are conducted to demonstrate the superior-
ity of PMVC-ASC over the state-of-the-art methods.

The rest of this paper is organized as follows. The proposed model and its
optimization algorithm are given in Sects. 2 and 3 respectively. In Sect. 4, a
series of experiments on real world datasets are conducted to demonstrate the
clustering performance. Finally, Sect. 5 draws a brief conclusion.

2 The Proposed Model

Given a multi-view dataset with n data objects, each object in the v-th view
is described with dv features. Our goal is to perform multi-view representation
learning and multi-view clustering simultaneously. In order to sufficiently explore
the complementary information among multiple views, we propose a novel partial
multi-view clustering model (PMVC-ASC). It consists of three components:
the first one for adaptive local structure learning to obtain the incomplete simi-
larity matrix, the second one for similarity matrix completion, and the last one
for constraining the clusters from the completed similarity matrix. These three
components are iteratively performed so that they affect each other until the
optimal stage is obtained. Moreover, the weight of each view is automatically
identified for better clustering performance.
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In the whole paper, all the vectors are written as lowercase while the matrices
are written as uppercase. For an arbitrary matrix X, xi denotes the i-th row of
X and xij denotes the j-th elements in xi. XT and tr(X) stand for the transpose
and trace of X, respectively. ‖X‖F denotes the Frobeneous (F ) norm of X. ‖v‖2
represents the l2 norm of vector v. Moreover, 1 and I mean all the elements of
a column vector are one and the identity matrix, respectively.

2.1 Adaptive Local Structure Learning

For partial multi-view data, the i-th object xv
i may not have information in

the v-th view, i.e., the entries in the v-th data matrix Xv are empty. For sim-
plicity, we assign zeros to these missing entries. Let Mv indicate the index set
for the observed objects pairs in data matrix Xv, where mv

ij = 1 represents
that both i-th and j-th objects exist in the v-th view, otherwise mv

ij = 0. Let
qvij = mv

ij/
∑

v mv
ij and mij = m1

ij ∨ · · · ∨ mv
ij .

To capture the correlations hidden in the observed multi-view objects, we
adopt the idea of adaptive local structure learning [11] on the partial multi-
view data. The neighbors of xi are defined by its probabilistic neighbors. For
the i-th object, all the data objects can be connected to it as a neighbor with
probability sij . Usually, a smaller distance dvij between two objects xv

i and xv
j

should be assigned with a larger probability sij . Considering the contribution of
each view may be different, a more reasonable manner is to weight these views
with suitable strengths. Then, the probabilities sij |mij=1 can be determined via

min
S

∑

v

ωv

∑

{i,j|mv
ij=1}

qvijd
v
ijsij s.t. 0 � sij � 1. (1)

where ωv is the weight of the v-th view.

2.2 Similarity Matrix Completion

As multi-view data have different feature sets, the correlations among partial
objects (i.e.,mij = 0) can not be directly obtained. Here, mij = 0 indicates
that all elements of {m1

ij , · · · ,mv
ij} are zero. As a result, the similarity matrix is

incomplete, which makes the existing multi-view clustering methods inevitably
degenerate or even fail. To address it, we apply matrix completion on the incom-
plete similarity matrix by taking advantage of the obtained correlations among
objects. Intuitively, if objects i and k are close to each other, and j and k are
close to each other, the distance between i and j is very likely to be small. In
this case, we can complete the similarity sij |mij=0 with hij =

∑K
k=1 sik ×skj (K

is the number of objects with complete views), which can be formulated as

min
S

∑

{i,j|mij=0}
(sij − hij)2 s.t. 0 � sij � 1. (2)
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2.3 Structured Optimal Graph

Inspired by [1] (for single-view data), we integrate the subspace learning and
spectral clustering into one framework to deal with multi-view clustering.
Our goal is to assign one object into only one cluster, thus, with the aid of
similarity matrix, clustering problem can be modeled via

n∑

i,j=1

‖fi − fj‖22sij = 2Tr(FTLSF ) s.t. FTF = I. (3)

here F ∈ Rn×c is cluster indicator matrix with c clusters. LS = DS − ST+S
2 is

the Laplacian matrix of S. DS is a diagonal matrix and its i-th diagonal element
is defined as DS(i, i) =

∑
j

(sij+sji)
2 .

By combining (1), (2) and (3), we can get the proposed PMVC-ASC model

min
S

∑

v

ωv

∑

{i,j|mv
ij=1}

qvijd
v
ijsij+β

∑

{i,j|mij=0}
(sij − hij)2 + α‖S‖2F + 2λTr(FTLSF )

s.t. sTi 1 = 1, 0 � sij � 1, FTF = I. (4)

where β and λ are trade-off parameters. The third item is added to avoid trivial
solution where only the nearest object of xi is assigned with 100% probability
and other objects be 0.

3 The Optimization Algorithm

Obviously, problem (4) is not a joint convex optimization problem. In order
to find its optimal solution, we adopt the iterative minimization technique via
solving the following subproblems alternatively.

3.1 Update S

S can be updated by fixing ωv and F , then (4) with S can be partitioned into
two parts. In the i-th row, we set

∑n
j=1(sij |mij=1) = li and gi = 1− li. li is set to

be 1 in the first iteration and 1 − gi in the following iteration. In each iteration,
gi is changed and the updating of gi is described at the end of this subsection.
sij |mij=1: Let dij =

∑
v qvijd

v
ij + λ‖fi − fj‖22, which represents the weighted

distance between objects xi and xj . Due to the independence assumption among
objects, we can update si one by one, then (4) can be rewritten as

min
si

∑

j

(dijsij + αs2ij) s.t. sTi 1 = li, 0 � sij � 1. (5)

Let di ∈ Rn×1 with the j-th elements as dij , then the above problem (5) becomes

min
si

‖si +
1
2α

di‖22 s.t. sTi 1 = li, 0 � sij � 1. (6)
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To deal with constrained optimization, we introduce its Lagrangian function

L (si, θ, ϕi) = ‖si +
1

2αi
di‖22 − θ(sTi 1 − li) − ϕT

i si (7)

here θ and ϕi are Lagrangian multipliers. According to the KKT condition, the
optimal solution of si containing exact k non-zero elements is

sij |mij=1 = − dij
2αi

+
li
k

+
1

2kαi

k∑

j=1

dij (8)

And α is set to be

α =
1
n

n∑

i=1

αi =
1
n

n∑

i=1

(
k

2li
di,k+1 − 1

2li

k∑

j=1

dij)

where di1, di2, . . . , din are sorted in ascending order.
sij |mij=0: Let dfij = ‖fi − fj‖22, the problem (4) about each si can be written as

min
si

∑

j

(β‖si − hi‖22 + αs2i + λdfi
T
si) s.t. 0 � sij � 1. (9)

Its Lagrangian function can be formulated as

L (si, ϕi) = β‖si − hi‖22 + αs2i + λdfi
T
si − ϕT

i si (10)

here ϕi is Lagrangian multiplier. According to KKT condition, si can be
updated via

sij |mij=0 =
βhij − λdfij

2β + 2α
(11)

After obtaining sij |mij=0, gi is updated by gi =
∑n

j=1(sij |mij=0).

3.2 Update ωv and F

When fixing S, (4) with respect to F becomes

min
F∈Rn×c,FTF=I

Tr(FTLSF ) (12)

Equation (12) is the same as spectral clustering given the similarity S. The
optimal solution of F can be obtained by calculating the first c eigenvectors
of LS .

ωv can be updated with ωv = 0.5/(
∑

i,j mv
ijd

v
ijsij)

1
2 via the optimization

method in [13]. It is clearly shown that once the similarity matrix S is obtained,
the weight of each view ωv is automatically determined. In addition, more com-
pact the data in one view is, more contributions the view makes to the clustering
result. This method to set the weight of each view has the advantage of less time
to tune the parameter and considering the internal information of the data with-
out noise.
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4 Experiment Results and Discussion

In this section, a series of experiments are conducted to validate PMVC-ASC
by comparing with the state-of-the-art partial multi-view clustering methods.

4.1 Experimental Setting

Datasets. In this paper, we evaluate the proposed method on three widely
used multi-view datasets: COIL, UCI-HD, and MNIST. COIL-20 1 consists of
1440 images with 20 categories. Three features (1024 Intensity, 3304 LBP, and
6750 Gabor) are extracted as three views. UCI-HD2 contains 0-9 handwritten
digits data with 2000 instances from UCI repository. It includes two feature sets,
216 profile correlations (FAC) and 240 pixel averages in 2 × 3 windows (PIX).
MNIST 3 is a handwritten digit dataset including 10000 examples (10 categories)
with three feature sets.

Methodology. To validate the effectiveness of PMVC-ASC, we compare it
with five recently published approaches as baselines, including three typical sub-
space methods: MIC [7], GPMVC [4] and USL [5] and two important kernel com-
pletion methods: MKKIK [6] and CKKM [3]. The parameters of all approaches
are carefully set for fairness. For MKKIK and CKKM, Gaussian kernels are gen-
erated by setting widths as the mean of all pair-wise object distances. Three
widely used metrics are adopted to evaluate the clustering performances: accu-
racy (ACC), normalized mutual information (NMI), and adjusted rand index
(ARI). The higher value indicates better clustering quality.

4.2 Results and Discussion

To simulate the partial multi-view setting, we randomly select a small fraction of
objects as complete data with all-view information, while the remaining objects
as the incomplete data which are randomly described by only one view (this
is much harder than that the incomplete data are described by more than one
view). Such process is repeated 10 times and the average results are recorded.
Partial Example Ratio (PER) records the fraction of incomplete objects.

Effect of Parameters. There are three important parameters (β, λ, k) in the
proposed model PMVC-ASC. In experiments, trade-off parameters β and λ are
tuned from 10−2 to 103 and 10−9 to 102, respectively. The number of nearest
neighbors k is tuned from 1 to 50 with step 1, as shown in Fig. 1.

It can be seen that the clustering performance becomes better as β
increases, which suggested that similarity matrix completion is effective for

1 http://www.cs.columbia.edu/CAVE/software/softlib/.
2 http://archive.ics.uci.edu/ml/datasets.html.
3 http://yann.lecun.com/exdb/mnist/.

http://www.cs.columbia.edu/CAVE/software/softlib/
http://archive.ics.uci.edu/ml/datasets.html
http://yann.lecun.com/exdb/mnist/
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Fig. 1. Effect of parameters (a) β, λ and (b) k on PMVC-ASC for three-view data
COIL.

clustering result. The results reach the best when β = 100. We believe this
is because larger β can enforce sij = hij to preserve the efficacy of similar-
ity completion. Figure 1(b) indicates that PMVC-ASC performs best at the
middle point k = 3. The reason is that small k can not optimally characterize
the data structure, while large k may introduce noisy information. Other two
datasets have the similar trends and the following experiments are conducted
with the optimal settings.

Clustering Performance. The first experiment is conducted on MNIST by
varying the fraction of partial objects (PER) from 99% to 90% with step of 1%.
Note that larger PER makes learning task more difficult. Figure 2(a) shows the
clustering results obtained by six methods. Obviously, all methods suffer from
large PER. Fortunately, PMVC-ASC consistently outperforms baselines and
achieves the promising result even with a large fraction of missing data, esp.,
PER = 99%.

Fig. 2. Comparing clustering performance (NMI) under varying (a) PER on MNIST
and (b) VIR on UCI-HD.

In real application, one view may be much more incomplete than others.
We simulate this situation by setting the value of view’s imbalance ratio (V IR)
on two-view data UCI-HD. Let V IRv = nv/

∑
v nv, where nv is the number
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of partial instances in the v-th view. Figure 2(b) gives the effect of V IRFAC .
As expected, PMVC-ASC consistently outperforms all baselines with different
V IR values.

Fig. 3. Confusion matrices (clustering result) of six methods on COIL.

To investigate the proposed model PMVC-ASC, the confusion matrices
obtained by six methods on COIL are listed in Fig. 3. It clearly shows that
PMVC-ASC has ability to separate the partial multi-view objects well, while
other methods can not.

Table 1. Comparing PMVC-ASC with five baselines on clustering three partial multi-
view datasets in term of ACC, NMI and ARI.

Methods ACC NMI ARI

COIL UCI-HD MNIST COIL UCI-HD MNIST COIL UCI-HD MNIST

MIC [7] 0.5529 0.1495 0.2705 0.5782 0.1228 0.2008 0.3575 0.0013 0.0903

GPMVC [4] 0.5215 0.4695 0.3085 0.7009 0.5469 0.2572 0.3951 0.3151 0.1231

USL [5] 0.5631 0.3415 0.4075 0.6312 0.3269 0.3870 0.3624 0.1652 0.2634

MKKIK [6] 0.1007 0.1340 0.1152 0.0468 0.0100 0.0022 0.0005 0.0008 0.0002

CKKM [3] 0.1021 0.1325 0.1128 0.0491 0.0121 0.0018 0.0011 0.0015 0.0001

PMVC-ASC 0.8278 0.8250 0.4292 0.8969 0.8193 0.5070 0.7537 0.7592 0.3093

Table 1 lists the comparison results on three datasets, where the best and
second best results are marked in bold and underlined respectively. Since the
number of instances is small in COIL and UCI-HD, we test the results with
PER = 90%. For MNIST , the results are obtained with PER = 99%. As
expected, PMVC-ASC is superior to all baselines, which confirms that the
structured optimal graph constraint, similarity completion, and considering the
different contributions of different view are helpful for partial MVC. As compared
with the best baseline, PMVC-ASC obtained more than 5%, 27% and 50%
relative gain (on all metrics) for MNIST, COIL and UCI-HD respectively.

5 Conclusions

In this paper, we propose a novel partial multi-view representation learn-
ing model. It can simultaneously represent the partial multi-view data and
determine the clusters from the new representation of data. Moreover, the
importance of each view can be automatically identified for extracting proper
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volume of information from each view. The experiments on real-world datasets
demonstrate that PMVC-ASC consistently and significantly outperforms the
popular existing partial multi-view clustering methods.

References

1. Li, C., Vidal, R.: Structured sparse subspace clustering: a unified optimization
framework. In: Proceedings of CVPR (2015)

2. Li, S., Jiang, Y., Zhou, Z.: Partial multi-view clustering. In: Proceedings of AAAI
(2014)

3. Ye, Y., Liu, X., Liu, Q., Yin, J.: Consensus kernel-means clustering for incomplete
multiview data. Comput. Intell. Neurosci. 2017, 11 (2017)

4. Rai, N., Neigi, S., Chaudhury, S.: Partial multi-view clustering using graph regu-
larized NMF. In: Proceedings of ICPR (2016)

5. Yin, Q., Wu, S., Wang, L.: Unified subspace learning for incomplete and unlabeled
multi-view data. Pattern Recognit. 67, 313–327 (2017)

6. Liu, X., Li, M., Wang, L., Dou, Y., Yin, J., Zhu, E.: Multiple Kernel k-means with
incomplete kernels. In: Proceedings of AAAI (2017)

7. Shao, W., He, L., Yu, P.S.: Multiple incomplete views clustering via weighted non-
negative matrix factorization with L2,1 regularization. In: Appice, A., Rodrigues,
P.P., Santos Costa, V., Soares, C., Gama, J., Jorge, A. (eds.) ECML PKDD 2015.
LNCS (LNAI), vol. 9284, pp. 318–334. Springer, Cham (2015). https://doi.org/10.
1007/978-3-319-23528-8 20

8. Trivedi, A., Rai, P., Daume, H.: Multiview clustering with incomplete views. In:
Proceedings of NIPS (2010)

9. Shao, W., Shi, X., Yu, P.: Clustering on multiple incomplete datasets via collective
kernel learning. In: Proceedings of ICDM (2013)

10. Zhao, L., Chen, Z., Yang, Y., Wang, Z., Leung, V.: Incomplete multi-view clustering
via deep semantic mapping. Neurocomputing 275, 1053–1062 (2018)

11. Nie, F., Wang, X., Huang, H.: Clustering and projected clustering with adaptive
neighbors. In: Proceedings of ACM SIGKDD (2014)

12. Zhao, H., Liu, H., Fu, Y.: Incomplete multi-modal visual data grouping. In: Pro-
ceedings of IJCAI (2016)

13. Nie, F., Cai, G., Li, X.: Multi-view clustering and semi-supervised classification
with adaptive neighbours. In: Proceedings of AAAI (2017)

14. Xu, C., Tao, D., Xu, C.: Multi-view learning with incomplete views. IEEE Trans.
Image Process. 24(12), 5812–5825 (2015)

15. Bhadra, S., Kaski, S., Rousu, J.: Multi-view kernel completion. Mach. Learn.
106(5), 713–739 (2017)

https://doi.org/10.1007/978-3-319-23528-8_20
https://doi.org/10.1007/978-3-319-23528-8_20


Phase Retrieval by the Inverse
Power Method

Qi Luo1,2(B), Hongxia Wang1,2, and Jianyun Chen1,2

1 College of Science, National University of Defense Technology,
Changsha 410073, Hunan, People’s Republic of China

2 Beijing Institute of Graphics, Beijing 10029, People’s Republic of China
luoqi nudt@outlook.com, whx8292@hotmail.com, cjy2918@163.com

http://www.ccbr2018.xju.edu.cn/

Abstract. Phase retrieval is to recover signals from phaseless linear
measurements. The most efficient methods to tackle this problem are
nonconvex gradient approaches, which however generally need an elab-
orate initialized guess to ensure successful reconstruction. The inverse
power method is proposed to provide a more accurate initialization.
Numerical experiments illustrate the higher accuracy of the proposed
method over other initialization methods. And we further demonstrate
the iterative use of the initialization method can obtain an even better
estimate.

Keywords: Phase retrieval · Spectral method · Inverse power method

1 Introduction

Phase retrieval is to recover the signal x ∈ C
n from the phaseless measurement:

bi = |〈ai,x〉| , 1 ≤ i ≤ m, (1)

where the measuring vectors ai in C
n. The measuring matrix A = [a1, · · · ,am]

is assumed to be full-rank. The applications of phase retrieval exists widely
in many fields of sciences and engineering, including X-ray crystallography [1],
molecular imaging [2], biological imaging [3] as well as astronomy [4]. To avoid
the illness of problem, it is proved that m should be larger than 2n − 1 in real-
valued case or 4n−4 in complex-valued case [5,6], which we call the information
limit in phase retrieval.

The nonlinear inverse problem in (1) is generally known to be NP-hard [7].
Therefore, without adopting effective heuristic function, it is almost impossible
to find the solution in tolerable time when n is relatively large. The efficient and
practical approaches to this problem are generally nonconvex and can be roughly
categorized into two types: alternating projection algorithms (also referred as
fixed point algorithms) [8,9] and gradient-descent methods [10,11].
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The crucial step for nonconvex methods is an elaborate initialization. Namely,
one usually needs a good estimate of the true solution to ensure the probability
of successful reconstruction. In fact, many nonconvex gradient-like method, e.g.
the Wirtinger flow method [10] and the Amplitude flow method [12] degenerate
to be convex if the initialization lies around the true solution. As more accurate
initializer is proposed, the nonconvex method can performs even better when m
is below the information limit in phase retrieval [13].

Related work is presented in Sect. 2. In Sect. 3, a more accurate initialization
method, called the inverse power method is proposed in this paper. And through
numerical experiments, the effectiveness and superior accuracy are illustrated
in Sect. 4.

2 Related Work

Current initialization methods include the spectral method [8], the truncated
spectral method [14] and the null vector method [15]. For the convenience of
the notation, the measuring vectors are normalized to unit vectors before the
initialization step, namely ‖ai‖ = 1.

The spectral method is a linear algebraic initializer by the maximization
problem:

xspec = arg max
{

‖diag(b)A∗x‖2 : x ∈ C
n, ‖x‖ = ‖x0‖

}
, (2)

where diag(b) is a function that returns a square diagonal matrix with the ele-
ments of vector b on the main diagonal.

The truncated spectral method is a modification of the spectral method.
This method first select a part of measuring vectors which have the largest inner
product with the true solution x. Then an estimate can be obtained by finding
the vector that is most coherent with the selected set of vectors. Specifically, the
truncated spectral vector method is to solve the maximization problem:

xt-spec = arg max
{

‖diag(1τ � b)A∗x‖2 : x ∈ C
n, ‖x‖ = ‖x0‖

}
, (3)

where � stands for element-wise multiplication, and 1τ is the characteristic
function of the set

{i : b(i) ≤ τ‖x0‖} (4)

with some preset threshold value τ ∈ (0, 1).
The null vector method is proposed from another viewpoint: the orthogo-

nality between vectors. A set of weak vectors that are most orthogonal to x
are selected from the measuring vectors. And through seeking the vector which
is most orthogonal to the weak vectors, one can obtain an estimate of the x.
Mathematically speaking, the weak vector set is denoted as I ⊂ {1, · · · ,m} and
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its complement Ic are defined such that bi ≤ bj for all i ∈ I and j ∈ Ic. Then
the null vector method can be formulated as

xnull = arg min
{

‖A∗
Ix‖2 : x ∈ C

n, ‖x‖ = ‖x0‖
}

. (5)

To make use of the available power method, Chen convert (5) into a maximization
problem [15]:

xnull = arg max
{∥∥A∗

Icx
∥∥2 : x ∈ C

n, ‖x‖ = ‖x0‖
}

. (6)

Current initialization methods, (2), (3) and (6) are all about finding the lead-
ing eigenvector, which can be efficiently solved by power method. We illustrate
the Algorithm 1 for computing (2) as an example.

Algorithm 1. The spectral method
Input: A, b, ‖x0‖, threshod value ε.
Initialization: x1

1: for k = 1, 2, · · · do
2: x′

k+1 ← A diag(b2)A∗xk

3: xk+1 ← x′
k/ ‖x′

k+1‖
4: if ‖xk+1 − xk‖ ≤ ε, break
5: end for

Output: xspec = xk+1 ‖x0‖ / ‖xk+1‖ .

3 Algorithm

3.1 Inverse Power Method

Related work show that the null vector method has the best numerical perfor-
mance compared with spectral method and the truncated spectral method [15].
However, several drawbacks remains. An important step in the null vector is
setting a threshold value for picking out weak vectors, and the problem of how
to choose the proper threshold value has not been solved yet. Moreover, the
selected weak vectors are treated without indistinguishably, the accuracy could
be improved if proper weights are added upon these vectors. Based on these
considerations, our method, the inverse power method is proposed as follows:

xnull = arg max
{∥∥∥diag(b−γ/2)A∗x

∥∥∥
2

: x ∈ C
n, ‖x‖ = ‖x0‖

}
. (7)

where γ is a positive number.
The inverse power method is based on the following facts:

1. By minimizing the function fi(x) = x∗
‖x‖aia

∗
i

x
‖x‖ , one can obtain an arbitrary

vector in the orthogonal complement space of ai.
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2. Instead of selecting only a proportion of measuring vectors by comparing bi,
we carefully give various weights to measuring vectors. Specifically, the inverse
power method is to minimize a combination of weighted fi(x):

f(x) =
m∑
i

wifi(x). (8)

The measurements bi can also be regarded as the measure of orthogonality
between ai and x0. For arbitrary two measuring vectors ai and aj , if the
bi is smaller than bj , then x is more orthogonal with ai than aj , hence
more weights is added upon the function fi(x). Therefore, it is reasonable
to weight more fi(x) corresponding to smaller bi. A natural way to satisfy
this goal is weighting fi(x) with simple functions. Here we take the weights
wi = b−γ

i with γ ≥ 0, which makes (8) and (7) equivalent. Through numerical
implementations, we find that γ > 1 would ensure relative good performance.

Solving the minimization problem (7) is identical to searching for the eigen-
vector with the smallest eigenvalue. This can be solved efficiently through the
propose inverse power approach presented in Algorithm 2. The core step of this
algorithm is solving a linear system of equation, which can be implemented effi-
ciently by the well-known Gauss-Seidel method, Jacobi method or successive
over relaxation method.

Algorithm 2. The inverse power method (IPM)
Input: A, b, ‖x0‖, threshod value ε.
Initialization: x1

1: for k = 1, 2, · · · do
2: x′

k ← (
A diag(b−2)A∗)−1

xk

3: xk+1 ← x′
k/ ‖x′

k‖
4: if ‖xk+1 − xk‖ ≤ ε, break
5: end for

Output: xIPM = xk ‖x0‖ / ‖xk‖ .

3.2 Iterative Inverse Power Method

After we obtain an estimate xIPM by the inverse power algorithm, the similar
analysis about orthogonality can be made upon the residual xres = x0 − xIPM.
This inspires us to propose an iterative inverse power algorithm to improve the
estimate.

Denote bIPM = A∗xIPM, the residual between the true measurements A∗x
and A∗xIPM can be approximated by bres := b − |A∗xIPM|. Then the propor-
tion of xres in the orthogonal complement space of ai can be characterized by
(bIPM)i

−γ . In other words, we can implement the inverse power algorithm upon
the bres to approximate xres, which can be use as the search direction for better
estimate.
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The iterative inverse power method is presented in Algorithm 3. The assign-
ment xIPM ← sign (x∗

IPMxs)xIPM adds a phase factor eiθ upon xIPM, where
θ = arg minθ

∥∥eiθxIPM − xs

∥∥. The step size is restricted to be less than l such
that the elements of bres are always positive, hence ensuring the weights used in
the inverse power method are always positive. Otherwise, the negative weights
will invalidate the inverse power method. The relaxation parameter α controls
the amount of each adjustment.

Algorithm 3. The iterative inverse power method (IIPM)
Input: A, b, α, ‖x0‖ , ε, maximum number of iterations: K
Initialization: xs = 0

1: for k = 1, 2, · · · , K do
2: bres ← b − |A∗xs|
3: xIPM ← IPM(A, bres, ‖x0‖ , ε)
4: xIPM ← sign (x∗

IPMxs)xIPM

5: l ← max
{
l ∈ R

+ : |a∗
i (xs + lxIPM)| ≤ bi, i = 1, · · · , m.

}

6: xs ← xs + αlxIMP

7: end for

Output: xIIPM = xs ‖x0‖ / ‖xs‖ .

4 Numerical Experiments

In this section, we implement several numerical experiments to compare the per-
formance of our algorithms with other initialization algorithms. For comparison,
we define the relative error between recovered signal x̂ and the true signal x as:

RE: =
dist (x̂,x0)

‖x‖2 , (9)

where the function dist (x̂,x0) = minθ

∥∥eiθx̂ − x0

∥∥.
Figure 1 compares the inverse power method with three initialization schemes

mentioned in Sect. 2. The relative errors of the returned initialization estimate
under different oversampling rate m/n are presented. The measuring vectors
are i.i.d. N (0, In/2) + iN (0, In/2). Obviously, all methods perform better as
oversampling rate increases. The spectral and truncated spectral method exhibit
generally the worst performance compared with other methods. The null vector
method enjoys a better performance than the spectral and truncated spectral
method, and it achieves similar performance with the inverse method. However,
all the inverse power methods performs better than the null vector method as
oversampling rate increases. The inverse power methods with γ = 3 and γ = 3.5
have the lowest relative error over all oversampling rate. And interestingly, the
inverse power method performs almost the same with γ ≥ 2 when oversampling
rate is sufficiently large (m/n > 25).
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Fig. 1. Relative error of estimates by different initialization schemes under different
oversampling rate m/n. n = 256, and m/n varies from 5 to 50. The parameter γ of the
inverse power method varies from 1.5 to 3.5.

Figure 2 illustrates the effectiveness of the proposed iterative inverse power
method. Overall, the iterative inverse power method perform considerably bet-
ter than the single inverse power method. And better accuracy is achieved as
oversampling rate increases. Let α correspond to the step size of each update.
Different α can lead to different rates of convergence. Apparently, a larger step
size can cause a faster converging rate. It only takes about 10 iterations to con-
verge for α = 0.9, while for the α = 0.1, dozens of iterations are implemented
before converging. However, a larger α can skip the optimum solution, which
has been widely discussed in optimization theory [16]. As shown in Fig. 2b, for
α = 0.9, the relative error is 0.48, much higher than 0.32 for α = 0.6, and 0.31
for α = 0.3.
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Fig. 2. Relative error for the iterative inverse power method versus iteration count
with various step size. α under different oversampling rates.

5 Conclusion

This paper develops a new initialization method, which can efficiently give a
more accurate estimate of the original signal for phase retrieval. And through
iterative use of the proposed inverse power method, a better performance is
achieved. This work is helpful for solving various imaging problems based on
phase retrieval.
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Abstract. Least square regression (LSR) and principal component analysis
(PCA) are two representative dimensionality reduction algorithms in the fields
of machine learning. In this paper, we propose a novel method to jointly learn
projections from the subspaces derived from the modified LSR and PCA. To
implement simultaneous feature learning, we design a novel joint regression
learning model by imposing two orthogonal constraints. Therefore, the learned
projections can preserve the minimum reconstruction error and the discrimina-
tive information in the low-dimensional subspaces. Besides, since the traditional
LSR and PCA are sensitive to the outliers, we utilize the robust L2,1-norm as the
metric of loss function to improve the model’s robustness. A simple iterative
algorithm is proposed to solve the proposed framework. Experiments on face
databases show the promising performance of our method.

Keywords: Regression framework � Subspace learning � Robustness

1 Introduction

In pattern recognition tasks, subspace learning is a key technique that can reduce the
features of the patterns and simultaneously improve the classification performance.
Subspace learning methods aim to learn a transformation matrix to project the original
high-dimensional data into low-dimensional subspaces so that the redundant infor-
mation can be eliminated and the important information can be preserved. It is well
known that the principal component analysis (PCA) [1, 2] is a classical unsupervised
method for dimensionality reduction. PCA aims to guarantee minimal information loss
by constructing the linear combination of all original features. However, PCA does not
make full use of the label information and lack robustness.

To improve the robustness of PCA, a number of extensions of PCA have been
proposed [3–5]. The robust principal component analysis (RPCA) [6–8] uses non-
greedy L1-norm maximization strategy to get a robust solution. Except for the L1-norm-
based PCA, the L2,1-norm-based methods also attract great attentions [9], including the
optimal mean robust principal component analysis (OMRPCA) [10, 11] and joint
sparse principal component analysis (JSPCA) [12]. Although the existing extensions of
PCA can effectively solve the problem of robustness, they do not consider the label
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information of databases so that the effectiveness of these methods for classification
will be degraded.

In contrast to the PCA-based methods, the supervised methods, such as the least
square regression (LSR) [13] and the low-rank linear regression (LRLR) [14], utilize
label information to obtain discriminative projections. LRLR adds a low-rank con-
straint on the traditional LSR model for discovering global information from the data.
However, LRLR uses Frobenius norm as the distance metric and is difficult to be
solved with the non-convex constraint.

Currently, how to integrate the discriminative information into the model of min-
imum reconstruction error is the research hotspot. Inspired by LSR, we relaxed the
traditional PCA model by adding discriminative information with general least square
regression. Specifically, we first relax the minimum reconstruction error model of PCA
by imposing one projection matrix into orthogonal constraint. Then the model will
inherit the discriminative information from the ridge regression to the relaxed PCA
model. Thus, this model not only solves the problem of insufficient number of pro-
jections in LSR, but also enhances the robustness of PCA. In brief, this paper proposes
a novel regression framework to jointly learn the projections from the subspaces
derived from LSR and PCA. The main contributions of this paper are described as
follows:

(1) We construct a jointly regression framework based on PCA and LSR by imposing
two orthogonal constraints. The key is to learn a novel projection matrix, so that
this model has both the discriminant and reconstructive ability in the learning
steps.

(2) Instead of using L1-norm or L2-norm, we adopt the robust L2,1-norm as the main
metric of distance, which effectively improve the robustness to noise of our
proposed model.

2 Related Works

In this section, we simply review the traditional LSR and PCA. The training sample set
is denoted by X ¼ x1; x2; . . .; xi; . . .; xn½ � 2 Rm�n, where m is the dimension of sample
and n is the number of sample. Besides, Y ¼ y1; y2; . . .; yi; . . .; yn½ � 2 Rc�n denotes the
label matrix, where c is the number of classes.

The L2;1-norm of matrix X is defined as:

Xk k2;1¼
Xm

i¼1

xi
�� ��

2 : ð1Þ

where xi is the i-th row of X and �k k2 is L2-norm.

2.1 Least Square Regression

Least square regression (LSR) has been well discussed in recent years because of its
simplicity and effectiveness. The traditional LSR regresses the data matrix to the label
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matrix for discovering discriminative information between different classes. The
objective function of LSR is as follows:

min
W

Xn

i¼1

yi �Wxik k22 : ð2Þ

where W 2 Rc�d is weight matrix. However, the traditional LSR is sensitive to outliers
since it uses L2-norm as main metric.

2.2 Principal Component Analysis

Principal component analysis (PCA) focuses on maximizing the covariance of dataset.
Alternatively, PCA also try to minimizing the reconstruction error. Suppose data matrix
X is centralized, the objective function of PCA can be written as:

min
Q

Xn

i¼1

xi � QTQxi
�� ��2

2: s:t: QQT ¼ Id ð3Þ

where Q 2 Rd�m is projection matrix and d is desired dimension of low-dimensional
features.

3 Jointly Learning Framework for RDPCA

3.1 Robust Discriminative Principal Component Analysis

In order to use the global structure of data and preserve discriminative information in
the low-dimensional subspaces, we modify the classical PCA algorithm by introducing
the ridge regression, making this model has discriminant information, also has the
ability of flexible feature extraction. The regression model of PCA is as follows:

min
A;B;P

a
Pn

i¼1
yTi � xTi AB

T
�� ��

2;1 þð1� aÞP
n

i¼1
xTi � xTi AP

T
�� ��

2;1:

s.t. BTB ¼ Id; PTP ¼ Id
ð4Þ

where A 2 Rm�d can be regarded as a projection matrix, and both B 2 Rc�d and P 2
Rm�d are the orthogonal matrices and a[ 0 is the balance parameter. We use the L2;1-
norm on these two terms in (4) so that this model can guarantee the robustness to noise.
In particular, we can obtain enough projections since the number of projections in A
can be set to arbitrary. By this way, this model not only solves the small-class problem,
but also can jointly learn the global and discriminative information and preserve it in
the optimal subspaces spanned by matrix A. That means the matrix A can inherit the
discriminative information from the first term and can be of strong further recon-
struction ability in modified regression.

The matrix form of RDPCA is presented as follows:
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min
A;B;P

a YT � XTABTk k2;1 þð1� aÞ XT � XTAPTk k2;1:
s.t. BTB ¼ Id; PTP ¼ Id

ð5Þ

In next subsection, we design an iterative algorithm to solve (5).

3.2 Iterative Algorithm

We can expand model (5) as follows:

min
A;B;P

a YT � XTABT
�� ��

2;1 þð1� aÞ XT � XTAPT
�� ��

2;1

¼ min
A;B;P

atrððYT � XTABTÞTW1ðYT � XTABTÞÞ

þ ð1� aÞtrððXT � XTAPTÞTW2ðXT � XTAPTÞÞ:
s.t. BTB ¼ Id ; P

TP ¼ Id

ð6Þ

where

W1¼ 1

2 ðYT � XTABTÞi�� ��
2

; W2¼ 1

2 ðXT � XTAPTÞi�� ��
2

: ð7Þ

and ðYT � XTABTÞi and ðXT � XTAPTÞi is the i-th row of YT � XTABT and
XT � XTAPT , respectively.

For fixed B and P, taking partial derivative with respect to A to be zero, we can
derive

A ¼ ðaXW1X
T þð1� aÞXW2X

TÞ�1ðaXW1Y
TBþð1� aÞXW2X

TPÞ: ð8Þ

For fixed A and P, we can derive following maximization problem

max
B

tr ðXW1Y
TABTÞ: s.t. BTB ¼ Id ð9Þ

According to Theorem 4 in [15], with Singular Value Decomposition (SVD) of
XW1YTA ¼ ~U ~D~VT

B ¼ ~U~VT : ð10Þ

Similarly, for fixed A and B, we can derive following maximization problem

max
P

trðXW2X
TAPTÞ: s.t.PTP ¼ Id ð11Þ

With SVD of XW2XTA ¼ U
_

D
_

V
_T

,
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P ¼ U
_

V
_T

: ð12Þ

From the above formulation, the algorithm steps of our method are summarized in
Algorithm 1.

4 Experiment

In this section, we will perform a set of experiments to evaluate the proposed methods,
and the compared dimensionality reduction algorithms include the unsupervised method
PCA, its variants JSPCA, the supervised method LDA [16, 17], LRLR, and the regu-
larized label relaxation linear regression (RLR) [18]. We use three datasets AR, FERET
and CMU PIE to verify the robustness and effectiveness of the proposed method.

4.1 Data Sets Details

The AR face database [19] contains 120 individuals (55 women and 65 men), and these
images were divided into two parts, including different facial changes. In our experi-
ments, 20 images of each individual were selected. And the pixels of each image are
normalized to 50� 40. Specifically, we randomly selected TrainN (TrainN ¼ 5; 6)
data points of each individual as training samples and the rest as test samples. The
FERET dataset [20] consists of 1400 images which are categorized into 200 classes
(7 images per class). These images are related to changes in facial expression, pose and
light condition. And we resized the pixels of each images to 40� 40. For FERET
dataset, we set TrainN (TrainN ¼ 3) data points of each class as training data. The
CMU PIE dataset [21] consists of 41368 face images which are divided into 68
individuals. We selected 1632 images of 68 individuals (24 images per individual) and
set TrainN ¼ 6; 7. For experiments, each image is cropped to 32� 32 pixels.

Table 1. Best average recognition rate (%) and corresponding standard deviation on AR
database.

Method PCA LDA LRLR JSPCA RLR Ours

TrainN = 5 84.97 ± 7.49 96.62 ± 7.77 96.4 ± 7.46 84.97 ± 7.49 93.31 ± 16.51 97.23 – 7.42
TrainN = 6 87.98 ± 7.03 97.67 ± 6.43 97.47 ± 6.14 87.98 ± 7.03 96.00 ± 15.59 97.98 – 6.61
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(a)AR                (b)FERET             (c)CMU PIE 

Fig. 1. The accuracy rates (%) versus the dimensions of different methods on three databases.

Table 2. Best average recognition rate (%) and corresponding standard deviation on FERET
database.

Method PCA LDA LRLR JSPCA RLR Ours

TrainN = 3 72.32 ± 3.80 81.01 ± 2.84 80.16 ± 3.07 72.32 ± 3.80 69.04 ± 7.09 81.61 – 5.42

Table 3. Best average recognition rate (%) and corresponding standard deviation on CMU PIE
database.

Method PCA LDA LRLR JSPCA RLR Ours

TrainN = 6 79.03 ± 7.93 90.52 ± 4.69 90.62 ± 5.17 79.03 ± 7.93 89.41 ± 12.30 90.91 – 6.77
TrainN = 7 83.84 ± 7.85 92.61 – 3.75 92.61 ± 4.14 83.84 ± 7.85 91.66 ± 11.21 92.43 ± 6.02

(d)Convergence on AR (e) Convergence on FERET  (f) Convergence on CMU PIE 

Fig. 2. The objective function values versus iteration number on three databases.

(g)AR                 (h)FERET            (i)CMU PIE 

Fig. 3. Sensitivity to a on three databases.
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4.2 Experimental Results Comparison

In this section, we show that the performance of our proposed method to compare with
the different methods. Figure 3(g)–(i) indicate that our method can obtain good per-
formance on three databases with 0:7� a� 0:9. So we set the parameter to be 0.9 and
the maximum iteration to be 10 in our algorithm.

Figure 1(a)–(c) show that the accuracy rates of six methods on three databases.
With the increasing number of the dimensions, the accuracy of the proposed method is
increases steadily on AR data set. On FERET data set, when the dimension increases to
60 or more, the accuracy rate of our approach begins to be significantly higher than the
other five methods. The accuracy rates of different methods are not distinct on
CMU PIE data set. But from another point of view, our method achieves the best
average recognition rate 90.91% when the dimension is 80 and the sample training
number is 6. According to Fig. 2(d)–(f), the convergence curves versus iteration
number of the proposed method on the three databases can prove that the method is
convergent.

To further demonstrate the best performance of each method, the best average
recognition rate and corresponding dimension are also selected as shown in Tables 1,
2, and 3. From Table 1, we can find that the performance of our approach in the case of
5 or 6 training samples is better than any other method. From Table 2, we know that
our approach achieves the best average recognition rate 81.61% when the training
number is 3. Thus, compared to other five methods, this method has been improved by
1%–12% on all three databases.

5 Conclusion

In this paper, a robust jointly learning framework is presented by integrating the
generalized ridge regression into minimized reconstruction error with L2;1-norm on loss
function as the measurement. The constructed regression model can not only make full
use of the discriminative information of LSR but also improve the robustness of PCA.
More importantly, the orthogonal matrices are imposed to fit the regressed term in order
to learning the discriminant subspace. Thus, we can learn the optimal discriminant
subspace preserving the global discriminative information and reconstruction property.
The experimental results suggest that our method increases the effectiveness and the
robustness of the model compared with other five algorithms.

Acknowledgments. This work was supported in part by the Natural Science Foundation of
China (Grant 61573248, Grant 61773328, Grant 61773328 and Grant 61703283), Research
Grant of The Hong Kong Polytechnic University (Project Code:G-UA2B), China Postdoctoral
Science Foundation (Project 2016M590812 and Project 2017T100645), the Guangdong Natural
Science Foundation (Project 2017A030313367 and Project 2017A030310067), the Guangdong
medical scientific and technological research funding under grant A2017251, Shenzhen
Municipal Science and Technology Innovation Council (No. JCYJ20170302153434048,
No. JCYJ20160429182058044 and No. JCYJ20160429182058044).

Robust Discriminative Principal Component Analysis 237



References

1. Abdi, H., Williams, L.J.: Principal component analysis. Wiley Interdiscip. Rev. Comput.
Stat. 2, 433–459 (2010)

2. Jolliffe, I.T.: Principal Component Analysis, vol. 87, pp. 41–64. Springer, Berlin (2010).
https://doi.org/10.1007/b98835

3. Zhou, Z., Jin, Z.: Double nuclear norm-based robust principal component analysis for image
disocclusion and object detection. Neurocomputing 205, 481–489 (2016)

4. Lai, Z., Xu, Y., Chen, Q., Yang, J., Zhang, D.: Multilinear sparse principal component
analysis. IEEE Trans. Neural Netw. Learn. Syst. 25, 1942–1950 (2014)

5. Zhang, F., Yang, J., Qian, J., Xu, Y.: Nuclear norm-based 2-DPCA for extracting features
from images. IEEE Trans. Neural Netw. Learn. Syst. 26, 2247–2260 (2015)

6. Brooks, J.P., Boone, E.L.: A pure L1-norm principal component analysis. Comput. Stat.
Data Anal. 61, 83 (2013)

7. Nie, F., Huang, H., Ding, C.H.Q., Luo, D., Wang, H.: Robust principal component analysis
with non-greedy l1-norm maximization. Presented at the IJCAI Proceedings-International
Joint Conference on Artificial Intelligence (2011)

8. Kwak, N.: Principal component analysis based on L1-norm maximization. IEEE Trans.
Pattern Anal. Mach. Intell. 30, 1672–1680 (2008)

9. Ding, C., Zhou, D., He, X., Zha, H.: R1-PCA: rotational invariant L1-norm principal
component analysis for robust subspace factorization. In: Proceedings of the 23rd
International Conference on Machine Learning, pp. 281–288 (2006)

10. Shi, X., Nie, F., Lai, Z., Guo, Z.: Robust principal component analysis via optimal mean by
joint ‘2,1 and Schatten p-norms minimization. Neurocomputing 283, 205–213 (2018)

11. Nie, F., Yuan, J., Huang, H.: Optimal mean robust principal component analysis. In:
Proceedings of the 31st International Conference onMachine Learning, pp. 1062–1070 (2014)

12. Yi, S., Lai, Z., He, Z., Cheung, Y.M., Liu, Y.: Joint sparse principal component analysis.
Pattern Recognit. 61, 524–536 (2016)

13. Nie, F., Huang, H., Cai, X., Ding, C.: Efficient and robust feature selection via joint L2,1-
norms minimization. In: Advances in Neural Information Processing Systems, pp. 1813–
1821 (2010)

14. Cai, X., Ding, C., Nie, F., Huang, H.: On the equivalent of low-rank linear regressions and
linear discriminant analysis based regressions. In: Proceedings of the 19th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, pp. 1124–1132. ACM
(2013)

15. Zou, H., Hastie, T., Tibshirani, R., Url, S.: Sparse principal component analysis. J. Comput.
Graph. Stat. 15, 265–286 (2006)

16. Yang, J., Yang, J.Y.: Why can LDA be performed in PCA transformed space? Pattern
Recognit. 36, 563–566 (2003)

17. Zheng, W.S., Lai, J.H., Li, S.Z.: 1D-LDA vs. 2D-LDA: when is vector-based linear
discriminant analysis better than matrix-based? Pattern Recognit. 41, 2156–2172 (2008)

18. Fang, X., Xu, Y., Li, X., Lai, Z., Wong, W.K., Fang, B.: Regularized label relaxation linear
regression. IEEE Trans. Neural Netw. Learn. Syst. PP, 1–13 (2017)

19. Martinez, A.M.: The AR face database. CVC Technical Report 24 (1998)
20. Jonathon Phillips, P., Moon, H., Rizvi, S.A., Rauss, P.J.: The FERET evaluation

methodology for face-recognition algorithms. IEEE Trans. Pattern Anal. Mach. Intell. 22,
1090–1104 (2000)

21. Sim, T., Baker, S., Bsat, M.: The CMU pose, illumination, and expression database. IEEE
Trans. Pattern Anal. Mach. Intell. 25, 1615–1618 (2003)

238 X. Xu et al.

http://dx.doi.org/10.1007/b98835


Guided Learning: A New Paradigm
for Multi-task Classification

Jingru Fu1, Lei Zhang1(B), Bob Zhang2, and Wei Jia3

1 College of Communication Engineering, Chongqing University, Chongqing, China
{jrfu,leizhang}@cqu.edu.cn

2 Department of Computer and Information Science, University of Macau,
Macau, China

bobzhang@umac.mo
3 School of Computer and Information, Hefei University of Technology, Hefei, China

china.jiawei@139.com

Abstract. A prevailing problem in many machine learning tasks is that
the training and test data have different distribution (non i.i.d). Pre-
vious methods to solve this problem are called Transfer Learning (TL)
or Domain Adaptation (DA), which belong to one stage models. In this
paper, we propose a new, simple but effective paradigm, Guided Learning
(GL), for multi-stage progressive training. This new paradigm is moti-
vated by the “tutor guides student” learning mode in human world. Fur-
ther, under the framework of GL, a Guided Subspace Learning (GSL)
method is proposed for domain disparity reduction, which aims to learn
an optimal, invariant and discriminative subspace through the guided
learning strategy. Extensive experiments on various databases show that
our method outperforms many state-of-the-art TL/DA methods.

Keywords: Guided Learning · Subspace Learning · Domain disparity

1 Introduction

Conventional machine learning algorithms are based on the assumption that the
training and test data lie in the same feature space with the same distribution.
However, this assumption may not hold in many real-world scenarios. Especially
in the field of computer vision owing to various factors such as different camera
devices, illuminations, background, etc. Fig. 1 shows some images of different
distributions. When the disparity exists between the training and test data,
the classification accuracy dropped dramatically [5]. However, retraining a new
classifier often requires a large amount of labeled training data of the same
distribution (i.i.d), which consumes a lot of human resources and is not realistic
with the explosive growth of unlabeled data. TL/DA methods have been used
to solve this problem [9]. They aim to transfer well-learned knowledge from
the source domain (training set) to the target domain (test set). In this paper,
we introduce a new paradigm, Guided Learning (GL), for solving such domain
mismatch problem.
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 239–246, 2018.
https://doi.org/10.1007/978-3-319-97909-0_26
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Fig. 1. Some examples from different domains. (a) 4DA: Each column represents the
data of Amazon, DSLR, Caltech and Webcam, respectively. (b) MSRC (left) and
VOC2007 (right). (c) CMU PIE: The first two rows indicate different illuminations
and poses, the last row indicates different expressions and glass occlusion.

Conventional TL/DA methods can be divided into classifier-based methods
and representation-based methods [9,10]. The classifier-based methods tend to
solve the domain disparity problem by adapting the existing classifiers to the
data with different distributions, such as A-SVM [16]. However, they may not
utilize the intrinsic information of the data, and it strongly depends on the
specific classifier. Further, the representation-based methods tend to learn a
better representation for classification, such as RDALR [4], TSL [11], LTSL [10],
LSDT [17] and DTSL [15]. However, most of them only consider the domain
adaptation at the data level, which ignore the global information of domains.
SA [2] and CORAL [12] stand in another perspective, which tend to align the
first-order and second-order statistical global features (e.g. PCA subspace and
feature for domain discrepancy reduction at subspace level). Additionally, the
TL/DA tends to find a classifier or transformation in one stage, which may not
work when domain disparity is large.

Therefore, we propose a new GL paradigm for domain disparity reduction
through a progressive, guided, and multi-stage strategy. The GL paradigm is
relevant but different from TL/DA methods that it is established upon the main
idea of “tutor guides student” mode in human world. Tutor-students’ teaching
mode is general route in human learning process. In general, the tutor not only
transfers expert knowledge to the students at a time, but to progressively guide
the students achieving a certain learning purpose through the tutor’s learning
experience. Therefore, considering the domain difference between source and
target domains, we propose a Guided Subspace Learning (GSL) method, which
tends to progressively learn an optimal target subspace guided by source domain.
The key contributions of this work are three-folds:

(1) Inspired by the “tutor guides student” learning mode in human world, we
propose a new learning paradigm called Guided Learning (GL), which can
achieve knowledge transfer in a progressive guided manner.

(2) Under the GL framework, we propose a Guided Subspace Learning (GSL)
method for solving domain mismatch. Compared with the TL/DA methods,
the concept of progressive guiding in GL makes the model more robust.
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(3) The GSL method can simultaneously eliminate domain disparity at data
level and subspace level. Finally, an optimal, invariant and discriminative
target subspace can be achieved through subspace, data and label guidance.

2 Related Work

According to the objective of this paper, we present a overview of TL/DA
methods from data and subspace level, respectively.

2.1 Data Level Approach

As mentioned before, this type of methods learn better feature representation
from the data level. RDALR [4] presented a low-rank reconstruction constraint
to reduce the domain shift, which can capture the intrinsic relationship in data.
It assumes that the transformed source samples can be linearly reconstructed
by target samples. TSL [11] solved the problem by minimizing Bregman diver-
gence between the distribution of domains in a common subspace. LTSL [10] also
used the reconstruction matrix and derived a generalized framework. LSDT [17]
further presented sparse reconstruction constraint and generalized model into a
kernel-based linear/nolinear framework. DTSL [15] imposed low-rank and sparse
constraints on the reconstruction matrix to guarantee the global and local prop-
erty. Then, it obtained a linear classifier by learning a non-negative label relax-
ation matrix. Obviously, those approaches heavily depend on the well-designed
reconstruction matrices and sensitive to noise.

2.2 Subspace Level Approach

It is not enough to get robust representation for classification by only exploiting
the data level information of two domains. Subspace level approach can align
the statistical features of two domains. SA [2] seeks a domain invariant feature
space by learning a linear mapping which aligns subspaces spanned by eigen-
vectors (obtained by PCA). This kind of statistical features have global domain
information, so that the subspace level approaches are more robust to noise and
outliers that are irrelevant to the target domain. It is worth mentioning that SA
can be explained by the manifold learning perspective. SDA [13] considered the
distribution difference in the subspace, and proved that SA can be extended to
GFK [3] in the case of an infinite subspaces distribution alignment.

3 Proposed Method

3.1 Mathematical Notation

We first clarify the definition of terminologies. Given the source domain
S = {Xs, ys} and target domain T = {Xt, yt}, where Xs ∈ R

D×ns and
Xt ∈ R

D×nt are samples, ys and yt are labels (note that yt is only used during
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testing step). D is the dimensionality of the original samples, and ns and nt

indicate the number of samples in source and target domain, respectively. Let
Ps ∈ R

D×d and Pt ∈ R
D×d be the projection of the source domain and target

domain, respectively, where d is the dimensionality of the invariant subspace.
Define Z ∈ R

ns×nt as the reconstruction matrix.

3.2 Problem Formulation

As mentioned above, GSL can reduce the distribution mismatch by learning a
target subspace. To sum up, GSL can be composed of three parts: (1) subspace
guidance; (2) data guidance; (3) label guidance.

(1) Subspace Guidance: We first guide the target subspace Pt by the source
subspace Ps. Similar to SA, we expect that the subspaces of the two domains
can be aligned to reduce the domain disparity. It can be easily achieved by mini-
mizing the following Frobenius norm, instead of learning an additional mapping
function:

min
Ps,Pt

‖Ps − Pt‖2F (1)

It treats two subspaces equally and may extremely preserve the useful infor-
mation of the two data sets. Moreover, the subspaces of the two domains are
adjusted at the same time, which encourages to seek a better Pt under the
guidance of Ps.

(2) Data Guidance: Second, we expect to use the intrinsic information of
data to guide the learning of Pt. For data guidance, we tend to seek an invari-
ant subspace by forcing the target data linearly combined by source data. For
revealing the underlying structure of source and target data, we constrain that
each target data can be reconstructed by the neighbors of the source data. Math-
ematically, we can achieve this purpose by placing a low-rank constraint on the
reconstruction matrix Z. Actually, this constraint has been extensively discussed
in machine learning field due to its impact on subspace recovery [14]. This can
be formulated as:

min
Ps,Pt,Z

∥
∥PT

t Xt − PT
s XsZ

∥
∥
2

F
+ α ‖Z‖∗ (2)

By using term (2) together with (1), an invariant target subspace where the
domain disparity has been largely reduced can be obtained.

(3) Label Guidance: Although an invariant subspace has been found, the dis-
crimination of such invariant subspace is not enough for classification problems.
Additionally, a large amount of label information of source domain is neglected.
So, we further introduce label guidance strategy in both domains to improve the
subspace discriminability. Firstly, we expect that the learned projections can
serve as classifier, which can be achieved by forcing PT

t Xt close to the pseudo
label matrix Ŷt ∈ R

d×nt (d ≥ c, and c indicates the number of classes) with
category information. Unfortunately, the pseudo label information of the target
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domain is not accurate. Therefore, we propose to use the existing classifiers (e.g.
SVM) to generate pseudo labels and then learn a discriminative target subspace
alternatively, under the label guidance. Inspired by EDA [6], we introduce a
relaxation matrix M to alleviate this effect while increasing the robustness of
the framework. Secondly, to make full use of the known labels in the source
domain and improve the accuracy of this strategy, we define the constructed
label matrix Y =

[

Ys, Ŷt

]

∈ R
d×n (n = ns + nt indicates the total number of

samples in both domains) as:

Y {i, j} =
{

1, if xj ∈ ci
−1, otherwise

(3)

The purpose of label guidance strategy is to seek a discriminative Pt, which
also approximates the common subspace between domains, formulated as:

min
Pt,M

∥
∥PT

t X − Y ◦ M
∥
∥
2

F
s.t. M � 0 (4)

where X = [Xs,Xt] ∈ R
D×n. M ∈ R

D×n represents the relaxation matrix. ◦ is
a hadamard product operator.

We can obtain the following ultimate objection function by incorporating the
above three Eqs. (1), (2) and (4) as:

min
Ps,Pt,M,Z

β ‖Ps − Pt‖2
F +

∥
∥PT

t Xt − PT
s XsZ

∥
∥
2

F
+ α ‖Z‖∗ + 1

2

∥
∥PT

t X − Y ◦ M
∥
∥
2

F

s.t. M � 0
(5)

where β and α are trade-off parameters to balance the constraints. We iteratively
update the pseudo labels of target domain data using the learned invariant and
discriminative target subspace. Finally, an optimal, invariant, and discriminative
target subspace Pt can be achieved in a progressive manner.

3.3 Optimization

It can be seen from problem (5) that four variables are involved when Y is fixed.
To solve the problem, an inexact augmented Lagrange multiplier method (IALM)
[14] is used. With an auxiliary variable L, the problem (5) can be converted into:

min
Ps,Pt,M,Z,L

β ‖Ps − Pt‖2
F +

∥
∥PT

t Xt − PT
s XsZ

∥
∥
2

F
+ α ‖L‖∗ + 1

2

∥
∥PT

t X − Y ◦ M
∥
∥
2

F

s.t. M � 0, Z = L

(6)
Then, by using variables alternating strategy, we can derive the solution of

each variable in IALM algorithm:

Pt = (2βI + 2XtX
T
t + XXT )−1(2βPs + 2XtZ

TXT
s Ps + X(Y ◦ M)T ) (7)

Ps = (2βI + 2XsZZTXT
s )−1(2βPt + 2XsZXT

t Pt) (8)

Z = (2XsTPsP
T
s Xs + μI)−1(2XsTPsP

T
t Xt + μ(L − Y1/μ)) (9)
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L = arg min
L

α ‖L‖∗ +
μ

2
‖Z − L + Y1/μ‖2F (10)

M = arg min
M

1
2

∥
∥PT

t X − Y ◦ M
∥
∥
2

F
(11)

where Y1 is a Langrange multiplier, μ > 0 is a penalty parameter and I is identity
matrix. The optimal solution of formula (10) can be computed via the singular
value thresholding (SVT) algorithm [1]. Problem (11) can be similarly solved by
[15]. Then multiplier Y1 and iteration step-size ρ (ρ > 1) are updated by:

{
Y1 = Y1 + μ(Z − L)
μ = min(ρμ, μmax) (12)

Once the guided Pt is obtained through the IALM algorithm, then an
existing classifier can be used to get better pseudo-target-labels (also a bet-
ter Ŷt) based on the optimal representation. To check the convergence, we define
�Pt =

∥
∥
∥P

(t+1)
t − P

(t)
t

∥
∥
∥
F

/
∥
∥
∥P

(t)
t

∥
∥
∥
F

, where t indicates iteration. Convergence is
achieved when �Pt < ε, where ε indicates a very small positive number.

4 Experiment

In this section, extensive experiments are conducted to justify the effectiveness of
our method. The experiments on three different benchmark DA tasks, including
4DA object data set [3], MSRC-VOC2007 data set [8] and CMU PIE face data
set [7]. Some examples are illustrated in Fig. 1.

Experimental Setting: In all experiments, we use SVM to progressively gen-
erate pseudo target labels. The dimensionality d of the invariant subspace is set
as c (the number of classes) in each data set.

(1) 4DA Data Set: 4DA consists of Office and Caltech-256. Office contains
three real-world object domains, Amazon, Webcam and DSLR. 4DA is formu-
lated with 10 shared categories of the two data sets. We use the same SURF
features as [3]. Therefore, 4 domains: A (Amazon), C (Caltech-256), D (DSLR)
and W (Webcam) are exploited. By deploying two different domains as the source
domain and target domain alternatively, we construct 12 cross-domain tasks.

(2) MSRC and VOC2007 Data Set: MSRC contains 4,323 images of 18
classes, which was released by Microsoft Research Cambridge. VOC2007 contains
5011 images of 20 classes. 6 shared semantic classes: aeroplane, bicycle, bird, car,
cow, sheep are formulated. Following the experimental setting as [15], two cross-
domain tasks are constructed: MSRC vs VOC2007 and VOC2007 vs MSRC.

(3) CMU PIE Face Data Set: PIE contains 68 individuals with 41,368 face
images of size 32 × 32. PIE1 (C05, left pose), PIE2 (C07, upward pose), PIE3
(C09, downward pose), PIE4 (C27, frontal pose), PIE5 (C29, right pose). The
face images were captured by 13 different poses and 21 different illuminations
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Table 1. Accuracy (%) On 3 types data sets. NA denotes no adaptation.

Data Set Compared transfer learning methods

NA SA JDA [7] TSL RDALR LTSL DTSL GSL

C→A(1) 50.09 48.02 51.46 52.30 52.51 24.11 53.34 56.68

C→W(2) 43.05 31.86 41.36 40.34 40.68 22.93 45.76 47.12

C→D(3) 47.77 42.68 46.50 49.04 45.22 14.58 50.96 49.04

A→C(4) 42.79 34.37 43.90 43.28 43.63 21.36 44.70 45.24

A→W(5) 37.03 33.90 33.90 34.58 35.93 18.17 38.31 39.32

A→D(6) 37.22 38.85 33.76 38.85 36.94 22.29 39.49 43.95

W→C(7) 29.47 30.01 31.17 31.43 28.05 34.64 30.28 32.24

W→A(8) 34.15 32.15 36.33 34.66 31.21 39.46 34.66 38.94

W→D(9) 80.62 83.44 77.71 79.62 83.44 72.61 82.80 85.99

D→C(10) 30.11 32.24 31.43 33.13 32.32 35.35 30.72 31.70

D→A(11) 32.05 33.40 38.41 32.57 33.72 39.35 33.19 36.95

D→W(12) 72.20 70.51 75.59 72.54 72.54 74.92 76.61 79.32

MSRC→VOC2007(1) 37.12 31.76 38.17 32.35 37.45 38.04 38.04 41.76

VOC2007→MSRC(2) 55.48 46.02 59.26 43.18 62.33 67.06 56.42 61.54

PIE1→PIE4(1) 51.76 42.75 25.14 46.68 41.66 20.01 81.29 84.77

PIE4→PIE4(2) 65.88 51.41 33.76 59.15 48.11 52.79 79.71 83.85

PIE4→PIE5(3) 51.96 47.92 29.47 45.22 48.84 47.00 71.02 71.75

PIE5→PIE4(4) 53.41 43.11 25.38 53.08 44.46 23.61 66.09 63.17

Average 47.33 43.02 41.82 45.67 45.50 37.13 52.96 55.19

and/or expressions. Alternatively, we constructed 4 cross-domain tasks: PIE1 vs
PIE4, PIE4 vs PIE1, PIE4 vs PIE5, and PIE5 vs PIE4.

Specifically, the experimental results on the three datasets are shown in
Table 1, from which we can observe that our GSL method outperforms other
TL/DA methods in most tasks. The average classification performance of GSL
shows significant improvement than others.

5 Conclusion

We firstly propose a new learning paradigm called Guided Learning (GL), which
is inspired by the “tutor guides student” learning mode in human world. In
order to solve the problem of domain mismatch in multi-task classification,
we further proposed a Guided Subspace Learning (GSL) method, which aims
to progressively seek an optimal target subspace through the GL paradigm.
The proposed GSL is imposed the optimality, invariance, and discrimination
by proposing three strategies, including subspace guidance, data guidance and
label guidance. Notably, the label guidance strategy is constructed by formulat-
ing label relaxation and progressive target pseudo target label pre-computing
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method. The proposed GL provides a new learning mechanism for multi-task
classification as TL/DA methods do. Experimental results demonstrate that our
method outperforms many state-of-the-art TL/DA methods.

Acknowledgements. This work was supported by the National Science Fund of
China under Grants (61771079).
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Abstract. We propose an image fusion algorithm based on modified regional
consistency and similarity weighting to fuse two multi-focus images with strict
registration of the same scene. The algorithm decomposes source image with the
shift-invariant discrete wavelet transform (SIDWT) and obtain high frequency
components and low frequency component. The regional energy consistency is
used in high frequency fusion. The saliency map of multi-focus images is cal-
culated with spectral residual (SR), and combine the similarity weighting
method to fuse low frequency coefficient. The simulation results show that the
improved algorithm is an effective image fusion algorithm. In terms of visual
effects, fusion image keeps details and advances the vagueness. Compared with
fusion algorithms based on regional consistency and similarity weighting, its
objective evaluation indicators, such as standard deviation and mutual infor-
mation are also improved.

Keywords: Multi-focus image fusion � SIDWT � Regional energy consistency
Similarity weighting � Spectral residual (SR)

1 Introduction

When photograph a scene with an optical sensor, it is hard to image objects of diverse
distances clearly due to focal length scope limitation [1]. Multi-focus image fusion
technology blends multiple images focusing on different objects. It can make full use of
the redundant and complementary information existing in focused images, obtain a
more comprehensive and accurate description of the scene. This kind of technologies
are extensively used in digital imaging, computer vision, automatic target recognition
and other fields [2]. Generally, images are blended at multiple resolution mainly based
on pyramid decomposition [3] and wavelet transform [4]. Compared with pyramid
decomposition, the wavelet transform is more widely applied in image processing field
owing to directivity and non-redundancy. An image is filtered by N layer wavelet
transform to get 3 N directional high frequency images and one low frequency image.
High frequency sub-images retain details and edges of diverse resolutions. Low fre-
quency sub-image contains background information. Fusion carries out at different
scales, and fusion rules determine the quality of blending image. Traditional method
takes average value of coefficients. fusion image preserves the basic characteristics of
objects in focus. However, its overall visual effect is plain and with blurred details and
edges. Burt [5] proposes a similarity weighting method that compares the similarity of

© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 247–254, 2018.
https://doi.org/10.1007/978-3-319-97909-0_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_27&amp;domain=pdf


processing images with the set threshold to select fusion rules. This algorithm is not
only simple with a small amount calculation, but also preserves more details and edges.
Nevertheless, the false contour of blended image is obvious. Wang [6] puts forward the
region consistency method that fuses according to number of regional maximum value
falls in every source image. This method takes maximum value in pixel centered region
as the image feature description, which highlights regional characteristics while
weakens local characteristics. Fused image basically eliminates false contour, but some
details are missing too.

In view of shortcomings in above fusion methods, this paper decomposes source
images with the shift-invariant discrete wavelet transform (SIDWT) and gets high
frequency components and low frequency component. The high and low frequency
coefficients have emphasis on different features, thus should be carried out with diverse
rules. In high frequency part, we improve regional consistency method. In low fre-
quency part, we introduce the spectral residual [7] (SR) to calculate the saliency maps
of undecomposed images, and combine the similarity weighting method to get fused
coefficient. The simulation results show that fusion image of the proposed method
keeps details of source images and improves the vague phenomena. Compared with
fusion algorithms based on regional consistency and similarity weighting, its objective
evaluation indicators, such as standard deviation and mutual information are advanced.

2 Related Technology

2.1 SIDWT-Based Image Fusion

Owing to down-sampling and non-translation invariance, 2-D discrete wavelet trans-
form is easy to introduce false information such as ringing and aliasing effects. The
shift-invariant discrete wavelet transform (SIDWT) is proposed in literature [8] to
overcome these shortcomings. It divides 1-D signal into scale sequence and wavelet
sequences at each scale. 2-D signal can be decomposed by continuous 1-D decom-
position in row and column [9]. After N layer filtering, image is decomposed into a
scale sequence (low frequency) and 3 N wavelet sequences of different resolutions
(high frequency), and each sequence has the same size as original image.

The convolution results of upper sequences and reconstruction filters are added as
scale sequence of lower layer. The convolution and addition process are repeated at
each layer until the downmost scale sequence is obtained, that is, the original input
signal is reconstructed and the SIDWT inverse transform has been accomplished.

In this paper, the input images are decomposed into wavelet expressions by
SIDWT, got fused wavelet coefficients with certain rules, obtained final fusion image
by SIDWT inverse transform. The wavelet base selects Haar wavelet with translation
invariance.
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2.2 SR-Based Saliency Detection

Based on information theory, Barlow [10] proposes effective coding hypothesis which
divides image information into two parts: salient part (salient objects) and redundant
part (background information). Itti [11] puts forward the visual attention system
inspired by early visual system of primate. This system mainly focuses on salient part
of the whole image, and extracts saliency map by overall consideration of brightness,
color and direction features. Hou [7] proposes the spectral residual method (SR) which
is a completely different model from the visual attention system. SR mainly focuses on
redundant part of the image. The original logarithmic amplitude spectrum subtracts
background imformation, which is smoothing logarithmic amplitude spectrum, is
considered as salient object in frequency domain [12]. SR model is with less calcu-
lations. Its steps are as follows.

1. An image is transformed into frequency domain with 2-D Fourier transform to
calculate amplitude and phase.

2. The smoothing logarithmic amplitude is computed as background imformation.
3. The original logarithmic amplitude subtracts redundant part is the salient objects.
4. The saliency map at spatial domain is obtained by Fourier inverse transform.

The more remarkable position in an image has a greater value in its saliency
map. In Fig. 1, The left half of picture b and the right half of picture d are detected as
salient regions, which are consistent with the focused areas of original images.

3 Image Fusion Algorithm

3.1 High Frequency Component Fusion

After SIDWT decomposition, each layer gets three high frequency components rep-
resenting the horizontal, vertical and diagonal direction information of the input signal
respectively. The high frequency component pixels change fast, and larger absolute
value of coefficient means more details and edges at this position. Regional energy
reflects the uniformity of image texture. We take coefficient from image which larger

(a)         (b)   (c)       (d)

Fig. 1. (a) Left focus image of “cup”. (b) the saliency map of (a) calculated by SR. (c) Right
focus image of “cup”. (d) the saliency map of (c) calculated by SR.
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region energy values in an area mostly derive from as fusion coefficient. This kind of
fusion rules retain directional information and get better overall effects. The regional
energy consistency fusion steps are as follows.

1. Calculate the regional energy of two images to be blended.

Eði; jÞ ¼
X
i2J

X
j2K

Iði; jÞ2: ð1Þ

Eði; jÞ is regional energy in 3 � 3 window at position ði; jÞ.
2. Compare regional energy value at every pixel.

EAði; jÞ[EBði; jÞ;Ahði; jÞ ¼ 1
EAði; jÞ�EBði; jÞ;Bhði; jÞ ¼ 1

�
: ð2Þ

If EAði; jÞ is larger than EBði; jÞ, Ahði; jÞ is 1. otherwise, Bhði; jÞ is 1.
3. Count the number of bigger energy values in pixel centered area. The window is

generally N � N, in this article N ¼ 5.

Caði; jÞ ¼ P
m2J

P
n2K

wðm; nÞAhði; jÞ
Cbði; jÞ ¼ P

m2J

P
n2K

wðm; nÞBhði; jÞ

8<
: : ð3Þ

w is a N � N matrix of value 1. Ca and Cb record number of bigger energy values in
every pixel centered area that stem from sub-images A and B.

4. Compare the number of larger energy values in every pixel centered area in order to
determine fusion coefficient.

if Ca(i,j)[Cb(i,j) Tði,j) ¼ A(i,j)
else Tði,j) ¼ B(i,j)

: ð4Þ

Tði; jÞ is fused coefficient in position ði; jÞ.
The advantage of improved regional consistency is that its fusion coefficient stems

from image with more bigger energy values in an area, in consideration of local and
regional characteristics comprehensively, has balanced image details and uniformity.

3.2 Low Frequency Component Fusion

After SIDWT decomposition, the uppermost layer obtains a low frequency component
similar to source image. The low frequency component pixels change slowly, mainly
include background information. When calculate low frequency saliency map, we take
the saliency map of multi-focus image without wavelet decomposition instead, because
their focused objects are consistent and with the same size. Besides, source image is
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clearer and has more salient information than filtered sub-image. The low frequency
fusion steps are as follows.

1. The SR method is used to compute saliency map SF of source multi-focus images.
2. SðX; pÞ is the regional saliency of image X in position p. w is a 3 � 3matrix of value 1.

SðX; pÞ ¼
X
q2Q

wðqÞ � SF2ðX; qÞ: ð5Þ

3. The similarity R changes from 0 to 1. The correlation degree of two source multi-
focus images SA and SB is high at position where R is large.

RðpÞ ¼
2
P
q2Q

wðqÞ � SFðSA; qÞSFðSB; qÞ

SðSA; pÞþ SðSB; pÞ : ð6Þ

4. If R is not more than a certain threshold (in this paper is 0.75), two sub-images A
and B are not relevant. We select coefficient with larger regional saliency as fused
coefficient. Otherwise, two sub-images are relevant, the weighted average value of
coefficients is used as fused coefficient.

if R(p)\ ¼ T wmin ¼ 0;wmax ¼ 1
else wmin ¼ 1

2 � 1
2 ½1�RðpÞ

1�T �;wmax ¼ 1� wmin

if S(SA,p)[ S(SB,p) w(A,p) ¼ wmax; w(B,p) ¼ wmin

else wðB; pÞ ¼ wmax;wðA; pÞ ¼ wmin

: ð7Þ

The low frequency fusion coefficient is:

TðpÞ ¼ wðA; pÞ � AðpÞþwðB; pÞ � BðpÞ: ð8Þ

3.3 Multi-focus Image Fusion Algorithm

1. Two multi-focus images are decomposed into 3 N high frequency sub-images and 1
low frequency sub-image by SIDWT.

2. The high frequency coefficient is selected based on regional energy consistency.
3. The low frequency coefficient is determined according to the similarity weighting

and saliency map calculated by SR.
4. The fusion image is obtained by SIDWT inverse transform.

4 Simulation Results and Analysis

We select three group multi-focus images “Cup”, “Clock” and “Flower”, one is left
focus image and the other is right focus image, for simulation experiments, and
compare fused images got from three existing algorithms and proposed algorithm.
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4.1 Subjective Evaluation

Figure 2(c) preserves the basic features of focused images, but its overall visual effect is
general and the details and edges are blurred. As for partial enlarged maps, Fig. 3(a)
has distinct boundary of left and right objects, but the false contour [13] of the letters is
obvious too. Figure 3(b) basically eliminates the false contour of blended image, but
some details are lost. In contrast, the detail information in Fig. 3(c) is clearer, and its
false contour phenomenon is better than Fig. 3(a).

(a)   (b)    (c) (d)          (e)           (f) 

(a)  (b)    (c) (d)          (e)   (f)

(a)   (b)    (c) (d)          (e)           (f) 

Fig. 2. (a) Left focus image. (b) Right focus image. (c) Fusion image of mean value rule in high
and low frequency sub-images. (d) Fusion image of similarity weighting rule in high and low
frequency sub-images. (e) Fusion image of regional consistency rule in high and low frequency
sub-images. (f) Fusion image of proposed algorithm. (Multi-focus images are decomposed by 3
layers of SIDWT.)

(a)                     (b)                     (c) 

Fig. 3. (a, b and c) are the magnifying “Cup” images of Fig. 2 (d, e and f) in the same region
respectively.
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4.2 Objective Evaluation

In the evaluation of algorithms, we not only need to compare subjective observation of
fusion images, but also need to measure their objective evaluation indicators [14]. In this
paper, we calculate their non-reference evaluation indicators average gradient (AG),
information entropy (EN), standard deviation (SD), and reference evaluation indicators
mutual information (MI), structural similarity (SSIM) (MI and SSIM are mean values of
two multi-focus images and fusion image calculated respectively). The greater value of
these indicators, the more details and higher quality fusion image is. We can see from
Table 1, the AG, EN, SSIM values of proposed method are larger than or between
similarity weighting [5] image and regional consistency [6] image. The values of SD and
MI are larger than other methods. It shows that proposed algorithm improves perfor-
mance based on similarity weighting and regional consistency methods.

5 Conclusion

We propose an image fusion algorithm based on improved regional consistency and
similarity weighting methods. Using the shift-invariant discrete wavelet transform
(SIDWT) to decompose multi-focus image and obtain high and low frequency sub-
images. The high frequency coefficient is obtained according to regional energy con-
sistency. we calculate the saliency map of multi-focus images with spectral residual
(SR), and combine the similarity weighting method to fuse low frequency coefficient.
The simulation results show that fusion image preserves source image details and
makes the blurred phenomenon better. Compared with existing algorithms, the
objective evaluation indicators, such as standard deviation and mutual information, are
also improved. It shows that the algorithm improves performance of image fusion
algorithm based on region consistency and similarity weighting.

Table 1. Evaluation indexes of several fused images

Images Fusion methods AG EN SD MI SSIM

Cup Average method 4.5082 6.8408 44.1810 1.9984 0.9083
similarity weighting [5] 6.4173 7.2328 45.4676 1.6010 0.8881
Regional consistency [6] 6.3149 7.1759 45.6327 1.5830 0.8811
Proposed method 6.4125 7.1899 45.6753 1.6103 0.8844

Clock Average method 3.3383 6.9705 39.3549 2.4323 0.9389
Similarity weighting [5] 4.4476 7.0068 40.1173 2.4197 0.9108
Regional consistency [6] 4.5321 7.0025 40.2322 2.4343 0.9012
Proposed method 4.6016 7.0188 40.6137 2.5326 0.9081

Flower Average method 6.2217 7.0982 35.2440 1.8427 0.9679
Similarity weighting [5] 7.0982 7.1582 37.2677 1.8625 0.9561
Regional consistency [6] 8.0231 7.1595 37.7223 1.8158 0.9449
Proposed method 8.0727 7.1830 38.1175 2.0064 0.9471
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Abstract. Recently, low-rank collaborative representation classification (LCRC)
has proven to have good performance under controlled conditions. However, this
algorithm stipulates that each singular value of the kernel norm is equal, which
limits its ability and flexibility to deal with practical problems. Moreover, training
samples and test samples may be damaged due to occlusion or disguise; this factor
may reduce the face recognition rate. This paper presents a novel robust face
recognition based on discriminative weighted low-rank collaborative representa-
tion (WDLCRC). Based on the LCRC, we add the constraint of structural
inconsistency and assign the singular values with different weights by adaptively
weighting the kernel norm. It is proved through experiments that the recognition
rate of WDLCRC on AR database and CMU PIE database is higher than that of
SRC, CRC and LCRC algorithms.

Keywords: Face recognition � Low-rank collaborative representation
Inconsistent structure � Adaptive weighting

1 Introduction

Automatic face recognition has received significant attention in the field of pattern
recognition and computer vision in the past decades. The effective representation and
classification techniques for face images play an important role in face recognition.
Numerous methods for face representation and classification have been proposed so far.
Over the years, extensive research has been devoted to the study of representation based
classification methods (RBC). The main idea behind RBC is to model a test sample as a
linear combination of training samples and obtain its label by minimizing the recon-
struction error. Many RBC methods have been developed. Among them, the most rep-
resentative is Sparse Representation Based Classification method (SRC) [1], which has
shown interesting results in face recognition in recent years. SRC represents a testing
sample as a sparse linear combination of training samples from all classes and classifies it
to the class which has the minimal representation residual to it. Although SRC has been
proven to be powerful in many applications, especially face recognition, its nature is not
still clearly revealed and it is still computationally expensive. To address these drawbacks,
some efforts have been made on the role of sparsity in face recognition. Zhang et al. [2]
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has shown that the collaborative representation mechanism is more important than the l1-
norm constraint in improving the performance of face recognition. They propose a col-
laborative representation classification method (CRC) which uses l2-norm instead of l1-
norm as regularization to represent the query sample collaboratively by samples from all
the classes. More importantly, they demonstrate theoretically and experimentally that the
l2-norm constraint for CRC can lead to similar recognition result to SRC but with much
less computational cost. Additionally, it has been demonstrated that if the test sample is
noisy duo to occlusion, pose, illumination, and expression, SRC and CRC can show
powerful robustness. However, when training samples are corrupted and notwell aligned,
their performance will be degraded.

In practical applications, both training and test samples such as face images may
often be contaminated by noise, the above SRC and CRC might not achieve promising
performance. To address this problem, Lu et al. [3] proposed a low-rank constrained
collaborative representation classifier (LCRC). LCRC integrate a low-rank constraint
on the representation coefficient matrix into the CRC framework, which can simulta-
neously minimize the class-specific reconstruction error and rank of representation
coefficient matrix.

Compared with SRC and CRC, LCRC achieve promising results for applications
with both corrupted training and testing samples. Although its success as aforemen-
tioned, LCRC still has certain drawbacks. LCRC recover the final clean representation
matrix through imposing a low-rank constraint on the representation matrix. Since
solving for low-rank minimization directly is NP-hard and is not easy to solve, the
optimization problem is often relaxed by minimizing the nuclear norm of a matrix
which is a convex relaxation of the matrix rank minimization. This method is referred
as to nuclear norm minimization (NNM). NNM does not consider the priori infor-
mation on the singular values of the real data matrix; all singular values are to be
regarded equally [6]. Clearly, the existing NNM methods ignore the significant priori
knowledge on the singular values of the real data matrix, which might result in a
degraded LCRC. Moreover, different classes of face samples may have similarities, so
the LCRC algorithm cannot provide enough identification information [4].

In order to solve the above problem, this paper proposes a robust face recognition
method based on discriminative weighted constrained low-rank collaborative repre-
sentation classifier (WDLCRC). WDLCRC replace the original nuclear norm with
weighted nuclear norm. The imposed weights will improve the representation capa-
bility of the original nuclear norm. And the WDLCRC method adds a regular term to
the LCRC to make the data matrix as independent as possible. The experimental part of
this paper will verify that this algorithm has good robustness and recognition ability.
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2 Related Work

2.1 Low-Rank Collaborative Representation

The low-rank collaborative representation is to add a low-rank constraint on the basis
of the collaborative representation to capture a global sample data structure; it has
strong robustness to the input noise, pushes the meaningful coefficient into the target
subclass, and reduces the rank of the coefficient matrix to improve the recognition
ability [3]. The objective function is:

argmin
K

f Kk k� þ k Kk k2g
s:t:Y ¼ XK

ð1Þ

Where X is the training sample, Y is the test sample, K is the low-rank matrix, k is a
scalar that balances the low- rank and the local, and :k k� is the nuclear norm which is
used to relax the low-rank operation. But in the real world, face images usually have
noise. Therefore, the test sample matrix can be rewritten as: Y ¼ XKþE, where E is
the error matrix. So, the objective function can be rewritten as:

argmin
K;E

f Kk k� þ k Kk k2 þ b Ek k1g
s:t:Y ¼ XKþE

ð2Þ

Where b is the penalty parameter. We can use the linearized alternating direction
method with adaptive penalty (LADMAP) [5] to solve (2) optimization problems.

2.2 Weighted Nuclear Norm Minimization

Since the traditional nuclear norm minimization (NNM) limits the ability and flexibility
to deal with practical problems, L. Zhang et al. proposed weighted nuclear norm
minimization (WNNM) to improve flexibility. However, the weight vector itself also
introduces more parameters in the model, so the correct weight vector setting plays an
important role in the success of the WNNM model [6].

In order to enhance the sparseness of sparse coding, Candes et al. [7] proposed an
impactful reweighting mechanism for adaptive adjustment weights. The formula is as
follows:

wlþ 1
i ¼ C

xlij j þ e
ð3Þ

Where xli is the i-th sparse coding coefficient of the l-th iteration, wlþ 1
i is the

corresponding regularization parameter for the (l + 1)-th iteration, e is a small positive
number to avoid tending to zero, C is a compromise constant. This reweighting method
has proven to be very similar to the l0-norm, and the model has achieved advantageous
capability in compressive sensing.
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3 WDLCRC

Although low-rank collaborative representation (LCRC) is an effective face recognition
algorithm, it limits the ability and flexibility to deal with practical problems, and human
faces have similarities, the algorithm cannot provide enough identification information.
Therefore, this paper proposes robust face recognition based on discriminative
weighted low-rank cooperative representation. We assume that there is a training set
X ¼ ½X1;X2. . .;Xt� for t classes, test sample Y ¼ ½y1; y2. . .; yn�. Using X as a dic-
tionary, then a test sample yi can be approximated by a linear combination of training
samples X:yi ¼ Xai; Where ai is the coefficient vector of yi, and its matrix is as
follows:Y ¼ XK, where K ¼ ½a1; a2. . .;an� is a representation matrix of Y. Inspired by

[4, 6, 8], we weight the kernel norm and added the regularization term YT
j Yi

��� ��� on the

basis of LCRC to improve flexibility and enhance independence between samples after
recovery. The new objective function is as follows:

min
Ki;Ei

Kik kw:� þ k Kik k2 þ b Eik k1 þ g
X
j 6¼i

ðXjKjÞTXiKi

�� ��
s:t:Yi ¼ XiKi þEi; i ¼ 1; 2. . .; n

ð4Þ

In order to solve the optimization problem of formula (4), we first introduce the
auxiliary variable Wi to make its objective function separable, and then the objective
function can be rewritten as:

min
Ki;Ei

Kik kw:� þ k Wik k2 þ b Eik k1 þ g
X
j6¼i

ðXjKjÞTXiWi

�� ��2
F

s:t:Yi ¼ XiKi þEi;Ki ¼ Wi; i ¼ 1; 2. . .; n

ð5Þ

In this paper, we use linearized alternating direction method with adaptive penalty
(LADMAP) to solve the (5) optimization problem, and the corresponding augmented
Lagrange function can be expressed as follows:

L ¼ Kik kw:� þ k Wik k2 þ b Eik k1 þ g
X
j6¼i

ðXjKjÞTXiWi

�� ��2
F

þ\T1;Yi � XiKi � Ei [ þ\T2;Ki �Wi [ þ l
2
ð Yi � XiKi � Eik k2F þ Ki �Wik k2FÞ

ð6Þ

Where T1;T2 are the Lagrange factors and l[ 0 is the penalty parameter. After
simple algebraic operations, (6) can be converted to:

L ¼ Kik kw:� þ k Wik k2 þ b Eik k1 þ g
X
j 6¼i

ðXjKjÞTXiWi

�� ��2
F

þ h Ki;Wi;Ei;T1;T2; lð Þ � 1
2l

ð T1k k2F þ T1k k2FÞ
ð7Þ
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Where h Ki;Wi;Ei;T1;T2; lð Þ ¼ l
2 ð Yi � XiKi � Ei þ T1

l

��� ���2
F
þ Ki �Wi þ T2

l

��� ���2
F
Þ.

We can use the alternating direction method [9] to minimize Eq. (7). Let’s discuss how
to update the variable in (6) after each iteration:

A. Update Ki: We can fix the variables except Ki to solve the optimization problem
of (7):

Kkþ 1
i ¼ argmin

Ki

Kik kw:� þ\rKhðKk
i ;W

k
i ;E

k
i ;T1;k;T2;k;lkÞ;Ki � Kk

i [

þ lkL
2

Ki � Kk
i

�� ��2
F

¼ argmin
Ki

Kik kw:� þ
lkL
2

Ki � Kk
i þXT

i

Yi � XiK
k
i � Ek

i þ T1;k

lk

L
�
Kk

i �Wk
i þ T2;k

lk

L

 !�����
�����
2

F

¼HðlLÞ�1 Kk
i þXT

i

Yi � XiK
k
i � Ek

i þ T1;k

lk

L
�
Kk

i �Wk
i þ T2;k

lk

L

 !
ð8Þ

Where H is the singular value threshold operator.

B. Update Wi: We can fix Ki;Ei to update auxiliary variables Wi:

Wkþ 1
i ¼ ð2g

X
j6¼i

ðXjK
kþ 1
j ÞTXjK

kþ 1
j XT

i Xi þ lkÞ�1ðlkKkþ 1
i � T2;k � 2kWiÞ ð9Þ

C. Update Ei: We can fix two variables except Ei to minimize (7):

Ekþ 1
i ¼ argmin

Ei

b Eik k1 þ
lk
2

Yi � XiK
kþ 1
i � Ei þ T1;k

lk

����
����
2

F
ð10Þ

4 Experiment

4.1 AR Database

The AR database [10] contains over 4000 frontal images of 126 people. There are 26
face images with different changes in each class. We divide the 26 images into two
parts. Each part contains 13 images, of which 3 images wear glasses, 3 images with
scarves, and the remaining 7 images have lights and expressions change, so it is called
clean face images. In the experiment, we selected 120 classes of face images. All
images are 165 � 120 pixels. We first convert the image to a gray scale image and crop
it to 50 � 40 pixels. Some images in the AR database are shown in Fig. 1:

Fig. 1. Image of the first person in the AR database
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In order to prove the effectiveness of our algorithm, we use images with both clean
and occluded images as the training set. There are three situations that need to be
tested:

(1) Sunglasses: In the first part, we chose 7 clean samples and 3 glasses-based
samples as the training set, the second part of the 7 clean samples and 3 glasses-
based samples as the test set.

(2) Scarf: We selected 7 clean samples and 3 scarves as the training set in the first
part, 7 clean samples and 3 scarves as the test set in the second part.

(3) Sunglasses + scarf: we choose samples of wearing glasses and samples of scarves
as training set. That is to say, we choose 7 clean samples, 3 glasses wearing
samples and 3 samples of scarves as training set, and the remaining samples as test
set.

The recognition rates of different algorithms on the AR database are shown in
Table 1:

From the experimental results in Table 1, we can see that the improved method
proposed in this paper has better robustness against the presence of occlusion in
training samples. Compared with SRC and CRC, the recognition rate of the proposed
algorithm can be increased by 6%. Compared with LCRC, the recognition effect is also
improved to a certain extent. It can be seen that the algorithm proposed in this paper is
superior to other algorithms for face recognition in the case of occlusion.

4.2 CMU PIE Database

The CMU PIE [11] database consists of 68 people with more than 40,000 face images.
Each person’s face image was obtained in 43 different light conditions through 13
different poses and 4 different expressions. In the experiment, each image will be
uniformly cropped to 32 � 32 pixels. All images can be divided into 4 subsets, subset
1: sample 35–42; subset 2: sample 10, 11, 13, 22, 23, 27, 28, 29, 30, 45; subset 3:
sample 8, 9, 12, 14, 15, 16, 17, 18, 21, 24; Subset 4: sample 2,3, 6, 7, 19, 20, 46, 7, 48,
49. The partial images in the 4 subsets are shown in Fig. 2:

Table 1. Recognition rates of different algorithms on AR database

AR Sunglass Scarf Sunglass+ Scarf
Our method 0.8275 0.8335 0.8067

LCRC 0.7796 0.7956 0.7532
CRC 0.7525 0.7325 0.7218
SRC 0.7508 0.7192 0.7357
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As shown in Table 2, we can intuitively see the recognition rate of different
algorithms under different lighting conditions:

We compare our method with LCRC, SRC, and CRC. From Table 2 we can see
that our proposed algorithm obtains higher recognition rate, and it is better than other
algorithms in all sessions. It can be seen that the method proposed in this paper is less
affected by illumination and has better robustness.

4.3 WDLCRC vs PCAnet

In order to verify the effectiveness of our proposed algorithm, we compare the pro-
posed algorithm with the PCAnet algorithm [12]. We perform experiments on the AR
and CMU PIE databases, using frontal lighting and neural representations of face
images as training sets. The test set is the lighting change used to identify. We com-
pared the code runtime and recognition rate to verify that our proposed algorithm has
similar performance to the deep learning algorithm.

From Table 3, we can see that the recognition rate of our algorithm is almost equal
to that of PCAnet, but from the point of view of code running time, our algorithm is
much lower than PCAnet. On the AR database, the running time of WDLCRC is 1/3 of
PCAnet. On the CMU PIE database, the running time of WDLCRC is 1/2 of PCAnet.
Therefore, our proposed algorithm can obtain similar experimental results with
advanced deep learning algorithms.

Fig. 2. Image of the first person in the CMU PIE database

Table 2. Recognition rates of different algorithms on CMU PIE database

CMU PIE Subset 1 Subset 2 Subset 3
Our method 0.9491 0.8395 0.8271

LCRC 0.9122 0.8053 0.7985
CRC 0.8926 0.7632 0.7382
SRC 0.9103 0.7703 0.7971

Table 3. Comparison between WDLCRC and PCAnet under different conditions

Face database AR database CMU PIE database
Algorithm Recognition rate Code runtime(s) Recognition rate Code runtime(s)

WDLCRC 98.68% 3037.34 99.56% 1538.67
PCAnet 98.50% 9136.35 98.70% 2525.11
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5 Conclusion

In the real world, different types of faces have similarities, and each singular value of
the nuclear norm has a clear physical meaning. In order to solve the above problems,
this paper proposes robust face recognition based on discriminative weighted low-rank
cooperative representation. It adds a regular item and an adaptive weighted kernel norm
based on the LCRC to enhance the independence of data and the flexibility to deal with
practical problems. Compared with SRC, CRC and LCRC, our algorithm is more
effective. However, our downside is that we do not have more verification on different
face databases.
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Abstract. This paper presents a novel fusion approach for facial expression
recognition. The novelty of this paper lies in: (i) Gabor wavelets are introduced
for image representation, which describes well local spatial scale characteristics
and orientation selectivity of image textures. Gabor features are robust to
variations due to illumination and noise. Furthermore, we reduce the dimen-
sionality of Gabor feature vector, in order to reduce computation cost and
improve discriminative power for feature extraction. (ii) The paper proposes
Multi-orientation Symmetric Local Graph Structure (MSLGS) to calculate fea-
ture value for replacing differential excitation of Weber Local Descriptor
(WLD), which captures more discriminative local images details. The orienta-
tion of original WLD also is extended by bringing more gradient direction, thus
it can obtain more precise image description to spatial structure information. The
comparative experimental results illustrated that the algorithm could achieve a
superior performance with high accuracy.

Keywords: Facial expression recognition � Gabor feature infusion
Weber Local Descriptor � Multi-orientation Symmetric Local Graph Structure
ROC curve

1 Introduction

Facial expression recognition (FER) has been a trending research field in Human-
Computer Interaction [1]. Facial expression reveals human emotion states that helps to
understand people’s opinions and intentions.

In general, face expression feature extraction methods can be divided into several
types: the first is called geometric approaches [2] that extracts features by distance
changes, shape and size proportion of key points on face. Facial Action Coding System
encodes facial muscles movements as basic Action Units to distinguish different
emotions [3]. The second use holistic features of entire image that is much prone to
interfered by complex illumination, postures-variant, partial occlusions, and so on. The
third approaches focus on facial movement characteristics, among of which, optical
flow reflects faces motions by dynamic image sequences, but it is less vulnerable to
illumination, and higher computation cost limit its application. Recently, Weber Local
Descriptor (WLD) and Local Graph Structure (LGS) descriptors have become popular
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since they are effective and more stable to local image texture changes. In 2011,
Abusham firstly proposed LGS to extract robust features [4]. In 2014, Mohd et al.
proposed Symmetrical Local Graph Structure (SLGS) that made up the defect of
asymmetrical LGS [5]. Orthogonal Symmetric Local Graph Structure (OSLGS)
introduced difference of Gaussians for image representation [6]. Whereas, LGS-based
approaches above have an inherent problem that neglect directional information in
image. Though WLD presents local orientation features of image [7], it just places
emphasis on contrast information on target pixel. Fang et al. introduced Weber Local
Gradient Pattern (WLGP) [8] that added the gradient in horizontal and diagonal
directions, but it lacked gradient changes that cause poor stability. Weber Local Circle
Gradient Pattern (WLCGP) [9] calculated spatial relationship among neighboring
pixels that confined to the change of adjacent pixels.

Despite great progress has been made in FER, it still takes many challenges: owing
to small between-class difference under different expression for same person, and big
in-class difference under same emotion for different person, recognition accuracy and
real-time requirement should be further strengthen. And external interference need be
weaken, such as angle offset, illumination. Besides, deep learning requires amounts of
training data to learn feature, such large datasets are hard to get and are computationally
expensive in actual application. Compared with deep learning, the proposed method
has an advantage in resolving small sample problem. This paper propose a novel fusion
approach for FER, which enhances image details and effectively reduce noise.

The structure of this paper is listed as follows. Section 2 reviews the related theory.
Section 3 presents the proposed approach based on Gabor features and WLD-improved
fusion. Section 4 shows the detailed experiments and analyses. Finally, conclusions
can be drawn in Sect. 5.

2 Related Theory

2.1 Weber Local Descriptor (WLD)

Chen et al. firstly proposed WLD inspired by Weber’s Law. The law says that the
distinction only can be perceived when the ratio of stimulus variation and stimulus
itself reaches a threshold, as shown in formula (1):

DI
I
¼ k ð1Þ

where I is initial stimulus intensity, DI denotes increment threshold, k is an invariant
constant signifying the proportion.

Fig. 1. A 3 � 3 filter window of WLD operator.
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As is seen in Fig. 1, WLD operator uses 3 � 3 filter to calculate gray changes of
current pixel. And it has empirically proved not only effective but also efficient. WLD
consists of differential excitation and orientation two parts. The differential excitation
describes intensity changes among central pixel and neighboring pixels, which can be
calculated as Eq. (2):

WLDðxc; ycÞ ¼ arctan
XP�1

i¼0

gi � gc
gc

� �" #
ð2Þ

where P represents the number of neighbor pixels, gi i ¼ 0; 1; . . .; p� 1ð Þ denotes gray
value of neighbor pixel, gc is gray value of center pixel xc;yc

� �
. arctan function keeps

output at a reasonable range when input pixel value becomes too large or too small.
WLD’s orientation part expresses gradient changes of pixels in image. It can be

expressed as the ratio of the change in horizontal direction to that in vertical direction,
which is described by Eq. (3):

h xc;yc
� � ¼ arctan

g7�g3
g5 � g1

� �
ð3Þ

After combining differential excitation with orientation two components, WLD
features are constructed as a 2D concatenated histogram.

2.2 LGS and SLGS

LGS utilizes graph theory to describe gray difference of neighbor pixels and is encoded
as a binary pattern. It constructs a graph to explore the relationship determined by
target pixel and surrounding 5 pixels. The calculation process of LGS as follows: at the
left side of target pixel, the comparison follows an anticlockwise direction starting from
the target pixel, if the pixel gray value of vertex that an arrow points to is greater than
previous vertex, assign 1 on the edge connected the two vertices, else assign 0 to the
edge. The process carries on at the right side of target pixel, but pixel values are
compared clockwise. Lastly, LGS value will be gained for target pixel after an 8-digit
binary number is converted into a decimal number. LGS is illustrated in Fig. 2, where
gray value of target pixel is assumed as 27.

LGS (101001001)=1×27+00×26+1×25+0××24+1×23+0×222+0×21+1×20==169  

Fig. 2. Local Graph Structure (LGS) operator. Fig. 3. SLGS
operator.
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Compared to LGS, SLGS utilizes a symmetric structure to keep a balance of
weights, where the left and the right side of target pixel contains 3 pixels. SLGS
operator is depicted in Fig. 3. SLGS operator only exploits gradient information in
horizontal direction, as a result, it lacks the representative ability to spatial structure.

3 Proposed Method

The framework of FER system based on the proposed method is illustrated in Fig. 4. Its
main steps include: image preprocessing, feature extraction using Gabor Features and a
novel WLD operator, image classification using k-Nearest Neighbor classifier.

3.1 Gabor Feature

Gabor wavelet filter is known as a linear filter, which has been successfully applied for
FER. Gabor kernels are similar to 2D receptive fields of simple neuron cells, which
could describe spatial localization and frequency properties of facial image. Thus
Gabor features strengthens local texture details of key regions on face, and are robust to
illumination variations. The simplified Gabor filter is shown in formula (4):

G k; x; y; hð Þ ¼ ku;v
�� ��2
r2

e�
ku;vk k2 x2 þ y2ð Þ

2r2 eiku;vðx cos hþ y sin hÞ � e
�r2
2

� �
ð4Þ

where x; yð Þ represents central pixel position in the spatial domain, h denotes the
orientation of Gabor kernel. Rotate ku;v can obtain u orientation and v scale. k k is a
norm operator, r is spatial aspect ratio of width to length in a Gaussian window. In this
paper, we use empirical parameters: v 2 0; 1; � � � ; 4f g, u 2 0; 1; 2; � � � ; 7f g, h ¼ up

8 ,
r ¼ 2p. To highlight effective amplitudes of Gabor signals and reduce dimension of
Gabor feature vector, Gabor features are fused at 5-scale and 8-orientation by Eq. (5),
where Gu;v x; yð Þ denotes Gabor feature image corresponding to 8 orientation Gabor
feature at each scale, MGv x; yð Þ is mean fusion pixel value of v-scale. Figure 5 shows
fusion process with Gabor feature of one facial expression image.

MGv x; yð Þ ¼
P7

u¼0 Gu;v x; yð Þ
8

v 2 0; 1; � � � ; 4f g ð5Þ

Fig. 4. The framework of the proposed FER system.
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3.2 The Novel Weber Local Descriptor

Though WLD and LGS have achieved good recognition performance, they still exist
some shortages: WLD descriptor ignores the relation among neighboring pixels within
a neighborhood; The novelty of LGS is that introduces the pixel intensity changes
among neighboring pixels, but big weights assignment center on the left side of target
pixel, leading to final LGS value is determined by the part, and LGS is sensitive to local
texture changes. To resolve the defects above, this paper proposes a Multi-orientation
Symmetrical Local Graph Structure (MSLGS) that constructs a symmetrical graph
structure in 4 directions.

As illustrated in Fig. 6, MSLGS calculates feature value respectively in 0°, 45°,
90°, and 135° direction in a 5 � 5 filter window. Figure 7 illustrates calculation
process in 45° direction of MSLGS, where target pixel is depicted in gray color. The
calculation method of feature value in one direction is same as that in 45° direction.
Comparison on the left and above of target pixel follows counterclockwise, and at the
right and below of target pixel follows clockwise. Note that the structure of MSLGS in
0° and 90° direction is different from other algorithms, there are 4 pixels very close to
target pixel and are given more weights, to emphasize their influence on target pixel.

Fig. 5. Gabor feature fusion image with 8-orientation at each scale.

Fig. 6. Multi-orientation Symmetrical Local Graph Structure (MSLGS).

Fig. 7. The demonstration of MSLGS operator in 45° direction.
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Finally, MSLGS algorithm can obtain 4 feature values in total. The greater feature
value in one direction, the larger difference of pixel gray values. So this paper chooses
the biggest feature value as the differential excitation of new WLD, since it reflects the
most representative features of image details.

The orientation of original WLD only describe gradient information in horizontal
and vertical direction. This paper adds gradient information in 45° direction and 135°
direction on the basis of WLD’s orientation, then choose the biggest ratio as final
orientation of WLD by Eqs. (6–8), as direction corresponding to the bigger ratio
dominates direction of texture changes. By introducing more gradient direction for
target pixel, the new method captures more discriminative features of image details.
The orientation of proposed algorithm can be defined as follows:

hð0�; 90�Þ ¼ arctanðg7 þ g15 � g3 � g11
g5 þ g13 � g1 � g9

Þ ð6Þ

hð45�; 135�Þ ¼ arctanðg6 þ g14 � g2 � g10
g4 þ g12 � g0 � g8

Þ ð7Þ

hðxc; ycÞ ¼ max hð0�; 90�Þ; hð45�; 135�Þ½ � ð8Þ

where h represents dominant orientations. Then a 2D concatenated histogram is con-
structed for FER, where differential excitations are quantified into 6 dominant intervals
and h are mapped to 8 intervals. The proposed algorithm makes fully use of spatial
structure information based on graph structure. The main advantage of paper is that it
can extract texture direction features of facial expression image.

4 Experiments

All experiments are conducted in MATLAB 2016a environment, and performed on a
PC with i7 Intel CPU, 8.0 GB memory and 64 bit, windows 10 operating system.

4.1 Experiments on JAFFE Database

JAFFE database [10] is composed of 213 images containing 7 different expressions
from 10 Japanese females, each person has 7 expressions: disgust, fear, happy, sad,
surprise and neutral, respectively. All images are cropped and resized to 224 � 224.

An appropriate partition mode contributes to improve recognition performance, we
firstly determine the optimal block manner. In this part, 7 images including each
expression from the same person are used for training and the remaining for testing. As
seen in Table 1, the optimal block mode is 2 � 4 and applied in all experiments.

g8  g9  g10

  g0 g1 g2

g15 g7 gc g3 g11

    g6 g5 g4

g14  g13  g12
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4.1.1 Recognition Performance Comparison of Different Methods
To validate the effectiveness of the method proposed, in this paper, some experiments
are conducted compared with some typical relevant algorithms: LGS, SLGS, WLD,
OSLWGS, and ours. N images (N = 9, 10, 11, 12, 13,14) are selected randomly for
each person are used for training, the N images at least include 7 facial expressions
from the same individual, while the rest images on JAFFE database are used for testing.
We run this experiment for three times and take the mean value as final facial
recognition results. Figure 8 shows experimental results with other methods based on
different training sample number, where the horizontal axis denotes training samples
number N, the vertical axis denotes the recognition performance with N increasing.

Figure 8 indicates that recognition rate of each algorithm has improved accordingly
as the training samples numbers N increases. When N equals to 14, the recognition rate
is above 90% for all algorithms, especially, the recognition rate of the proposed
approach is the best as high as 100%. Experimental results illustrate that the proposed
approach outperforms other relevant methods for JAFFE database.

4.1.2 Experimental Evaluation Comparison with Other Methods
Receiver Operating Characteristic (ROC) curves are drawn between the proposedmethod
and some other methods in Fig. 9, the Equal Error Rate (EER) is used to evaluate the
matching accuracy, it is a value that the false reject rate equals to the false accept rate. The
smaller value of EER is, the bettermatching accuracy of algorithmhas. In this experiment,
2 � (10 � (10 − 1) � 20) = 3600 imposter versus 2 � (10 � 20) = 400 genuine
matches respectively are implemented for evaluation.

The matching results of different methods are shown in Fig. 9, the EER rate of
SLGS, WLD, MOWSLGS, OSLWGS are 4.00%, 3.72%, 1.83%, 1.05% respectively.

Note that the area inside ROC curve of the proposed method is the smallest among
above methods. It can be concluded that our method has achieved the best matching
performance on JAFFE database, with the smallest EER equaling to 0.87%.

4.2 Experiments on CK+ Database

The Extended Cohn-Kanade dataset (CK+) [11] is challenging for FER due to a large
number of images. CK+ dataset includes 593 sequences of 123 subjects with 7 emo-
tions: namely, anger, disgust, contempt, fear, happiness, sadness and surprise. The last
4 peak images from each expression sequence, 6 expressions (except for contempt)
from 40 subjects are used in the experiment. N image (N = 1, 2, 3) of each expression
for per person are used as training and the rest is used as testing. Recognition results are
obtained with by 4-fold cross-validation to ensure testing set is different in every time.
Each image is cropped and resized to 280 � 320.

Table 1. Recognition rate under different block manners on JAFFE database.

Block manner 2 � 2 2 � 4 3 � 3 4 � 2 4 � 4

Recognition rate (%) 91.14 92.77 91.60 91.84 90.68
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Image sub-block experiments are carried out for CK+ database, where N is set to 2.
Note that the dimension of feature vector cannot be divided by 3, hence we no longer
set any partition including the length of sub-block image with size of 3. As shown in
Table 2, the best performance can be achieved when block mode is 4 � 2. So the
optical image block mode is used to explore recognition effect of different methods.

4.2.1 Recognition Performance Comparison of Different Methods
In order to prove the validity of the presented method for FER, experiments are carried
out on CK+ database. Figure 10 illustrates the recognition performance of different
relevant approaches. When N equals to 2, the recognition rate of our method is as high
as 98.83%. Note that the proposed method acquires the best recognition effects for all
cases. By analysis, our method achieved the superior performance than other relevant
methods due to its powerful representation ability to texture features.

Table 2. Recognition rate under different block manners on CK+ database.

Block manner 1 � 1 2 � 2 2 � 4 4 � 2 2 � 5 5 � 2

Recognition rate (%) 92.29 95.00 97.71 98.83 94.79 92.92

Fig. 8. Experiments on JAFFE database. Fig. 9. The ROC curves on JAFFE database.

Fig. 11. The ROC curves for CK+ database.Fig. 10. Experiments on CK+ database.
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4.2.2 Experimental Evaluation Comparison with Other Methods
In this subsection, ROC curves are applied to evaluate the effectiveness of our algo-
rithm. 2 � (40 � (40 − 1) � 24) = 74880 imposter matches versus 2 � (40 � 24)
= 1920 genuine matches respectively are implemented for evaluation. The ROC curves
obtained using above algorithms and our method are illustrated in Fig. 11, whose EER
is 9.30%, 8.16%, 4.00%, 3.44%, 1.78%, respectively. ROC curve of our method
appears at the bottom in the figure, and EER is the smallest, which proves the effec-
tiveness of proposed method for FER and verifies the innovation in this paper.

5 Conclusion

Motivated by WLD and LGS, this paper proposes a novel feature extraction algorithm
combining Gabor features and WLD-improved fusion for FER. The main advantages
of paper have: (1) Gabor filter has frequency characteristics and orientation selectivity,
and is insensitive to illumination variation. (2) MSLGS not only reflect the location
distance away from target pixel has an influence on weight, but also keep a balance on
weight distribution. In summary, the proposed method describes more orientation
features and captures more useful spatial information in image, thus enhancing the
ability to extract image features. Experimental results in two databases illustrate that the
proposed method has achieved a favorable performance.

In the future study, we will further improve the recognition rate and speed of
algorithm, and extend and apply it in facial expression detection and analysis.
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Abstract. In the application of face recognition, eyeglasses could signif-
icantly degrade the recognition accuracy. A feasible method is to collect
large-scale face images with eyeglasses for training deep learning meth-
ods. However, it is difficult to collect the images with and without glasses
of the same identity, so that it is difficult to optimize the intra-variations
caused by eyeglasses. In this paper, we propose to address this problem
in a virtual synthesis manner. The high-fidelity face images with eye-
glasses are synthesized based on 3D face model and 3D eyeglasses. Mod-
els based on deep learning methods are then trained on the synthesized
eyeglass face dataset, achieving better performance than previous ones.
Experiments on the real face database validate the effectiveness of our
synthesized data for improving eyeglass face recognition performance.

Keywords: Face recognition · 3D eyeglass fitting
Face image synthesis

1 Introduction

In recent years, deep learning based face recognition systems [1–4] have achieved
great success, such as Labeled Faces in the Wild (LFW) [5], YouTube Faces DB
(YFD) [6], and MegaFace [7].

However, in practical applications, there are still extra factors affecting
the face recognition performance, e.g., facial expression, poses, occlusions etc.
Eyeglasses, especially black-framed eyeglasses significantly degrade the face
recognition accuracy (see Table 4). There are three common categories of eye-
glasses: thin eyeglasses, thick eyeglasses, and sunglasses. In this work, we mainly
focus on the category of thick black-framed eyeglasses, since the effects of thin
eyeglasses are tiny, while the impact of sunglasses are too high because of serious
identity information loss in face texture.

The main contributions of this work include: (1) A eyeglass face dataset
named MeGlass, including about 1.7K identities, is collected and cleaned for
eyeglass face recognition evaluation. It will be made public on https://github.
com/cleardusk/MeGlass. (2) A virtual eyeglass face image synthesis method is
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 275–284, 2018.
https://doi.org/10.1007/978-3-319-97909-0_30
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proposed. An eyeglass face training database named MsCeleb-Eyeglass is gener-
ated, which helps improve the robustness to eyeglass. (3) A novel metric learning
method is proposed to further improves the face recognition performance, which
is designed to adequately utilize the synthetic training data.

The rest of this paper is organized as follows. Section 2 reviews several related
works. Our proposed methods are described in Sect. 3. The dataset description
is in Sect. 4. Extensive experiments are conducted in Sect. 5 to validate the effec-
tiveness of our synthetic training data and loss function. Section 6 summarizes
this paper.

2 Related Work

Automatic Eyeglasses Removal. Eyeglasses removal is another method to
reduce the effect of eyeglasses on face recognition accuracy. Several previous
works [8–11] have studied on automatic eyeglasses removal. Saito et al. [8] con-
structed a non-eyeglasses PCA subspace using a group of face images without
eyeglasses, one new face image was then projected on it to remove eyeglasses.
Wu et al. [9] proposed an intelligent image editing and face synthesis system
for automatic eyeglasses removal, in which eyeglasses region was first detected
and localized, then the corrupted region was synthesized adopting a statistical
analysis and synthesis approach. Park et al. [11] proposed a recursive process of
PCA reconstruction and error compensation to further eliminate the traces of
thick eyeglasses. However, these works did not study the quantitative effects of
eyeglasses removal on face recognition performance.

Virtual Try-on. Eyeglass face image synthesis is similar to virtual eyeglass
try-on. Recently, eyeglasses try-on has drawn attentions in academic commu-
nity. Niswar et al. [14] first reconstructed 3D head model from single image, 3D
eyeglasses were next fitted on it, but it lacked the rendering and blending pro-
cess compared with our synthesis method. Yuan et al. [12] proposed a interactive
real time virtual 3D eyeglasses try-on system. Zhang et al. [13] firstly took the
refraction effect of corrective lenses into consideration. They presented a system
for trying on prescription eyeglasses, which could produce a more real look of
wearing eyeglasses.

Synthetic Images for Training. Recently, synthetic images generated from
3D models have been studied in computer vision [15–18]. These works adopted
3D models to render images for training object detectors and viewpoint classi-
fiers. Because of the limited number of 3D models, they tweaked the rendering
parameters to generate more synthetic samples to maximize the model usage.
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3 Proposed Method

3.1 Eyeglass Image Synthesis

We describe the details of eyeglass face synthesis in this section. To generate
faces with eyeglasses, we estimate the positions of the 3D eyeglasses based on
the fitted 3D face model and then render the 3D eyeglasses on the original face
images. The whole pipeline of our eyeglass faces synthesis is shown in Fig. 2.
Firstly, we reconstruct the 3D face model based on pose adaptive 3DMM fitting
method [19], which is robust to pose. Secondly, the 3D eyeglass is fitted on the
reconstructed 3D face model. The fitting is based on the corresponding anchor
points on the 3D eyeglass and 3D fitted face model, where the indices of these
anchor points are annotated beforehand. Then z-buffer algorithm and Phong
illumination model are adopted for rendering, and the rendered eyeglass image
is blended on the original image to generate the final synthetic result (Fig. 1).

The 3D eyeglass fitting problem is formed as Eq. 1, where f is the scale factor,
Pr is the orthographic projection matrix, pg is the anchor points on 3D eyeglass,
pf is the anchor points on reconstructed 3D face model, R is the 3 × 3 rotation
matrix determined by pitch(α), yaw(β), and roll(γ) and t3d is the translation
vector.

arg min
f,Pr,R,t3d

||f ∗ Pr ∗ R ∗ (pg + t3d) − pf ||, (1)

Although the amount of images of MsCeleb is large, the model may overfit
during training if the patterns of synthetic eyeglasses are simple. To increase the
diversity of our synthetic eyeglass face images, we inject randomness into two
steps of our pipeline: 3D eyeglass preparation and rendering. For 3D eyeglasses,

Fig. 1. Four pairs of origin-synthesis images selected from MsCeleb.

Fig. 2. The pipeline of eyeglass synthesis.
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we prepare four kinds of eyeglasses with different shapes and randomly select
one as input. For eyeglass rendering, we explore three sets of parameters: light
condition, pitch angle and vertical transition of eyeglass. For the light condition,
the energies and directions are randomly sampled. Furthermore, to simulate
the real situations of eyeglass wearing, we add small perturbations to the pitch
angle ([−1.5, 0.8]) and vertical transition ([1, 2] pixel). Finally, we put together
the synthetic eyeglass face images with original images as our training datasets.

Table 1. Our ResNet-22 network structure. Conv3.x, Conv4.x and Conv5.x indicates
convolution units which may contain multiple convolution layers and residual blocks are
shown in double-column brackets. E.g., [3× 3, 128]× 3 denotes 3 cascaded convolution
layers 128 feature maps with filters of size 3× 3, and S2 denotes stride 2. The last layer
is global pooling.

Layers 22-layer CNN

Conv1.x [5× 5, 32]× 1, S2

Conv2.x [3× 3, 64]× 1, S1

Conv3.x

[
3 × 3, 128

3 × 3, 128

]
× 3, S2

Conv4.x

[
3 × 3, 256

3 × 3, 226

]
× 4, S2

Conv5.x

[
3 × 3, 512

3 × 3, 512

]
× 3, S2

Global Pooling 512

3.2 Network and Loss

Network. We adapt a 22 layers residual network architecture based on [21]
to fit our task. The original ResNet is designed for ImageNet [22], the input
image size is 224 × 224, while ours is 120 × 120. Therefore, we substitute the
original 7×7 convolution in first layer with 5×5 and stack one 3×3 convolution
layer to preserve dimensions of feature maps. The details of our ResNet-22 are
summarized in Table 1.

Loss. Due to the disturbance of eyeglass on feature discrimination, we propose
the Mining-Contrasive loss based on [23] to further enlarge the inter-identity
differences and reduce intra-identity variations. The form of our proposed loss is
in Eq. 2.

Lmc = − 1
2|P|

∑

(i,j)∈P
d(fi, fj) +

1
2|N |

∑

(i,j)∈N
d(fi, fj). (2)

Where fi and fj are vectors extracted from two input image samples, P is
hard positive samples set, N is hard negative samples set, d(fi, fj) = fi·fj

||fi||2||fj ||2
is cosine similarity between extracted vectors.
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Gradual Sampling. Besides, we employ the gradual process into data sampling
to make the model fit the synthetic training images in a gentle manner. In naive
sampling, the probability of eyeglass face image of each identity is fixed at 0.5.
It means that we just brutally mix MsCeleb and MsCeleb-Eyeglass datasets. We
then generalize the sampling probability as p = λ ·n+p0, where n is the number
of iterations, λ is the slope coefficient determining the gradual process, p0 is the
initialized probability value.

Table 2. Summary of dataset description. G and NG indicate eyeglass and non-eyeglass
respectively. Mixture means the MsCeleb and MsCeleb-Eyeglass.

Dataset Identity Images G NG

MeGlass 1, 710 47, 917 14, 832 33, 085

Testing set 1, 710 6, 840 3, 420 3, 420

Training set (MsCeleb) 78, 765 5, 001, 877 – –

Training set (Mixture) 78, 765 10, 003, 754 – –

Fig. 3. Sample images of our testing set. For each identity, we show two faces with and
without eyeglasses.

4 Dataset Description

In this section, we describe our dataset in detail and the summary is shown in
Table 2.

4.1 Testing Set

We select real face images with eyeglass from MegaFace [7] to form the MeGlass
dataset. We first apply an attribute classifier to classify the eyeglass and non-
eyeglass face images automatically. After that, we select the required face images
manually from the attribute-labeled face images. Our MeGlass dataset contains
14, 832 face images with eyeglasses and 33, 085 images without eyeglasses, from
1, 710 subjects.
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To be consistent with the evaluation protocol (in Sect. 4.3), we select two
faces with eyeglasses and two faces without eyeglasses from each identity to
build our testing set and the total number of images is 6, 840. Figure 3 shows
some examples of testing set with and without eyeglasses.

4.2 Training Set

Two types of training set are adopted, one is only the MsCeleb and the other is
the mixture of MsCeleb with synthetic MsCeleb-Eyeglass. Our MsCeleb clean list
has 78, 765 identities and 5, 001, 877 images, which is slightly modified from [20].
For each image, we synthesize a eyeglass face image using the method proposed
in Sect. 3.1. Therefore, there are totally 10, 003, 754 images from 78, 765 subjects
in the mixture training set.

4.3 Evaluation Protocol

In order to examine the effect of eyeglass on face recognition thoroughly, we
propose four testing protocols to evaluate different methods.

(I) All gallery and probe images are without eyeglasses. There are two non-
eyeglass face images per person in gallery and probe sets, respectively.

(II) All gallery and probe images are with eyeglasses. There are two eyeglasses
face images per person in gallery and probe sets, respectively.

(III) All gallery images are without eyeglasses, and all probe images are with
eyeglasses. There are two non-eyeglass face images per person in gallery
set and there are two eyeglass face images per person in probe set.

(IV) Gallery images contain both eyeglass images and non-eyeglass images, so
as probe images. There are four face images (including two non-eyeglass
and two eyeglass face images) per person for gallery and probe sets.

5 Experiments

Firstly, we evaluate the impact of eyeglasses on face recognition. Second, several
experiments are conducted to study the effect of synthetic training data and pro-
posed loss. In experiments, two losses including the classification loss A-Softmax
and the metric learning based contrastive loss are investigated. Totally there are
four deep learning models are trained based on different losses and training sets.
Table 3 lists the four deep face models. For ResNet-22-A, we apply A-Softmax
loss to learn the model from original MsCeleb dataset. We then finetune the
model on MsCeleb dataset using contrastive loss to obtain ResNet-22-B. We
also finetune the ResNet-22-A model on MsCeleb and its synthetic eyeglasses
database to obtain ResNet-22-C. The ResNet-22-D is finetuned from base model
ResNet-22-A using gradual sampling strategy with the slope coefficient λ of
0.00001 and p0 of 0.
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5.1 Experiments Settings

Our experiments are based Caffe [24] framework and Tesla M40 GPU. All face
images are resized to size 120 × 120, then being normalized by subtracting 127.5
and being divided by 128. We use SGD with a mini-batch size of 128 to optimize
the network, with the weight decay of 0.0005 and momentum of 0.9. Based on
these configurations, the training speed can reach about 260 images per second
on single GPU and the inference speed is about 1.5 ms per face image.

Table 3. The configuration settings of different models. ResNet-22-B, ResNet-22-C
and ResNet-22-D are all finetuned from ResNet-22-A. GS indicates gradual sampling.

Model Training data Loss Strategy

ResNet-22-A MsCeleb A-Softmax [4] –

ResNet-22-B MsCeleb Mining-Contrasive Finetune

ResNet-22-C Mixture Mining-Contrasive Finetune

ResNet-22-D Mixture Mining-Contrasive Finetune + GS

Table 4. Recognition performance (%) of ResNet-22-A following protocols I-IV.

Protocol TPR@FAR = 10−4 TPR@FAR = 10−5 TPR@FAR= 10−6 Rank1

I 96.14 91.49 84.68 98.48

II 94.09 86.55 69.21 96.90

III 88.13 74.72 59.34 95.61

IV 78.17 60.25 41.36 92.31

5.2 Effect of Eyeglass on Face Recognition

In this experiment, we use the original MsCeleb database only as the training
set to examine the robustness of traditional deep learning model to eyeglasses.

Table 4 shows the results of ResNet-A model tested on four protocols. From
the results, one can see that the ResNet-A model achieves high recognition accu-
racy on protocol I, which is without eyeglass occlusion. However, its performance
degrades significantly on protocols II-IV, where eyeglasses occlusion occurs in
gallery or probe set, especially for the TPR at low FAR. It indicates that the
performance of deep learning model is sensitive to eyeglasses occlusion.

5.3 Effectiveness of Synthetic Data and Proposed Loss

For comparison, we further train deep face model, ResNet-C, using the mixture
of the original MsCeleb and its synthesized eyeglasses version MsCeleb-Eyeglass.
Tables 5 and 6 show the comparison results of ResNet-B and ResNet-C following
four protocols. It can be seen that using our synthesized eyeglass face images, it
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Table 5. Recognition performance (%) of ResNet-22-B following protocols I-IV.

Protocol TPR@FAR = 10−4 TPR@FAR = 10−5 TPR@FAR= 10−6 Rank1

I 96.61 91.26 87.02 98.60

II 94.91 87.87 73.27 97.08

III 89.55 76.86 62.56 96.02

IV 81.96 65.68 46.71 94.18

Fig. 4. From (a) to (d): ROC curves of protocols I-IV. For protocols I-II, the curves
are almost the same. While for protocols III-IV, ResNet-22-C and ResNet-D models
outperform the other two. Especially in protocol IV, they outperform by a large margin
(better view on electronic version).

significantly improves the face recognition performance following protocol III-IV,
especially at low FAR. It enhances about 20% when FAR = 10−6 on protocol IV,
which is the hardest case in four configurations, indicating the effectiveness of
virtual face synthesis data for the robustness improvement of face deep model.
Moreover, with the face synthesis data, the proposed loss function with grad-
ual sampling, model ResNet-22-D achieves the best results on four protocols
(Table 7).
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Table 6. Recognition performance (%) of ResNet-22-C following protocols I-IV.

Protocol TPR@FAR = 10−4 TPR@FAR = 10−5 TPR@FAR= 10−6 Rank1

I 96.20 91.58 85.94 98.19

II 94.80 87.31 78.89 96.73

III 90.35 80.40 67.93 96.67

IV 89.94 79.88 66.82 96.67

Table 7. Recognition performance (%) of ResNet-22-D following protocols I-IV.

Protocol TPR@FAR = 10−4 TPR@FAR = 10−5 TPR@FAR= 10−6 Rank1

I 96.37 91.99 86.37 98.30

II 94.68 87.54 78.68 96.78

III 90.54 80.71 68.10 96.75

IV 90.14 80.32 66.92 96.73

Finally, we also plot the ROC curves for four protocols in Fig. 4 to further
validate the effectiveness of our synthetic training dataset and proposed loss
function.

6 Conclusion

In this paper, we propose a novel framework to improve the robustness of face
recognition with eyeglasses. We synthesize face images with eyeglasses as train-
ing data based on 3D face reconstruction and propose a novel loss function to
address this eyeglass robustness problem. Experiment results demonstrate that
our proposed framework is rather effective. In future works, the virtual-synthesis
method may be extended to alleviate the impact of other factors on the robust-
ness of face recognition encountered in real life application.
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Abstract. Although face detection has taken a big step forward with
the development of anchor based face detector, the issue of effec-
tive detection of faces with different scales still remains. To solve this
problem, we present an one-stage face detector, named Single Shot
Attention-Based Face Detector (AFD), which enables accurate detection
of multi-scale faces with high efficiency, especially for small faces. Specif-
ically, AFD consists of two inter-connected modules, namely attention
proposal module (APM) and face detection module (FDM). The former
aims to generate the attention region and coarsely refine the anchors.
The latter takes the output from APM as input and further improve
the detection results. We obtain state-of-the-art results on common face
detection benchmarks, i.e. FDDB and WIDER FACE, and can run at
20 FPS on a Nvidia Titan X (Pascal) for VGA-resolution images.

Keywords: Face detection · Attention mechanism · Single shot

1 Introduction

Face detection is a fundamental and essential step for many face related appli-
cations, e.g. face recognition [1,2] and face alignment [3,4]. Since the pioneering
work of Viola-Jones [5], face detection has achieved significant progress in the
past few decades, especially the CNN [6] based detector. However, there are still
some challenging problems: (1) The large variation of faces in cluttered back-
grounds requires detectors to be more robust and accurate; (2) The large search
space of possible faces further imposes a serious challenge of trade-off between
accuracy and efficiency, especially for small faces.

To address these problems, recent CNN based face detectors can be divided
into two categories. One is cascade based methods, such as CascadeCNN [7]
and MTCNN [8]. The other is anchor based methods [9,10]. However, these two
kinds of methods focus on different aspects. The former can well handle faces
with diverse scales, but tends to be much time-consuming when the number of
faces is large. While the latter’s speed is invariant to the object number, but the
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 285–293, 2018.
https://doi.org/10.1007/978-3-319-97909-0_31
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performance will drop dramatically as the objects getting smaller as indicated
in [11]. Therefore, efficient detection of multi-scale faces is still one of the critical
issues that remains to be settled.

To solve these two conflicting issues, our core idea is introducing atten-
tion mechanism to detection and leveraging feature fusion of different layers as
RefineDet [12] so as to highlight the possible facial regions and enrich the feature
information to promote the performance of detection. Specifically, we present an
effective face detector called Single Shot Attention-Based Face Detector (AFD),
which consists of two inter-connected modules, respectively attention proposal
module (APM) and face detection module (FDM). The former aims to generate
the attention region and coarsely refine the anchors. The latter takes attention
maps as input and dot-multiply them with the feature maps to highlight the fea-
tures from the facial region. Then the feature maps from the high-level layers are
integrated into the low-level layers to increase the richness of feature information
and output the final detection results.

Due to the attention mechanism in APM and the fusion of features in differ-
ent layers in FDM, our face detector can well address the dramatic deterioration
problem of anchor based detectors as faces getting smaller, especially for small
faces. Consequently, for VGA-resolution images, our face detector can run at
20 FPS on a NVIDIA Titan X (Pascal) GPU in inference. Besides, we com-
prehensively evaluate this detector and demonstrate state-of-the-art detection
performance on several common face detection benchmark datasets, including
the FDDB [13] and WIDER FACE [14]. For clarity, the main contribution of
this work can be summarized as three-fold:

– We propose an attention mechanism to enhance the robustness and perfor-
mance of detectors.

– We leverage feature fusion in different detection layers to enrich the feature
information.

– We achieve state-of-the-art performance on common face detection bench-
marks and keep the efficiency.

2 Related Work

Face detection has attracted large research attention in past few decades, which
can be roughly divided into two categories. One is hand-craft based detectors,
and the other is built on CNN. This section briefly reviews these two methods.

Hand-Craft Based Methods. Following the milestone work of Viola-Jones
face detector [5], most early methods pay attention to designing robust
features [15] and training effective classifiers [16]. Besides, the deformable part
model [17] is introduced into face detection task by [18] and achieves remarkable
performance. However, these detectors highly depend on non-robust hand-craft
features, thus they are efficient but not accurate enough for the large visual
variation of faces.
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CNN Based Methods. Recent years have witnessed the advance of CNN based
detectors. CascadeCNN [7] employs a cascade structure to detect face in a coarse
to fine way. MTCNN [8] proposes an architecture to address both detection
and landmark alignment jointly. Besides, the anchor based methods originated
from Faster-RCNN [19] structure have achieved great progress in past few years.
Jiang et al. [20] apply Faster R-CNN framework in face detection and achieves
promising results. SSD [9] introduces multi-scale mechanism to anchor designing.
S3FD [10] proposes anchor matching strategy to improve the recall rate of small
faces. FPN [21] proposes a top-down structure to use high-level semantic feature
maps at different scales. FAN [22] introduces anchor-level attention to improve
the detection performance. RefineDet [12] develops a single-shot inter-connected
architecture to improve the performance of detector while maintain the high
efficiency.

Generally, the hand-craft based methods tend to be efficient but less accu-
rate. While the CNN based methods dominate the performance but present less
efficiency. Notably, our proposed AFD is able to achieve state-of-the-art perfor-
mance and keep the high efficiency.

Fig. 1. The framework of AFD. We only display the layers used for detection. The
parallelograms denote the attention maps associated with different feature layers and
the white rectangles represent the possible facial regions.

3 Single Shot Attention-Based Face Detector

This section introduces the details of AFD. It includes three components: the
overall network architecture, loss function and some implementation details.

3.1 Overall Network Architecture

Anchor-based object detection frameworks with reasonable design of anchors in
different layers have proven to be effective to handle faces with different scales
[9]. As illustrated in Fig. 1, the architecture of AFD uses the same extended
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VGG16 backbone and anchor design strategy as [10], which can generate feature
maps at different layers and anchors with equal-proportion interval. Besides, the
attention proposal module and face detection module is added on this backbone
to get the final results.

Attention Proposal Module (APM). We use the APM to roughly predict
the locations and scores of anchors from different layers as the attention supervi-
sion information, and construct the attention maps which indicate the possible
facial regions based on these supervision information. Then these hierarchical
attention maps are sent to FDM to highlight the potential face areas. Besides, we
also leverage the predicted information of different anchors in APM to coarsely
refine the anchors as [12], which provides better initialization for the detection
in the FDM.

Face Detection Module (FDM). After obtaining these attention maps, we
feed the attention maps to an exponential operation to rescale the value of score
from 1 to e and only take the maximum score for the overlapping parts, which
will not only highlight the detection information, but also maintain more context
messages. Then these attention maps are dot-multiplied with the feature maps
to highlight the facial regions. Besides, we follow the design in RefineDet [12]
to integrate high-level semantic features into low-level layers with higher reso-
lution by adding the high-level features to the transferred features, which will
greatly enrich the feature information of different layers. To match the dimen-
sions between them, the deconvolution operation is used to enlarge the high-level
feature maps and sum them in the element-wise way. Then we pass the refined
anchor boxes to the corresponding feature maps in the FDM to further generate
accurate face locations and sizes.

3.2 Loss Function

The loss function for AFD consists of two parts, i.e., the loss in the APM and
the loss in FDM. For the APM, we assign a binary class label (of being a face
or not) to each anchor and regress its location and size. After that, we send the
anchors with positive confidence higher than threshold to the FDM to further
predict the locations and sizes of faces. The loss function is defined as:

L(pi, xi, ci, ti) =
1

Napm
(
∑

i

Lb(pi, l∗i ) +
∑

i

l∗iLr(xi, g
∗
i ))

+
1

Nfdm
(
∑

i

Lb(ci, l∗i ) +
∑

i

l∗iLr(ti, g∗
i )). (1)

where i is the index of anchor in a batch, l∗i is the ground truth class label of
anchor i, g∗

i is the ground truth location and size of anchor i. pi and xi are the
predicted confidence and coordinates of anchor i in the APM. ci and ti are the
predicted class and coordinates of the bounding box in the FDM. Napm and
Nfdm are the numbers of positive anchors in the APM and FDM. The binary
classification loss Lb is the softmax loss over two classes (face vs. background)
confidences. We use the smooth L1 loss as the regression loss Lr.
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3.3 Training and Implementation Details

This subsection introduces the training dataset, anchor setting strategy, hard
negative mining and other implementation details.

Training Dataset. Our AFD is trained end-to-end on 12,880 images from the
WIDER FACE [14] training set. To increase the robustness of training data, each
training image is sequentially processed by color distortion, random cropping,
horizontal flipping and scale transformation, and finally gets a 896× 896 square
sub-image from original image.

Anchor Setting Strategy. We tile the anchors scaled from 16 to 512 pixels at
different detection layers as [10], and set the corresponding stride size to be a
quarter of the anchor size, which gradually doubled from 4 to 128 pixels. During
training, we firstly match each face to the anchor with the best jaccard overlap,
and then match anchors to any faces with jaccard overlap higher than 0.45.

Hard Negative Mining. After anchor matching step, the positive and nega-
tive training samples are extremely imbalance because most of the anchors are
negative, which will make training process slow and unstable. Thus we sort these
samples by the loss values and choose the top ones to make sure that the ratio
between negatives and positives is almost 3:1.

Other Implementation Details. We initialize the parameters of the base
layers from the pre-trained VGG16, and the other additional layers are randomly
initialized with the “xavier” method. We fine-tune the model using SGD with
0.9 momentum, 0.0005 weight decay and batch size 12. The maximum number
of iteration is 120k and we use 10−3 learning rate for the first 80k iterations,
and continue training for 20k iterations with 10−4 and 10−5. Our method is
implemented in Caffe [23].

4 Experiments

In this section, we first analyze our model in an ablative way, then evaluate
our model on the common face detection benchmarks and introduce its runtime
efficiency.

4.1 Model Analysis

We evaluate our model on the FDDB dataset by extensive experiments, the
experiments are carried out on the same settings, except for specified changes to
the components. Firstly, we redesign the network by directly using the regularly
paved anchors instead of the refined ones from the APM. Secondly, we cut off
the feature fusion part in FDM, and only use the independent feature maps from
different layers to detect faces. Finally, we ablate the attention proposal part.

According to Table 1, some promising conclusions can be summed up. Firstly,
we find that mAP is reduced from 98.5% to 97.9%, which indicates that the
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refined anchor in APM can help promote the performance of detector. Secondly,
cutting off the feature fusion part in FDM will deteriorate the performance
(i.e., 0.9%). Finally, the attention map can help the FDM highlight the features
from facial region and improve the performance by 0.7%.

Table 1. Ablative results on FDDB (True positive rate at 1,000 false positives).

Component AFD

Attention?
√ √ √

Feature fusion?
√ √

Anchor Refined?
√

Accuracy (mAP) 98.5 97.9 97.0 96.3

4.2 Evaluation on Benchmark

We evaluate our AFD model on the common face detection benchmarks,
including Face Detection Data Set and Benchmark (FDDB) [13] and WIDER
FACE [14].

FDDB Dataset. It consists of 5,171 faces in 2,845 images. Considering that
FDDB uses ellipse face annotation while our model outputs rectangle bounding
box. For a more fair comparison, we train an elliptical regressor to transform
our predicted bounding boxes to bounding ellipses. As illustrated in Fig. 2, our
model achieves state-of-the-art performance.

(a) Discontinuous score curves (b) Continuous score curves

Fig. 2. Evaluation on the FDDB dataset

WIDER FACE Dataset. It has 32,203 images and labels 393,703 faces with a
high degree of variability in scale, pose and occlusion. These images are divided
into three levels (Easy, Medium and Hard) according to the difficulties of the
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detection. Our model is trained only on the training set and tested on the val-
idation and test set against recent face detection methods. As shown in Fig. 3,
our model achieves state-of-the-art performance across the three subsets, i.e., on
validation set, 0.953 (Easy), 0.943 (Medium) and 0.882 (Hard) and 0.946(Easy),
0.938 (Medium) and 0.878 (Hard) on test set.

(a) Val: Easy (b) Val: Medium (c) Val: Hard

(d) Test: Easy (e) Test: Medium (f) Test: Hard

Fig. 3. Precision-recall curves on WIDER FACE validation and test sets

4.3 Runtime Efficiency

Despite great performance, the speed of our algorithm is not compromised. The
computational cost is tested on a Titan X (Pascal) and cuDNN v6.0. For a VGA-
resolution image using a single GPU, our face detector can run at 20 FPS, which
keeps the efficiency and owns higher accuracy.

5 Conclusion

In this paper, we present a single shot attention-based face detector, which
consists of two inter-connected modules, i.e., the APM and the FDM. The
APM generates the attention region and coarsely refines the anchors. The FDM
takes attention maps as input and dot-multiply them with the feature maps to
highlight the features from the facial region. Then the feature maps from the
high-level layers are integrated into the low-level layers to enrich the feature
information and output the final detection results. The whole net is trained end-
to-end fashion and tested on common face detection benchmarks, which achieves
state-of-the-art performance and keeps high efficiency.
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Abstract. Face recognition under variant illumination conditions has
been one of the major research topics in the development of face recog-
nition systems. In this paper we analyze the strength and the weakness of
different types of approaches, and design an illumination robust feature
by combining the directional and amplitude information as an optimal
solution to the problem. We first extract and process the direction and
amplitude information of the pixel changes, and then fuse them into
a comprehensive feature. We conducted our experiments on CMU-PIE
database and Extended Yale B database, and all the results have shown
the effectiveness of our approach.

Keywords: Illumination-invariant face recognition
Direction and amplitude · Local gravity · Weberface

1 Introduction

The face recognition robust to different variations including illumination, occlu-
sion and pose have been a popular topic in the field of computer vision and
biometrics. Among these, the condition of illumination is one of the most com-
mon challenges for face recognition systems. The changes of angles of lighting
can result in different shades on human face that would seriously affect the fea-
ture extraction. To cope with these problems, a wide range of methods have
been proposed. These methods were based on different principles and theories,
but generally fall in three basic categories.

The first one is preprocessing, which seeks to compensate the illumina-
tion changes with conventional image processing techniques including multi-scale
retinex (MSR) [8] and discrete cosine transform (DCT) [4].

The second category involves the modeling of human faces. This category
includes two types of modeling techniques: 3-D face modeling and illumination
modeling. The illumination cone demonstrated by Belhumeur and Kriegman in
[2], and the low dimensional linear subspace developed by Baseri and Jacob in
[1] are all examples of this category.
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 294–301, 2018.
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The third category, which is also the one our method falls into, is to seek an
illumination invariant feature representation. Zhang et al. [12] developed
“Gradientface”, using the gradient of pixel intensity as an illumination invari-
ant feature representation. In [9] a similar approach is presented, only using
local gravitational force angle instead of gradients to represent the direction of
pixelwise intensity change, and it received promising results. Wang et al. [11]
followed a different idea. They utilized the amplitude of change around single
pixels. Builing upon the weber law presented in [3], they developed “weberface”
that use the ratio of the variation of pixel to the pixel intensity as a invariant
feature.

All of these methods mentioned above have their own strength as well as
shortcomings. The directional based approaches such as [12] and [9] ignores the
difference between discernable facial attributions (eyes, mouth, nose) and other
irrelevant details. The information regarding the amplitude of pixel intensity
change is also lost in the process. As for amplitude oriented methods such as
Weberface [11], the use of gaussian smoothing filter in the preprocess stage will
result in the loss of details, which will affect the accuracy in the recognition stage.
Therefore it is an intuitive thought to combine the strength of both methods, and
produce the best balance between them. Based on the previous considerations,
we present local directional amplitude feature (LDAF).

2 Proposed Method

In this section, we introduce the method of extracting our LDAF. Our method is
composed of two major parts. The first is local force direction (LFD), inspired by
[9], to extract the directional information of the pixel changes. The other is local
amplitude ratio (LAR), inspired by [11], to extract the major facial attributions
by applying weber’s law locally on each pixel. In order to exploit the advantages
of these two types of methods, we fuse them in a linear form, adjusted by their
corresponding weights, which can be tuned according to the real application.

2.1 Local Force Direction Feature Representation

Motivated by [9], we take local gravitational force as an indicator of the direction
of the pixel changes, and develop the directional part of our scheme. The local
gravitational force between two adjacent pixels is:

F12 = G
I1I2
r2

(1)

in which I1 and I2 are the intensity of the two adjacent pixels, and r is the
distance between the two pixels, which will be set as 1 if the two pixels are
horizontally or vertically adjacent, and

√
2 if they are orthogonally adjacent.

Now let us consider a 3 × 3 window, as shown in Fig. 1. Each of the 8 sur-
rounding pixels exerts gravitational force on the center pixel. If we decompose
the force on the center pixel on direction X and Y, we get:

Fcjx = Fcj × cos θcj Fcjy = Fcj × sin θcj (2)
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Fig. 1. Local gravity exerted on the center pixel in a 3 × 3 window

in which Fcjx denotes the gravitational forced exerted on the center pixel by the
surrounding pixel pj (1 � j � 8), θcj denotes the angle between the center pixel
and the j-th pixel. In this way, the total force exerted on the center pixel can be
expressed as:

Fx =
8∑

j=1

(Fcj × cos θcj) Fy =
8∑

j=1

(Fcj × sin θcj) (3)

Therefore, we can get the direction of the local gravitational force (LFD) as:

LFD = arctan(

∑8
j=1(Fcj × sin θcj)

∑8
j=1(Fcj × cos θcj)

) (4)

We adopt the Lambertian reflectance model, that the intensity of a pixel can
be seen as the product of two parts, reflectance and illuminance:

Ii = Ri × Li (5)

It has been proven in [9] that α is determined exclusively by the reflectance,
which means that α is illumination invariant. Then we can apply this model to
the 3 × 3 window in Fig. 1, and obtain the local force direction on each pixel:

LFD = arctan(
− I2√

2
− I3 − I4

2
√
2

+ I6
2
√
2

+ I7 + I8
2
√
2

−I1 − I2
2
√
2

+ I4
2
√
2

+ I5 + I6
2
√
2

− I8
2
√
2

) (6)

2.2 Local Amplitude Ratio Based on Weber Law

Following the spirit of weber law, we develop the amplitude part of our illumina-
tion invariant feature. If we denotes the difference of a pixel with its surrounding
pixels as ΔI and the pixel itself as I, then by their ratio k = ΔI/I we can deter-
mine if the area around the pixel is a perceptual feature such as the edges of
nose and eyes. In this way we can utilize the amplitude of the change of pixel in
the image as an illumination invariant feature.
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The Local Amplitude Ratio (LAR) of a center pixel and its 8 surrounding
pixels in a 3 × 3 window can be expressed as:

LAR = arctan(α
8∑

i=1

Ic − Ii
Ic + λ

) (7)

where Ic denotes the intensity of the center pixel, while Ii denotes the intensity
of the eight surrounding pixels. α is a parameter for magnifying the difference
between the adjacent pixels. λ = 0.01 is added to the denominator in case Ic is
too small and results in calculation error during devision. arctangent function is
adopted in case the output gets too large.

2.3 Local Directional Amplitude Feature

Having obtained LFD and LAR, we can begin constructing our LDAF. First
we preprocess the input facial image before the feature extraction process. As
shown in (7), laplacian operator has been applied to obtain LAR, which, however,
is sensitive to to noisy pixels. Therefore Gaussian smoothing is applied to the
original facial image I beforehand:

I ′ = I ∗ G(x, y, σ) (8)

G(x, y, σ) =
1

2πσ2
exp(−x2 + y2

2σ
) (9)

where I is the original image, and I ′ is the processed image after Gaussian
smoothing. G denotes the Gaussian kernel, and σ is the standard deviation. ∗
denotes convolution operation.

In order to exploit the merits of both LFD and LAR, we linearly combine
these two features, controlling their portion through their corresponding weights,
and form our Local Directional Amplitude Feature (LDAF)

LDAF = w1LFD + w2LAR

(w1 + w2 = 1)
(10)

With such a combination, we are able to exploit the merits of both the
LFD and LAR. Just like the samples shown in Fig. 2, the extracted feature face
depicted both the details and the facial attributions clearly.

3 Experiments

In this section we conduct extensive experiments on two of the most widely used
databases: CMU-PIE [10] and Extended Yale B [5]. In the following part, we will
introduce our implementation on these two databases separately, introducing the
experiment setup first, and then presenting our results. In order to examine the
superiority of our method, we conduct the same experiments on some of the
methods presented in the literature for comparison.
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3.1 Experiments on CMU-PIE

Experiment Setup. The illumination subset of CMU-PIE database (Pose27,
1428 images) consists of 68 subjects under 21 different illuminations. All the
images have been properly aligned and cropped to 128*128. In our experiment
we choose all of the images of the 68 subjects under each illumination as gallery,
and the rest 20 illuminations as probe. We use l2 norm as the similarity measure.
We calculate the l2 norm of gallary and probes under each illumination, and find
the probe most similar to the gallery as the result of the 21 rank 1 recognition.
After extensive experiments, we have found the best set of parameters for our
model: α = 5, σ = 0.75, w1 = 0.6, w2 = 0.4. When these conditions are satisfied,
our model yields the highest recognition rate. The sample face of the first subject
in the CMU-PIE database in shown in Fig. 2.

Results on CMU-PIE. In order to examine the effectiveness of our model, we
compare our method with some of the state-of-art approaches in the literature,

(a)

(b)

Fig. 2. (a) Original images from CMU-PIE (b) Samples of LDAF face from CMU-PIE

Fig. 3. Recognition rates versus gallery illuminations on CMU-PIE
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namely, LG-face [9], Weberface [11], G-face [12], HE [6], DCT [4], MSR [8] and AS
[7]. All algorithms are fine-tuned accrording to their own papers. The recognition
rates on every one of the 21 illuminations in the gallery is shown in Fig. 3. As we
can see, the LDAF remains the top under most of the illumination conditions.
The average recognition rate of our method also excels among all the methods,
as shown in Table 1. Notably, LDAF has not only shown remarkable recognition
rate on the average, but also shown great stability across illumination, swaying
within a margin of only 10%.

Table 1. Recognition Rate for Different Methods on CMU-PIE

Method LG-face Weberface G-face HE DCT MSR AS LDAF

Accuracy 94.73 88.81 96.08 22.01 63.86 63.44 65.50 96.54

3.2 Experiments on Extended Yale B

Experiment Setup. The Extended Yale B database contains image of 38 sub-
jects under 64 different illumination conditions. The whole database is divided
into 5 subsets according to the angle of illumination: Subset 1 (illumination
angle 0◦ to 12◦, 7 images per subject), Subset 2 (illumination angle 13◦ to
25◦, 12 images per subject), Subset 3 (illumination angle 26◦ to 50◦, 12 images
per subject), Subset 4 (illumination angle 51◦ to 77◦), and Subset 5 (illu-
mination angle greater than 78◦, 19 images per subject). In Subset 1, the
images with the illumination condition “A+000E+00” have the best illumina-
tion and are taken as the gallery, all the rest images in 5 subsets are used as
probes. We conduct our rank 1 recognition experiment on 5 subsets separately.
After extensive experiments, we discovered the optimal parameters for this
dataset: α = 2, σ = 1, w1 = 0.6, w2 = 0.4. Some samples of our LDAF images on
Extended Yale B is shown in Fig. 4.

(a)

(b)

Fig. 4. (a) Original images from Extended Yale B (b) Samples of LDAF face from
Extended Yale B
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Table 2. Recognition Rate for Different Methods on Extended Yale B

Methods S1 S2 S3 S4 S5 Average

LG-face 97.78 100 94.19 91.12 86.45 93.95

Weberface 74.74 98.73 73.73 80.73 80.39 81.67

G-face 98.48 100 94.19 84.41 86.81 92.78

HE 60.60 28.53 68.18 13.20 47.05 31.24

DCT 93.94 94.95 61.36 44.15 39.93 66.85

MSR 51.57 49.27 45.20 11.25 16.75 34.79

LDAF 97.92 100 94.53 94.87 94.48 96.36

Results on Extended Yale B. Similar to the experiments on CMU-PIE,
we also compare our method with the previous methods in the literature. The
recognition rates on all 5 subsets and the average rates are shown in Table 2.
The results have once again shown the superiority of our method: LDAF has not
only shown outstanding accuracy on every subset, but are also stable across all
the subsets, especially on Subset 4 and 5 which are the most challenging subsets
due to the large illumination angles.

4 Conclusion

In this paper we have proposed a new illumination invariant feature called Local
Directional Amplitude Feature for illumination robust face recognition tasks.
Our method is able to utilize both the directional information and the ampli-
tude information of the local pixel changes, and reaches a balance between the
emphasis on discernible facial features and the preservation of details. Extensive
experiments have been carried out on some of the most classic databases to prove
the merits of our method.
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Abstract. Facial expressions are generated by contractions of facial mus-
cles. The contractions lead to variations in the appearance of facial parts.
It has been proved that the features from different facial parts can improve
the accuracy of facial expression recognition. In this paper, we propose
a bilinear encoding model for facial expression recognition. Our system
uses the still facial expression images as inputs and employs the bilinear
convolutional networks to capture the features in the appearance of facial
parts. It detects crucial facial parts and extracts the appearance features
simultaneously with end-to-end learning. To verify the performance of our
system, we have made experiments on two popular expression databases:
CK+ and Oulu-CASIA. The experimental results show that the proposed
method achieves comparable or better performance compared with the
state-of-the-art methods for facial expression recognition.

Keywords: Facial expression recognition · Facial parts
Appearance features · Bilinear encoding

1 Introduction

Facial expression recognition (FER) is an important research topic in the field of
pattern recognition and computer vision, as it is desired in a wide range of appli-
cations in human-computer interaction (HCI) and health care. Over the last 10
years, even though a number of researches on facial expression recognition have
been made, it is still a challenging problem. One of the key problems is how to
extract facial expression specific features and avoid the influence of illumination,
location, pose, and viewpoint etc.

Studies in psychology have shown that facial expressions are generated by
contractions of facial muscles. The contractions result in temporally deformed
facial features such as eyelids, eye brows, nose, lips and skin texture, often
revealed by wrinkles and bulges. These facial parts contain the most descrip-
tive information for representing expressions. It has been proved that extraction
of facial features by dividing the face region into several parts can achieve bet-
ter accuracy. This is primarily due to part-based methods focus on the feature
c© Springer Nature Switzerland AG 2018
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changes in the crucial regions of the face, and their invariance to position and
pose of the face. Thus, in the past decade, a lot of part-based features extraction
methods have been proposed. Zhong et al. [1] divided the face into 64 sub regions
and explored the common facial patches which are active for most expressions
and special facial patches which are active for specific expressions. And they used
features of several facial patches to classify facial expressions. Happy et al. [2]
proposed a novel framework for expression recognition by using appearance fea-
tures of selected facial patches. A few prominent facial patches which are active
during emotion elicitation are extracted depending on the position of facial land-
marks. These active patches are further processed to obtain the salient patches
containing discriminative features for classification of each pair of expressions,
thereby selecting different facial patches as salient for different pair of expres-
sion classes. Liu et al. [3] incorporated a deformable parts learning component
into 3D CNN framework. It can detect specific facial action parts under the
structured spatial constraints, and obtain the discriminative part-based repre-
sentation simultaneously. Perveen et al. [4] divided the face into expressive salient
regions. Deep CNN based feature extraction was implemented for extracting fea-
tures from each region and then inputed into the SVM. However, these methods
need to localize crucial facial parts firstly and model the appearance conditioned
on their detected locations. It usually require quite accurate and reliable detec-
tion as well as tracking of the facial landmarks, it is sometimes difficult to achieve
in many practical situations. Moreover, separating the face into different parts
can be time-consuming and computationally expensive. Sometimes, the parts
selected may not be optimal for the facial expression recognition task.

In this paper, We focus on facial expression recognition in still images. Learn-
ing and extracting features from static images are more suitable for applications.
To avoid the problems mentioned above, we propose a facial expression bilin-
ear encoding model (FEBE). It is based on the idea of bilinear convolutional
networks (bilinear CNNs) [5], and it has been provided that bilinear CNNs com-
bine both part-based models and appearance models. FEBE can detect crucial
facial parts automatically and extract the appearance features on their detected
locations simultaneously. In the experiments, we apply FEBE on two popular
expression databases, CK+ [6] and Oulu-CASIA [7]. We show that FEBE has a
good performance in facial expression recognition, and the recognition accuracy
is even better than that of some methods which utilize dynamic information.
The remainder of this paper is organized as follows, Sect. 2 details the proposed
facial expression bilinear encoding model. In Sect. 3, the experiments we have
performed to evaluate the performance of FEBE are presented and compared
with several recent facial expression recognition methods. The conclusions are
presented in Sect. 4.

2 Proposed Method

In this section, we detail the components and architecture of FEBE. An overview
of the proposed FEBE is illustrated in Fig. 1.
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Fig. 1. An overview of the proposed facial expression bilinear encoding model. Two
VGG-16 based extractors extract features from the same facial expression image. A
facial expression descriptor is produced with bilinear encoding model and is used as
the input of softmax classifier.

2.1 Feature Extractors

Considering the advantages of CNNs, the feature extractors in this paper are
based on VGG-16. We consider a partial network of it with initial parameters
obtained from pre-trained model on ImageNet dataset truncated at the last con-
volutional layer (conv5 3), followed by non-linearity (ReLU) and max pooling
as feature extractor. This CNNs based extractor can extractor high-level fea-
tures from raw images. However, previous work has shown that without the part
localization, CNNs typically don’t perform as well since there is a tremendous
variation in appearance due to different poses or positions of the face. In order
to combine the CNN based extractor with a detector that localizes various parts
of the face, in this paper, we introduce two feature extractors. One of the feature
extractors can be considered as a part detector which extracts position informa-
tion and the other can be considered as a local feature extractor which extracts
appearance information. These two extractors are similar to the two pathways
in the human visual cortex: the ventral stream (which performs object identi-
fication and recognition) and the dorsal stream (which processing the object’s
spatial location relative to the viewer).

2.2 Bilinear Encoding

A bilinear encoding model B for image classification consists of a quadruple
B = (fA, fB ,P, C). where fA and fB are feature extract functions, P is the
pooling function and C is the classification function. The feature function is
a mapping f : L × I → R

(hw)×c, which takes an image I, a location L and
outputs a feature of size (hw) × c, where h, w and c are height, width and
channels of feature maps respectively. For each location, we extract features
fA (l, I) and fB (l, I). They contain both appearance and location information.
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These two features are then combined at each location using outer product:
bilinear(l, I, fA, fB) = fA (l, I)T ⊗ fB(l, I), where l ∈ L, I ∈ I. In other words,
multiplication is performed on features from each channel at each location on
the input image. Here, bilinear(l, I, fA, fB) is an appearance representation of
the input facial expression image at location l. The pooling function P in this
work aggregates the bilinear feature across all locations in the image by sum all
of them, i.e,

φ(I) =
∑

l∈L
bilinear(l, I, fA, fB) =

∑

l∈L
fA (l, I)T ⊗ fB(l, I), φ(I) ∈ R

d

where φ(I) is a global image representation of the input facial expression image.
d denotes the encoded feature dimensions.

2.3 Facial Expression Bilinear Encoding Model

In facial expression bilinear encoding model (FEBE), two VGG-16 based extrac-
tors (mentioned in 2.1) serve as fA and fB . In our experiment, the two extractors
extract features from the same facial expression image whose size is 64×64, and
resulting in a 2 × 2 × 512 outputs (2 × 2 and 512 denote the spatial dimen-
sions and the channel of feature maps respectively). After we get the outputs
from the two extractors, we produce a facial expression descriptor (x = φ(I))
with bilinear encoding. The facial expression descriptor can be normalized to
provide additional invariance. In this work, we perform power normalization
y = sign(x)

√|x|, followed by l2 normalization z = y/‖y‖2. Then, the final facial
expression descriptor can be used with a softmax classification function.

Table 1. Comparisons of different methods on the CK+ database.

Method Classes Feature Strategy Accuracy

HOG 3D [10] 7 Dynamic 10 folds 91.44%

TMS [11] 6 Dynamic 4 folds 91.89%

3DCNN-DAP [3] 7 Dynamic 15 folds 92.40%

Inception [12] 6 Static 5 folds 93.20%

Happy et al. [2] 6 Static 10 folds 94.09%

STM-ExpLet [13] 7 Dynamic 10 folds 94.19%

IACNN [14] 7 Static 8 flods 95.37%

DTAGN [15] 7 Dynamic 10 folds 97.25%

PPDN [16] 6 Static 10 folds 97.30%

PHRNN-MSCNN [17] 7 Dynamic 10 folds 98.50%

FEBE 7 Static 10 folds 94.30%



306 H. Zhang et al.

In FEBE, the bilinear encoding model captures pairwise correlations between
the feature channels at each location and can model part-feature interactions. In
our experiment, the spatial dimensions of the features obtained from two feature
extractors are 2×2, that means the features maps are divided into 4 locations, i.e.
the input image is divided into 4 parts. Every channel of the features extracted
from an facial expression image at each location l interacts with other channels,
thus leading to a powerful feature representation (bilinear features) for the input
image. Then, the pooling function aggregates the bilinear features across all
the 4 locations in the feature maps, the final representation of the input facial
expression image contains all the location information and appearance features.
We can consider that our bilinear encoding model is proposed to model two-
factor variations, i.e. part location and appearance. If one of the networks is a
part detector of face and the other a local feature extractor. Therefore, it bridges
the gap between appearance models and part-based CNN models.

Table 2. Confusion matrix of FEBE on the CK+ database. The labels in the leftmost
column and on the top represent the ground truth and prediction results, respectively.

An Co Di Fe Ha Sa Su

An 90.37% 2.22% 0% 0% 0% 7.41% 0%

Co 11.11% 66.67% 0% 5.56% 0% 11.11% 5.56%

Di 0% 0% 96.61% 0% 0% 3.39% 0%

Fe 0% 2.67 0% 90.67% 6.67% 0% 0%

Ha 0% 0% 0% 0% 100% 0% 0%

Sa 7.14% 0% 0% 0% 0% 92.86% 0%

Su 0% 2.01% 0% 0% 0% 0% 97.99%

3 Experiments

3.1 Implementation

Since the research object of facial expression recognition is human face, but most
of the facial expression database is a face image containing background. So it
is necessary to preprocess to detect and cut only the face region. In this paper,
face alignment is conducted to reduce variation in face scale and in-plane rota-
tion on each facial image based on the facial landmarks detected with a Super-
vised Descent Method (SDM) [8]. The detected face are cropped and rescaled to
64 × 64. To avoid over-fitting, two types of data augmentation strategies are
adopted: rotate and flip horizontal. First, each preprocessed training image is
rotated at angles of −15◦,−10◦,−5◦, 5◦, 10◦, 15◦. Then, they are flipped hori-
zontally. Finally, there are 14 possible samples in one image.
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For boosting the performance of FEBE, we train it in two steps. Firstly, we
pretrain FEBE on the Facial Expression Recognition (FER2013) database [9]
with 40 epochs. Optimizing the softmax loss using stochastic gradient decent
with a batch size of 200, momentum of 0.9. The learning rate and weight decay
are 0.01, 0.005 for the feature extractors. We adjust them as 0.1, 0.0001 for
the last layer. Then we fine-tune on each training set to further improve the
performance of FEBE. In this stage, we change the learning rate for the feature
extractor and the last layer from 0.01 and 0.1 to 0.001 and 0.01, respectively.

Table 3. Comparisons of different methods on the Oulu-CASIA database.

Method Classes Feature Strategy Accuracy

HOG 3D [10] 6 Dynamic 10 folds 70.63%

AdaLBP [7] 6 Dynamic 10 folds 73.54%

STM-ExpLet [13] 6 Dynamic 10 folds 74.59%

IL-CNN [18] 6 Static 10 folds 77.29%

DTAGN [15] 6 Dynamic 10 folds 81.86%

PPDN [16] 6 Static 10 folds 84.59%

PHRNN-MSCNN [17] 6 Dynamic 10 folds 86.25%

FEBE 6 Static 10 folds 79.02%

3.2 Experimental Results

In all databases, we report the results using 10-fold cross validation protocol. In
order to ensure the generalization ability of classifiers, the database separated
in ten groups without subject overlap between the groups. For each run, nine
groups are used for training and the remaining is employed to testing. The
performance of the proposed FEBE is compared with several methods evaluated
on two databases. Moreover, the confusion matrices are reported.

Table 4. Confusion matrix of FEBE on the Oulu-CASIA database. The labels in the
leftmost column and on the top represent the ground truth and prediction results,
respectively.

An Di Fe Ha Sa Su

An 74.17% 8.75% 5.42% 0% 11.67% 0%

Di 21.25% 71.25% 1.25% 0% 6.25% 0%

Fe 8.75% 2.50% 70.00% 11.25% 1.25% 6.25%

Ha 3.75% 0% 4.58% 89.17% 2.50% 0%

Sa 15% 5% 0% 1.25% 78.75% 0%

Su 0% 0% 7.50% 0% 1.67% 90.83%
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Results on the CK+ database. The CK+ database [6] consists of 593
sequences collected from 123 different subjects. Each image sequence starts with
a neutral facial expression and ends with a peak facial expression. Among these
videos, only 327 sequences from 118 subjects are annotated with six basic facial
emotions, i.e. Angry (An), Disgust (Di), Fear (Fe), Happy (Ha), Sadness (Sa),
and Surprise (Su) and one non basic expression Contempt (Co). In this work,
the last three frames per sequence are considered for training and testing. Thus,
the CK+ database contains 981 images for our experiments. The results are
reported as the average score of the ten runs and the comparison results are
presented in Table 1. FEBE achieves an average recognition accuracy of 94.30%
on the CK+ database for the seven expressions. Table 2 is the confusion matrix
of the proposed FEBE on the CK+ database.

Results on the Oulu-CASIA database. The Oulu-CASIA database [7] consists
of 480 sequences collected from 80 different subjects. Each sequence begins with
a neutral emotion, ends with a peak of the emotion. All sequences have been
labeled with six basic emotions. The last three frames of each sequence is selected
for training and testing. Hence, there are 1440 images totally. The results are
also reported as the average of 10 runs and the comparison results are presented
in Table 3. FEBE achieves an average recognition accuracy of 79.02% on the
Oulu-CASIA database for the six basic expressions. The confusion matrix of the
proposed FEBE model is reported in Table 4.

As showed in Tables 1 and 3, FEBE achieves better or at least compara-
ble performance compared to the state-of-the-art methods. Note that, some of
the state-of-the-art methods utilized dynamic features extracted from image
sequences. The proposed FEBE takes only raw static images, which is more
favorable for online applications or snapshots where per frame labels are
preferred.

4 Conclusions

In this paper, we propose a facial expression bilinear encoding model (FEBE).
This model captures pairwise correlations between the feature channels and can
model part-feature interactions. It can detect crucial facial parts and extract the
appearance features on their detected locations simultaneously. It is a concise
and end-to-end trainable model. We have demonstrated that the proposed FEBE
achieves comparable or better performance compared with the state-of-the-art.
It provides a general model for the task of facial expression recognition.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (No. 61472393).
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Abstract. Face clustering is an important topic in computer vision.
It aims to put together facial images that belong to the same person.
Spectral clustering-based algorithms are often used for accurate face
clustering. However, a big occlusion matrix is usually needed to deal
with the noise and sparse outlying terms, which makes the sparse coding
process computationally expensive. Thus spectral clustering-based algo-
rithms are difficult to extend to large scale datasets. In this paper, we
use the image gradient feature descriptor and scalable Sparse Subspace
Clustering algorithm for large scale and high accuracy face clustering.
Within the image gradient feature descriptor, the scalable Sparse Sub-
space Clustering algorithm can be used in large scale face datasets with-
out sacrificing clustering performance. Experimental results show that
our algorithm is robust to illumination, occlusion, and achieves a rela-
tively high clustering accuracy on the Extended Yale B and AR datasets.

Keywords: Face clustering · Scalable sparse subspace clustering
Image gradient feature descriptor

1 Introduction

With the development of Internet, the problem of image organization and man-
agement has become an important issue. Naturally, most Internet images con-
tain human faces. To better understand and manage face images, face clustering
becomes an essential task. Face clustering aims to group faces which refer to the
same people together. It has many applications, such as a preprocessing step
for face retrieval and face tagging. Many face clustering algorithms have been
reported in recent years [1–3]. Although great progress has been achieved, face
clustering algorithms still suffer from large variations in illumination, expression
c© Springer Nature Switzerland AG 2018
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and occlusion, etc. Spectral clustering-based algorithms can handle noise and
outliers in data samples and thus have drawn much attention in recent years for
face clustering. Methods such as Enhanced Sparse Subspace Clustering, Condi-
tional Pairing Clustering, and Subspace Clustering based on Orthogonal Match-
ing Pursuit are recent novel face clustering approaches. The application showed
that these methods not only have computational efficiency, but also achieve the
best balance between accuracy and efficiency [4–7]. Besides, the method named
sorted local gradient pattern and color image inpainting algorithm are highly
discriminative and robust [8,9].

The first step of spectral clustering-based algorithms is to construct an affin-
ity matrix, and then Normalized Cuts [10] is employed to segment the data sam-
ples into different clusters. Various spectral clustering-based algorithms have been
proposed based on sparse and low-rank representation. The main difference of
these algorithms is construction of the affinity matrix. Sparse Subspace Clustering
algorithm [11,12] uses the l1 norm regularization on the coefficient matrix to find
the sparsest representation of each data sample. Low-Rank Representation algo-
rithm [13–15] employs nuclear norm to seek the lowest rank representation of all
data samples. Least Squares Regression algorithm [16] encourages l2 norm regu-
larization on the coefficient matrix to obtain a block diagonal solution. In particu-
lar, Sparse Subspace Clustering algorithm is well supported by theoretical analysis
and achieves state-of-the-art results on many publicly available datasets [17].

There are still some issues to be further addressed for clustering various face
images when using spectral clustering-based algorithms. Most of the spectral
clustering-based algorithms are difficult to extend to large scale datasets because
of the sparse outlying term represented by a variable matrix [E] is in the objective
function, seen in Eq. (8). In addition, for the noise item, its complexity is deter-
mined by the feature dimension. For example, if the dimensionality of features
used in Sparse Subspace Clustering algorithm is 4096, then an extra 4096×4096
noise matrix is needed. Such a big noise term will make the sparse coding process
computationally expensive and sometimes even prohibitive when the dimension-
ality of features is high. While the clustering accuracy will be down dramatically
without the noise and sparse outlying terms. What’s more, the ability to cope
with various illumination and occlusion for spectral clustering-based algorithms
still needs to be improved.

Feature descriptors provide a possible solution to deal with the above prob-
lems. A low dimensional yet powerful feature descriptor is very helpful for face
clustering. Recent studies have shown that the image gradient feature descrip-
tor is widely used in many applications: face recognition, face alignment, visual
tracking [18–20]. Compared with pixel based methods, the image gradient fea-
ture descriptor is less sensitive to variations of illumination and occlusion. The
dimensionality of the image gradient feature descriptor is lower compared with
other frequently used feature descriptors. In this paper, we propose a scalable
Sparse Subspace Clustering algorithm for face clustering utilizing the image gra-
dient feature descriptor. Our algorithm achieves a satisfying clustering accuracy
and can be applied to large scale face datasets.
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The main contributions of our work are summarized as follows.

(1) We proposed a scalable Sparse Subspace Clustering algorithm for face clus-
tering utilizing the image gradient feature descriptor. Our algorithm achieves
a better clustering performance than other spectral clustering-based algo-
rithms. Besides, the computational cost of our algorithm is low, which pro-
vides a promising solution for large scale and high accuracy face clustering
problem.

(2) The image gradient feature descriptor is first introduced to cluster large scale
face datasets. Different feature descriptors are compared for face clustering.
Experimental results show that image gradient feature descriptor is very
simple but very competitive compared with other feature descriptors, e.g.,
HOG, LBP and Gabor.

2 Image Gradient Based Subspace Clustering Algorithm

2.1 Image Gradient Feature Descriptor

Given a face image Ii ∈ R
w×h, we compute the gradient and the corresponding

gradient orientation:

Φi = arctan
Hy ∗ Ii

Hx ∗ Ii
, (1)

where Hx and Hy are the differential filters along the horizontal and vertical face
image axis respectively, Hx∗Ii ∈ R

w×h and Hy ∗Ii ∈ R
w×h denote the horizontal

and vertical convolution of the face image. We write Φi in lexicographic order
and stack it as a m dimensional vector φi, then we have the image gradient
feature descriptor as follows:

f (φi) =
1√
m

[
cos (φi)

T + j sin (φi)
T
]T

, (2)

where
cos (φi) = [cos (φi (1)) , ..., cos (φi (m))]T ,

sin (φi) = [sin (φi (1)) , ..., sin (φi (m))]T .

Next, we will illustrate that the image gradient feature descriptor is a simple
yet powerful feature descriptors to measure image similarity and thus it is useful
for face clustering. With the image gradient feature descriptor, the correlation
of two face images can be expressed as:

c (fi, fj) = fT
i fj =

1
m

∑m

k=1
cos (Δφij (k)), (3)

where Δφij = φi − φj is the difference of the feature descriptor between face
image Ii and Ij . The difference of two face images can be written as:

d2 (fi, fj) =
1
2
‖fi − fj‖22 = 1 − 1

m

∑m

k=1
cos (Δφij (k)). (4)
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Definition 1. If two images Ii and Ij are dissimilar, then Δφij (k) ∼ U [0, 2π].

Definition 1 has already been verified by [20]. From Eqs. (3) and (4), we can
see that if two face images are similar to each other, then c → 1, d → 0. Note that
similar feature descriptor has also been used in [20,21]. This feature descriptor
is robust to outliers and there is no need to add the noise term in the sparse
coding process.

2.2 Scalable Sparse Subspace Clustering

We denote the i-th face image as vector yi ∈ R
m (m = w × h) by stacking its

columns. Then the dataset of n face images can be represented as a matrix
Y = [y1, ...yn] ∈ R

m×n. According to [22], yi can be represented by a linear
combination of other images:

yi = Y xi, xii = 0, (5)

where xi = [xi1, ..., xin]T ∈ R
n×1, xii = 0 avoids writing a face image as a linear

combination of itself. Because the solution is not unique, l0 norm is used as a
constraint to seek the sparse solution of Eq. (5). Considering the non-convexity
of l0 norm, l1 norm is replaced with the l0 norm and Eq. (5) becomes:

min ‖xi‖1 s.t. yi = Y xi, xii = 0. (6)

We rewrite Eq. (6) in matrix form:

min ‖X‖1 s.t. Y = Y X, diag (X) = 0. (7)

In order to deal with the corrupted or occluded face images, the noise term is
usually added in Eq. (7):

min ‖X‖1 + ‖E‖1 s.t. Y = Y X + E, diag (X) = 0. (8)

Eq. (8) is first proposed in [11,12]. However, the noise term prohibits this algo-
rithm using in large scale face datasets.

If we remove the noise term from Eq. (8) directly, the clustering performance
will decrease dramatically. Fortunately, the powerful image gradient feature
descriptor provides an opportunity to remedy this drawback. With the image
gradient feature descriptor, there is no need to use the noise term. Based on
the above analysis, the proposed scalable Sparse Subspace Clustering (sSSC) is
formulated as:

min ‖X‖1 s.t. Y = Y A, A = X − diag(X). (9)

Augmented Lagrange Multiplier method is used to solve this problem. The aug-
mented Lagrangian function of Eq. (9) is defined by:

L (A,X,Δ1,Δ2) = min ‖X‖1 + tr
(
ΔT

1 (Y − Y A)
)

+ tr
(
ΔT

2 (A − (X − diag (X)))
)

+ μ
2

(
‖Y − Y A‖2F + ‖A − (X − diag (X))‖2F

)
,

(10)
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where ΔT
1 , ΔT

2 are the Lagrangian multipliers, tr denotes the trace operator of a
matrix, μ is the penalty term. Eq. (10) can be minimized through an alternative
strategy with respect to A and X by fixing the other variables and then we
update ΔT

1 , ΔT
2 and μ as the following forms:

Ak+1 = arg min
A

Lμk(A,Xk,Δk
1 ,Δ

k
2), (11)

Xk+1 = arg min
X

Lμk(Ak+1,X,Δk
1 ,Δ

k
2), (12)

Δk+1
1 = Δk

1 + μk
(
Y − Y Ak+1

)
, (13)

Δk+1
2 = Δk

2 + μk
(
Ak+1 − Ck+1

)
, (14)

μk+1 = ρμk. (15)

Eq. (11) can be solved by computing the derivative of L with respect to A and
setting it to zero:

Ak+1 =
(
μ

(
Y T Y + I

))
(
μY T Y + μ (C − diag (C)) + Δ1 − Δ2

)
.

(16)

Eq. (12) can be solved by the soft threshold method:

Xk+1 = J − diag (J)
J = S 1

µ

(
Ak+1 + Δk

2
μ

)
,

(17)

where S is the soft-thresholding operator. After obtaining the representation
parameter, we define the affinity matrix as

(|X| +
∣∣XT

∣∣) /2. Then Normalized
Cuts [10] is used to segment the image datasets. In summary, given face images,
we extracted the image gradient feature descriptor (IG). Then we put the feature
vectors to the scalable Sparse Subspace Clustering algorithm (sSSC) to cluster
the face images.

3 Experiments

Experiments are conducted on two datasets: the Extended Yale B and the AR
datasets. The Extended Yale B [23] dataset consists of 2,414 frontal face images
from 38 subjects under various lighting conditions. The cropped and normal-
ized 192 × 168 face images are captured under various controlled lighting condi-
tions [24]. The AR dataset consists of over 4,000 face images from 126 subjects.
For each subject, 26 face images are taken in two separate sessions. These images
suffer from different facial expressions (neutral, smile, anger, and scream), illu-
mination variations (left light on, right light on, and all side lights on), and
occlusion by sunglasses or scarf.

The clustering result is evaluated by the error rate:

error = 1 −
∑n

i=1 δ (yi,map(si))
n
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where yi and si is the obtained cluster label and the ground truth label, δ is the
delta function, map(si) is the permutation function that maps each cluster label
si to the equivalent label in y. All of the experiments are implemented using
MATLAB on a Intel Core i7-2600 3.40 GHZ machine with 16 GB memory.

3.1 Experimental Results on the Extended Yale B Dataset

The first 10 subjects of Extended Yale B dataset are used to validate the cluster-
ing accuracy of our algorithm. Different feature descriptors are extracted from
the original cropped images (192 × 168) and then sent to the sSSC algorithm
for face clustering. Similar to other sparse representation algorithms for data
processing, we use l2 norm to normalize all of the feature descriptors. Because
of the high dimensional feature descriptors, PCA is used to project all of the
feature descriptors to k × 6, where k is the number of subspaces (here is the
number of person). The parameter μ is tuned empirically to have the best clus-
tering results across all of the 10 subjects. The compared feature descriptors are
listed as follows.

Local Binary Patterns (LBP) [25]: The standard uniform LBP opera-
tor LBPU2

8,2 is used with the MATLAB source code from [25,26]. Cell size
of 8 × 8 is used to form a local histogram of 59 uniform patterns. His-
tograms of all the cells are combined to represent the whole image, resulting
a 29736 (192/8 × 168/8 × 59) dimensional feature descriptor. Gabor Energy
Filters (Gabor) [27]: For the Gabor feature descriptor, similar to [28], a filter
bank of 5 scales and 8 orientations are used. We also down-sample the obtained
feature descriptor by a factor of 16. Then the combined 40 filters result in a
80640 (192 × 168 × 40/16) dimensional feature descriptor. Histogram of the Ori-
ented Gradient (HOG) [29]: For the HOG feature descriptor, we use the toolbox
from [30]. The Spatial bin size is 8 × 8. Four different normalizations are com-
puted using adjacent histograms, resulting in a 9 × 4 length vector for each
region. Thus a total number of 18144 (192/8 × 168/8 × 36) dimensional feature
descriptor is extracted from the cropped image.

The clustering accuracy of different feature descriptors is shown in Fig. 1.
From Fig. 1, we can see that image gradient feature descriptor achieves the best
clustering performance. Besides, LBP feature descriptor performs better than
HOG and Gabor feature descriptors. This may be because LBP feature descrip-
tor is more robust to illumination changes than HOG and Gabor feature descrip-
tors. Although HOG feature descriptor also utilizes image gradient information,
the quantization process may lose some useful information and lead to a poor
performance on face clustering task.

Besides, we also compare our algorithm with other subspace clustering algo-
rithms. The compared algorithms are: Sparse Subspace Clustering algorithm
(SSC) [11], Low-rank Recovery algorithm (LRR) [14] and Least Squares Regres-
sion algorithm (LSR) [16]. In order to have a fair comparison, we test all of the
algorithms (including our algorithm) on the down-samples images of resolution
48 × 42 without performing PCA projection. All of the parameters are tuned
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Fig. 1. Clustering errors of different feature descriptors on the Extended Yale B dataset
(the less, the better). IG: image gradient feature descriptor, HOG: HOG feature descrip-
tor, LBP: LBP feature descriptor, Gabor: Gabor feature descriptor.
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Fig. 2. Clustering errors of different algorithms on the Extended Yale B dataset (the
less, the better). LBP, Gabor and HOG feature descriptors have poor clustering perfor-
mances on the down-sampled images. So we haven’t reported their clustering accuracy.

carefully across the 10 subjects to have the best clustering accuracy. The clus-
tering accuracy of different algorithms is shown in Fig. 2. From Fig. 2, we can
see that our algorithm has the lowest clustering error among all of the com-
pared algorithms. This result further validates that our algorithm is robust to
illumination changes.

The computational time of different algorithms are listed in Table 1. As shown
in Table 1, the computational time of our algorithm is lower compared with SSC,
LRR. This advantage is exaggerated when the number of subjects becomes large.
Although the computational time of LSR is much lower, its clustering accuracy
is also much lower than other algorithms. Compared with other algorithms, our
algorithm achieves a satisfying clustering results while still maintaining the low
computational cost.
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Table 1. The computational time (sec.) of different algorithms on the Extended Yale
B dataset.

Algorithm SSC LRR LSR IG+sSSC

2 subjects 22 6 0.02 4

5 subjects 46 26 0.08 14

8 subjects 71 68 0.24 29

10 subjects 117 135 0.27 43

3.2 Experimental Results on the AR Dataset

In this experiment, we evaluate the robustness of our algorithm on the AR
dataset with different occlusions. A subset of 50 male and 50 female subjects are
selected for this experiment. It contains two separate sessions. In each session,
each subject has 7 face images with different facial variations, 3 face images with
sunglasses occlusion and 3 face images with scarf occlusion. All of the images
are resized to a resolution of 32 × 32.

Table 2. Clustering errors of different algorithms on the AR dataset (the less, the
better). The clustering performance of LSR, LRR and SSC, CIL2 and rCIL2 is reported
in [31].

Algorithm Session 1 Session 2

Sunglasses Scarf Sunglasses Scarf

IG+sSSC 0.200 0.182 0.184 0.178

LSR 0.218 0.284 0.200 0.274

LRR 0.228 0.278 0.204 0.254

SSC 0.562 0.594 0.722 0.598

rCIL2 0.148 0.216 0.136 0.188

CIL2 0.188 0.246 0.146 0.210

Because of the limited speed of LRR and SSC algorithms, we can’t cluster
all of the images at a time. So two sessions are used separately which is the
same experimental setting as [31]. The first 2 normal face images and 3 face
images with sunglasses of each subject are used for sunglasses occlusion. The
first 2 normal face images and 3 face images with scarf of each subject are used
for scarf occlusion. The clustering accuracy of different algorithms is shown in
Table 2. From Table 2 we can see that the clustering accuracy of our algorithm
is better than SSC, LSR and LRR algorithms. Our algorithm performs better
than [31] for scarf occlusion. While for sunglasses occlusion, [31] performs better
than our algorithm. The possible reason is that there are limited number of face
images for each subject. If the number of images per subject is increased, both
SSC and our algorithm can achieve a better clustering performance.
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4 Conclusions

In this paper, we have proposed an efficient scalable face clustering algorithm
utilizing the image gradient feature descriptor. Our algorithm has the advantage
of relatively low computational cost and high clustering accuracy, which provides
a promising solution for large scale face clustering problem.
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Abstract. With the growing deployment of face recognition system in recent
years, face anti-spoofing has become increasingly important, due to the increasing
number of spoofing attacks via printed photos or replayed videos. Motivated by
the powerful representation ability of deep learning, in this paper we propose to
use CNNs (Convolutional Neural Networks) to learn multiple deep features from
different cues of the face images for anti-spoofing. We integrate temporal features,
color based features and patch based local features for spoof detection. We eval‐
uate our approach extensively on publicly available databases like CASIA FASD,
REPLAY-MOBILE and OULU-NPU. The experimental results show that our
approach can achieve much better performance than state-of-the-art methods.
Specifically, 2.22% of EER (Equal Error Rate) on the CASIA FASD, 3.2% of
ACER (Average Classification Error Rate) on the OULU-NPU (protocol 1) and
0.00% of ACER on the REPLAY-MOBILE database are achieved.

Keywords: Deep convolutional neural networks · Face anti-spoofing
Multiple features

1 Introduction

With the advancement of computer vision technologies, face recognition has been
widely used in various applications such as access control and login system. As printed
photos and replay videos of a user can easily spoof the face recognition system,
approaches capable of detecting these spoof attacks are highly demanded.

To decide whether the faces presented before the camera are live person, or those
spoof attacks, a number of approaches have been proposed in the literature. The main
cues widely used are the depth information, the color texture information and the motion
information. As majority of the attacks use printed photos or replayed videos, depth
information could be a useful clue since live faces are 3D but the spoof faces are 2D.
Wang et al. [11] combined the depth information and the textual information for face
anti-spoofing. They used LBP (Local Binary Pattern) feature to represent the depth
image captured by a Kinect and used a CNN (Convolutional Neural Network) to learn
the texture information from the RGB image. This method needs an extra depth camera,
which is usually not available for many applications. Instead of using the depth sensor
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like [11], the work presented in [9] adopted the CNN to estimate the depth information
and then fused such depth information with the appearance information extracted from
the face regions to distinguish between the spoof and the genuine faces. Besides the
depth information, color texture or motion information has also been widely applied for
face liveness detection [10, 13, 14]. Boulkenafet et al. [10] used different color spaces
(HSV and YCbCr) to explore the color texture information and extracted LBP features
from each space channel. The LBP features from all space channels were concatenated
and then fed into the SVM (Support Vector Machine) for classification. An EER of 3.2%
was obtained on the CASIA dataset. In contrast to the color texture information extracted
from the static images, methods using motion cues tried to explore the temporal infor‐
mation of the genuine faces. Feng et al. [13] utilized the dense flow to capture the motion
and designed optical flow based face motion and scene motion features. They also
proposed a so called shearlet-based image quality feature, and then fused all the three
features using a neural network for classification. Pan et al. [14] proposed a real-time
liveness detection approach against photograph spoofing in face recognition by recog‐
nizing spontaneous eye blinks.

Motivated by the fact that CNN can learn features with high discriminative ability,
recently many methods [8, 15] tried to use CNN for face anti-spoofing. Yang et al. [8]
trained a CNN network with five convolutional layers and three fully-connected layers.
Both single frame and multiple frames were input to the network to learn the spatial
features and the spatial-temporal features, respectively, and an EER of 4.64% was
reported on the CASIA dataset. Li et al. [15] fine-tuned the pre-trained VGG-face, and
used the learned deep features to identify spoof attacks. An EER of 4.5% was achieved
on the CASIA dataset.

While the existing methods explore various information for face antis-spoofing, most
of them apply only single cue of the face. Although several methods [11, 13] indeed
explored multiple cues of the face for anti-spoofing, they only adopted hand-crafted
features. In this paper we propose to use CNNs to learn multiple deep features from
different cues of the face to integrate different complementary information. Experiments
show that our approach can outperform state-of-the-art approaches.

Below we detail the proposed method in Sect. 2. Then we present the experimental
results in Sect. 3. And in Sect. 4 some conclusions are drawn.

2 The Proposed Method

In this paper, we aim to exploit three types of information, i.e. the temporal information,
the color information and local information, for face anti-spoofing. As shown in Fig. 1,
the face detector proposed in [2] is firstly applied to detect and crop the face from a given
image. Then we use CNNs to learn three deep features from different cues of the face.
Specifically, we learned temporal feature from the image sequences, the color based
feature from different color spaces and the patch based local feature from the local
patches. Each CNN learning process is supervised by a binary softmax classifier.
Considering all the multiple features are complementary to another, we further propose
a strategy to integrate all of the features: the class probabilities output by the softmax
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function of each CNN are concatenated as a class probability vector, which is then fed
into SVM for classification.

Fig. 1. The proposed multiple deep feature method.

2.1 Multiple Deep Features

Temporal Feature. Here we introduce a strategy to exploit the temporal information
between image frames in the video sequence. Specifically, we first convert three color
images at different temporal positions into three gray images, and then stack the gray
images as a whole sample and feed the stacked volume into the CNN. Figure 2 shows
an example volume stacked by three gray images.

Fig. 2. A volume stacked by three gray images in the CASIA database.

Color Based Feature. It was demonstrated in [12] that the color information in the
HSV and YCbCr color spaces were more discriminative than that in the RGB space for
face anti-spoofing. But [12] used hand-crafted features (i.e. LBP features) to encode
these color information. Here we use CNN to learn high-level color-based features from
the RGB, HSV and YCbCr color spaces, respectively. For the HSV (or YCbCr) color
space, we first convert the RGB image into the HSV (or YCbCr) color space and then
feed the converted image into the CNNs for feature learning. Figure 3 shows an example
face with different color spaces i.e. RGB, HSV and YCbCr.
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Fig. 3. Sample images of different color spaces i.e. RGB, HSV and YCbCr. The first row shows
the genuine face images. The second row shows the warped print photo face images. The third
row shows the cut print photo face images. The last row shows the replay video face images. All
sample images are sampled from the CASIA database. (Color figure online)

Patch Based Local Feature. While the temporal and color features are mainly learnt
from the whole face images, important local information could be missing. In order to
exploit the local information, we divided the face image into a number of patches with
the same size for local feature representation. A set of ten patches with size 96 × 96 are
randomly cropped from training faces and then used to train the network. Figure 4 shows
a set of patches cropped from an example face.

Fig. 4. Samples of face patches in the CASIA database.

2.2 Network Architecture

In our work, we employ the 18-layer residual network (ResNet) [16] as the CNN.
However, the last 1000-unit softmax layer (originally designed to predict 1000 classes)
is replaced by a 2-unit softmax layer, which assigns a score for genuine and spoof classes.
A brief illustration of the network architecture is shown in Fig. 5. The network consists
of seventeen convolutional (conv) layers and one fully-connected (fc) layer. The orange,
green, dark green and red rectangles represent the convolutional layer, max
pooling layer, average pooling layer and fully-connected layer, respectively. The purple
rectangle represents BatchNorm (BN) and ReLU layers. As shown in Fig. 6, the light

324 Y. Tang et al.



blue rectangle represents residual blocks 1 (RB1), and the dark blue rectangle represents
residual blocks 2 (RB2).

Fig. 5. The network architecture. (Color figure online)

Fig. 6. Left: the residual block 1, Right: the residual block 2. (Color figure online)

2.3 SVM Classification with Integration of Multiple Deep Features

Different features capture different characteristics of the face and are complementary to
each other. So we perform the classification with the integration of all multiple features.
As shown in Fig. 1, each CNN can output a probability of whether the given face belongs
to the genuine class or the spoof class. Then the class probabilities output by the softmax
function of each CNN are concatenated as a class probability vector and then fed into
SVM for classification. Given a video with N frames, N class probability vectors can be
generated, then the video can be classified using the average of these class probability
vectors.

3 Experiments

3.1 Datasets and Protocol

In this paper, the experiments were conducted on three databases, i.e.CASIA FASD,
OULU-NPU and REPLAY-MOBILE databases, whose details are summarized in
Table 1.
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Table 1. The summary of three face spoof databases.

Database Subjects Videos (live,
spoof)

Acquisition device Spoof type Year of
release

CASIA FASD
[4]

50 (150,450) ◦ USB camera (640 ×
480, 480 × 640)
◦ Sony NEX-5
camera (1920 ×
1080).

◦ Warped photo
◦ Cut photo
◦ Replay video

2012

REPLAY-
MOBILE [6]

40 (390,640) ◦ Smartphone
◦ Tablet (720 × 1280)

◦ Printed photo
◦ Mattescreen
(displayed photo and
video)

2016

OULU-NPU
[5]

55 (1980,3960) ◦ Samsung Galaxy S6
(1920 × 1080)
◦ HTC Desire EYE
◦ MEIZU X5
◦ ASUS Zenfone
Selfie
◦ Sony XPERIA C5
Ultra Dual
◦ OPPO N3

◦ Printed photo
(Canon imagePRESS
C6011 and PIXMA
iX6550)
◦ Replay video (19”
Dell UltraSharp
1905FP and Macbook
13” laptop)

2017

CASIA FASD Database. The CASIA FASD (face anti-spoofing database) [4] contains
600 genuine and spoof videos of 50 subjects, 12 videos (3 genuine and 9 spoof) were
captured for each subject. This database consists of three imaging qualities and attacks,
i.e. the warped photo attack, the cut photo attack (hides behind the cut photo and blink,
another intact photo is up-down moved behind the cut one) and video attack. In [4], they
design 7 testing scenarios, i.e. three imaging qualities, three fake face types and overall
data (all data are used). In our experiments, we use all the videos (overall scenarios).
The training and the test set consist of 20 subjects (60 live videos and 180 attack videos)
and 30 subjects (90 live videos and 270 attack videos), respectively. As shown in Fig. 7,
we detected and aligned faces in the video with the detector from MTCNN [2] and
cropped them to 256 × 256. The same face alignment and cropping way also applied to
the following two databases.

REPLAY-MOBILE Database. The REPLAY-MOBILE database [6] consists of
1190 videos of 40 subjects, i.e. 16 attack videos for each subject. This database has five
different mobile scenarios, including the background of the scene that is uniform or
complex, lighting conditions. Real client accesses were recorded under five different
lighting conditions (controlled, adverse, direct, lateral and diffuse) [6]. In our experi‐
ments, we use 120 genuine videos and 192 spoof videos for training. The development
set contains 160 real videos and 256 attack videos, and there are 110 live videos and
192 fake videos in the test set.

OULU-NPU Database. The OULU-NPU database [5] consists of 5940 real access and
attack videos of 55 subjects (15 female and 40 male). The attacks contain both print and
video-replay attacks. Furthermore, the print and video-replay attacks were produced
using two different printers and display devices. We use 4950 genuine and spoof videos
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in the public set [5] for testing. This database has three sessions with different illumi‐
nation conditions, six different smartphones and four kinds of attacks, which has 90
videos for each client. The database is divided into three disjoint subsets, i.e. training
set (20 users), development set (15 users) and testing set (20 users). In our experiments,
two protocols were employed to evaluate the robustness of the proposed algorithm, i.e.
protocol 1 for illumination variation and protocol 2 for presentation attack instruments
(PAI) variation.

3.2 Performance Metrics

FAR (False Acceptance Rate) [3] is the ratio of the number of false acceptances and the
number of negative samples. FRR (False Rejection Rate) is the ratio of the number of
false rejections and the number of positive samples. The EER is the point in the ROC
curve where the FAR equals the FRR. In our experiment, the results of CASIA-FASD
are reported in EER. The Replay-mobile and OULU-NPU database are reported using
the standardized ISO/IEC 30107-3 metrics [18], i.e. APCER (Attack Presentation Clas‐
sification Error Rate) and BPCER (Bona Fide Presentation Classification Error Rate).
The ACER (Average Classification Error Rate) is half of the sum of the APCER and the
BPCER.

3.3 Experimental Settings

As the number of samples in publicly available datasets is very limited, CNN could
easily over-fit when trained from scratch. So we fine-tune the ResNet-18 [16] model
pre-trained on the ImageNet database. The proposed framework is implemented using
the Caffe toolbox [19]. Size of input images is 256 × 256. The network is trained with

Fig. 7. Example images with different qualities of the CASIA FASD database. (a) genuine face
image. (b) warped print photo attack. (c) cut print photo attack. (d) video attack.
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a mini-batch size of 64. In the training of CNN, the learning rate is 0.0001; the decay
rate is 0.0005; and the momentum during training is 0.9. These parameters are constant
in our experiments.

3.4 Results

We first use the CASIA-FASD dataset to test the performance of different features, i.e.
the temporal feature, the color based features in three different color space (RGB, HSV,
and YCbCr), the patch based local feature, and their fusion. Table 2 details the EERs of
different features on CASIA-FASD. It can be observed from the table that when only
single feature is used, patch based local feature achieves the best performance, i.e. EER
of 2.59%. After we fuse all different features, the EER is further reduced to 2.22%. This
validates the proposed multiple deep feature method. Then we compare the proposed
multiple deep feature method with the state of the art in Table 3. As shown in Table 3,
our approach achieves the lowest EER among all of the approaches.

Table 2. Performance of different features on the CASUA-FASD database.

Feature type EER (%)
Temporal Feature 5.56
Color based feature (RGB) 3.33
Color based feature (HSV) 4.44
Color based feature (YCbCr) 3.33
Patch based local feature 2.59
Fusion 2.22

Table 3. Performance comparison with the state of the art on the CASIA-FASD database.

Method EER (%)
DOG [4] 17.00
IDA + SVM [1] 12.90
Color texture [12] 6.20
MUlti-cues integration + NN [13] 5.83
CNN [8] 4.64
DPCNN [15] 4.50
CSURF [17] 2.80
Patch and Depth [9] 2.67
Our method 2.22

Tables 4 and 5 lists the results of the proposed approach and the other methods on
the REPLAY-MOBILE and the OULU-NPU databases, respectively. For the REPLAY-
MOBILE database, our approach achieves much better performance than IQM and
Gabor, i.e. no error was recorded. For the OULU-NPU dataset, the ACER on protocol
1 and 2 for our proposed method are 3.2% and 2.4%, respectively, which are much better
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than that of CPqD and GRADIANT. Overall, with the above experiments we can
demonstrate the superiority of the proposed approach over the other methods.

Table 4. Performance comparison with the state of the art on the REPLAY-MOBILE database.

Method Test (%)
APCER BPCER ACER

IQM [6] 19.87 7.40 13.64
Gabor [6] 7.91 11.15 9.53
Our method 0.00 0.00 0.00

Table 5. Performance comparison with the state of the art on the OULU-NPU database.

Protocol Method Dev (%) Test (%)
EER APCER BPCER ACER

1 Boulkenafet [5] 4.7 5.8 21.3 13.5
CPqD [7] 0.6 2.9 10.8 6.9
GRADIANT_extra [7] 0.7 7.1 5.8 6.5
Our method 0.56 3.1 3.3 3.2

2 Boulkenafet [5] 4.1 22.5 6.7 14.6
GRADIANT_extra [7] 0.7 6.9 2.5 4.7
GRADIANT [7] 0.9 3.1 1.9 2.5
Our method 0.37 2.5 2.2 2.4

4 Conclusions

In this paper, we proposed to employ the CNNs to learn discriminative multiple deep
features from different cues of the face for face anti-spoofing. Because theses multiple
features are complementary to each other, we further presented a strategy to integrate
all the multiple features to boost the performance. We evaluated the proposed approach
in three public databases and the experimental results demonstrated that the proposed
approach can outperform the state of the art for face anti-spoofing. Regarding to the
future work, we will conduct more cross-dataset experiments to investigate the gener‐
alization ability of the proposed method.
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Abstract. Face anti-spoofing based on deep learning achieved good accuracy
recently. However, deep learning model has no explicit mathematical presen-
tation. Therefore, it is not clear about how the model works effectively. In this
paper, we estimate the regions in face image, which are sensitive in deep
learning based anti-spoofing algorithms. We first generate the adversarial
examples from two different gradient-based methods. Then we analyze the
distribution of the gradient and perturbations on the adversarial examples. And
next we obtain the sensitive regions and evaluate the contribution of these
regions to classification performance. By analyzing the sensitive regions, it
could be observed that the CNN based anti-spoofing algorithms are sensitive to
rich detailed regions and illumination. These observations are helpful to design
an effective face anti-spoofing algorithm.

Keywords: Face anti-spoofing � Sensitive regions � Gradient
Convolutional neural networks � Adversarial example

1 Introduction

Face anti-spoofing is a critical technology in face based identification system. In the
past decade, several methods on this problem have been proposed using various fea-
tures, such as color texture [1], local shade [2] and optical flow [3] etc. These features
are handcrafted and low-level, and the performance is limited. With the development of
deep learning, face anti-spoofing based on Convolutional Neural Networks
(CNN) achieved good performance [4, 5].

Despite the good performance, CNN is self-learning and without explicit mathe-
matical expressions. Therefore, it is not clear that how it works. For face anti-spoofing
task, what kind of information it will focus on is not clear. If we could find out this
information, it will be helpful to design a more secure face identification system.

In this paper, we explore this problem from the perspective of adversarial example.
The conception of adversarial example was proposed in 2013 by Szegedy C, which
means that, applying a certain hardly perceptible perturbation on an image could make
the network misclassify it [6]. In face anti-spoofing, which is a two-category problem,
adversarial example sets up a bridge between genuine face and spoofing. And the
distribution of perturbation can reflect the difference between the two classes in per-
spective of CNN.
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In this paper, we estimate the regions in face image, which are sensitive to deep
learning based anti-spoofing algorithms. We first generate adversarial examples with
two different gradient-based methods. Then we analyze the distribution of the gradient
and perturbations on the adversarial examples. And next we obtain the sensitive regions
and evaluate the contribution of these regions to classification performance. By ana-
lyzing the sensitive regions, it could be observed that the CNN based anti-spoofing
algorithms are sensitive to rich detailed regions and illumination. These observations
are helpful to design an effective face anti-spoofing algorithm.

The rest of paper is organized as follows. Section 2 of this paper analyzes neural
networks. Section 3 generates the adversarial examples based on the gradient of CNN.
Section 4 gives the experiment results and analysis. Finally, the paper is concluded in
Sect. 5.

2 Analysis of Simplified Neural Networks

Deep neural networks can learn features that is more abstract through overlaying
multiple nonlinear layers [7]. Neural cells are connected with different weights and
biases that are learned by minimizing the loss function. The model training is con-
ducted by back-propagating stochastic gradient descent [8]. Simplifying neural net-
works is helpful for us to understand the model theoretically.

Suppose that the input of CNN is a gray-scale image with only two pixels a1 and a2.
The input vector is X = (x1, x2), where xi is the value of pixel ai. Suppose a simple
neural network implements a nonlinear function as follows:

F : ½�20; 20�2 ! ½0; 1�

FðXÞ ¼ sigmoidðw1 � x1 þw2 � x2 þ bÞ

Where sigmoidðxÞ ¼ 1= 1þ e�xð Þ is the typical activation function in neural net-
works. w1 and w2 are weights, and b is bias. Weights and bias are determined in
training stage. The network classifies the input according to the value of F(X). If F
(X) > 0.5, it is classified as 1, otherwise it is 0.

Due to the different weights of each xi, the gradient in each direction are not equal
for a given input. Suppose w1 = 1, w2 = 0.3, and b = 0. If X = (−2, 5), then the
gradient is:

grad F X¼ð�2;5Þ
�� ¼ @FðXÞ

@x1
;
@FðXÞ
@x2

� �
¼ ð0:2350; 0:0705Þ ð1Þ

@FðXÞ
@x1

is greater than @FðXÞ
@x2

. It means that x1 is more likely than x2 to change the
output F. In another word, the output of the network is more sensitive to x1.
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To a general neural network classifier for face anti-spoofing, the input is an color
image of size m � n, which can be represented as a m � n � 3 vector
X ¼ x1;1;1; � � � ; x1;n;1; � � � ; xm;n;1; � � � ; xm;n;3

� �
, xi;j;k 2 0; 255½ �. Because the function F

(X) is unknown, in order to analyze the effect of each pixel to output, we define the
saliency map as gradient value S ¼ rF Xð Þ :

S Xð Þ ¼ rF Xð Þ ¼ @FðXÞ
@x1;1;1

; � � � ; @FðXÞ
@xm;n;3

� �����
xi;j;k

ð2Þ

Figure 1 shows the saliency map of a neural network classifier for R component in
an input image. Abscissa axis in Fig. 1 is the width and height of input image
m � n (28 � 28 in this paper). Vertical coordinates is the gradient vector of input
image for output value, which is named as saliency map. We can see that the gradient
amplitude on each pixel is very different, and pixels in the image have different effects
on the output value. The greater the gradient amplitude is, the greater the effect of this
pixel on the output is. For the input image X, changes on pixels that the gradient is 0
have nearly no effect on output. Therefore, the pixels with great gradient belong to the
sensitive region for face anti-spoofing task.

3 Generate the Adversarial Examples

We introduce the concept of adversarial examples to analyze the relation of two classes.
In 2013, Szegedy C found that, applying a certain hardly perceptible perturbation on an
image could make the network misclassified [6]. This is named as the adversarial
example. In face anti-spoofing task, which is a two-category problem, adversarial
example adds certain perturbation on fake image to make the classifier believe it as
genuine face. In other words, adversarial example sets up a bridge between genuine

Fig. 1. The saliency map of R component in input image to the output of the neural networks.
The size of the image is 28 � 28, and the vertical coordinate represents the saliency values.
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face and spoofing. And the distribution of perturbation can reflect the difference
between the two classes in perspective of CNN.

At present, several methods to generate an adversarial example have been proposed
[9–11]. In these methods, DeepFool [10] and method with minimum perturbation
dimensions [11] are proposed based on the gradient value. DeepFool sets the pertur-
bation on xi dimension as formula (3), and it generates adversarial example by iteration
until deceive the classifier successfully.

r� xið Þ ¼ � f xið Þ
rf ðxiÞk k22

rf ðxiÞ ð3Þ

From formula (3) we can see that perturbations are greater on the dimensions that
have greater gradient. Therefore, DeepFool is more effective and the resulted adversarial
examples have smaller average distortion.

In 2018, Y. Ma proposed another method to generate adversarial examples with
minimum perturbation dimensions [11], and perturbation is concentrated on a few
dimensions with largest gradient. This method modifies only 1.36% on average of input
dimensions to generate adversarial examples for spoofing the classifier.

In this paper, we generate adversarial examples based on above two methods as our
analysis basis.

4 Experiments

Our experiment is conducted on Print Attack [12] face anti-spoofing dataset, which is
released in 2011. The Print-Attack Replay Database contains 200 video clips of
printed-photo attack attempts from 50 clients, under different lighting conditions. It also
contains 200 real-access attempt videos from the same clients. Figure 2 shows some
examples in Print Attack database. (a) and (b) are genuine faces and photo attacks
respectively. We can see that, there is hardly perceptible difference between genuine
faces and photo attacks, so the task is challenging.

(a) Genuine faces

(b) Photo attacks

Fig. 2. Examples of Print Attack database
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The CNN used for classification includes four convolutional layers and a softmax
layer. The first two convolutional layers are followed by pooling layer. Network out-
puts two classes: genuine/fake. The details of the CNN model are presented in Table 1.

We extract every frame of the video as the input of CNN classifier after face
detection. Figure 3 shows an example of face detection results. Finally, we get total
72806 training images and 48451 testing images. The train CNN can get 1.72% HTER
(Half Error Rate).

Then we generate the adversarial examples of the testing images with DeepFool
method and method with minimum perturbation dimensions. Figure 4 shows some
clean examples, adversarial examples and corresponding perturbations. From the first
row to the last row, they are clean examples, gradient of clean examples, adversarial
examples with DeepFool method, perturbations with DeepFool method, adversarial
examples with minimum perturbation dimensions, perturbations with minimum
dimensions respectively.

In order to find the exact region that CNN is sensitive to, we calculate the average
map of perturbations for all testing images, as shown in Fig. 5. From the average map,
we can see that, perturbations are concentrated on right cheek. It means that right cheek
is the region of interest for this CNN classifier, and the information contained in this
region influences the final judgment result greatly.

Table 1. Network architecture of face-spoofing detection classifier

Type Filter size/Stride, Padding Output size Parameters

Input 28 � 28 � 3
Conv1 3 � 3 � 3/1,0 26 � 26 � 20 540
Pool1 2 � 2/2 13 � 13 � 20
Conv2 4 � 4 � 20/1,0 10 � 10 � 30 9.6 k
Pool2 2 � 2/2 5 � 5 � 30
Conv3 4 � 4 � 40/1,0 2 � 2 � 40 25.6 k
Conv4 2 � 2 � 40/1,0 1 � 1 � 50 8 k
Softmax 2 100

Fig. 3. Example of face detection result
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Fig. 4. Adversarial examples and corresponding perturbations.

   
(a)                    (b)

Fig. 5. Average map of perturbations for all testing images. (a) DeepFool method (b) Method
with minimum perturbation dimensions
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To verify this conclusion, we choose several sub-regions on face like Fig. 6, and
instead the other area with average face, as shown in Fig. 7. Among them, A–E regions
account for 15.31% of the full image, and F–G regions is half of region A. Addition-
ally, average face is the average of all training face image. In test, the network classifies
the average face as genuine.

Fig. 6. Several sub-regions on face

Fig. 7. Diagram of the operation to sample.

Table 2. Performance comparison with different sub-regions and full image

Full image A B C D E F G

FRR (%) 0.69 1.05 8.28 22.58 17.93 57.48 0.54 3.99
FAR (%) 2.74 19.43 33.45 41.59 6.06 67.58 20.71 29.81
HTER (%) 1.71 10.24 20.86 32.04 12.0 62.53 10.62 16.90

Sensitive Information of Deep Learning 337



Table 2 compares the performance with different sub-regions and full image. Seen
from Table 2, performance on full image is best. What’s more, sub-region A achieves
10.24% HTER with 15.31% of full image, and the remaining 85% face region does not
disturb it nearly. Sub-region F achieves 10.62% HTER which is close to sub-region
A’s, and F only accounts for the upper half region of A.

In order to validate our finding further, we design another CNN network with
different structure. It contains five convolutional layers, and more parameters than
network in Table 1. And its performance comparison with different sub-regions and
full image are shown in Table 3. Among them, sub-region A and F can achieve lower
HTER, which is tally with Table 2.

In conclusion, we believe that, the network classifier aiming to face anti-spoofing is
most sensitive to the area around right eye. The possible reason is that this area contains
more high-frequency information like eyelash, eyeball, eye orbit and so on. Print
attacks has less such information due to secondary imaging.

Another question that need to explain is why right eye is more sensitive than left
eye. Because face has natural symmetry, two eyes should contribute equally in ideal
condition. We analyze the database carefully and notice that, the light irradiate from left
to right in most face images, as shown in Fig. 2 (first and third lines). In addition, the
area has some rise and fall, and includes rich light and shadow information.

5 Conclusion

Face anti-spoofing based on Convolutional Neural Networks has achieved good per-
formance, but the working principle inside is unknown yet. In this paper, we try to
explore it based on gradient and adversarial examples. We generate the adversarial
examples with DeepFool and method with minimum perturbation dimensions, which
are both based on gradient, and find that most perturbations are concentrated on a certain
region. That means that the network classifier is more sensitive to that region. Then we
select several sub-regions to combine with average face, and test the HTER. The results
show that region around right eye can have highest accuracy, and mainly dominates the
judgement. This region contains more high-frequency information, light and shadow
information, so we consider that Convolutional Neural Networks classifier for face anti-
spoofing is focus on high-frequency information, light and shadow information. This
discovery will be helpful to design a more secure face identification system.

Table 3. Performance of the second network with different sub-regions and full image

Full image A B C D E F G

FRR (%) 0.57 0.01 32.70 84.06 33.20 49.96 0.60 0.14
FAR (%) 3.88 17.23 53.63 54.90 10.15 78.70 17.37 34.63
HTER (%) 2.23 8.62 43.16 69.48 21.68 64.33 8.99 17.39
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Abstract. Softmax loss is commonly used to train convolutional neural net-
works (CNNs), but it treats all samples equally. Focal loss focus on training hard
samples and takes the probability as the measurement of whether the sample is
easy or hard one. In this paper, we use cosine distance of features and the
corresponding centers as weight and propose weighted softmax loss (called
C-Softmax). Unlike focal loss, we give greater weight to easy samples.
Experiment results show that the proposed C-Softmax loss can train many well
known models like ResNet, ResNeXt, DenseNet and Inception V3, and the
performance of the proposed loss is better than softmax loss and focal loss.

Keywords: Face recognition � Focal loss � Softmax loss � C-Softmax loss

1 Introduction

Over the past few years, due to the success of convolutional neural networks, the
accuracy of face recognition has improved greatly. Although there are many new loss
functions [1–5], the most commonly used one is still softmax loss, which mainly
optimizes the inter-class difference, and gives same weight to all samples. Although
most training samples are easy samples in face recognition, there are still hard samples.
These hard samples may degrade the generalization performance of the model. Focal
loss [6] is proposed for dense object detection, it down-weights the loss assigned to
easy samples, and focuses on training hard samples in order to prevent the vast number
of easy samples from overwhelming the model during training. Although its perfor-
mance is better, it is difficult to apply to face recognition, because most of the time, the
number of training samples of one subject is not large. Meanwhile, we think it is
unreasonable to measure the difficulty of training samples by probability. One main
difference between face recognition and detection is the variation of one person is small
(although there are still changes in pose, expression and illuminations), and thus we can
obtain the feature’s centers of each subject. We think it is more reasonable to use the
angle between features and its corresponding centers than probability to measure
whether it is easy sample or hard one. We also think it may degrade the generalization
performance of the model when focus on training hard samples, so we give greater
weight to those easy samples. In this paper, we use cosine distance of features and its
corresponding centers as the weight and propose a new loss function called C-Softmax
loss.
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The advantages of C-Softmax loss is as follows: 1. It is easier to convergence than
L-Softmax [4] and A-Softmax [5]. When training data has too many subjects, the
convergence of L-Softmax and A-Softmax will be more difficult than softmax loss, and
thus they used a learning strategy. The proposed loss is based on softmax loss, so it is
easy to convergence. 2. It does not need any pre-trained model. Both COCO loss [7]
and NormFace [8] use a pre-trained model and fine tune the model by their loss. We
use softmax loss in the first few epochs to get the rough centers, which could not be
considered as the pre-trained model, because the total number of training epoch
remains unchanged, and the performance of the model is poor at this time. 3. It does not
need to design pair selection procedure like triplet loss [2] and contrastive loss [3].

Although C-Softmax has many advantages, it still faces some problems. One main
problem is it has to maintain feature centers like center loss [1], and we update feature
centers the same way center loss does. Another problem is we have to train the model
by softmax in the first few epochs, and decrease the number of epoch by C-Softmax
loss, so as to keep the total number of training epoch unchanged.

2 Related Work

Given an input image xi with label yi, original softmax loss function is defined as:

Ls ¼ � 1
m

Xm
i¼1

logð eW
T
yi
f ðxiÞþ byiPn

j¼1 e
WT

j f ðxiÞþ bj
Þ ð1Þ

where m is the batch size, n is the number of training class, f(xi) is the feature,
W 2 Rn�d and b 2 Rn are the weight and bias of the fully-connected layer before
softmax loss, Wj is the j-th column of W and d is the feature dimension.

Focal loss [6] is proposed for dense object detection. It is used to handle extreme
imbalance between foreground and background classes. The a-balanced variant of the
focal loss is defined as:

FLðptÞ ¼ �atð1� ptÞc logðptÞ ð2Þ

pt ¼ pi if yi¼ 1
1� pi otherwise

�
ð3Þ

at ¼ a if yi¼ 1
1� a otherwise

�
ð4Þ

where a 2 0; 1½ � is a weighting factor, pi 2 0; 1½ � is the model’s estimated probability
for the class with label yi = 1, c is set to 2 in the paper.

We can apply focal loss to face recognition. But the performance is worse than
softmax loss. We think the reason is that it is unreasonable to use probability to
measure the degree of difficulty of samples, and it may degrade the performance when
focus on training hard samples. Inspired by focal loss, we modified softmax loss and
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proposed weighted Softmax loss via Cosine Distance (C-Softmax) to train deep models
for face recognition.

3 Proposed C-Softmax Loss

Given two vectors f 2 Rd and C 2 Rd , the cosine distance of them is:

d ¼ f � cT
fk k2 ck k2

ð5Þ

The range of the cosine distance is [−1, 1]. The greater the distance, the more
similar these two vectors is. The proposed C-Softmax loss is defined as:

CSi ¼ �wr
i � logðpiÞ ð6Þ

where wi is the modified cosine distance of the current features fi and the corresponding
centers ci. c is set to 2, so there is no hyper-parameter in C-Softmax loss. As the angle
between the feature and its corresponding center is greater than 90°, the weight is
negative, so wi is defined as follows to keep its monotony.

wi ¼ d if d � 10�6

10�6 otherwise

�
ð7Þ

We do not use a-balanced variant of C-Softmax loss in order to keep it concise. If
all the weights are 1, then C-Softmax loss becomes softmax loss. If the weight of hard
examples are greater than easy ones, C-Softmax loss is more like focal loss.

4 Results and Analysis

4.1 Experiment Details

Experiment Settings: We implement the proposed loss using PyTorch [11] frame-
work. The face landmarks are detected by MTCNN [12]. The aligned face images are
of size 112 * 96. The weight decay is 5e−4. The batch size is 256 and we use stochastic
gradient descent to train the model. The learning rate begins with 0.1 and is divided by
10 at 11, 16 and 19 epochs, and finishes at 20 epochs. There are three ways to obtain
the centers. 1 initialize the centers randomly and train the model by C-Softmax from
the beginning. 2 fine tune the model by C-Softmax loss from a pre-trained model and
the corresponding centers. 3 train the model by Softmax for a few epochs and by
C-Softmax for the remaining epochs. For the first one, the centers could not be 0
because the cos distance between vector 0 and any vector is 0, result in C-Softmax loss
always be 0. When the centers is initialized improper (cosine distance of the features
and its centers is negative), the performance of C-Softmax loss will be bad. We will get
the best performance with the second way, but it will consume twice as much time
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(train by softmax and fine tune by C-Softmax). We choose the third way. The feature’s
centers are more stable when the epochs trained by softmax loss increases and the
epochs trained by C-Softmax decreases as the total number of training epochs is fixed.
We found the performance is the best when trained with softmax for 3 epochs. So we
set all centers to be 0 at the beginning, train the model by softmax loss for 3 epochs,
and update the centers like center loss. We use C-Softmax loss to train the model from
epoch 4, the training finishes at 20 epochs.

Network Structure: We compare the performance of different loss functions with
four network structures. model-A is the same as [5]. model-B has Batch Normalization
(BN) [13] layer after FC1 layer. Model-C has BN layer after each convolution layer
and FC1 layer. Model-D uses RReLU [14] instead of PReLU [15] as activation
function, and it has BN layer after each convolution layer and FC1 layer.

Training: We use CASIA-WebFace [9] to train our CNN models. CASIA-WebFace
has 494414 face images belonging to 10575 different individuals. In [16] they reported
17 overlapped identities between CASIA-WebFace and LFW [10], and 42 overlapped
identities between CASIA-WebFace and MegaFace [17] set1. We checked their result
and found 3 mismatched overlapped identities, meanwhile we also found another 5
overlapped identities, so there are totally 19 overlapped identities between CASIA-
WebFace and LFW. We removed all these 61 identities, and use the remaining 447020
images from 10541 identities to train the model.

Evaluation: We extract the features from the output of the FC1 layer, and if there is
BN layer after FC1 layer, we thus use the output of BN layer as the features instead.
Features from the original image and its horizontally flipped one are extracted, and then
merged by element-wise mean as the representation. The dimension of the feature is
512. We use LFW [10] and MegaFace [17] set1 for evaluation. We follow the unre-
stricted with labeled outside data protocol [18] on both datasets. We also evaluate the
performance through BLUFR protocols [19], it is more challenging and generalized for
LFW because it utilize all 13233 images while the standard evaluation protocol only
evaluated on 6000 image pairs.

4.2 Experiment Results

The 3 to 5 columns in Table 1 show the performance of different network structures
trained with A-Softmax loss [5], softmax loss, center loss [1], focal loss [6] and the
proposed C-Softmax loss. We can see that the performance of A-Softmax with model-
A and model-B are both good, but when BN layer is added after convolution layer,
DIR@FAR = 1% drops from 82.03% to 75.99%. Although it increases to 80.61%
when use RReLU (model-D), the performance is still lower than the original model.

When BN layer is added after FC1 layer (changed from model-A to model-B), and
trained with softmax loss, focal loss and center loss, the performance of DIR@
FAR = 1% increase greatly. The performance are further improved when BN layer is
added after each convolution layer (model-C). When we replace PReLU with RReLU,
the performance of these three loss all decrease (model-D). Although focal loss
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outperforms softmax loss in dense object detection [6], its performance is worse than
softmax loss in face recognition.

Although the performance of the C-Softmax loss is not very good to train model-A,
it works quite well with other three model structures. DIR@FAR = 1% increases to
86.17% when trained model-D, and it outperforms the performance of model-B trained
with A-Softmax loss, which is 82.03%. Meanwhile, C-Softmax loss outperforms both
focal loss and softmax loss when trained with same model (except model-A), and the
improvement is obvious. The improvement benefits from not only the cosine distance
instead of probability as the measurement of easy or hard samples, but also gives
greater weight to easy samples than hard samples. We ignored some difficult samples,
but the generalization performance of the model was improved. If the proportion of
hard samples in the training datasets is low, and we focus on training them, it may
degrade the generalization performance of the model, like focal loss used in face
recognition. Otherwise we should give greater weight to hard samples and focus on
training them, like focal loss used in object detection [6].

As is analyzed in [13], the distributions of features trained by softmax changed
significantly over time without BN layer, both in mean and variance, and the features
are not necessarily discriminative [5]. On the contrary, A-Softmax can learn discrim-
inative features [5]. Focal loss and C-Softmax loss are both based on softmax loss, so
the features are not as discriminative as A-Softmax loss. This is why the performance

Table 1. Performance (%) comparison for different loss functions with different structures on
LFW and MegaFace dataset.

Model Loss LFW MegaFace

Acc. VR@FAR = 0.1% DIR@FAR = 1% Rank-1 VR@FAR = 10−6

Model-A A-Softmax loss 99.12 97.7 81.75 62.77 72.48
Softmax loss 97.55 87.6 59.82 49.79 55.48
Center loss 98.01 91.7 68.96 59.42 67.74

Focal loss 97.38 84.87 58.05 49.25 54.45
C-Softmax loss 97 82.93 63.29 47.53 52.79

Model-B A-Softmax loss 99.2 97.56 82.03 64.81 75.97
Softmax loss 98.61 93.53 75.43 61.82 73.65
Center loss 98.5 93.53 76.55 62.2 75.17

Focal loss 98.32 92.27 72.6 60.45 72.31
C-Softmax loss 98.78 93.6 80.93 61.93 74.11

Model-C A-Softmax loss 99.16 96.67 75.99 58.93 68.18

Softmax loss 98.57 95.5 77.41 64.46 78.01
Center loss 98.62 95.73 77.81 64.59 78.85

Focal loss 98.36 94 75.93 63.26 76.27
C-Softmax loss 99.1 96.93 83.17 65.41 79.67

Model-D A-Softmax loss 99.15 96.47 80.61 63.48 74.93

Softmax loss 98.38 89.43 76.05 63.13 74.51
Center loss 98.48 94.1 76.65 63.5 74.54
Focal loss 98.33 90.33 71.72 61.01 71.56

C-Softmax loss 99.2 98.2 86.17 68.66 83.15
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of model-A trained by softmax loss, focal loss and C-Softmax loss are poor. BN layer
makes the distribution of the features more stable as training progresses and reduces the
internal covariate shift [13], so the performance of the model trained by softmax loss,
focal loss and C-Softmax loss improved greatly when BN layer is added, and the
features are necessarily discriminative. At this time, BN layer may affect discriminant
performance of A-Softmax loss.

From the above analysis we can also see that no loss function can work quite well
with all structures. A-Softmax is more suitable for models without BN layer after
convolution layer, while others are more suitable for models with it. A-Softmax and
C-Softmax are more suitable for models with RReLU layer, while others are more
suitable for models with PReLU layer. And we should train model with the most
suitable loss function, so as to get best performance.

Table 2 list the accurate of different methods on LFW. Some methods use their own
dataset, like FaceNet [2]; some methods trained on MS-Celeb-1 M [20], like SeqFace
[21], ArcFace [22]; some methods trained on CASIA-WebFace [9], like LGM [23],
NormFace [8].We have the following observations. First, the performance of themethods
trained on large datasets (The number of images is more than 1M) are quite good. Second,
the performance will be further improved with more layers. The number of layers of
SeqFace [21], SeqFace [21] and Ring Loss [24] are all greater than or equal to 64 layer,
and their accurate are very high. Third, the performance of the proposed method is equal
or better than LGM [23], NormFace [8] and AM-Softmax [16] when trained on the same
dataset (Strictly speaking, the training images we used is the least). Generally speaking,
we obtain state of the art performance by using the least number of training images.

The last two columns in Table 1 show rank-1 identification accuracy with 1 M
distractors and verification TAR for 10−6 FAR of various loss functions on MegaFace
set1. C-Softmax outperforms the other loss functions and gets the best result when
trained with the most suitable model.

Table 2. Detailed information and verification accuracy (%) of different methods on LFW

Method Images Networks Layers Acc. on LFW

FaceNet [2] 200M 1 – 99.63
CosFace [25] 5M 1 64 99.73
SeqFace [21] 4M+ 1 64 99.83
ArcFace [22] 3.8M 1 100 99.83
Ring loss [24] 3.5M 1 64 99.52
Baidu [26] 1.2M 10 9 99.77
Center loss [1] 0.7M 1 27 99.28
SphereFace [5] 0.49M 1 64 99.42
LGM [23] 0.49M 1 27 99.2
NormFace [8] 0.49M 1 27 99.19
AM-Softmax [16] 0.44M 1 20 99.17
Proposed 0.44M 1 20 99.2
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To make our experiment more convincing, we also trained simplified Inception V3
[27], DenseNet [28], ResNeXt [29] with softmax loss, center loss [1], focal loss [6] and
C-Softmax loss. The depth of Inception V3 is 37. The depth of ResNeXt is 29 with
cardinality = 32 and bottleneck width = 4d. The depth of DenseNet is 21 with growth
rate = 32, dense blocks = 4 while each have 2 layers. Table 3 lists the results. C-
Softmax loss outperforms other loss functions and gets the best result with all these
models.

5 Conclusion

Inspired by focal loss, we proposed a new loss function called C-Softmax loss in this
paper. Firstly, we use the cosine distance of the features and the corresponding centers
as the measurement of whether the sample is easy or hard, and add it as the modulating
factor to the softmax loss. Secondly, we give greater weight to easy samples than hard
samples in training phase. There is no hyper-parameter in the proposed loss. The results
show that the proposed loss function provides a significant and consistent boost over
softmax loss and focal loss, and can be used to train other well known models like
ResNet, ResNeXt, DenseNet and Inception V3.
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Abstract. This paper proposes an improved method for large pose face
alignment. Unlike existing methods, the proposed method regresses both
2D and 3D coordinates of facial landmarks simultaneously. It first com-
putes a coarse estimation of the landmarks via a shape regression network
(SRN) whose input is only the input image. It then refines the landmarks
with another SRN whose input consists of three components: the trans-
formed image, the visible landmark heatmap and the feature map from
the first SRN. These components are constructed by a transformation
module based on the current estimates of 3D and 2D landmarks. By
effectively exploring the 3D property of faces for constraining 2D land-
marks and refining their visibility, the proposed method can better align
faces under large poses. Extensive experiments on three public databases
demonstrate the superiority of the proposed method in large pose face
alignment.

Keywords: Face alignment · 3D/2D facial landmarks
Cascaded shape regression · Visible landmark heatmap

1 Introduction

Face alignment, also known as facial landmarks detection, aims at detecting
facial key points (such as eye-corners, nose tip, and mouth corners) on face
images, which is fundamental to many face-related tasks, e.g., expression recog-
nition, 3D face reconstruction and face recognition. The last decade has wit-
nessed significant progresses in face alignment. With the introduction of cascaded
regression [1], many state-of-the-art face alignment methods achieve high pre-
cision in detecting the landmarks in frontal and near-frontal (i.e., yaw rotation
angles are within ±60◦) face images. However, they may still fail in challenging
large pose face alignment, due to self-occlusion and unreliable features around
invisible landmarks on the face images.

Many recent methods [2–6] use convolutional neural networks (CNN) to learn
more effective features rather than using hand-crafted features for detecting
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facial landmarks. Some other recent methods resort to 3D face models [7–9] to
improve the robustness of facial landmarks detection to large pose variations,
from which 2D-based methods suffer. Such 3D-based methods generally fit a
3D morphable face model (3DMM) [11] to the input 2D face image and infer
landmarks from the reconstructed 3D face via 3D-to-2D projection. Despite the
significant progresses made by CNN-based methods [2–6] and 3D-based methods
[7–10], large pose face alignment is still a challenging problem.

In this paper, we propose an improved method to solve the large pose facial
landmarks detection problem. Instead of fitting a 3DMM, we directly regress
3D landmarks based on CNN to refine 2D landmarks. It imposes a strong shape
constraint to the 2D landmarks. To exclude unreliable features around invisible
landmarks, we estimate the visibility of the landmarks based on the obtained
3D coordinates, and generate a visible landmark heatmap that can facilitate the
extraction of pose-robust features. Evaluation results on three public benchmark
databases with comparison to state-of-the-art methods prove the effectiveness of
our proposed method.

2 Related Work

Many methods utilize 3D face alignment to refine 2D face alignment for large
pose faces considering the limitation of 2D-based methods in dealing with self-
occlusion. Zhu et al. [9] proposed a method called 3D Dense Face Alignment
(3DDFA), which generated PNCC map from the obtained 3D face shape and
stacked it with the input image as the input to the next stage. Although having
well advanced the state-of-the-art of face alignment, like most existing 3D-based
methods [7,8], it still has difficulties in dealing with near profile faces because
it does not explicitly consider invisible landmarks. Chen et al. [10] refined 2D
face landmarks by using 3D landmarks that were regressed from hand-crafted
features. These 3D-based methods, regressing either 3DMM parameters or 3D
coordinates, compute 2D landmarks via projecting the obtained 3D landmarks
onto 2D images. In this paper, instead, we regress directly both 3D and 2D
coordinates of the landmarks with learned features, and use the 3D landmarks
as a strong shape constraint to refine the 2D landmarks.

Various types of feature maps have been used to assure focusing on the region
of interest and extracting more robust features. DAN [5] aims at detecting visi-
ble facial contour points and utilizes landmark heatmaps to constrain the region
of interest from which features are extracted. However, the heatmaps in DAN
do not consider the visibility of landmarks, and would thus lead to unreliable
features around invisible landmarks. The PNCC feature maps [9] are obtained
by projecting 3D face shapes onto 2D plane via z-buffering. The Z-Buffer repre-
sentation is, however, not differentiable, preventing end-to-end training. In our
work, we utilize the regressed 3D landmarks to estimate the visibility of each
landmark and generate heatmaps based on the visible landmarks. This way, we
can better ensure that more robust features are learned.
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Fig. 1. The main steps in our proposed method, which regresses the landmarks in two
stages. The first stage coarsely estimates the residual of 2D and 3D landmarks with
respect to the landmarks’ initial estimates (i.e., the mean locations in frontal view).
The second stage refines the estimated 2D and 3D landmarks by taking the transformed
image (IT ), the visible landmark heatmap and the feature map from the prior stage
as input, which are generated by the transformation module. In practice, the second
stage can be repeated, resulting in a deeper cascade structure, though we implement
only two stages in this paper.

3 Proposed Method

3.1 Overview

Figure 1 shows the main steps in our proposed method, which consists of two
stages. In the first stage, a Shape Regression Network (SRN) is employed to
generate coarse estimates of both 2D and 3D landmarks for the input face image.
Unlike general 3D-based face alignment methods that need to fit a 3DMM, we
directly regress 3D landmarks and their corresponding semantically consistent
2D landmarks.

In the second stage, another SRN is deployed to refine the estimated 3D
and 2D landmarks. To fully explore the knowledge obtained in the first stage,
we combine the information from three different sources to form the input of
the SRN, specifically, the transformed input image, the heatmap of currently
estimated visible 2D landmarks, and a feature map from the first stage SRN.
In the transformation module, the transformation applied to the input image as
well as the 2D landmarks, and the visibility of 2D landmarks are computed.

3.2 Shape Regression Network

As shown in Fig. 2, the structure of SRN is inspired by the VGG network [12].
While the SRNs in the two stages share similar structure, they differ in their
inputs: The input of the first SRN is the original input image; but the input of the
second SRN is a combination of the transformed input image, visible landmark
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Fig. 2. The inputs of the two SRN in our proposed method are 112 × 112 × 1 and
112 × 112 × 3, respectively.

heatmap and a feature map from the first SRN. These three components are
generated in the transformation module and stacked across channel. Each SRN
regresses simultaneously 2D and 3D shape ΔS2d and ΔS3d, which are used to
update the current estimates of 2D landmarks S2d and 3D landmarks S3d.

3.3 Transformation Module

The transformation module generates the input for the second SRN based on
the output of the first SRN. Specifically, it transforms the input image as well
as its 2D landmarks to a canonical frontal view via an affine transformation.
The parameters involved in the transformation (denoted by T ) are estimated by
minimizing the error between the transformed 2D landmarks and the mean 2D
landmarks on frontal face images (ŜF

2d):

arg min
T

||ŜF
2d − T × S2d||22. (1)

with the computed affine transformation, the original input face image and its
2D landmarks are transformed accordingly with bilinear interpolation.

Since the transformed image is used as input to the second SRN, its regressed
shape residuals should be transformed back to the coordinate system of the
original input image. Hence, the refined 2D/3D landmarks in the second stage
are computed as follows,

S2
2d/3d = T−1

2 × (T2 × S1
2d/3d + ΔS2

2d/3d) (2)

where ΔS2
2d/3d is the output of the SRN of stage 2, T−1

2 is the inverse of
transform T2.

Note that the visibility of the landmarks is not considered so far. Fortunately,
the estimated 3D landmarks can be used to determine the visibility. Let M
denote the weak perspective projection matrix from 3D to 2D. We compute
it by minimizing the fitting error between the 3D and 2D landmarks. Given
the 3D landmarks and the 3D-to-2D projection matrix, we can compute the
visibility of the corresponding 2D landmarks. More detail will be given in the
next subsection.
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3.4 Visible Landmark Heatmap

To utilize landmark heatmap to improve the quality of extracted features espe-
cially for large pose faces, we need to estimate the visibility of each facial land-
mark based on the corresponding 3D and 2D landmarks. The computation of
visibility is proposed in [7]:

v = sign(
−→
Ni · (

m1
||m1|| × m2

||m2|| )) (3)

where m1 and m2 are, respectively, first row vector and second row vector of the
3D-to-2D projection matrix M ,

−→
Ni is the normal vector at the landmark i in 3D

space, and sign denotes the sign function. Thus, if v is positive, the landmark
is visible; otherwise invisible.

After estimating the visibility of each landmark, we utilize the visible land-
marks to generate visible landmark heatmap. Landmark heatmap is an image
whose pixel intensity has an inverse relationship with the distance between the
pixel location and nearest landmark location. The visible landmark heatmap can
be computed by

H(x, y) =
1

1 + minsi∈Tk×Sk
2d

||(x, y) − si||2 (4)

where H(x, y) is the intensity of pixel (x, y) in visible landmark heatmap image,
Tk×Sk

2d are transformed visible landmarks at regression stage k, si is the nearest
visible landmark of pixel (x, y).

3.5 Feature Map

The feature map is an image generated by a fully connected layer, whose input is
the convolutional feature map of the last pooling layer in SRN. The output size
of the fully connected layer is 12, 544, and the output is reshaped to an image
(112 × 112 × 1). The feature map as a complement to the input facial image
and visible landmark heatmap transfers the learned information of prior stage
to later stage.

3.6 Loss Function

At each stage, we learn to minimize the 2D and 3D landmarks location error
normalized by facial bounding box diagonal lengths. Therefore, our loss function
can be written as

L =
||T−1

k (TkS
k−1
2d + ΔSk−1

2d ) − S∗
2d||

d2d
+

||T−1
k (TkS

k−1
3d + ΔSk−1

3d ) − S∗
3d||

d3d
(5)

where S∗
2d and S∗

3d are ground truth 2D and 3D landmarks, d2d and d3d are the
diagonal lengths of the 2D and 3D facial bounding boxes respectively. Note that
in the first SRN the input is original face image. Therefore, the loss function of
the first stage does not include the transformation T or its inverse T−1.
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4 Experiments

4.1 Implementation Details

We train our model with the 300W-LP database [9], which contains 61,225
images of front, middle-front and challenging profile faces together with their
68 ground truth 3D landmarks and their corresponding semantically consistent
2D landmarks. To increase the data diversity, we do data augmentation for the
training data by applying mirror, rotation, translation and scaling.

While our model consists of two stages, we first pre-train the first stage,
and then train both stages together in an end-to-end manner. We use Adam
stochastic optimization [14] to optimize our loss with a learning rate of 0.001
and mini batch size of 64. The method is implemented with Tensorflow 1.4.0.
The obtained model can run at 35 fps on a computer with one GeForce GTX
1050Ti.

4.2 Experimental Results

We compare our method with some state-of-the-art methods on three databases:
AFLW- 2000-3D [9], Menpo-3D [15], and 300W-Testset-3D [16]. In the experi-
ments, we use the facial bounding boxes generated from ground truth landmarks,
and the mean frontal face shape as the initial face shape S0

2d/3d.

Table 1. Mean error normalized by bounding box diagonal length on AFLW2000-3D
database.

Method [0◦, 30◦] [30◦, 60◦] [60◦, 90◦] Mean

RCPR (300W-LP) [17] 4.26 5.96 13.18 7.80

ESR (300W-LP) [18] 4.60 6.7 12.67 7.99

SDM (300W-LP) [19] 3.67 4.94 9.76 6.12

3DDFA [9] 3.78 4.54 7.93 5.42

3DDFA+SDM [9] 3.43 4.24 7.17 4.94

Chen et al. [10] 3.20 5.48 6.12 4.93

3D-FAN [6] 3.38 4.46 5.59 4.47

Ours (heatmap) 2.97 3.93 5.18 4.02

Ours (visible-heatmap) 2.97 3.85 5.09 3.97

Table 2. Mean error normalized by bounding box diagonal length on AFLW2000-3D
database (Only visible landmarks are considered).

Method [0◦, 30◦] [30◦, 60◦] [60◦, 90◦] Mean

DAN [5] 3.07 4.01 8.16 5.08

Ours 2.92 3.36 4.12 3.46
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AFLW2000-3D is a challenging large pose database containing 2,000
facial images and their annotated ground truth 68 semantic landmarks.
We categorize the face images in AFLW2000-3D into three view groups
[0◦, 30◦], [30◦, 60◦], [60◦, 90◦] according to their yaw rotation angles. The result-
ing three groups contain 1, 312, 390 and 298 images, respectively. Table 1 shows
the landmark localization errors of the proposed method and the counterpart
methods. Obviously, our method achieves the lowest error. In Table 1, we also
report the performance of our method when conventional heatmap rather than
the visibility-refined heatmap is used. The increased error proves the importance
of considering the landmark visibility. Table 2 further compares our method with
the latest DAN method. Note that only visible landmarks are considered here
for the sake of fair comparison. Again, our method performs better.

Menpo-3D contains 8,955 challenging images with varying illuminations,
poses and occlusions. 300W-Testset-3D contains 600 in-the-wild images. We com-
pare our method with Chen et al. [10] and 3D-FAN [6] on these two databases.
The results are shown in Table 3, which again demonstrate the superiority of
our method in robustly detecting facial landmarks under challenging conditions.
Figure 3 shows the landmarks detected by our method on some example images.

Table 3. Mean error normalized by bounding box diagonal length on Menpo-3D and
300W-Testset-3D databases.

Method 300W-Testset-3D Menpo-3D

Chen et al. [10] 3.38 4.46

3D-FAN [6] 2.83 3.70

Ours 2.77 3.35

Fig. 3. Landmark detection results of our method on images from AFLW2000-3D (first
row), 300W-Testset-3D (second row) and Menpo-3D (third row). Green and red dots
show the visible and invisible landmarks, respectively. (Color figure online)
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5 Conclusions

In this paper, we propose an improved large pose face alignment method that
can locate 2D and 3D facial landmarks simultaneously. Our proposed method
effectively explores the 3D property of faces to refine the detected 2D land-
marks. Unlike existing methods, our proposed method simultaneously estimates
the 2D and 3D coordinates of the facial landmarks, and regularizes the land-
mark heatmap with the landmark visibility that is determined based on the
3D coordinates. Extensive experiments on challenging databases show that our
method is superior to the compared existing methods in challenging large pose
face alignment.
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Abstract. RGB-D face recognition (FR) has drawn increasing attention
in recent years with the advances of new RGB-D sensing technologies,
and the decrease in sensor price. While a number of multi-modality fusion
methods are available in face recognition, there is not known conclusion
how the RGB and depth should be fused. We provide a comparative
study of four representative fusion schemes in RGB-D face recognition,
covering signal-level, feature-level, score-level fusions, and a hybrid fusion
we designed for RGB-D face recognition. The proposed method achieves
state-of-the-art performance on two large RGB-D datasets. A number of
insights are provided based on the experimental evaluations.

Keywords: RGB-D face recognition · Signal-level fusion
Feature-level fusion · Score-level fusion · Hybrid fusion

1 Introduction

While significant progress has been made for visible light face recognition in
past five years, face recognition under bad environmental illumination, large
head pose and big expression variations remains challenging using only visible
light face images. With the popularity of RGB-D sensors such as RealSense
and Kinect, apart from visible light face image, it becomes easy to obtain near-
infrared (NIR) and depth information of human face. While visible face images
represent texture information, depth modality provides face space information
such as shape and surface normal. Multi-modal face recognition using both color
and depth images has been found to be more robust in unconstrained environ-
ment. Studies on RGB-D face recognition aims to design representation and
fusion approaches which can explore the complementary information from both
modalities as much as possible [10,21].

In review of published modality fusion methods, the fusion schemes can be
grouped into two main categories: feature-level fusion methods and score-level
fusion methods. Feature-level fusion methods usually learn modality-specific fea-
tures first, which were fused to form a combined feature representation. Score-
level fusion methods compute per-modality similarity scores first, and then fuse
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 358–366, 2018.
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the scores via particular rules, e.g., a sum rule. In this paper, we provide a com-
parative study of four fusion scheme using the RGB-D two modalities informa-
tion, apart from the above two fusion strategies, we also consider the signal-level
fusion methods which combine the raw color and depth images and the hybrid
fusion strategy consisting of two or more fusion schemes.

The contributions of the paper are two-fold: (i) four representative fusion
strategies are summarized in RGB-D face recognition covering signal-level,
feature-level, score-level, and hybrid fusions; (ii) individual fusion schemes are
fully evaluated on two large-scale RGB-D datasets (Lock3DFace and our dataset)
and a number of insights are provided.

2 Related Work

RGB-D multi-modal face recognition has been studied for many years. [1] pro-
posed to extract HOG features from entropy/saliency maps calculated from RGB
and depth images and then trained a Random Decision Forest (RDF) classifier
for matching. [2] fused both the entropy map based match score and attribute
based match scores of depth image for face recognition. [3] built a 12-layer Deep
Convolutional Neural Network (CNN) consisting of six modules, in which three
loss modules were added after the second, fourth and sixth network modules,
respectively. In each loss module, in addition to using softmax loss for identi-
fication, contrastive loss was utilized for verification purpose. [10] proposed an
approach to learn complementary features and common features from RGB-D
face images during the training phase. During testing, this method extracted
modal-specific features for per-modality matching, and used a score-level fusion
to compute the final matching score.

Besides the fusion schemes used in RGB-D face recognitioin, there are also
a number of studies on how to fuse the RGB and depth in other tasks, such as
object recognition [4,6,8], scene recognition [5,9], and person re-identification
[7]. [4] proposed a pair of deep residual networks for RGB and depth data to
explore the sharable and modal-specific features. The input data of depth modal
is surface normals instead of depth image. [5] proposed an approach that com-
bines RGB and depth modalities from multiple sources, the depth modality has
two streams networks which are transfered from RGB pre-trained modal and
direct training. The extracted features of multiple modalities were added as a
fusion features for recognition. [7] proposed a RGB-D based approach for person
re-identification, in which, the anthropometric feature vectors were extracted in
a fusion layer consisting of the depth-specific part, the sharable part and the
RGB-specific part. [8] proposed an approach that combines convolutional and
recursive neural networks (RNN) in which RNN worked as a fusion part to get
the final features from RGB and depth. [9] proposed a novel discriminative multi-
modal feature fusion method which also used two CNN steams for handling color
and depth, respectively.
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3 Fusion Schemes in RGB-D Face Recognition

We group the fusion schemes for RGB-D face recognition into four categories:
signal-level fusion, feature-level fusion, score-level fusion and hybrid fusion. The
details of each scheme are summarized below.

3.1 Signal-Level Fuison

The signal-level fusion method operates directly on the raw RGB and depth
images. Since RGB images are treated as three-channel input data of the net-
work, we can also concatenate RGB and depth into a four-channel input data
for signal-level fusion. Apart from such a four-channel fusion method, we also
explore other signal-level RGB-D fusion methods such as sum or average of the
corresponding pixels in RGB and depth images. In these methods, the depth
modality data is copied to a three-channel format to keep consistent with the
RGB three-channel format. Figure 1(a) shows a general diagram of the signal-
level fusion for RGB-D face recognition.

3.2 Feature-Level Fusion

The feature-level fusion is to fuse the features extracted from RGB and depth
modality network and then fed into the classification layers. In feature-level
fusion, the fusion can be in the form of feature concatenated or sum or average of
the feature map, or projections from two modalities’ feature maps. In this paper,
our experiments are all based on ResNet [15] modal, the feature vector of the first
fully connected layer is used as the features. With feature-level fusion, we usually
get a single feature vector representing the RGB-D face images. Figure 1(b)
shows a general diagram of the feature-level fusion for RGB-D face recognition.

3.3 Score-Level Fusion

Score-level fusion was thoroughly discussed in [13] for multi-biometric systems,
i.e., face, fingerprint, etc. Here, we focus on the fusion of the matching scores
by RGB and depth, respectively. A straightforward strategy is to calculate the
average score of the two modalities’ scores. Such an average fusion can be
formulated in a more general format, i.e., a weighted sum of the two score,
S = ω · SRGB + (1 − ω) · SD where ω and 1 − ω are the weights for the RGB
and depth, respectively, which can be determined empirically based on the per-
formance of each modality (ω = 0.5 in our experiments). Figure 1(c) shows a
general diagram of the score-level fusion for RGB-D face recognition.

3.4 Hybrid Fusion

In real applications, multiple fusion strategies might be jointly used, i.e., a hybrid
fusion consisting of more than two of the above fusion schemes. We propose a
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Fig. 1. The diagrams of the four representative fusion schemes for RGB-D face recog-
nition: (a) signal-level fusion, (b) feature-level fusion, (c) score-level fusion, (d) hybrid
fusion.

hybrid fusion consisting of both feature-level fusion and score-level fusion (see
Fig. 1(d)). In particular, the feature-level fusion part aims to learn a joint feature
representation from both RGB and depth. The score-level fusion part takes into
account three matching scores obtained using RGB feature, depth feature, and
the joint feature. Finally, a score-level fusion is applied with a weighed sum rule
S = α·SRGB+β·SD+γ·SC

α+β+γ , where α, β and γ balance the importances of individual
features, and are determined empirically (α = β = γ = 1 in our experiments).

4 Implementation Details

4.1 Network Training

We use a ResNet-80 network as the backbone network1 for our RGB-D face
recognition experiments (see Fig. 2). Our ResNet-80 was pre-trained using a
large RGB face dataset compiled from multiple public-domain datasets, such
as MS Celeb [14], etc. We then finetune the pre-trained model under various
RGB-D fusion schemes. The learning rate is set to 0.001.

In signal-level fusion (Fig. 1(a)), the fusion operation was performed ahead
of the first of convolution layer of ResNet-80. We consider pixel-wise operations
such as pixel-wise sum and average, which comes up a three-channel data. The
concatenation operation generates a six-channel input data. In this situation,
we revise the first convolution layer and train this layer from scratch. In score-
level fusion, two ResNet-80 modals are separately trained using RGB and depth
modalities, respectively. In feature-level fusion, a fully connect layer is used to

1 We also tried AlexNet [18], GoogLeNet [17], and VGG-16 [19], but the best perfor-
mance of the three model for RGB and depth fusion is 96.8%, which is lower than
our ResNet-80 (98.7%). So we only report the results using our ResNet-80.
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Fig. 2. An overview of the ResNet-80 network used in our experiments. Conv. and FC
denote the convolutional and fully convolution layers, blocks are explained in [15].

get a concatenation of the RGB and depth features, followed by a single loss
function. The proposed hybrid fusion contains an joint loss for the feature fusion
layer, and two losses for RGB and depth respectively. Thus, three features (RGB,
depth and RGB-D) are extracted. The final score is computed via a score-level
fusion of the three scores.

4.2 The Preprocessing of the RGB-D Images

We use an open-source face recognition engine to detect the face and keypoint
landmark2 from RGB, and normalize the detected faces to 256× 256. For depth
image, we follow a preprocessing pipeline in [10]. We also use a bilateral filter
[12] to suppress the noises in depth.

5 Experiments

5.1 Datasets and Evaluation Metrics

We provide experiments on two large-scale RGB-D datasets: Lock3DFace [11]
and our RGB-D dataset [10]. Lock3DFace consists of 5,711 video sequences of
509 subjects with variations in head pose, expression, occlusion, etc. We extract
33,780 RGB-D images from the video sequences and randomly select 22,798
RGB-D images of 340 subjects for training, the remaining of 169 subjects for
testing. Our RGB-D dataset contains about 845K RGB-D images of 742 subjects
captured by RealSense II with variable of head pose and illumination. About
580K RGB-D images of 500 subjects are randomly selected for training and the
remaining 280K RGB-D images of 242 subjects are used for testing.

We perform face identification on the two databases, and report the rank-1
identification accuracy. For each subject in the testing dataset, one frontal RGB-
D image is used as gallery, and the remaining RGB-D images are used as probe.
Cosine distance is used to mesure the similarity between two features.

5.2 Overall Performance and Analysis

We report the rank-1 identification accuracy by the four representative fusion
schemes in Table 1. As a comparison, we also provide the unimodal face recogni-
tion accuracy, i.e., using RGB alone and using depth alone as the baselines. On
2 https://github.com/seetaface/SeetaFaceEngine.

https://github.com/seetaface/SeetaFaceEngine
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Table 1. The overall performance of the representative RGB-D fusion schemes in
terms of the rank-1 identification accuracy and the average feature extraction time per
RGB-D image.

Fusion schemes Method Datasets Time (s)

Our dataset Lock3DFace

Unimodality RGB alone 97.14% 97.30% 0.012

Depth alone 94.33% 74.45% 0.012

Signal-level fusion Pixel-wise max 92.27% 90.35% 0.021

Pixel-wise sum 96.54% 97.38% 0.013

Concatenation 92.65% 79.32% 0.013

Feature-level fusion Element-wise max 97.66% 97.86% 0.030

Element-wise sum 98.90% 97.60% 0.033

Concatenation 99.03% 97.74% 0.026

Score-level fusion Weighted sum 98.67% 97.43% 0.024

Hybrid fusion Use at least 2 of
the above fusions

99.05% 97.53% 0.033

our RGB-D dataset collected by RealSense II, all the fusion methods except for
the signal-level fusion can improve the face recognition by a large margin. The
hybrid fusion method achieves the highest recognition accuracy among the four
types of fusion methods. However, on Lock3DFace, the improvement by hybrid
fusion becomes slightly smaller than using feature-level fusion. We think the
main reason is that the depth captured by Kinect II is much worse than using
RealSense II (see Table 1). Among the three methods in signal-level fusion, the
pixel-wise sum operation is better than the other two signal-level fusion meth-
ods, but still does not show improved performance than the baseline results
using RGB alone. The possible reason is that the three signal-level operations
are not able to properly make use of the information in the color and depth
images. Feature-level, score-level and hybrid fusions all are found to be help-
ful in improving face recognition accuracy than unimodality face recognition,
and feature-level and hybrid fusions are slightly better than score-level fusion.
In addition, the feature-level fusion and hybrid fusion report very similar rank-1
accuracies on our dataset (see an example of the top-5 matched gallery images in
Fig. 3). This is consistent with previous studies where multiple feature descrip-
tors are fused for improving classification accuracies. These results suggest that
RGB and depth may not share the same network weights during feature learn-
ing. The observations on the Lock3DFace dataset is similar, except that the
feature-level fusion becomes slightly better than hybrid fusion. The main rea-
son is that each video in Lock3DFace was recorded with almost a still subject,
leading to near-duplicated video frames, and thus reducing the effective training
data samples during network learning. We also provide evaluations on EURE-
COM [16], but since this dataset is very small, we directly use the model trained
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on our dataset. The rank-1 identification accuracies of using RGB and depth
alone are 94.41% and 58.74%, respectively, and the fusion does not improve the
accuracy. The main reasons are: (i) the race difference between our dataset and
EURECOM and (ii) the device difference between RealSense and Kinect.

We also profile the average feature extraction time of individual fusion
schemes on a Titan Xp GPU. While signal-level fusion does not incur addi-
tional computation cost, the other three fusion schemes have 2–3 times higher
computation cost in feature extraction. This is understandable because RGB and
depth are handled via separate subnetworks by the other three fusion schemes.
Still, they are able to process images in real time (30fps), and should meet the
requirement of general applications.

Fig. 3. The top1-5 matches by the four representative fusion methods. (a) top-5
matched gallery using signal-level fusion; (b) top-5 matched gallery using feature-level
fusion; (c) top-5 matched gallery using score-level fusion; (d) top-5 matched gallery
using hybrid fusion. The gallery images marked with red boxes are the correct mated
gallery images for the probe.

6 Conclusions

We provide a comparative study of four representative fusion strategies covering
signal-level fusion, feature-level fusion, score-level fusion, and hybrid fusion on
two large-scale RGB-D databases. While signal-level fusion should retain the
most amount of information in theory, the four-channel or pixel-wise fusion of
RGB and depth signals does not show better performance than the feature-level
or score-level fusion. Furthermore, the proposed fusion approach, a hybrid fusion
scheme, achieves the best accuracy on our RGB-D dataset which is more chal-
lenging than Lock3DFace in terms of pose and illumination vairations. These
motivate us to investigate new network architectures so that the signal-level
fusion could better leverage the information of RGB-D to improve face recog-
nition accuracy. In addition, we are going to study 3D reconstruction based
method [20] for RGB-D face recognition.
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Abstract. Other-race effect affects the performance of multi-race facial
expression recognition significantly. Though this phenomenon has been
noticed by psychologists and computer vision researchers for decades, few
work has been done to eliminate this influence caused by other-race effect.
This work proposes an ICA-based other-race effect elimination method
for 3D facial expression recognition. Firstly, the local depth features are
extracted from 3D face point clouds, and then independent component
analysis is used to project the features into a subspace in which the
feature components are mutually independent. Second, a mutual infor-
mation based feature selection method is adopted to determine race-
sensitive features. Finally, the features after race-sensitive information
elimination are utilized to conduct facial expression recognition. The
proposed method is evaluated on BU-3DFE database, and the results
reveal that the proposed method is effective to other-race effect elim-
ination and could improve the multi-race facial expression recognition
performance.

Keywords: Other-race effect · Facial expression recognition
Feature selection

1 Introduction

Enabling computers to recognize human expressions has been a popular research
topic for decades, due to its application potentials in human computer interac-
tion, robotics, and psychological studies. In multi-race or multi-ethnicity situa-
tion, facial expression recognition performance is significantly affected by racial
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or ethnical information lurking in face images. Psychological studies [1] have
revealed the existence of other-race effect (ORE) in human face perception and
processing, i.e. the facial features of other-race are more difficult to be memo-
rized and recognized than that of own-race. It has been proved that the existence
of ORE will not only obstruct the inter-race or inter-culture communication [2],
but also cause the difficulties to facial expression recognition algorithms [3]. In
fact, human face conveys various kinds of demographic information, including
race, age, gender etc., which usually mix together with each other and cause
difficulties to face-based biometric recognition tasks. Until now, there are very
few work focuses on how to remove or depress the influence caused by other-race
effect to facial expression recognition, though it has been noticed by computer
vision community for quite long a time.

The concept of other-race effect was first proposed by Feingold [4] in 1914,
which means human has better ability in recognizing the faces of own race than
that of other races. It has been an active research interest in psychological study
ever since the first report [1] was published in 1969. The studies on ORE attempt
to prove the universality of the human face perception and interpret this phe-
nomenon in social cognition. Human facial expression plays a crucial role in social
communication since it provides an effective way to express intentions and convey
emotions. Hence, the influence caused by other-race effect to facial expression
understanding and recognition has attracted many psychological researchers’
attention. Many works [5–7] have been done to verify the existence of ORE
in facial expression recognition and explore the generating neuromechanism of
ORE. Though the generating reason and mechanism of ORE are still unclear,
the pioneer studies in psychological field shed lights on the investigation of ORE
in computer vision models.

This paper attempts to eliminate other-race effect from 3D facial expres-
sion recognition by removing the race-sensitive features from face images. The
3D facial expression images are used to conduct this work because they are
not only invariant to illumination changes and pose variations, but also rich in
shape and deformation [8]. Firstly, the extracted local depth features of 3D faces
are projected into a subspace constructed by independent component analysis
(ICA), in which the projected features are mutually independent. Secondly, a
feature learning algorithm is wrapped with race classification to obtain the race-
sensitive features. These race-sensitive features are then discarded, and the rest
features without race information are used to conduct facial expression recogni-
tion. We evaluate the proposed method on BU-3DFE database [9]. The experi-
mental results show that the multi-race facial expression recognition performance
could be improved significantly with the proposed other-race effect elimination
method.

2 Related Works

The diversity of the facial expression features among different races is the essen-
tial reason why the other-race effect exists expression recognition. Ever since
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Darwin’s seminal works [10], the universality of facial expressions of emotion
has remained one of the most controversial opinions in the biological and social
sciences. The universality hypothesis claims that all the humans from different
cultures and races use the same facial movements to communicate six basic
internal emotions [11,12]. Based on this hypothesis, Ekman [13] proposed facial
action coding system (FACS) to analyze facial features of emotions, and defined
six prototypic expressions (happy, surprise, fear, disgust, anger, and sad). This
universality hypothesis based six prototypic expression definition by Ekman has
been widely adopted in facial expression recognition researches. However, the
recent studies reveal the facial expression variations among different race or cul-
tures, which refute the assumed expression universality. The work [14] proved
that the individuals of different races use various expressions to communicate
same emotions. Another work [15] analyzed the basic expressions and facial
action units of Caucasians and Asians by clustering, and pointed out that the
six prototypic expressions are not universal. These studies suggest that facial
expression feature varies among different races. In order to reveal the mecha-
nism of other-race effect and eliminate its influence to expression recognition,
it is important to determine what kind of facial features are highly related to
race, and then figure out how these race-sensitive features affect facial expression
recognition in computational models.

The other-race effect was first observed and studied by psychologists, which
focused on the factors that may cause the effect. The progress in the psycho-
logical investigation has inspired the computer vision researchers to study the
other-race effect from the computational perspective. In order to explore the
mechanism of ORE in face image based recognition tasks, several computational
models have been proposed. O’Toole et al. [16] reviewed the studies which focus
on the other-race effect in face recognition algorithm from the perspective of
feature learning. This survey paper discussed the contribution of training data
and feature learning strategy to other-race effect generation, and proposed the
conditions on which other-race effect could be simulated based on computational
models. Another work [17] verified other-race effect in facial expression recog-
nition using the Caucasian and East Asian individuals’ expression images in
BU-3DFE database. The facial depth features are extracted to represent expres-
sions for each race group, and cross-validation results show that the performance
of 3D facial expression recognition is affected by other-race effect significantly.
Meanwhile, Fu et al. [2] studied facial race information caused influence to multi-
race facial feature analysis, and argued that other-race effect in face recognition
and facial expression recognition is mainly caused by training data. In order to
solve the issues rendered by other-race effect, it is worth to construct a training
database with equal samples from all the races or embed imbalanced learning
into biometric recognition framework. In [5], the authors design a computa-
tional model EMPATH [18] based on neural network to encode the varieties of
the facial expression perception between two cultural groups, the results show
that ‘expression dialect’ exists between different cultural groups, which causes
the own-group recognition advantage.
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The works mentioned above focused on either the existence verification of
other-race effect in computational facial expression recognition or the condi-
tions to simulate other-race effect in computer vision models. To the best of
our knowledge, there are no work which seeks to eliminate the other-race effect
in facial expression recognition except Fu et al. [2] points out that imbalanced
learning may help to alleviate the influence. Hence, inspired by the idea of blind
signal source separation, this paper proposed an ICA-based other-race elimina-
tion method, which tries to decompose the information contained in face images
into independent components. A race-sensitive facial feature component selec-
tion is then designed using entropy-based evaluation. The race-sensitive features
are filtered out according to its relevance score, and finally the expression are
conducted using the de-race features. The experimental results show that the
proposed method could depress the influence caused by other-race effect and
improve the performance of facial expression recognition in multi-race situation.

3 Other-Race Effect Elimination Method

Facial race information is the internal demographical features of faces, which
always affect the computational recognition tasks. Unlike the pose and illumina-
tion variations, the external factors could be constrained when capturing images
of faces. The facial race information co-exists with the target features, i.e. facial
expression features in this work. Hence, it is necessary to separate facial expres-
sion and race features during feature learning stage. Inspired by the application
in blind signal source separation, independent component analysis is embed in
facial expression feature extraction to isolate race information out from expres-
sion images. Actually, independent component analysis has been applied to face
recognition and facial expression recognition for decades, in which ICA is mainly
to learn a subspace for face image representation. However, this paper attempts
to use ICA to identify what kind of features are related to facial race informa-
tion, which facilitates the following race information elimination. The expression
features will not be affected if the race-sensitive features are removed, because
the components in the feature space obtained by ICA are independent to each
other.

3.1 ICA-Based Facial Feature Extraction and Decomposition

Human face is a non-convex 3D object which usually deformed non-rigidly
according to different expressions. In order to represent facial expression suffi-
ciently, various kinds of features [19–21] have been proposed to encode 3D facial
expression features. The raw scan of faces are encoded in a 3D point cloud. This
work use grid-fitting to obtain a smooth facial surface based on the given face
point cloud and then detected 30 facial landmarks to extract local depth fea-
tures. Finally, each 3D face is represented by the local depth features around the
30 landmarks. For more details of feature extraction, please check paper [22].

For facial expression recognition, the other-race effect could be depressed
if the race-sensitive features could be identified and removed. However, human
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facial feature is affected by various kinds of information, including race, gender,
age etc., which usually mixed together in extracted facial features. Hence, elimi-
nating any of these features may cause the loss of useful expression information,
which is obviously unhelpful to improve the recognition performance. Hence,
this work proposes to decompose facial features into statistically independent
bases and then use their linear combination to represent facial expression. The
decomposition could decorrelate the mixed information and facilitates the race-
sensitive feature elimination. Suppose there are n faces xi(i = 1, 2, ..., n) in the
training set that could be observed, and human face shape are affected by m fac-
tors sj(j = 1, 2, ...,m) that are mutually and statistically independent. That is
to say, the factors that affect facial features are assumed to be independent, and
facial features could be represented by the linear combination of these factors as
follows,

X = AS, (1)

where X = [x1, x2.., xn]T is the observed training images, S = [s1, s2.., sm]T is
the matrix composed by the independent factors, and A is an n × m matrix.
Actually, Eq. (1) is the basic model of ICA, which describes how the observed
face xi are composed by the independent factor sj . Normally, the independent
factor sj could not be observed and the mixing matrix A is unknown, the only
information we have is the training images. Hence, facial features decomposition
is to estimate mixing matrix A and independent component sj using the observed
training face images. However, it is unfeasible to obtain the independent com-
ponent sj from training images X, since the mixing matrix A is unknown. An
alternative method is to seek a demixing matrix W using ICA, and independent
components Ŝ could be obtained by Ŝ = WX, in which the Ŝ is as close to the
real independent factors S. Once the demixing matrix are obtained, the train-
ing images could be projected into ICA subspace and the facial features could
be represented based on the independent components. This problem could be
solved by fastICA algorithm [23]. Using the demixing matrix W , the independent
components or basis could be estimated as follows,

U = WX = WAS (2)

W = A−1 (3)

where U = [u1, u2.., uM ]T is the estimated independent basis, each uk represents
one statistically independent basis. Given a face images f , it could be represented
by a linear combination of U ,

f = a1u1 + a2u2 + ... + aMuM (4)

where ak is the projection coefficients.

3.2 Race-Sensitive Feature Identification

Once the face images are represented in ICA subspace, the facial features could
be considered as mutually independent. The other-race effect could be depressed
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by filtering the race-sensitive features out. In this work, we proposed a race-
sensitive feature identification method by feature selection for race classification.
The selected features which yields the best race classification performance are
considered as race-sensitive features. In multi-race facial expression recognition,
the training data have the labels of race and expression. The training data X for
expression recognition are split into two subset for race classification, denoted as
Xr−train and Xr−test. The race-sensitive features could be identified by a forward
feature learning process, during which the relevance and redundancy among the
features are considered. Since the race label r in the training set Xr−train and
the feature set F = {f1, f2, · · · , fi, · · · , fN} are known, the mutual information
between feature fi and the race r could be calculated to measure the relevance
by

I(fi, r) =
∫ ∫

p(fi, r)log
p(fi, r)

p(fi)P (r)
dfidr, (5)

where p(fi) and p(r) is the probability distribution of feature fi and race r, and
p(fi, r) is the joint probability distribution of feature fi and race r. Normally,
information redundancy exists among the features, which could be measured by
mutual information between feature fi and fj as follows,

I(fi, fj) =
∫ ∫

p(fi, fj)log
p(fi, fj)
p(xi)p(fj)

dfidfj . (6)

It can be seen that that combination of most relevant features does not neces-
sarily form the optimal feature set, due to the redundancy existing among the
features. Therefore, the feature learning criterion is define as follows:

max

1
|F |

∑
fi∈F I(fi; r)

1
|F |2

∑
fi,fj∈F I(fi; fj)

(7)

where |F | is the size of the depth feature set F . The most relevant features to
target races, which also have the least mutual redundancy, could be achieved
simultaneously by maximizing this feature learning criterion.

Table 1. The Race distribution of BU-3DFE database.

Race Number of individuals Number of 3D faces

White 51 1224

East-Asian 24 576

Black 9 216

Hispanic-Latino 8 192

Indian 6 144

Middle-East Asian 2 48
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3.3 Other-Race Effect Elimination

In Sect. 3.2, the optimal race-sensitive features can be determined one by one
by an incremental algorithm according to the criterion in Eq. (7). Denoting the
original facial expression set S and the optimal race-sensitive feature set S∗, the
feature set SdeORE = S −S∗ is used for facial expression recognition in the pro-
posed method. The features belong to this set have the weakest relationship with
race information, which are supposed to alleviate the influence caused by other-
race effect. When the face samples are represented by the features in SdeORE ,
a wrapper which works with a nearest-neighbour classifier is used to conduct
expression classification using Linear Discriminant Analysis (LDA) projection.
In the learning process, the features which can reduce the classification error
most is added to the final feature set in each iteration. This selection operation
is repeated until the classification error stop decreasing or all the candidate fea-
tures have been chosen. The features which belong to the final feature set Sopt

are insensitively to race variations and could achieve the best expression recog-
nition performance. Thus, they are considered as the best features for other-race
effect elimination.

4 Experimental Results

4.1 Experiment Setup

The proposed method is evaluated base on the BU-3DFE database [9], which
is originally created for the purpose of 3D facial expression recognition. This
database contains 3D faces of 100 individuals. Each subject shows the 6 proto-
typic expressions with 4 different intensity. As shown in Table 1, the subjects of
BU-3DFE database belong to 6 different races. In order to evaluate other-race
effect in multi-race facial expression recognition, the images of subjects from
Black, Hispanic-Latino, Indian, and Middle-East Asian are combined together
as the training data, and the 48 White subjects are used for testing. This setup
also meet the commonly used person-independent setup for facial expression
recognition. The experiments are then accordingly performed, and the average
results are reported.

4.2 Evaluation of the Proposed Method

In order to evaluate the effectiveness of the propose method, the local depth
features of the 3D face images are extracted and then ICA is applied to construct
a subspace in which the features are mutually independent. The race-sensitive
features are then determined using mutual information based feature selection
and removed from the ICA subspace. Finally, the features after elimination are
used to conduct facial expression recognition. For comparison, the expression
recognition performance of the ICA features before removing race information
is also obtained. As shown in Fig. 1, the recognition rates obtained based on the
features before and after other-race effect elimination are plotted. It can be seen
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Fig. 1. Recognition performance comparison before and after other-race effect elimina-
tion. ICA features and deRace features mean the features before and after race-sensitive
feature elimination.

that the recognition performance based on the features after other-race effect
elimination is better than that of ICA features before race information removing.
The confusion matrix of the recognition has been illustrated in Fig. 2(a) and (b).
The comparison of these two figures show that the recognition rates of expression
anger, disgust, fear, sad and happy are improved significantly by eliminating
race-sensitive features. The average recognition rate is improve from 69% to
72%. This improvement suggest that the proposed method is effective in other-
race effect elimination.
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Fig. 2. The confusion matrix of multi-race facial expression recognition before(a) and
after(b) other-race effect elimination evaluation.

5 Conclusion

This paper proposes an ICA-based other-race effect elimination method for facial
expression recognition. It has been noticed by psychological and computer vision
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researchers that other-race effect influence the performance of facial expression
recognition. Hence, this work tries to depress or eliminate the other-race effect
by removing the race-sensitive features from face images. After feature extrac-
tion, the facial features are projected into ICA subspace in which the feature
component are statistically independent. The race-sensitive features are then
identified by feature selection aiming at race classification. Finally, the features
after race information removing are used to conduct facial expression recogni-
tion. The experimental results show that the proposed method is effective to
other-race effect elimination and improve the performance of multi-race facial
expression recognition.
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Abstract. Recent years, image-based 2D face recognition has achieved
human-level performance with the big breakthrough of deep learning
paradigm. However, almost all of the existing deep face recognition meth-
ods depend on millions and millions of labeled 2D face images from dif-
ferent individual for supervised deep learning. In this case, face labelling
becomes the pain point of deep face recognition. To solve this issue,
we propose a novel clustering driven unsupervised deep face recogni-
tion framework, namely ClusterFace. In particular, our framework firstly
assume that we already have a well-trained deep face model and a large
number of face images without any labels. Then, all these face images
are represented by this deep face model and then unsupervised clustered
into different clusters using a certain clustering algorithm. Finally, these
clustering-based face labelling results are employed to train a new deep
CNN model for face recognition. Experimental results demonstrated that
the proposed framework with a simple Mini-batch K-Means clustering
algorithm can achieve surprising state-of-the-art performance (99.41%)
on the LFW dataset. We also presented an intuitional explanation the
reason of achieving good performance of our framework and also demon-
strated its robustness to the choice of the number of clusters and the
amount of unlabeled face images.

Keywords: Deep face recognition · Face clustering
Mini-batch K-Means

1 Introduction

In the past few years, with the big breakthrough of deep learning and big data
paradigm, image-based 2D face recognition methods have surpassed the human-
level performance in most real application scenarios such as the LFW bench-
mark [1,2]. 2D face recognition and verification solutions have been widely used
in our daily life such as cell phone unlocking, online payment, various access
control systems and so on.
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Table 1. An overview of 2D face datasets. ∗Label indicates that whether labelling
images involves human efforts.

Dataset Year Identities Images Label∗ Public

FaceBook [3] 2014 4,030 4.4M Yes No

CelebFaces+ [6] 2014 10,177 202,599 Yes Yes

CASIA-WebFace [7] 2014 10,575 494,414 Yes Yes

VGGFace [8] 2015 2,622 2.6M Yes Yes

Google [4] 2015 8M 200M Yes No

MegaFace [9] 2016 690,572 4.7M Yes Yes

MS-Celeb-1M [5] 2016 100,000 10M Yes Yes

VGGFace2 [10] 2018 9,131 3.31M Yes Yes

As a typical pattern recognition and image categorization problem, image-
based 2D face recognition can be well-solved by the deep convolutional neural
network (CNN) methodology. However, this kind of supervised strategy requires
a large number of labelled face images, which need a lot of efforts by our humans.
As shown in Table 1, a group of large 2D face dataset have been collected and
used to train deep CNN models in the academic community from the year 2014
to 2018. Some of them are collected by big companies such as FaceBook [3],
Google [4] and Microsoft [5]. The number of face identities of these datasets are
vary from thousands to millions and the number of face images are up to 200
millions. Even some semi-automatic human-machine interactive face annotation
methods have been used to label these datasets, the final data cleaning is still
a very time consuming work. Once these datasets have been well collected and
the data labels have been carefully annotated, they are used to train a deep
CNN model for deep face recognition. For example, the FaceBook dataset [3]
was used to train the DeepFace model, which can close the gap to human-level
performance in face verification. The CASIA-WebFace [7] have been widely used
to train deep face models [7,11,12], and reporting more than 99% accuracy on
the LFW benchmark. VGGFace2 [10] was used to train a deep face model to
evaluate the performance of cross-age face verification.

As introduced above, all these existing deep face recognition approaches used
a large number of manual labelled face images to train their deep CNN models.
However, in practical application, manually labelling a large set of images is
impracticable for many different application scenarios. Consequently, the poten-
tial value of large amounts of un-labelled images cannot be well exploited. To
solve this problem, in this paper, we propose an unsupervised framework for deep
face recognition. In particular, our framework firstly assume that we already
have a well-trained deep face model and a large number of face images without
any label. Then, all these face images are represented by this deep face model
and then unsupervised clustered into different clusters using a certain clustering
algorithm. Finally, these clustering-based face labelling results are employed to
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train a new deep CNN model for face recognition. To the best of our knowledge,
this is the first work using clustering-based face labelling scheme for deep face
recognition. Our experimental results demonstrated that this clustering-driven
face recognition method is quite efficient and can achieve 99.41% accuracy on
the LFW dataset in face verification.

The reminder of this paper is organized as follows. Section 2 introduces the
related works. Section 3 describes the details of the proposed clustering-based
deep face recognition framework. In Sect. 4, we will present and discuss the
experimental results and Sect. 5 concludes the paper.

2 Related Work

CNN Strucuture. Recent face recognition methods tend to learn image fea-
tures using deep CNN architectures. This is because of the extraordinary suc-
cess of famous CNN architectures, such as VGGNet [13], GoogleNet [14] and
ResNet [15]. In particular, the residual module proposed in ResNet deepens the
network and avoids the vanishing gradient problem which is beneficial for the
optimization of model parameters. The idea is applied by recent state-of-the-arts
such as SphereFace [11] and CosFace [16]. DeepVisage [12] employs a 22-layer
network with 11 residual modules and achieves competitive results on LFW
benchmark.

Loss Functions. In the field of face recognition, the aim of loss functions is to
learn discriminative deep features. Contrastive loss [17] and triplet loss [4] learn
better feature embedding by increasing Euclidean margin. Center loss [18] learns
the centers for deep features of each identity and uses them to reduce intra-class
variance. L-Softmax [19] and A-Softmax [11] increase angular margins by adding
angular constraints. The difference is that A-softmax normalizes the weights.

Face Clustering. Face clustering is a challenging problem especially when both
the number of face images and the number of identities are very large. The main
difficulty of the challenge is that there is no universally agreed methodology
for face representation and clustering results evaluation. [20] proposed a semi-
supervised method which is based on hidden Markov random field model that
represents the dependencies of cluster labels and tracklet association between
video frames. [21] proposed an efficient and scalable unsupervised algorithm for
face clustering leveraging an approximate nearest neighbor.

Datasets. As a data-driven model, face recognition methods based on deep
CNN require a large amount of training data. Large-scale datasets of human
face images [5,10] also play an important role in face recognition. However,
manually labelling such a large scale face images is a time-consuming work. To
deal with this problem, we propose a novel clustering-based deep face recognition
framework. To the best of our knowledge, this is the first approach which uses
automatically labelled face images for deep face recognition.
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3 Clustering-Driven Deep Face Recognition

The pipeline of our proposed clustering-driven deep face recognition method is
described in Fig. 1.

Fig. 1. The pipeline of the proposed clustering-driven deep face recognition approach.
Firstly, a set of un-labelled face images are fed to a pre-trained deep face model to
extract deep features. Then, a clustering algorithm is used to cluster these face images
based on these deep features. Finally, these clustering-based labelled face images are
used to train a new deep CNN model for the final face recognition.

3.1 Deep Face Representation

The purpose of this step is to extract deep features of un-labelled face images.
Theoretically, any feature extractor method can be used for face representation.
Since face representation plays an important role in face clustering, we suggest
to use a pre-trained deep CNN model such as LResNet34E-IR used in [22]. This
CNN model uses improved residual unit with a BN-Conv-BN-PReLu-Conv-BN
structure and its first convolutional layer uses conv7 × 7 with stride = 2.

3.2 Clustering-Based Face Labelling

Clustering-based face labelling gives the same label to those face images belong-
ing to the same identity, but use an unsupervised clustering algorithm instead of
precise human manual labelling. Deep features are used as input of the clustering
algorithm. [23] suggested that intrinsic distribution of the dataset may hinder
the performance of the clustering. Thus, choosing proper clustering algorithm is
the key issue to achieve good clustering performance.

In this paper, we suggest to use the Mini-batch K-Means [23] algorithm for
face clustering. The K-Means algorithm minimizes over a set X of examples
x ∈ R

m the following objective function:

min
∑

x∈X

‖f(C, x) − x‖2 (1)

The Optimization problem is to find the set C of cluster centers c ∈ R
m, with

|C| = k. Here f(C, x) returns the nearest cluster center c ∈ C to x using
Euclidean distance. For efficient clustering of large scale dataset, the idea of
stochastic gradient descent (SGD) is applied in K-Means, namely Mini-batch
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K-Means (MBKM) algorithm. It takes samples from the dataset randomly and
then cluster them using the K-Means algorithm. The centroids are then updated
accordingly. Since only a small number of face samples are selected for clustering
at each time, the computation time is faster than K-Means. The detail proce-
dures of the Mini-batch K-Means algorithm is described in [23]. Notice that the
number of clusters and the noise caused by the clustering may impact the per-
formance of our proposed method. We conducted exploratory experiments to
investigation their impacts which will be detailed in Sect. 4.

3.3 Clustering-Driven Deep Face Recognition

The aim of this step is to perform clustering-driven deep face recognition. That
is, the clustering results of the previous step is used to train a new deep CNN
model for face recognition. To evaluate the effectiveness of our clustering-based
deep face recognition framework, we use the same deep CNN architecture as in
Sphereface [11]. As shown in Table 2, a 36-layer deep CNN with two kinds of
main structures: the convolutional layers and the residual learning blocks are
used. Meanwhile, the A-softmax loss function firstly proposed in [11] is used to
train the deep model.

Table 2. The CNN architecture of our deep face model, which is similar to the deep
model used in [11].

Conv1.x Conv2.x Conv3.x Conv4.x FC1

[3× 3, 64]× 1, S2 [3× 3, 128]× 1, S2 [3× 3, 256]× 1, S2 [3× 3, 512]× 1, S2
[ 3× 3, 64

3× 3, 64

]
× 2

[ 3× 3, 128

3× 3, 128

]
× 4

[ 3× 3, 256

3× 3, 256

]
× 8

[ 3× 3, 512

3× 3, 512

]
× 2 512

4 Experiments

4.1 Database and Preprocessing

To evaluate the effectiveness of our proposed clustering-based face recognition
framework, we used three un-labelled datasets to train the deep face model. (1)
The widely used CASIA-WebFace dataset [7] which contains about 0.49M face
images with 10,575 identities. (2) The VGGFace2 dataset [10] which contains
3.3M face images from 9,131 identities. (3) The refined version of MS-Celeb-
1M dataset [5] from [22] which contains 3.8M face images of 8.5 K identities.
Notice that, all the labels of these face images are omitted and the clustered
labels achieved by the Mini-batch K-Means algorithm are used as the ground
truth labels. In the testing stage, we used the LFW dataset to evaluate the
performance of our clustering-driven deep face model. It contains 13,233 face
images from 5749 different identities. We follow the unrestricted with labeled
outside data protocol. That is, the performance is evaluated on 6,000 pairs of
face images in the face verification scenario.
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For face preprocessing, we use the MTCNN [24] for face detection and land-
mark detection. Five landmarks including nose tip, two eye centers and two
mouth corners are detected. Then these landmarks are adopted to perform a
similarity transformation for face alignment. Finally, all face images are cropped
and resized to the size of 112 × 112 before fed into the deep CNN model. When
used for training, all face images are horizontally flipped for data augmentation.

4.2 Experimental Settings

Clustering Numbers. The cluster numbers are selected as the identity num-
bers of corresponding datasets.

Network Training. We use the PyTorch to implement the CNN architecture.
A-softmax [11] loss with the parameter m (angular margin) set to 4 is adopted.
To optimize the model parameters, we apply SGD algorithm with the batch size
of 256 on one GTX 1080Ti GPU. For the case of training in clustered CASIA-
WebFace dataset, we initialize the learning rate as 0.1 for 4 epochs and decrease
it with a factor of 0.1 in the 4th epoch and the 7th epoch. We stop the training
after 10 epochs. When training on the other two datasets, we set the initial
learning rate as 0.01 and degenerates it with the factor of 0.5 every 10 epochs.
The experiments are stopped after 40 epochs.

Network Testing. In the testing stage, the final representation of a testing face
image is obtained by concatenating its original face features and its horizontally
flipped features. The cosine distance of normalized deep features is computed as
the similarity score. Finally, the face verification is conducted by thresholding
the scores.

4.3 Experiments on the LFW Dataset

Table 3 shows the face verification results on the LFW dataset. As shown in the
table, our proposed clustering-based deep face recognition framework achieves
accuracy of 99.04% based on the CASIA-WebFace. In addition, we also find
that when training larger volume of unlabelled images using our framework, the
performance can be persistently increased under the same deep CNN architec-
ture. That is, from 99.04% to 99.41% when using refined MS-Celeb-1M as the
training dataset. It should be notice that all the labels of training face images
are automatically achieved by the unsupervised clustering algorithm, which is
totally different from all the other methods which used the manually labelled
face labels for deep model training. Thus, we believe that this finding is very
important for the following studies for deep face recognition.
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4.4 Discussion

The Number of Clusters. As we know, the number of clusters is the key
parameter for the Mini-batch K-Means algorithm adopted in our experiments.
Here, we conduct experiments to explore the impact of the initial number of clus-
ters. In particular, we perform face clustering on the CASIA-WebFace dataset
using different cluster numbers. Note that the correct number of clusters is 10575.
Different clustering results are used to train the deep CNN model and test their
performance on the LFW dataset. Table 4 shows the results. We list the Fowlkes-
Mallows index (FMI) [25] of the Mini-batch K-Means algorithm for face cluster-
ing under different numbers of clusters. The experimental results show that even
using an estimated number of clusters, such as 10,000, our framework can still
achieve stable face verification performance. That is, 98.92% vs. 99.04%. This
indicates that our framework is robust to the variation of the number of clusters.
In practice, if the number of face identities is unknown for a given unlabelled
face dataset, we can also use an estimated number approximates to a proper
range as the clustering number.

Table 3. Comparing the face verification accuracy on the LFW dataset.

Method Training data size Label #Model ACC%

DeepFace [3] 4M Yes 3 97.35

FaceNet [4] 200M Yes 1 99.63

CenterFace [18] 0.7M Yes 1 99.28

VGGFace [8] 2.6M Yes 1 98.95

CASIA-WebFace [7] 0.49M Yes 1 97.73

SphereFace [11] 0.49M Yes 1 99.42

Proposed Framework 0.49M No 1 99.04

Proposed Framework 3.3M No 1 99.33

Proposed Framework 3.8M No 1 99.41

Table 4. The effect of the number of clusters for our proposed framework. The Fowlkes-
Mallows index (FMI) is used to evaluate the face clustering results.

Number of Clusters 9,000 10,000 10,575 11,000 11,500

Accuracy 98.51% 98.92% 99.04% 98.90% 98.46%

FMI 0.2256 0.3280 0.3508 0.3327 0.2043

The Numbers of Noise Labels. To explain the surprise results that there
are many face images are incorrectly labelled by our clustering algorithm, while
a very high face verification performance can be achieved by our framework,
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we conducted an experiment to investigate the tendency of face verification accu-
racy degradation with respect to the noise images in the training face images.

In particular, we substituted training images in CASIA-WebFace with dif-
ferent levels of noise face images. The noise face images are randomly selected
from the MS-Celeb-1M. For convenience, we directly apply the images and their
original labels to train the deep CNN model. Figure 2 shows the experimental
results. We can see that the performance is quite stable with the levels of noise
images. When 40% of noise images are merged into the original dataset, the per-
formance only drops about 2% compared with all the training face images used
in the original dataset. This is the reason why our proposed clustering-based
deep face recognition framework can achieve state-of-the-art performance.

The Choice of Pre-trained Models. To verify the ability of generalization
of our proposed framework, we choose three pre-trained models: AlexNet [26],
VGG-16 [13] and SE-LResNet50E-IR [22] to extract deep features of CASIA-
WebFace dataset for face clustering. Table 5 shows the results of the experiments.
These two pre-trained models:VGG-16 and LResNet50E-IR, which are trained by
face images, get the very similar performance of 98.93% and 99.04% respectively.
In order to cope with different usage scenarios, we can try different pre-trained
models to achieve competitive performance.

Fig. 2. The effect of incorrect labelled face images to a deep face recognition approach.

Table 5. The effect of incorrect labelled face images to a deep face recognition app-
roach.

Pre-trained Models AlexNet VGG-16 SE-LRestNet50E-IR

Accuracy 98.56% 98.93% 99.04%
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5 Conclusion

In this paper, we propose a novel clustering based deep face recognition frame-
work, namely ClusterFace. The main feature of our framework is that our deep
face model is trained by using a set of face images automatically labelled by a
simple Mini-batch K-Means clustering algorithm. By applying clustering, mil-
lions and millions of unlabelled images are available to improve the performance
of deep CNN face models. Experimental results demonstrated that the proposed
framework can achieve surprise accuracy (99.41%) for face verification on the
LFW dataset. In addition, further experiments indicate that deep CNN model
achieves comparable results if the noise ratio is lower enough. With this property,
adopting effective clustering algorithms and pre-trained models in the process
of model training is considered to be practical and plausible.
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Abstract. Sketch face recognition is of great significance in the field of
criminal investigation, Internet search and management. In this paper, we
explore the feature presentation of sketch synthesized face images with several
deep learning models. In order to complete the matching of heterogeneous
images, we propose a modified face synthesis technology that combines sket-
ches and face templates into a human face portrait. Through experiments, we
investigate the essential problem of the degree of synthetic with respect to face
recognition. Several state-of-the-art Deep Neural Network (DNN) models in
face recognition are transferred in feature extraction of sketch synthesized face
images. Experiments show that the proposed synthetic method is effective
working with the DNN models in sketch face recognition.

Keywords: Heterogeneous face recognition � Sketch face recognition
CNNs � Face synthesis

1 Introduction

The research on face recognition originated in the late 19th century [2]. Until now, face
recognition is still one of the core contents of computer vision research. In the early
times, methods such as subspace and binary coding were used in feature extraction.
Later, researchers focused on finding a sparse representation [3]. Recently, deep
learning becomes dominant in face recognition research. The current face recognition is
applied more and more in industry. For the controllable face recognition has been well
developed, the center of gravity of the face recognition gradually shifts to an uncon-
trollable situation.

Heterogeneous face recognition technology refers to the matching of faces in dif-
ferent data sources. As an important field of heterogeneous face recognition, sketch
face recognition involves two different styles of images, namely sketches and photos.
Sketch face recognition has many important roles. In the field of criminal investigation,
draft sketches created by forensic sketch artist can be used to identify the suspects. In
the field of comics, sketch face recognition helps to achieve retrieval. In addition,
through sketched face recognition, it is possible to tag the sketch information on the
Internet for statistics and management. However, the accuracy of the current sketch
face recognition technology has not yet reached the level that can be applied to the
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criminal investigation, so the technology has not yet been popularized. Therefore,
sketch face recognition still has a long way to go. At present, sketch face recognition
mainly includes three methods: synthesis, projection, and feature-based.

The idea of the synthesis method is to transform the sketches and photographs into
one another, and then uses a common recognition algorithm to identify them [13, 17].
Tang et al. [4] used the PCA method to perform linear mapping synthesis. They also
proposed a nonlinear method by using a multiscale Markov Random Fields
(MRF) model [5, 20]. While Gao et al. [6, 7] used an embedded hidden Markov model
(E-HMM) and selective ensemble strategy to fit the nonlinear relationship of a photo-
sketch pair, Liong and Erin [15] used CNN to learn a type of nonlinear relationship
between sketches and photos. Some synthesis methods laid emphasis on efficiency such
as the Offline random sampling method [21].

The projection method is to find the lower dimensional common subspace of
sketches and photos, where different styles of paintings become recognizable. Tang [4,
5, 8] pioneered the use of linear transformation to extract common linear features in
sketches and photos as common subspace. Liu et al. [9] used a nonlinear kernel
classifier to map sketches and photos to a common subspace. Pereira [18] proposed to
fit both sketch and infrared images. Klare [19] proposed a more general projection
method to fit on many different occasions.

The feature-based approach is to find a feature descriptor that allows it to have
stability for different styles of paintings and needs to be differentiated [10]. The most
widely used feature descriptors are: SIFT, Gabor, HOG, and MLBPs [22, 23]. Zhang
et al. used a tree method to reduce the gap between different modal when extracting
features [14]. Roy et al. [16] took a local gradient checksum as a local feature and had a
great achievement, especially when meeting blur or noise.

This paper proposes a new synthesis method for sketch face recognition. Existing
sketch face synthesis methods is basically either converting photos into complete
sketches or converting sketches into complete photos. Differently, we combine the
sketch with specific face template in a certain proportion with face morph. Specifically,
after using Delaunay to divide the face into many triangular areas, we use affine
transformation to synthesized the corresponding area of sketch and photo with certain
proportion. On one hand, this method maintains the correspondence of the geometric
area, on the other hand, the complexity of the algorithm is acceptable. The synthesis
method in this paper is highly efficient and easy to implement. Besides, we also
investigate the generalization ability of the benchmark DNN models [1, 11, 12] in
representing the synthesized image.

Figure 1 illustrates the proposed sketch synthesis and recognition algorithm. In
region one there are the sketches of the “suspects” and the face templates of photos.
After face detection, facial feature point location, and Delaunay preprocessing, the
suspect’s sketches and face template are synthesized in the region three. In region two
there is the photo library and the face template of sketches. Similarly, each photo in the
photo library is synthesized with the face template of sketches. Finally, all the syn-
thesized images are input to the DNN models to obtain feature representation. In the
feature space, a distance measure is used to compare the image similarity to get the final
ranking result.
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2 Face Synthesis

As described, there are three major methods for sketch face synthesis. In the past, face
synthesis is basically a transformation between face and sketch. In this paper, we
propose an innovative method to combine faces and sketches according to a certain
degree of integration to reduce the gap between the two styles of photos. Besides, this
method of synthesis means that in addition to the sketch and the face template of
photos’ synthesis, each photo in the photo library also needs to be synthesized with the
face template of sketches in order to achieve unity of style.

2.1 Delaunay Triangulation

In order to combine the corresponding areas of the sketch and photo, that is, to maintain
the geometric correspondence of the image, we use the Delaunay triangulation algo-
rithm to achieve this aim. The triangulation of the human face is to connect the facial
feature points into a triangulation network.

Delaunay triangulation has three methods: triangulation growth, incremental
insertion, and divide-conquer. The incremental insertion method is simple to imple-
ment, requires small memory, and performs better in practical applications, but the time
complexity is relatively high. Considering there are only 68 facial feature points, we
choose this method since its time complexity is not very high.

The main idea of the incremental insertion method is to first construct a large
triangle, repeatedly add one vertex at a time, and retriangulate the affected parts. Each

Fig. 1. Framework of the proposed sketch synthesized face recognition algorithm.
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time a point is inserted, and the edges are deleted that affect the insertion point. In other
words, we delete the edges of the circumcircle that contains the point and connect the
insertion point to all the endpoints of the surrounding edges until all the points have
been inserted.

There is a possible problem that the forehead part can be distorted for the facial
feature points do not cover the forehead, and it might influence the result of recogni-
tion. To solve this problem, the best way is to recognize forehead, but we adopt a
simpler one. As is shown in Fig. 2, there are the highest point A and lowest point B. YA
and YB denote the height of A and B. Then we only remain the height of YA � YBð Þ
units above the point A. This method keeps the difference of shapes around forehead
small enough to avoid forehead being distorted.

2.2 Synthesis Method Based on Affine Transformation

After triangulation, we can get multiple triangular areas as the example shown in
Fig. 3. We keep Region I as the shape of the original piece of a triangle area, while use
Region II to denote the changes of the shape of Region I. The sketches and average
face on the left side which obtains an untreated Region I are preprocessed with the
Delaunay algorithm. The degree of combination a determines the shape of the syn-
thesized triangle. Then the two images of Region I are mapped to Region II by the
affine transformation. Finally, the two regions of Region II are merged to obtain
Region III based on a.

Fig. 2. Two marginal feature points.

Fig. 3. Illustration of affine transformation and synthesis.
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The above Region I conversion to Region II is implemented by the affine trans-
formation. An affine map is the composition of two functions: a translation map and a
linear map to denoting scaling, rotating, translating and mirroring. The quantities are
constant before and after affine transform, such as parallelism or collinearity between
points, the convexity of sets, ratios of lengths along a line. These properties minimize
the impact of the affine transformation on the facial features and adapt to the different
shapes and sizes of the corresponding regions of the sketch and the photo. At the same
time, the affine transformation contains matrix operations, which greatly accelerates the
speed. Therefore, the affine transformation is chosen for synthesis in this paper.

The affine process can be represented by matrix notations. The matrix X is a certain
triangular region of the human face. The matrix Y is the result of X mapping according
to the shape of the synthesized region. Z is the final triangle region that is composed of
two YS in a. We denote Y ¼ f Xð Þ as the mapping function and Z ¼ G Y1; Y2ð Þ as the
synthesis function.

Since by the affine transformation is linear as in Eq. (1), where a and b are coef-
ficients. Apparently, it can also be written as Eq. (2), whereM is a coefficient matrix. In
Eq. (2), both F Xð Þ and M are unknown. Let one of the vertices of the synthesized
region Y be vector P, and the corresponding two vertex vectors in the original region X
are P0 and P1. We can derive a vertex in Y with Eq. (3). The degree of combination
parameter a affects the morphed face through Eq. (3). The point pairs Xi; Yið Þ of
triangle region’s three vertices can be obtained by Eq. (3), where i 2 1; 2; 3f g. In this
way, the matrix M can be obtained, eliminating an unknown number. Then, for each
point pi within X, the corresponding position F pið Þ in Y can be calculated by Eq. (2).
The mapping process in the above figure can be represented by R2 ¼ F R1ð Þ, where R1

denotes RegionIand R2 denotes RegionII. Finally, Z is a simple combination of Y1 and
Y2, namely G Y1; Y2ð Þ, as in Eq. (4), where Y1 comes from the sketch and Y2 comes
from the template of photos. In Eq. (4), a denotes the degree of combination parameter.
It affects the positions of triangle regions’vertices in the synthesized face by Eq. (3). It
also affects the positions of the points inside the triangle regions of the synthesized face
by Eq. (4).

F Xð Þ ¼ a� Xþ b ð1Þ

F Xð Þ ¼ M � XT ; 1
� �T ð2Þ

P ¼ a� P0 þ 1� að Þ � P1 ð3Þ

G Y1; Y2ð Þ ¼ a� Y1 þ 1� að Þ � Y2 ð4Þ

The realization of the synthesis method is summarized in Fig. 4.
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3 Face Recognition with DNN Models

Several DNN models are used to extract the feature representations for the synthesized
face images. It is interesting to verify the representation ability of these benchmark
models in sketch face recognition.

The DNN models usually extract different features based on the convolution kernels
in the convolution layer and the pooled layers to eliminate overfitting. Assume that a
face photo is 100� 100 in size. If the number of neurons in the next hidden layer is 1e6,
1e12 is required in the case of full connection. This kind of parameter scale is impossible
to train. To improve the algorithm, we can take local connections. Each neuron only
connects with 10� 10 partial images. This requires 1e8 parameters. Although many
optimizations have been made, the size of the parameters is still very large. The sharing
of weights can greatly reduce the parameter scale. That is, each neuron connects only
one 10� 10 partial image, and all 10� 10 neurons share the parameters of this one
neuron. This only requires 100 parameters. Through continuous alternation, the final
result is output using the full connection when the feature is reduced to a very small
scale. Although the parameters are few, they still produce good results.

In order to achieve accurate sketch face recognition results, three popular models
adopted in this paper are SeetaFace [11], VGGFace [12] and FaceNet [1]. VGGFace
takes smaller convolution kernel (3� 3) instead of the traditional one. Meanwhile, it
applies smaller pooling kernels (2� 2). For this two features, the model becomes
deeper and wider, and the increase of calculation becomes slower. Face Net consists of
a Batch (a input layer), a deep CNN, L2 (used to normalize), which result in the face
embedding. SeetaFace contains three key parts, among which the SeetaFace Identifi-
cation uses a convolutional neural network to extract the features. The Fast Normal-
ization Layer is introduced to speed up the convergence process and improve the
generalization ability. As the benchmark algorithm in face recognition, their perfor-
mance is compared in Table 1.

Fig. 4. Algorithm of face synthesis.
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It’s easy to find that these face recognition systems all perform well in LFW, and all
of them use CNN as a basement. That is the reason why we choose these face
recognition systems. To choose the most promising ones for sketch face recognition.

4 Experiment

4.1 Database

The database used in this experiment is the CUHK database [5], the CUHK database is
established for the study of sketch face synthesis and recognition. It contains a total of
606 face photos, of which 188 are from the University of Hong Kong, China, 123 from
the AR database, and 295 from the XM2VTS database. Each photograph in CUHK has
a corresponding sketch. This article uses the database of the University of Hong Kong.
Figure 5 shows the average faces generated in this database, which are used as tem-
plates for synthesis.

4.2 The Result of Face Synthesis

By taking the average face as the simplest template, we observe the influence of
synthesis parameter by their visual effect. From the synthesis results shown in Fig. 6, it
can be found that the larger the a, the closer to the original, and the smaller the a, the
closer to the average face. It can also be seen that there are slight differences in the two
synthesis directions, which is due to the need to take into account both styles of
photographs. The content of the follow-up experiment is to choose the right a to
achieve the best recognition effect.

Table 1. SeetaFace, FaceNet, VGGFace comparison table

Methods LFW accurancy Parameter scale (M)

SeetaFace [11] 0.986 –

VGGFace [12] 0.973 134.2
FaceNet [1] 0.996 26(NNS1), 4.3(NNS2)

Fig. 5. Average face generation result.
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4.3 Verification Experiments

For each picture in the database, we synthesized it using the method mentioned above,
and generate the result using gender-insensitive and gender-sensitive average faces
with different a. Then we use the SeetaFace feature to calculate the synthesized photos-
sketches similarities of the above results, normalize the data and draw the corre-
sponding histograms. The gender-insensitive, a ¼ 0:8 one is shown as an example in
Fig. 7. The left half in the Fig. 7 shows the distribution of similarities between syn-
thesized photos and sketches of different person, and the distribution of similarities
between synthesized photos and sketches of the same person. Then, we use normal
distribution and Gaussian kernel distribution to estimate their probability density curve
and the result is shown in the right half of Fig. 7. The curve can be used to find the best
threshold to differentiate the photos mentioned above.

We use a simple method to get the ROC curve: for each histogram mentioned
above, choose different threshold and calculate the True Positive Rate and the False
Positive Rate, finally, connect the points to a line. The results of the experiments using
the gender-insensitive average face for synthesis are shown on the left of Fig. 8. The
results of the experiments using the gender-specific average face for synthesis are
shown on the right of Fig. 8. Based on the results, we can draw the conclusion that the
best value a is between 0.6 and 0.8.

Fig. 6. Synthetic result, first line: photo and average face synthesis, second line: sketch and
average face synthesis.

Fig. 7. Similarity histogram (left), probability density plot (right).
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4.4 Identification Experiments

The identification experiments are evaluated with the Cumulative Match Curve
(CMC) to compare three DNN models as shown in Fig. 9, in which each CMC curve
has chosen the a with the highest accuracy. Seetaface performs the best, which proves
its adaptability and transferability in heterogeneous recognition. Hence, we choose
SeetaFace feature in the experiments hereafter.

With the identification experiment, we also explore the influence of templates in
synthesis in identification experiments. As shown in Fig. 10, the Cumulative Match
Curve (CMC) is plotted for the SeetaFace feature for different a. The first and the third
graph of the Fig. 10 show the correct rate of a of 20%, 40%, 60% and 80%. It can be
found that the synthesis in the range of 40% to 80% has a good effect. The second and
the fourth graph of Fig. 10 shows the specific results after amplification. It can be
found that the synthesis effect is the best in the range of 60% to 70%. Since the average
face can be divided into gender-specific and gender-insensitive, the experiment proves
that the gender-specific average face gains better result. Therefore, when the gender is
known, the gender-specific average face should be selected as a face template, and if
the gender is unknown, the gender-insensitive average face should be selected as a
template for synthesis.

Fig. 8. ROC curve that uses gender-insensitive average face (left), uses gender-specific average
face (right).

Fig. 9. CMC curves that use VGGFace, FaceNet, SeetaFace feature.

Sketch Synthesized Face Recognition 395



In Table 2, we compare the identification results of synthetic face recognition
algorithms. It can be observed that the result obtained with the proposed method is by
par with or better than the benchmark methods. This shows the effectiveness of the
proposed synthesis method and the adaptability of the DNN models. However, the
results with simple distance measurement still are not as good as those methods with
class label enhanced models, which reported results of over 90% at rank 1 [16, 18, 19].
Moreover, we believe that the performance of DNN models can be further improved
after pre-training with large labeled sketch databases. Even so, our experiments shown
the strong generalization ability of the DNN models in sketch synthesized face
recognition.

5 Conclusion

In this paper, a new synthesis method is proposed for sketch face recognition. Two
types of face modal are affine-transformed according to adjustable proportion and the
control parameters are selected through experiments. In addition, we propose using
variable templates to make sketch face recognition more flexible and take full
advantage of the available semantic information. Under the premise that the known
appearance feature is a priori condition, a related template can be generated. The more
the amount of information contained in the template is, the more accurate the matching

Fig. 10. CMC curves that use gender-specific average face (left) and gender-insensitive average
face (right).

Table 2. Rank in our opinion and hits relationship table

Rank 1 2 3 4 5 6 7 8

Geometary [4] 30 37 45 48 53 59 62 66
Eigenface [4] 31 43 48 55 61 63 65 65
SketchTransform [4] 71 78 81 84 88 90 94 94
MSMRF+LDA [16] 96 – – – – – – –

SIFT+MLBP [16] 98 – – – – – – –

MCCA [16] 99 – – – – – – –

I S V [18] 96 – – – – – – –

D-RS [19] 96 – – – – – – –

Ours 70 76 83 88 90 92 93 94
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is. This flexibility allows it to adapt to a variety of applications, that is, in different
situations, we only need to adjust the template. The synthesized images are used in face
recognition by taking DNN models for feature extraction. Though no pre-training is
performed, the results are already over the benchmarks with only distance matching.

We believe that with enough data for pre-training and label-enhanced learning,
more promising results can be obtained, so enlarging the dataset scale of the experi-
ment will be the next step of our work.

Acknowledgements. The work is funded by the Shanghai Undergraduate Student Innovation
Project, the National Natural Science Foundation of China (No. 61170155) and the Shanghai
Innovation Action Plan Project (No. 16511101200).
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Abstract. Anti-spoofing has become more important in face recogni-
tion systems. This paper proposes a novel approach to resist 3D face
mask attacks, which jointly uses texture and shape features. Different
from existing methods where depth information by extra equipments is
required, we reconstruct geometry cues from RGB images through 3D
Morphable Model. The hand-crafted features as well as the deep ones
are then extracted to comprehensively represent texture and shape dif-
ferences between real and fake faces and finally fused for decision making.
The experiments are carried out on the 3D-MAD dataset and the com-
petitive results indicate the effectiveness.

Keywords: Face anti-spoofing · 3D face reconstruction
Deep learning

1 Introduction

Face recognition (FR), with its wide applications in various fields, e.g., security
and business, has received tremendous attention over the past decades. For most
existing FR systems, despite their satisfactory accuracies, the vulnerability to
Spoofing Attacks (SA) still remains a serious problem, which tends to impede
further pervasion of FR techniques. In general, there are three means of SA,
where attackers attempt to gain access by presenting fake faces of authorized
users using printed photos, recorded videos and 3D face masks. Currently, it
is not so hard to launch such attacks as face data are easily acquired and the
copies, in particular images and videos, are of a relatively low cost. Therefore,
face anti-spoofing is of great significance within the community.

In the literature, a number of methods have been proposed to deal with photo
and video based SA [3,23,24,29], and very good results have been reported. How-
ever, compared to 2D image and video data, 3D masks can mimic genuine faces
with much better appearance and geometry properties, thus making face anti-
spoofing more challenging. To the best of our knowledge, existing studies on 3D
face mask anti-spoofing are basically texture-based [1,9,21,27]. Although they
c© Springer Nature Switzerland AG 2018
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show promising results, their performance is likely to degrade in the presence of
some variations, such as illumination conditions and mask materials. To solve this
issue, researchers try to employ additional auxiliary cues, including heart rate sig-
nals [20] and 3D depth/geometry features [15]. Unfortunately, these methods often
rely on special acquisition sensors that cannot be conveniently mounted on pop-
ular end devices, e.g., smart phones and tablet PCs, and inevitably increase the
expenditure in hardware, both of which limit them in real-world scenarios.

In this paper, we propose a novel approach to 3D face mask anti-spoofing by
fusing texture and shape features. In contrast to current solutions that capture
depth information by extra equipments, we reconstruct depth cues from RGB
images through 3D Morphable Model (3DMM). A feature set, including both
the hand-crafted and deep ones, is then built to comprehensively represent the
texture and geometry differences between real and fake faces. The selected fea-
tures are finally integrated for decision making. The experiments are conducted
on 3D-MAD [7] and the results demonstrate the effectiveness of reconstructed
depth images as well as its complementary to original RGB data. Besides, our
method proves very competent at detecting 3D mask attacks.

2 Related Work

Early face anti-spoofing methods mainly handle image and video attacks, and
according to the features used, they can be roughly classified into three groups,
i.e., motion-based, image quality based, and texture-based.

Motion-based methods make use of the movement of organs and muscles to
distinguish the genuine faces from the fake ones, and relative motions, such as
eye blinking, mouth opening, and head rotating, can be detected in continuous
video frames. Bharadwaj et al. [4] present a method to amplify motions, which
improves the SA detection rate. In [30], a CNN-LSTM architecture is proposed to
learn more powerful features to detect false faces. However, these methods tend
to take a long time to capture stable live characteristics, because the human
physiological rhythm ranges from 0.2 to 0.5 Hz [4]. In addition, these methods
are vulnerable to replay video attacks.

Image quality based methods focus on surface reflectivity, arguing the reflec-
tivity of human skin is different from that of other materials used in attacks.
Angelopou et al. [2] measure the reflectivity distribution of real skins under vis-
ible spectrum, and find out that with the increase of wavelength, reflectivity
decreases. [6,22] show that the reflectance at the wavelength of 850 nm is high
and that of 1400 nm is low. Such methods are theoretically sound, but they
require well controlled lighting condition and the materials that are similar to
skin may incur trouble.

Texture based methods emphasize the texture difference between real and
fake faces since the surface characteristics of artificial pigment and human skin
are different. For instance, global image blur occurs in print-attacks. Maata et
al. [21] model the difference between real and fake faces by LBP features, high-
lighting the importance of micro-textures. In [9], Galbally et al. investigate more
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texture features of LBP, DoG and HOG. Agarwal et al. [1] exploit block-wise
Haralick texture features from redundant discrete wavelet transformed images.
Li et al. [19] apply Convolutional Neural Network (CNN) to generate more
discriminative features from still images and then feed them to SVM for
classification. Shao et al. [27] further take dynamic clues into consideration and
conduct deep convolutional dynamic texture learning.

Recently, with the development of 3D printing technologies, 3D mask based
SA becomes popular and anti-spoofing is more challenging. The methods to
image and video attacks aforementioned are preliminarily discussed but not
qualified. In this case, geometric attributes of 3D facial shapes are important
to supplement those in the 2D modality. In [8], Erdogmus and Marcel extract
LBP from depth images, and its credit is combined with that of LBP histograms
of RGB images in SVM and LDA based classifiers. [27] highlights the CNN based
motion difference between the shapes of genuine faces and fake masks, which is
jointly used with that in the texture channel for prediction. But as we state,
such shape features are dependent on additional sensors and there is also some
room to ameliorate the overall performance.

3 Method

3.1 Framework

The framework of our proposed method is illustrated in Fig. 1. As shown in the
figure, we use both the texture and shape modalities for 3D face mask anti-
spoofing. The textures come from the original RGB images, while the shapes are
recovered using a 3D morphable model. For both the two modalities, we extract
a set of features, including the traditional hand-crafted ones, i.e. LBP histograms
and normal vectors, as well as the deep ones, i.e., the CNN features computed
by the VGG-16 models. MKL is adopted to integrate the contributions of the
traditional features, while softmax is used to combine the deep learned ones,
deciding whether a given face in front of the camera is genuine or fake.

3.2 3D Face Reconstruction

Instead of using the depth maps acquired by additional sensors, we employ
3DMM to recover a 3D face model from a given 2D face image.

In 3DMM, a face is represented by vectors S, T ∈ R3N , providing the x, y, z
components of the shape coordinates and the corresponding RGB color values
respectively, where N is the number of the mesh vertices. A 3DMM thus contains
two PCA models, one for the shape and the other for the texture. Each PCA model

M := (v, σ, V ) (1)

consists of the mean of the meshes v ∈ R3N (3D coordinates or 2D pixel values),
a set of principal components V = [v1, ..., vn−1] ∈ R3N×(n−1) and the standard
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Fig. 1. Framework of the proposed method.

deviations σ ∈ Rn−1, in which n is the number of scans used to build the model.
The shape of 3D face can be further generated by

S = v +
M∑

i

αiσivi (2)

For the shape, M ≤ n − 1 is the number of selected principal components
and α ∈ RM denotes the coefficients, i.e. the coordinates of the 3D face instance
in the shape space. The generation process for the texture is similar.

For computation efficiency, we use a low-resolution (3,448 vertices) shape-
only model (sfm-shape-3,448 from an open-source library named EOS [14]).
Given an input face image and its landmarks (localized using the dlib library),
we find its PCA shape coefficients α by minimizing the cost function:

E =
3N∑

i=1

(y2D,i − yi)2

2σ2
2D

+ ||α||22 (3)

where N is the number of landmarks, y denotes the 2D landmarks, σ2
2D is an

optional variance for these landmark points, and y2D are the 2D projection of
the 3DMM shape. Refer to [14] for more details. Some recovered depth maps are
illustrated in the middle row in Fig. 2.

3.3 Feature Extraction

When the depth map is reconstructed, a given face has the information both in
the RGB and D channels. We then calculate a number of features to capture the
possible differences between real and fake faces. The features are introduced in
the following.
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LBP Features. LBP is a widely used hand-crafted texture descriptor, and it has
shown success in many face analysis tasks [10–13] . In our study, an LBP variant,
namely Modified LBP (MLBP), is used to encode texture features. Instead of
sampling from surrounding pixels in original LBP, MLBP uses the mean values
of neighboring blocks, and proves more efficient in face anti-spoofing [23]. In this
work, we divide the whole face image into 3 × 3 non-overlapping blocks, and for
each block, a 59-bin histogram is computed, resulting a 531-bin feature.

Normal Features. To better highlight the face shape attributes, normal values
of all the vertices in the range image are calculated. As in [16–18], three normal
component maps in the x, y and z directions are producted. All the values are
concatenated to a 3D matrix, and this matrix is squeezed to form a feature
vector of a dimension of 10,344 (3448× 3).

Fig. 2. Illustration of original RGB images, real depth images captured by the Kinect
sensor, reconstructed depth images from 3DMM, and normal maps computed on the
recovered depth images, in the three sessions of the same subject.
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CNN Features. Deep learning features are also extracted both from the texture
and shape modalities. To balance efficiency and precision, we choose VGG-16
[28] as the base architecture. For each modality, input images go through an
individual network. There are 13 convolution layers and 5 max pooling layers,
where the kernel size of each convolution layer is 3 × 3, and that of the max
pooling layer is 2× 2. The stride is 1, and the activation functions are ReLu.
Two fully connected layers behind generate a 4,096-d feature vector.

3.4 Fusion and Classification

Finally, the features in the two modalities are combined to decide whether a face
is fake or genuine. For hand-crafted features, we adopt SVM with SimpleMKL
[26]. MKL makes use of a pre-defined set of kernels and learns an optimal linear
or non-linear combination of kernels, which is claimed to be superior to the single
kernel solutions. For deep CNN features, the feature maps at the last conv layer
of the texture and shape model are concatenated and the squeezed feature map
is fed into the fully connected layer, followed by a softmax layer for classification.

4 Experiments

4.1 Dataset

To evaluate the performance of our proposed anti-spoofing method, we conduct
experiments on the 3D-MAD database. As far as we know, the publicly available
dataset with 3D mask attacks is very limited. In 3D-MAD, videos of 17 subjects
are made by the Microsoft Kinect sensor under controlled conditions, in the
frontal-view and with a neutral expression. A subject has three sessions, and
each session contains 5 videos. In the first two sessions, real faces are recorded,
and in the third session, the mask attacks are captured. All the videos are of
the same length of 300 frames (in total 76,500 frames). The color image and the
depth image are of the same size of 640 × 480 pixels with manually annotated
eye positions. Some typical samples are presented in Fig. 2.

4.2 Setting

Protocol. To compare the proposed method with the state of the art, we adopt
the standard protocol, namely Leave-One-Out Cross-Validation (LOOCV), as
in [8]. In each video, we take one out of every 30 frames and generate totally
10 still RGB images for our experiments. For each fold, a subject is selected for
test while the other 16 subjects are randomly divided into two equal parts as the
training and development set respectively. The experiment is repeated 17 times
so that all the subjects appear in test. We report the average accuracies of 2D
features, 3D features, and some of their combinations.
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Parameters. The normal and LBP features are respectively compacted to 200
and 100 using PCA before classification. In MKL, the Polynomial kernels with
the degree of 1 and 3 are adopted for normal vectors and the RBF kernels with
the gamma value of 0.8 and 1 are used for LBP histograms.

For RGB images, the VGG-16 model is pre-trained on ImageNet [5], and
for depth images, the model is pre-trained on the FRGC dataset [25]. In the
VGG-16 models in both modalities, we employ the Cross-Entropy loss and SGD
is used for optimization. Each training process has 25 epochs, and the learning
rate is set to 0.01. The learning rate is multiplied by 0.1 every 5 epochs. The
weight decay is set to 0.0001 and the batch size is set to 32.

4.3 Results

The accuracies of texture features, shape features, and some of their fusions in
terms of EER and AUC are displayed in Table 1. From this table, we can find
that, the recovered shape information is useful in 3D face mask anti-spoofing.
Based on shallow normal features, the EER of the depth channel is 6.37%, which
is largely boosted to 0.90% by deep CNN features, highlighting a better discrim-
inative power. Meanwhile, we can also notice that the reconstructed depth map
presents a good complementarity to the original texture image, evidenced by
their fusion result that is superior to that of either single modality. By com-
bining the deep texture and shape features, we make correct predictions on all
the test samples. Figure 3 shows the ROC curves when we integrate texture and
shape clues.

In Table 2, we compare our top results to the state of the art ones reported on
the 3D-MAD database. The scores in [8,20,27,28] are based on texture features,
and the one in [24] is based on the original depth data. On the other side, [8,28]
make use of static information, while [20,24,28] also consider dynamic cues. We
can see that the proposed method that integrates the deep features of the RGB
and recovered depth data reaches the best performance.

Table 1. Accuracies of different texture features, shape features, and some of their
combinations on the 3D-MAD database.

Features EER (%) AUC (%)

Hand-crafted MLBP-Texture 6.37 98.58

Normal-Depth 11.93 94.97

Fusion 2.65 99.66

Deep CNN-Texture 0.90 99.80

CNN-Depth 6.92 84.44

Fusion 0.00 100.00
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Fig. 3. ROC curves of hand-crafted features (left) and deep learning features (right)
on 3D-MAD.

Table 2. Comparison with the state-of-art methods on the 3DMAD dataset.

Method EER (%) AUC (%)

MS LBP [8] 5.25 98.65

fc CNN [28] 3.24 98.36

LBP-TOP [24] 1.35 99.92

Optical Flow [27] 10.87 94.21

rPPG [20] 8.59 96.81

Dynamic texture [27] 0.56 99.99

Ours (CNN fusion) 0.00 100

5 Conclusion

In this paper, we propose an effective method for 3D face mask anti-spoofing. It
makes use of both texture and shape features, but instead of launching the addi-
tional sensor, our depth maps are recovered from original RGB images through
3DMM. Both the hand-crafted and deep features are investigated to capture
differences between the real faces and the fake ones. Experiments are conducted
on the 3D-MAD dataset, and the results show that reconstructed depth maps
are indeed useful and they provide complementary information to improve the
overall performance.
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Face Anti-spoofing to 3D Masks 407

References

1. Agarwal, A., Singh, R., Vatsa, M.: Face anti-spoofing using Haralick features. In:
IEEE International Conference on Biometrics Theory, Applications and Systems,
pp. 1–6 (2016)

2. Angelopoulou, E.: Understanding the color of human skin. In: SPIE Human Vision
and Electronic, Imaging, pp. 243–251 (2001)

3. Atoum, Y., Liu, Y., Jourabloo, A., Liu, X.: Face anti-spoofing using patch and
depth-based CNNs. In: IEEE International Joint Conference on Biometrics, pp.
319–328 (2017)

4. Bharadwaj, S., Dhamecha, T.I., Vatsa, M., Singh, R.: Computationally efficient
face spoofing detection with motion magnification. In: IEEE Conference on Com-
puter Vision and Pattern Recognition Workshops, pp. 105–110 (2013)

5. Deng, J., Dong, W., Socher, R., Li, L.-J., Li, K., Fei-Fei, L.: Imagenet: a large-
scale hierarchical image database. In: IEEE Conference on Computer Vision and
Pattern Recognition, pp. 248–255 (2009)

6. Dowdall, J., Pavlidis, I., Bebis, G.: Face detection in the near-IR spectrum. Image
Vis. Comput. 21(7), 565–578 (2003)

7. Erdogmus, N., Marcel, S.: Spoofing in 2D face recognition with 3D masks and anti-
spoofing with kinect. In: IEEE International Conference on Biometrics: Theory,
Applications and Systems, pp. 1–6 (2013)

8. Erdogmus, N., Marcel, S.: Spoofing face recognition with 3d masks. IEEE Trans.
Inf. Forensics Secur. 9(7), 1084–1097 (2014)

9. Galbally, J., Marcel, S., Fierrez, J.: Image quality assessment for fake biometric
detection: application to iris, fingerprint, and face recognition. IEEE Trans. Image
Process. 23(2), 710–724 (2014)

10. Huang, D., Ardabilian, M., Wang, Y., Chen, L.: 3-d face recognition using eLBP-
based facial description and local feature hybrid matching. Trans. Inf. Forensics
Secur. 7(5), 1551–1565 (2012)

11. Huang, D., Ouji, K., Ardabilian, M., Wang, Y., Chen, L.: 3D face recognition
based on local shape patterns and sparse representation classifier. In: Lee, K.-T.,
Tsai, W.-H., Liao, H.-Y.M., Chen, T., Hsieh, J.-W., Tseng, C.-C. (eds.) MMM
2011. LNCS, vol. 6523, pp. 206–216. Springer, Heidelberg (2011). https://doi.org/
10.1007/978-3-642-17832-0 20

12. Huang, D., Shan, C., Ardabilian, M., Wang, Y., Chen, L.: Local binary patterns
and its application to facial image analysis: a survey. IEEE Trans. Syst. Man
Cybern. Part C Appl. Rev. 41(6), 765–781 (2011)

13. Huang, D., Wang, Y., Wang, Y.: A robust method for near infrared face recognition
based on extended local binary pattern. In: Bebis, G., et al. (eds.) ISVC 2007.
LNCS, vol. 4842, pp. 437–446. Springer, Heidelberg (2007). https://doi.org/10.
1007/978-3-540-76856-2 43

14. Huber, P., Hu, G., Tena, R., Mortazavian, P., Koppen, W.P., Christmas, W.J.,
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Abstract. Deep learning has achieved great success in face recognition
and significantly improved the performance of the existing face recogni-
tion systems. However, the performance of deep network-based methods
degrades dramatically when the training data is insufficient to cover the
intra-class variations, e.g., illumination. To solve this problem, we pro-
pose an illumination augmentation approach to augment the training set
by constructing new training images with additional illumination com-
ponents. The proposed approach first utilizes an external benchmark to
generate several illumination templates. Then we combine the generated
templates with the training images to simulate different illumination con-
ditions. Finally, we conduct color correction by using the singular value
decomposition (SVD) algorithm to confirm that the color of the aug-
mented image is consistent with the input image. Experimental results
demonstrate that the proposed illumination augmentation approach is
effective for improving the performance of the existing deep networks.

Keywords: Face recognition · Deep learning
Illumination augmentation

1 Introduction

Face recognition has been a hot research topic in the past decades and
attracted considerable research attention. In recent years, with the development
of deep learning techniques and the emergences of large-scale face datasets, deep
network-based methods have significantly advanced face recognition techniques
[1–3]. Applications of face recognition are emerging in video surveillance, social
security, company attendance, and identity authentication.

Although deep models have proved their effectiveness in improving the per-
formance of face recognition techniques, most of the existing face recognition
systems are trained with large-scale datasets. In some applications, each person
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contains only 1–2 samples, and the training data may be inadequate to cover the
changing illumination, pose, and image quality. Particularly, the performance of
the existing deep networks will decrease dramatically when dealing with extreme
lighting condition. Therefore, the topic of learning robust deep representations
with insufficient training samples will be worthwhile for face recognition.

A natural idea is to augment the training data and generate additional train-
ing samples. Some recent works have focused on synthesizing novel face images
with changing poses, attributes, and identities by GAN (generative adversar-
ial network) [4–6]. Learning deep networks with the synthesized face images
improves the performance of deep networks to some specific problem. However,
the generalizability of GAN-based approaches to other datasets is under study.
Besides, controlling the facial details and ID of the generated image by GAN
is extremely difficult. Furthermore, the training process of the GAN models is
time-consuming, and the labeling of face image attributes is costly.

In this paper, we focus on improving the performance of face recognition
systems using the data augmentation technique. We propose to perform illumi-
nation augmentation to increase the diversity of the training data. Firstly, we
generate different reference illumination templates from other datasets. For each
training sample, our approach simulates different illumination conditions using
the pre-defined illumination templates. Eventually, we utilize the singular value
decomposition (SVD) algorithm to transform the output image to the color sub-
space which is consistent with the input image. Furthermore, we construct a
new dataset by collecting images stored in the second-generation ID cards and
images captured in the realistic surveillance environment. We also build a test-
ing set which comprises of images captured in the railway station. Experiments
demonstrate that the proposed illumination augmentation approach is effective
for improving the performance of deep network-based face recognition models.

2 Related Works

Deep networks have achieved remarkable success in face recognition and dramat-
ically improved the performance of the state-of-the-art methods [1–3]. Taigman
et al. [1] proposed a pioneer CNN model named DeepFace which outperformed
traditional face recognition methods and closely approached human-level per-
formance. Sun et al. [2] proposed a DeepID network which employed identifica-
tion and verification supervisory signals to improve the recognition performance.
Schroff et al. [3] proposed a network named FaceNet which adopted triplet loss to
enforce a margin between distances of intra-class samples and those of inter-class
samples.

3 Proposed Method

3.1 Overall Framework

Figure 1 demonstrates the overall framework of the proposed illumination aug-
mentation approach. We first perform Gaussian filtering on the reference images
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Fig. 1. Proposed framework. We first simulate different illumination situations using
the reference images from an external dataset and then perform color correction to
obtain the illumination augmentation output.

from an external benchmark to extract the reference illumination masks. Then,
we extract the facial details of the input image by subtracting the illumination
mask of the input. After that, we combine the facial details of the input image
with the reference illumination masks to generate face images with different illu-
mination situations. Eventually, we perform color correction to make sure that
the color components of the augmented image is consistent with the input image.

3.2 Illumination Variation Simulation

We perform Gaussian filtering with a large blur kernel on the reference image and
input image to extract the corresponding illumination mask. Denote the input
image and the reference image as Xi and Xr, we can compute the illumination
masks Xm

i and Xm
r as follows:

Xm
i = Xi ∗ G,

Xm
r = Xr ∗ G,

(1)

where G denotes the function of Gaussian filtering and can be defined as follows:

G =
1

2πσ2
e−X 2+y 2

2σ2 . (2)

We can obtain the facial details of the input image by subtracting the illumina-
tion mask. Denote Xd

i as the facial details, the computation is as follows:

Xd
i = Xi − Xm

i . (3)

Then we combine the facial details with the reference illumination mask to sim-
ulate different illumination conditions Xv

i , which is formulated as follows:

Xv
i = Xd

i + Xm
r . (4)



412 Z. Feng et al.

3.3 Color Correction

The color components of the simulated image may be different to the input
image. We propose to conduct color correction to ensure that the color com-
ponents of the final output is consistent with that of the input image. We first
perform SVD [11] algorithm on each channel of both the input image and the
simulated output to extract their color components. Denote XiA, A = {R,G,B}
and Xv

iA, A = {R,G,B} as input and simulated image, we have:

XiA = UiAΣiAViA, A = {R,G,B},

Xv
iA = Uv

iAΣv
iAV v

iA, A = {R,G,B}.
(5)

Note that ΣiA and Σv
iA contains the color components of the input and simulated

image, we can correct the color condition of the simulated image according to the
input image by replacing Σv

iA with ΣiA. Denote XoA as the augmented output,
then we have:

XoA = Us
iAΣiAV s

iA, A = {R,G,B} (6)

4 Experiment

4.1 Experimental Settings

Training Set. We utilize CASIA-WebFace [7], a popular public face dataset, to
train the baseline model. CASIA-WebFace contains 494,414 samples of 10,575
subjects detected from the Internet.

We also construct a domestic dataset for training a stronger model for the
domestic face recognition. The domestic training dataset contains 864,652 sam-
ples of 386,847 subjects. Most of the subjects contain only 2–3 images, of which
one image is from the second-generation ID cards and other images are from the
surveillance videos. Training a robust model for the domestic dataset is chal-
lenging because of the lack of training sample for each person.

Testing Set. We evaluate the performance of the proposed illumination aug-
mentation approach on the LFW dataset [8]. The LFW dataset contains 13,233
images of 5,749 subjects captured in the unconstrained environment. The LFW
dataset is now the most popular benchmark for face recognition. We adopt the
standard verification protocol to conduct fair comparison with other methods.

We also construct a domestic testing set to evaluate the performance of the
face recognition models under realistic surveillance environment. The domestic
testing dataset contains 3,722 prob images of 39 subjects captured in a railway
station. The challenges include illumination, pose, and occlusion. For testing,
we conduct matching between the domestic testing dataset and a gallery set
comprised of 10,039 images captured in the second-generation ID cards.

Implementation Details. We select 20 images from the CMU-PIE [9] dataset
to generate reference illumination templates. For each training sample, we ran-
domly select 2 reference templates and obtain 2 illumination augmentation
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Fig. 2. Illumination augmentation results on CASIA-WebFace. (b) and (c) are the
augmented images of (a), while (e) and (f) are the augmented images of (d).

Fig. 3. Illumination augmentation results on the domestic training set. (b) and (c) are
the augmented images of (a), while (e) and (f) are the augmented images of (d).
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Table 1. The DenseNet structure

Layer name Input size Output size Parameters

Conv1a 112 × 96 × 3 112 × 96 × 64 3 × 3 × 64 conv

Conv1b 112 × 96 × 64 112 × 96 × 128 3 × 3 × 128 conv

Pool1 112 × 96 × 128 56 × 48 × 128 2 × 2 max pooling, stride 2

Dense Block 1 56 × 48 × 128 56 × 48 × 320

[
1 × 1 conv

3 × 3 conv

]
× 3

Transition 1 56 × 48 × 320 56 × 48 × 128 1 ×1 × 128 conv

Pool2 56 × 48 × 128 28 × 24 × 128 2 × 2 max pooling, stride 2

Dense Block 2 28 × 24 × 128 28 × 24 × 384

[
1 × 1 conv

3 × 3 conv

]
× 4

Transition 2 28 × 24 × 384 28 × 24 × 256 1 × 1 × 256 conv

Pool3 28 × 24 × 256 14 × 12 × 256 2 × 2 max pooling, stride 2

Dense Block 3 14 × 12 × 256 14 × 12 × 576

[
1 × 1 conv

3 × 3 conv

]
× 5

Transition 3 14 × 12 × 576 14 × 12 × 512 1 × 1 × 512 conv

Pool4 14 × 12 × 512 7 × 6 × 512 2 × 2 max pooling, stride 2

Dense Block 4 7 × 6 × 512 7 × 6 × 896

[
1 × 1 conv

3 × 3 conv

]
× 6

Transition 4 7 × 6 × 896 7 × 6 × 512 1 × 1 × 512 conv

Pool5 7 × 6 × 512 4 × 3 × 512 2 × 2 max pooling, stride 2

Dense Block 5 4 × 3 × 512 4 × 3 × 896

[
1 × 1 conv

3 × 3 conv

]
× 6

Transition 5 4 × 3 × 896 4 × 3 × 1024 1 × 1 × 1024 conv

Pool6 4 × 3 × 1024 1 × 1 × 1024 2 × 2 Global pooling

fc7 1 × 1 × 1024 10,575 Full connection

results. Our training process is two step. First we train a baseline model with
CASIA-WebFace using the DenseNet [10] structure. Table 1 demonstrates the
details of the network. Then we utilize the triplet loss [3] to fine-tune the base-
line model with the domestic training set. For the first step, we set the batch
size as 128, the learning rate as 0.1 and will be decreased by half every 40,000
iterations, and the weight decay as 5 × 10−4. For the second step, we set the
batch size as 120, the learning rate as 0.01 and will be decreased by half every
40,000 iterations, and the weight decay as 5 × 10−4.
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4.2 Qualitative Evaluation of Illumination Augmentation

Figures 2 and 3 demonstrate the illumination augmentation results on CASIA-
WebFace and the domestic training set. We can see that the illumination aug-
mentation approach manage to add additional illumination variations to the
input image without changing the facial details for both CASIA-WebFace and
the domestic training set. Our approach is proved to be adaptive to any training
sample with changing illumination, pose, and image quality.

4.3 Quantitative Evaluation of Illumination Augmentation

Evaluation on LFW. Table 2 demonstrates the quantitative evaluation of the
proposed illumination augmentation (IA) approach on the LFW dataset. We
compare our method with DeepFace [1], DeepID2+ [2], and FaceNet [3]. The
experimental results verify that the proposed IA approach is effective for improv-
ing the performance of the existing deep models. Implementing the proposed net-
work with the augmented training samples results in an improvement of 0.27%
verification accuracy. We also notice that the verification accuracy of the pro-
posed approach outperforms DeepFace and DeepID2+. Note that with the same
training samples, the accuracy of our method is higher than that of FaceNet.
Consequently, our method is competitive against the state-of-the-art methods.

Evaluation on the Domestic Testing Set. Table 3 demonstrates the evalu-
ation results on the domestic testing set. We can see that training deep models

Table 2. Evaluation on LFW

Method DeepFace [1] DeepID2+ [2] FaceNet [3] FaceNet [3] Proposed Proposed (IA)

Number of
samples

4M - 0.49M 200M 0.49M 0.49M

Verification
accuracy

97.35% 98.70% 98.3% 99.63% 98.45% 98.72%

Table 3. Evaluation on the domestic testing set

Method Training set Number of samples Accuracy

FaceNet (Softmax) CASIA-WebFace 0.49M 57.1%

FaceNet (Triplet) Domestic set 0.12M 74.7%

FaceNet (Triplet) Domestic set 0.86M 81.7%

Proposed (Softmax) CASIA-WebFace 0.49M 65.66%

Proposed (Triplet) Domestic set 0.12M 76.7%

Proposed (Triplet+IA) Domestic set 0.12M 80.91%

Proposed (Triplet) Domestic set 0.86M 85.43%

Proposed (Triplet+IA) Domestic set 0.86M 89.45%
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with the domestic training set is beneficial to improving the recognition accu-
racy on the test set captured in the realistic surveillance environment. Compared
with the deep models trained with CASIA-WebFace, an improvement of 24.6%
is obtained for FaceNet trained with the domestic training set. Similarly, an
improvement of 19.77% is also observed for the proposed network. With more
training data, the performance of deep networks continue to improve. As the
number of training data increases from 0.12M to 0.86M, we can see a perfor-
mance gain of 7% for FaceNet and 8.73% for our network. Furthermore, we
notice that the proposed IA approach is effective for improving the performance
of deep networks with the domestic dataset. With IA approach, an improvement
of 4.02% is observed for the proposed network. Note that the performance of the
proposed network trained with CASIA-WebFace outperforms that of FaceNet
with a margin of 8.56%. Consequently, our method achieves better generaliz-
ablity than FaceNet.

5 Conclusion

In this paper, we study the topic of data augmentation for face recognition and
propose an illumination augmentation (IA) method. We first simulate different
illumination conditions from the external benchmark and then perform color
correction to obtain the augmented training samples with additional illumination
variations while preserving the facial details. The IA approach is suitable for
any face image with changing illumination, pose, and image quality. To further
improve the performance of the deep networks towards robust face recognition
under realistic environment, we construct a domestic training set together with a
domestic testing set. Experimental results on the LFW and the domestic testing
set verify the effectiveness of the proposed approach.
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Abstract. Depth information has been proven useful for face recog-
nition. However, existing depth-image-based face recognition methods
still suffer from noisy depth values and varying poses and expressions.
In this paper, we propose a novel method for normalizing facial depth
images to frontal pose and neutral expression and extracting robust fea-
tures from the normalized depth images. The method is implemented via
two deep convolutional neural networks (DCNN), normalization network
(NetN ) and feature extraction network (NetF ). Given a facial depth
image, NetN first converts it to an HHA image, from which the 3D face
is reconstructed via a DCNN. NetN then generates a pose-and-expression
normalized (PEN) depth image from the reconstructed 3D face. The PEN
depth image is finally passed to NetF , which extracts a robust feature
representation via another DCNN for face recognition. Our preliminary
evaluation results demonstrate the superiority of the proposed method in
recognizing faces of arbitrary poses and expressions with depth images.

Keywords: Depth images · Face recognition
Pose and expression normalization

1 Introduction

Face recognition can be implemented using different modalities of face data, such
as RGB images (2D) [1], depth images (2.5D) [2] and shapes (3D) [3]. Since the
advent of low-cost depth sensors (e.g., Kinect and RealSense), depth informa-
tion has been increasingly used in many applications, including face recognition,
semantic segmentation, and robot navigation, etc. It appears that depth images
contain rich information that is worth human beings to explore.

RGB-image-based face recognition technology has developed rapidly in the
past decade thanks to the emerging deep learning techniques [4]. However, depth-
image-based face recognition still confronts many challenging problems, e.g.,
noisy depth values, occlusion, pose and expression variations. Some researchers
[2] propose to fuse multiple frames of depth images to improve the precision.
Other researchers directly transform depth images to 3D point clouds with an
assumed camera model [5], and rotate the faces to frontal pose and complete
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 418–427, 2018.
https://doi.org/10.1007/978-3-319-97909-0_45
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the invisible areas on the faces via symmetric filling [6]. Although these methods
achieve promising results on several benchmark databases, none of them can well
cope with facial depth images with both noise in depth values and variations in
pose and expression, which frequently occur in real-world applications.

This paper aims to improve the depth-image-based face recognition accuracy
particularly on noisy data with varying poses and expressions. To this end, we
propose a deep learning (DL) based facial depth image normalization approach.
Given a facial depth image of arbitrary view and expression, we first reconstruct
its 3D face (represented by a 3D morphable model (3DMM) [8]) via regressing
its 3DMM-based shape and expression parameters, then generate a pose-and-
expression-normalized (PEN) depth image for the face, and finally use the PEN
depth image for face recognition. Preliminary evaluation results show that our
proposed method is more robust to depth noise and pose and expression variations
than counterpart methods, and thus obtains better face recognition accuracy.

The rest of this paper is organized as follows. Section 2 reviews related work
on depth-image-based face recognition. Section 3 introduces in detail our pro-
posed method, and Sect. 4 reports the experimental results. Section 5 finally
concludes the paper.

2 Related Work

Existing depth-image-based face recognition methods can be roughly divided
into two categories depending on whether 3D faces (as point clouds) are used.
Methods in the first category either assume that 3D faces are available during
acquisition [6,7] or reconstruct 3D faces from depth images or videos [5,10].
With the 3D faces, Li et al. [6] and Sang et al. [10] correct the facial pose
to frontal, and further preprocess the obtained frontal facial depth images by
symmetric filling and smooth resampling. They do not explicitly process varying
facial expressions, but require multiple depth images per subject with different
expressions in the gallery. Zhang et al. [5] directly match the 3D faces by using
the iterative closest point algorithm. However, they have to capture videos of 3D
faces so that higher-precision 3D faces can be reconstructed to assure good face
recognition accuracy. Unlike these methods, our proposed method reconstructs
3D faces from only single depth images, and can remove both pose and expression
variations on the faces, resulting in depth images with frontal pose and neutral
expression, which are preferred by face recognition systems.

Methods in the second category directly work on depth images, and focus
on devising effective feature descriptors and classifiers. A variety of hand-crafted
descriptors have been introduced for depth-image-based face recognition, such
as local binary patterns [11], local quantized patterns [12], and bag of dense
derivative depth patterns [13]. After feature descriptors are extracted from depth
images, different classifiers like support vector machines [14] and nearest neigh-
bor classifiers [15] are applied to recognize the faces in the depth images. These
methods often suffer from noisy depth values or varying poses and expressions.
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In this paper, instead of employing hand-crafted feature descriptors, we adopt
a deep convolutional neural network (DCNN) to extract features from the nor-
malized facial depth images.

Fig. 1. Flowchart of our proposed face recognition method using deeply normalized
depth images. DCNN denotes deep convolutional neural network. FC denotes fully-
connected layer. θ, α and β are, respectively, pose, shape and expression parameters
of the face in the input depth image.

3 Proposed Method

3.1 Overview

As shown in Fig. 1, our proposed method consists of two main components,
normalization network (NetN ) and feature extraction network (NetF ). Given a
facial depth image with arbitrary pose and expression, NetN first converts it to
an HHA image [16] which represents horizontal disparity, height over ground,
and the angle between the local surface normal and gravity direction at each
pixel, from which the 3D face is reconstructed as pose, shape and expression
parameters defined by the 3D morphable model (3DMM). NetN then generates
from the obtained 3DMM shape parameters a pose-and-expression normalized
(PEN) facial depth image that has frontal pose and neutral expression. During
this normalization process, invisible facial regions are completed, and noisy depth
values can also be regularized, resulting in higher-precision complete facial depth
images. Robust features are finally extracted from the normalized depth images
by NetF , which is trained for face recognition purpose.

3.2 Normalization Network

Data Transformation. Motivated by RGB-D semantic segmentation methods
[16], we transform depth images to HHA images. While depth images, as single-
channel images, record only the depth values of pixels, HHA images represent
pixels in three channels, including horizontal disparity, height over ground, and
the angle between local surface normal and gravity direction. Therefore, HHA
images convey more geometric information, which is beneficial to the reconstruc-
tion of 3D face shapes. In this paper, we employ the method in [16] for this data
transformation from depth images to HHA images.
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3D Face Reconstruction. Let S = [x1, y1, z1, · · · , xn, yn, zn]T be a 3D face
shape of n vertices, where (xi, yi, zi) are coordinates of the ith vertex and ‘T ’
denotes the transpose operator. Following the 3DMM definition, we represent
3D face shapes as

S = S̄ + ΣK
k=1αkSk + ΣL

l=1βlS
Exp
l , (1)

where S̄ is the mean 3D face shape, {Sk|k = 1, 2, · · · ,K} and {SExp
l |l =

1, 2, · · · , L} are the shape and expression bases, respectively. In this paper, we
employ the shape bases (K = 199) provided by BFM [8] and a simplified version
of the expression bases (L = 29) provided by FaceWarehouse [17].

A facial depth image is a projection of a 3D face onto 2D plane, in which
the pixel values are the depth values of the corresponding 3D face vertices. In
this paper, we use a weak perspective projection to approximate this 3D-to-2D
projection, which is defined by scaling, rotation and translation parameters. We
call these parameters (totally seven parameters) together as pose parameters.

Given a facial depth image, the goal of the 3D face reconstruction network
is to estimate the aforementioned 199-dim shape parameters, 29-dim expression
parameters and 7-dim pose parameters, denoted as α, β and θ, respectively. To
this end, we implement a deep convolutional neural network (DCNN) to regress
the parameters from the HHA image constructed from the input depth image.
Specifically, we employ the SphereFace network [1] as the base network whose last
fully-connected (FC) layer is adapted to output a 235-dim vector corresponding
to the parameters to be estimated.

Normalized Depth Image Generation. With the reconstructed 3D face,
we next generate a facial depth image of frontal pose and neutral expression.
This is fulfilled by first generating a frontal 3D face with neutral expression via
substituting the reconstructed shape parameters to the 3DMM in Eq. (1) (while
setting the expression parameters to zero), and then applying a pre-specified
3D-to-2D projection to the 3D face. In this paper, we fit weak perspective pro-
jections to the frontal depth images and their corresponding frontal 3D faces in
the training dataset based on their annotated facial landmarks, and the result-
ing mean weak perspective projection is used here. We call the obtained depth
images as deeply normalized depth images.

3.3 Feature Extraction Network

Feature extraction network takes the deeply normalized depth image as input
and extracts from it a robust feature representation, for face recognition. In this
paper, we implement a feature extraction network based on the LightCNN model
[18]. LightCNN is a well-known model in the field of 2D face recognition for its
simple but effective network structure.
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3.4 Implementation Detail

Loss Functions. Two loss functions are used in training the proposed depth-
image-based face recognition method. One is an L2 loss defined over the normal-
ization network, measuring the mean squared error between the estimated values
and the ground truth values of the 3DMM parameters. Note that the pose, shape
and expression parameters are separately normalized such that their values are
of similar order of magnitude.

The other is an identification loss (i.e., softmax loss) defined over the feature
extraction network. Minimization of this identification loss aims to enable the
feature extraction network to generate feature representations that are effective
in distinguishing different persons based on their facial depth images.

Training Data. The normalization network and the feature extraction net-
work are sequentially trained with L2 loss and softmax loss, respectively. The
training data are from three sources, the 300W-LP dataset, the Lock3DFace
database, and the FRGC database. The 300W-LP dataset is used to pre-train
the normalization network, the Lock3DFace is used to fine-tune the pre-trained
normalization network, and the FRGC network is used to fine-tune the original
LightCNN model. Faces in the depth images from these databases are detected,
and the cropped face regions are resized to 128 × 128 pixels.

The 300W-LP dataset [19] contains RGB images with varying poses and
expressions of 3, 837 subjects as well as their corresponding ground truth 3DMM
parameters. We generate depth images from the 3D faces of these subjects
defined by the 3DMM parameters. The data of 3, 717 subjects are randomly
chosen to pre-train the normalization network. To further augment the train-
ing data, we down-sample the depth images, add noise to them, and simulate
occlusion on them. Finally, we obtain around 40 depth images per subject.

The Lock3DFace database [5] consists of RGB and depth images of 509
subjects with variations in pose, expression, illumination and occlusion. After
excluding some very low quality data, we have 446 subjects. We choose 280 of
these subjects, and calculate the ground truth shape parameter values for each
subject based on his/her RGB images by using the method in [21], which can esti-
mate the shape parameters from a set of RGB images. As a result, all the depth
images of one subject share the same shape parameters. As for the computation
of the ground truth expression and pose parameter values of a depth image, we
employ the method in [22] to fit 3DMM to the RGB image corresponding to the
depth image.

The FRGC database [20] contains high-precision 3D faces of 466 subjects.
We generate depth images from these 3D faces, and use the depth images to fine-
tune the original LightCNN model. It is worth mentioning that in the following
experiments we fine-tune the LightCNN model only using the FRGC database,
though the recognition experiments are done on the Lock3DFace database.
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4 Experimental Results

4.1 Evaluation Protocols

We evaluate the proposed method from two aspects: the accuracy of 3D face
reconstruction and the accuracy of face recognition. For 3D face reconstruction
accuracy evaluation, the data of 120 subjects in 300W-LP are used. These sub-
jects are different from the subjects in training dataset. We assess the 3D face
reconstruction accuracy by measuring the difference between the reconstructed
3D face shape and its ground truth in terms of root mean squared error (RMSE).
Given the estimated and ground truth 3DMM parameters of a test sample, the
parameters are first substituted into Eq. (1) to generate the corresponding 3D
face shapes, and the RMSE on the test set is then calculated by

RMSE =
1

NT

NT∑

j=1

(‖S∗
j − Ŝj‖/n), (2)

where S∗
j and Ŝj are the ground truth and estimated 3D face shapes of the jth

test sample, n is the number of vertices in the 3D face shapes, and NT is the
total number of test samples.

As for face recognition accuracy evaluation, we do face identification exper-
iments by using the data of the remaining 166 subjects in the Lock3DFace
database as test data. In the experiments, the gallery is composed by one
frontal facial depth image with neutral expression of each of the test subjects,
and the probe includes two parts: depth images of frontal pose and differ-
ent expressions (denoted as Probe Set 1) and depth images of different poses
(denoted as Probe Set 2). We calculate the similarity between gallery and probe
depth images based on the cosine distance between their feature representations
extracted by our proposed method. We report the face recognition accuracy in
terms of Rank-1 identification rate.

Fig. 2. Reconstruction accuracy in terms of RMSE w.r.t. the number of epochs. HHA
images obtain obviously better reconstruction accuracy than raw depth images.
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4.2 3D Face Reconstruction Accuracy

Figure 2 gives the 3D face reconstruction accuracy (in terms of RMSE) with
respect to the number of training epochs of our proposed method on the test
data in 300W-LP. In order to show the effectiveness of HHA images, we report
the results of using raw depth images as the input to the 3D face reconstruc-
tion DCNN. As can be seen, HHA images achieve obviously lower reconstruc-
tion errors than raw depth images. Figure 3 shows some example reconstruction
results.

Fig. 3. Reconstruction results of some depth images. Each row is for one depth image.
From left to right columns: Input raw probe images, ground truth 3D faces, recon-
structed 3D faces using HHA images and the corresponding error maps, and recon-
structed 3D faces using raw depth images and the corresponding error maps. Errors
increase as the color changes from dark blue to dark red in the error maps. Note that
occlusions are simulated on the test depth images. (Color figure online)

Table 1. Rank-1 identification rates on the Lock3DFace database.

Probe Set 1 Probe Set 2 Mean

Raw depth 62% 10.5% 36.25%

Ours 92% 80% 86%

Baseline [5] 74.12% 18.63% 46.38%
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4.3 Face Recognition Accuracy

Face recognition accuracy is presented in Table 1 in terms of rank-1 identification
rate. From these results, the following observations can be made. (i) When rec-
ognizing frontal faces with varying expressions, our proposed method improves
the accuracy by 30% compared with using the raw depth images. This proves the
effectiveness of our method in removing expression-induced deformation in depth
images. (ii) As for depth images of arbitrary poses, our method makes a more
substantial improvement. A possible reason is that our method can well gener-
ate the frontal view depth images while recovering the invisible regions. (iii) On
average, our proposed method significantly advances the state-of-the-art perfor-
mance on the Lock3DFace database, thanks to the effective normalization of the
depth images in favor of face recognition. See Fig. 4 for the recognition results
of some probe depth images.

Fig. 4. Recognition results of some probe depth images. Each column is for a probe
depth image. From top to bottom rows: Input raw probe depth images, Deeply nor-
malized probe depth images, Corresponding gallery depth images, Deeply normalized
gallery depth images. The ranks at which the corresponding gallery depth images are
hit are shown on the right bottom of the probe depth images.
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5 Conclusions

This paper has proposed a novel method for depth-to-depth face recognition.
It employs a deep neural network to reconstruct 3D faces from single depth
images under arbitrary poses and expressions, and then generates pose-and-
expression normalized facial depth images. This way, factors like noisy depth
values and varying poses and expressions that may distract face recognition are
suppressed. The proposed method then utilizes another deep neural network to
extract robust features from the deeply normalized depth images. Experimental
results demonstrate the effectiveness of the proposed method in recognizing faces
of arbitrary poses and expressions. In the future, we are going to evaluate the
proposed method on more benchmarks, and further improve the method by
better preserving the identity information during depth image normalization.
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Abstract. We present a class of extremely efficient CNN models, MobileFa-
ceNets, which use less than 1 million parameters and are specifically tailored for
high-accuracy real-time face verification on mobile and embedded devices. We
first make a simple analysis on the weakness of common mobile networks for
face verification. The weakness has been well overcome by our specifically
designed MobileFaceNets. Under the same experimental conditions, our
MobileFaceNets achieve significantly superior accuracy as well as more than 2
times actual speedup over MobileNetV2. After trained by ArcFace loss on the
refined MS-Celeb-1 M, our single MobileFaceNet of 4.0 MB size achieves
99.55% accuracy on LFW and 92.59% TAR@FAR1e-6 on MegaFace, which is
even comparable to state-of-the-art big CNN models of hundreds MB size. The
fastest one of MobileFaceNets has an actual inference time of 18 ms on a mobile
phone. For face verification, MobileFaceNets achieve significantly improved
efficiency over previous state-of-the-art mobile CNNs.

Keywords: Mobile network � Face verification � Face recognition
Convolutional neural network � Deep learning

1 Introduction

Face verification is an important identity authentication technology used in more and
more mobile and embedded applications such as device unlock, application login,
mobile payment and so on. Some mobile applications equipped with face verification
technology, for example, smartphone unlock, need to run offline. To achieve user-
friendliness with limited computation resources, the face verification models deployed
locally on mobile devices are expected to be not only accurate but also small and fast.
However, modern high-accuracy face verification models are built upon deep and big
convolutional neural networks (CNNs) which are supervised by novel loss functions
during training stage. The big CNN models requiring high computational resources are
not suitable for many mobile and embedded applications. Several highly efficient
neural network architectures, for example, MobileNetV1 [1], ShuffleNet [2], and
MobileNetV2 [3], have been proposed for common visual recognition tasks rather than
face verification in recent years. It is a straight-forward way to use these common
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CNNs unchanged for face verification, which only achieves very inferior accuracy
compared with state-of-the-art results according to our experiments (see Table 2).

In this paper, we make a simple analysis on common mobile networks’ weakness
for face verification. The weakness has been well overcome by our specifically
designed MobileFaceNets, which is a class of extremely efficient CNN models tailored
for high-accuracy real-time face verification on mobile and embedded devices. Our
MobileFaceNets use less than 1 million parameters. Under the same experimental
conditions, our MobileFaceNets achieve significantly superior accuracy as well as more
than 2 times actual speedup over MobileNetV2. After trained on the refined MS-Celeb-
1 M [4] by ArcFace [5] loss from scratch, our single MobileFaceNet model of 4.0 MB
size achieves 99.55% face verification accuracy (see Table 3) on LFW [6] and 92.59%
TAR@FAR10-6 (see Table 4) on MegaFace Challenge 1 [7], which is even compa-
rable to state-of-the-art big CNN models of hundreds MB size. Note that many existing
techniques such as pruning [37], low-bit quantization [29], and knowledge distillation
[16] are able to improve MobileFaceNets’ efficiency additionally, but these are not
included in the scope of this paper.

The major contributions of this paper are summarized as follows: (1) After the last
(non-global) convolutional layer of a face feature embedding CNN, we use a global
depthwise convolution layer rather than a global average pooling layer or a fully
connected layer to output a discriminative feature vector. The advantage of this choice
is also analyzed in both theory and experiment. (2) We carefully design a class of face
feature embedding CNNs, namely MobileFaceNets, with extreme efficiency on mobile
and embedded devices. (3) Our experiments on LFW, AgeDB ([8]), and MegaFace
show that our MobileFaceNets achieve significantly improved efficiency over previous
state-of-the-art mobile CNNs for face verification.

Fig. 1. A typical face feature embedding CNN and the receptive field (RF). The last 7 � 7
feature map is denoted as FMap-end. RF1 and RF2 correspond to the corner unit and the center
unit in FMap-end respectively. The corner unit should be of less importance than the center unit.
When a global depthwise convolution (GDConv) is used as the global operator, for a fixed spatial
position, the norm of the weight vector consisted of GDConv weights in all channels can be
considered as the spatial importance. We show that GDConv learns very different importances at
different spatial positions after training.
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2 Related Work

Tuning deep neural architectures to strike an optimal balance between accuracy and
performance has been an area of active research for the last several years [3]. For
common visual recognition tasks, many efficient architectures have been proposed
recently [1–3, 9]. Some efficient architectures can be trained from scratch. For example,
SqueezeNet ([9]) uses a bottleneck approach to design a very small network and
achieves AlexNet-level [10] accuracy on ImageNet [11, 12] with 50x fewer parameters
(i.e., 1.25 million). MobileNetV1 [1] uses depthwise separable convolutions to build
lightweight deep neural networks, one of which, i.e., MobileNet-160 (0.5x), achieves
4% better accuracy on ImageNet than SqueezeNet at about the same size. ShuffleNet
[2] utilizes pointwise group convolution and channel shuffle operation to reduce
computation cost and achieve higher efficiency than MobileNetV1. MobileNetV2 [3]
architecture is based on an inverted residual structure with linear bottleneck and
improves the state-of-the-art performance of mobile models on multiple tasks and
benchmarks. The mobile NASNet [13] model, which is an architectural search result
with reinforcement learning, has much more complex structure and much more actual
inference time on mobile devices than MobileNetV1, ShuffleNet, and MobileNetV2.
However, these lightweight basic architectures are not so accurate for face verification
when trained from scratch (see Table 2).

Accurate lightweight architectures specifically designed for face verification have
been rarely researched. [14] presents a light CNN framework to learn a compact
embedding on the large-scale face data, in which the Light CNN-29 model achieves
99.33% face verification accuracy on LFW with 12.6 million parameters. Compared
with MobileNetV1, Light CNN-29 is not lightweight for mobile and embedded plat-
form. Light CNN-4 and Light CNN-9 are much less accurate than Light CNN-29. [15]
proposes ShiftFaceNet based on ShiftNet-C model with 0.78 million parameters, which
only achieves 96.0% face verification accuracy on LFW. In [5], an improved version of
MobileNetV1, namely LMobileNetE, achieves comparable face verification accuracy
to state-of-the-art big models. But LMobileNetE is actually a big model of 112 MB
model size, rather than a lightweight model. All above models are trained from scratch.

Another approach for obtaining lightweight face verification models is compressing
pretrained networks by knowledge distillation [16]. In [17], a compact student network
(denoted as MobileID) trained by distilling knowledge from the teacher network
DeepID2 + [33] achieves 97.32% accuracy on LFW with 4.0 MB model size. In [1],
several small MobileNetV1 models for face verification are trained by distilling
knowledge from the pretrained FaceNet [18] model and only face verification accuracy
on the authors’ private test dataset are reported. Regardless of the small student models’
accuracy on public test datasets, our MobileFaceNets achieve comparable accuracy to
the strong teacher model FaceNet on LFW (see Table 3) and MegaFace (see Table 4).
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3 Approach

In this section, we will describe our approach towards extremely efficient CNN models
for accurate real-time face verification on mobile devices, which overcome the
weakness of common mobile networks for face verification. To make our results totally
reproducible, we use ArcFace loss to train all face verification models on public
datasets, following the experimental settings in [5].

3.1 The Weakness of Common Mobile Networks for Face Verification

There is a global average pooling layer in most recent state-of-the-art mobile networks
proposed for common visual recognition tasks, for example, MobileNetV1, ShuffleNet,
and MobileNetV2. For face verification and recognition, some researchers ([5, 14],
etc.) have observed that CNNs with global average pooling layers are less accurate than
those without global average pooling. However, no theoretical analysis for this phe-
nomenon has been given. Here we make a simple analysis on this phenomenon in the
theory of receptive field [19].

A typical deep face verification pipeline includes preprocessing face images,
extracting face features by a trained deep model, and matching two faces by their
features’ similarity or distance. Following the preprocessing method in [5, 20–22], we
use MTCNN [23] to detect faces and five facial landmarks in images. Then we align the
faces by similarity transformation according to the five landmarks. The aligned face
images are of size 112 � 112, and each pixel in RGB images is normalized by sub-
tracting 127.5 then divided by 128. Finally, a face feature embedding CNN maps each
aligned face to a feature vector, as shown in Fig. 1. Without loss of generality, we use
MobileNetV2 as the face feature embedding CNN in the following discussion. To
preserve the same output feature map sizes as the original network with 224 � 224
input, we use the setting of stride = 1 in the first convolutional layer instead of
stride = 2, where the latter setting leads to very poor accuracy. So, before the global
average pooling layer, the output feature map of the last convolutional layer, denoted as
FMap-end for convenience, is of spatial resolution 7 � 7. Although the theoretical
receptive fields of the corner units and the central units of FMap-end are of the same
size, they are at different positions of the input image. The receptive fields’ center of
FMap-end’s corner units is in the A typical deep face verification pipeline includes
preprocessing face images, extracting face features by a trained deep model, and
matching two faces by their features’ similarity or distance. Following the preprocessing
method in [5, 20–22], we use MTCNN [23] to detect faces and five facial landmarks in
images. Then we align the faces by similarity transformation according to the five
landmarks. The aligned face images are of size 112 � 112, and each pixel in RGB
images is normalized by subtracting 127.5 then divided by 128. Finally, a face feature
embedding CNNmaps each aligned face to a feature vector, as shown in Fig. 1. Without
loss of generality, we use MobileNetV2 as the face feature embedding CNN in the
following discussion. To preserve the same output feature map sizes as the original
network with 224 � 224 input, we use the setting of stride = 1 in the first convolutional
layer instead of stride = 2, where the latter setting leads to very poor accuracy. So,
before the global average pooling layer, the output feature map of the last convolutional
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layer, denoted as FMap-end for convenience, is of spatial resolution 7 � 7. Although
the theoretical receptive fields of the corner units and the central units of FMap-end are
of the same size, they are at different positions of the input image. The receptive fields’
center of FMap-end’s corner units is in the corner of the input image and the receptive
fields’ center of FM-end’s central units are in the center of the input image, as shown in
Fig. 1. According to [24], pixels at the center of a receptive field have a much larger
impact on an output and the distribution of impact within a receptive field on the output
is nearly Gaussian. The effective receptive field [24] sizes of FMap-end’s corner units
are much smaller than the ones of FMap-end’s central units. When the input image is an
aligned face, a corner unit of FMap-end carries less information of the face than a central
unit. Therefore, different units of FMap-end are of different importance for extracting a
face feature vector.

In MobileNetV2, the flattened FMap-end is unsuitable to be directly used as a face
feature vector since it is of a too high dimension 62720. It is a natural choice to use the
output of the global average pooling (denoted as GAPool) layer as a face feature vector,
which achieves inferior verification accuracy in many researchers’ experiments [5, 14]
as well as ours (see Table 2). The global average pooling layer treats all units of FMap-
end with equal importance, which is unreasonable according to the above analysis.
Another popular choice is to replace the global average pooling layer with a fully
connected layer to project FMap-end to a compact face feature vector, which adds large
number of parameters to the whole model. Even when the face feature vector is of a
low dimension 128, the fully connected layer after FMap-end will bring additional 8
million parameters to MobileNetV2. We do not consider this choice since small model
size is one of our pursuits.

3.2 Global Depthwise Convolution

To treat different units of FMap-end with different importance, we replace the global
average pooling layer with a global depthwise convolution layer (denoted as GDConv).
A GDConv layer is a depthwise convolution (c.f. [1, 25]) layer with kernel size
equaling the input size, pad = 0, and stride = 1. The output for global depthwise
convolution layer is computed as:

Gm ¼
X

i;j

Ki;j;m � Fi;j;m ð1Þ

where F is the input feature map of size W � H �M, K is the depthwise convolution
kernel of size W � H �M, G is the output of size 1� 1�M, the mth channel in G has
only one element Gm, i; jð Þ denotes the spatial position in F and K, and m denotes the
channel index.

Global depthwise convolution has a computational cost of:

W � H �M ð2Þ
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When used after FMap-end in MobileNetV2 for face feature embedding, the global
depthwise convolution layer of kernel size 7 � 7 � 1280 outputs a 1280-dimensional
face feature vector with a computational cost of 62720 MAdds (i.e., the number of
operations measured by multiply-adds, c.f. [3]) and 62720 parameters. Let
MobileNetV2-GDConv denote MobileNetV2 with global depthwise convolution layer.
When both MobileNetV2 and MobileNetV2-GDConv are trained on CIASIA-Webface
[26] for face verification by ArcFace loss, the latter achieves significantly better
accuracy on LFW and AgeDB (see Table 2). Global depthwise convolution layer is an
efficient structure for our design of MobileFaceNets.

3.3 MobileFaceNet Architectures

Now we describe our MobileFaceNet architectures in detail. The residual [38] bot-
tlenecks proposed in MobileNetV2 [3] are used as our main building blocks. For
convenience, we use the same conceptions as those in [3]. The detailed structure of our
primary MobileFaceNet architecture is shown in Table 1. Particularly, expansion
factors for bottlenecks in our architecture are much smaller than those in MobileNetV2.
We use PReLU [27] as the non-linearity, which is slightly better for face verification
than using ReLU (see Table 2). In addition, we use a fast downsampling strategy at the
beginning of our network, an early dimension-reduction strategy at the last several
convolutional layers, and a linear 1 � 1 convolution layer following a linear global
depthwise convolution layer as the feature output layer. Batch normalization [28] is
utilized during training and batch normalization folding (c.f. Sect. 3.2 of [29]) is
applied before deploying.

Table 1. MobileFaceNet architecture for feature embedding. We use almost the same notations
as MobileNetV2 [3]. Each line describes a sequence of operators, repeated n times. All layers in
the same sequence have the same number c of output channels. The first layer of each sequence
has a stride s and all others use stride 1. All spatial convolutions in the bottlenecks use 3 � 3
kernels. The expansion factor t is always applied to the input size. GDConv7 � 7 denotes
GDConv of 7 � 7 kernels.

Input Operator t c n s

1122 � 3 conv3 � 3 – 64 1 2
562 � 64 depthwise conv3 � 3 – 64 1 1
562 � 64 bottleneck 2 64 5 2
282 � 64 bottleneck 4 128 1 2
142 � 128 bottleneck 2 128 6 1
142 � 128 bottleneck 4 128 1 2
72 � 128 bottleneck 2 128 2 1
72 � 128 conv1x1 – 512 1 1
72 � 512 linear GDConv7 � 7 – 512 1 1
12 � 512 linear conv1 � 1 – 128 1 1
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Our primary MobileFaceNet network has a computational cost of 221 million
MAdds and uses 0.99 million parameters. We further tailor our primary architecture as
follows. To reduce computational cost, we change input resolution from 112 � 112 to
112 � 96 or 96 � 96. To reduce the number of parameters, we remove the linear
1 � 1 convolution layer after the linear GDConv layer from MobileFaceNet, the
resulting network of which is called MobileFaceNet-M. From MobileFaceNet-M,
removing the 1 � 1 convolution layer before the linear GDConv layer produces the
smallest network called MobileFaceNet-S. These MobileFaceNet networks’ effective-
ness is demonstrated by the experiments in the next section.

4 Experiments

In this section, we will first describe the training settings of our MobileFaceNet models
and our baseline models. Then we will compare the performance of our trained face
verification models with some previous published face verification models, including
several state-of-the-art big models.

4.1 Training Settings and Accuracy Comparison on LFW and AgeDB

We use MobileNetV1, ShuffleNet, and MobileNetV2 (with stride = 1 for the first
convolutional layers of them since the setting of stride = 2 leads to very poor accuracy)
as our baseline models. All MobileFaceNet models and baseline models are trained on
CASIA-Webface dataset from scratch by ArcFace loss, for a fair performance com-
parison among them. We set the weight decay parameter to be 4e−5, except the weight
decay parameter of the last layers after the global operator (GDConv or GAPool) being
4e−4. We use SGD with momentum 0.9 to optimize models and the batch size is 512.
The learning rate begins with 0.1 and is divided by 10 at the 36K, 52K and 58K
iterations. The training is finished at 60K iterations. Then, the face verification accuracy
on LFW and AgeDB-30 is compared in Table 2.

Table 2. Performance comparison among mobile models trained on CASIA-Webface. In the
last column, we report actual inference time in milliseconds (ms) on a Qualcomm Snapdragon
820 CPU of a mobile phone with 4 threads (using NCNN [30] inference framework).

Network LFW AgeDB-30 Params Speed

MobileNetV1 98.63% 88.95% 3.2 M 60 ms
ShuffleNet (1�, g = 3) 98.70% 89.27% 0.83 M 27 ms
MobileNetV2 98.58% 88.81% 2.1 M 49 ms
MobileNetV2-GDConv 98.88% 90.67% 2.1 M 50 ms
MobileFaceNet 99.28% 93.05% 0.99 M 24 ms
MobileFaceNet (112 � 96) 99.18% 92.96% 0.99 M 21 ms
MobileFaceNet (96 � 96) 99.08% 92.63% 0.99 M 18 ms
MobileFaceNet-M 99.18% 92.67% 0.92 M 24 ms
MobileFaceNet-S 99.00% 92.48% 0.84 M 23 ms
MobileFaceNet (ReLU) 99.15% 92.83% 0.98 M 23 ms
MobileFaceNet (expansion factor � 2) 99.10% 92.81% 1.1 M 27 ms
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As shown in Table 2, compared with the baseline models of common mobile
networks, our MobileFaceNets achieve significantly better accuracy with faster infer-
ence speed. Our primary MobileFaceNet achieves the best accuracy and MobileFa-
ceNet with a lower input resolution of 96 � 96 has the fastest inference speed. Note
that our MobileFaceNets are more efficient than those with larger expansion factor such
as MobileFaceNet (expansion factor � 2) and MobileNetV2-GDConv.

To pursue ultimate performance, MobileFaceNet, MobileFaceNet (112 � 96), and
MobileFaceNet (96 � 96) are also trained by ArcFace loss on the cleaned training set
of MS-Celeb-1 M database [5] with 3.8M images from 85K subjects. The accuracy of
our primary MobileFaceNet is boosted to 99.55% and 96.07% on LFW and AgeDB-
30, respectively. The three trained models’ accuracy on LFW is compared with pre-
vious published face verification models in Table 3.

4.2 Evaluation on MegaFace Challenge1

In this paper, we use the Facescrub [36] dataset as the probe set to evaluate the
verification performance of our primary MobileFaceNet on Megaface Challenge 1.
Table 4 summarizes the results of our models trained on two protocols of MegaFace
where the training dataset is regarded as small if it has less than 0.5 million images,
large otherwise. Our primary MobileFaceNet shows comparable accuracy for the
verification task on both the protocols.

Table 3. Performance comparison with previous published face verification models on LFW.

Method Training data #Net Model size LFW Acc.

Deep Face [31] 4 M 3 – 97.35%
DeepFR [32] 2.6 M 1 0.5 GB 98.95%
DeepID2+ [33] 0.3 M 25 – 99.47%
Center Face [34] 0.7 M 1 105 MB 99.28%
DCFL [35] 4.7 M 1 – 99.55%
SphereFace [20] 0.49 M 1 – 99.47%
CosFace [22] 5 M 1 – 99.73%
ArcFace (LResNet100E-IR) [5] 3.8 M 1 250 MB 99.83%
FaceNet [18] 200 M 1 30 MB 99.63%
ArcFace (LMobileNetE) [5] 3.8 M 1 112 MB 99.50%
Light CNN-29 [14] 4 M 1 50 MB 99.33%
MobileID [17] – 1 4.0 MB 97.32%
ShiftFaceNet [15] – 1 3.1 MB 96.00%
MobileFaceNet 3.8 M 1 4.0 MB 99.55%
MobileFaceNet (112 � 96) 3.8 M 1 4.0 MB 99.53%
MobileFaceNet (96 � 96) 3.8 M 1 4.0 MB 99.52%
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5 Conclusion

We proposed a class of face feature embedding CNNs, namely MobileFaceNets, with
extreme efficiency for real-time face verification on mobile and embedded devices. Our
experiments show that MobileFaceNets achieve significantly improved efficiency over
previous state-of-the-art mobile CNNs for face verification.

Acknowledgements. We thank Jia Guo for helpful discussion, and thank Yang Wang, Lian Li,
Licang Qin, Yan Gao, Hua Chen, and Min Zhao for application development.
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Abstract. The iris image is greatly affected by the collection environment, so,
the outputs of different iris categories in the distance recognition algorithm may
similar. Neural network recognition algorithm can improve the results distinc-
tion, but the same neural network structure has a great difference in the recog-
nition effect of different iris libraries. They all may reduce the accuracy of iris
recognition. This paper proposes an iris double recognition algorithm based on
Gabor filtering and adaptive optimization neural network. Gabor filtering is used
to extract iris features. Hamming distance is used to eliminate most of different
categories in the first recognition. The BP neural network that connection weights
are optimized by immune particle swarm optimization algorithm is used for the
second recognition. The results that the proposed algorithm compares with many
algorithms in different iris libraries show that the proposed algorithm can
effectively improve iris recognition accuracy.

Keywords: Iris double recognition � Gabor filtering
Adaptive optimization neural network � Hamming distance
Immune particle swarm optimization

1 Introduction

The key steps of iris recognition are feature extraction and recognition [1]. In the one-
to-more iris recognition (discriminate iris category from multiple categories), Gabor
filtering is always used to extract features. Hamming or other distance algorithms are
used to recognize iris category [2]. However, iris collection environment change
greatly, distance algorithms may not accurately differentiate iris category. The recog-
nition algorithm based on neural network [3] can improve accuracy. However, neural
network structure and adjustment methods are complex, fixed neural network structure
may not well in different iris libraries.
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Aiming at multiple category iris recognition of frontal captured iris image, this
paper proposes an iris double recognition algorithm based on Gabor filtering and
adaptive optimization neural network. Use Gabor filtering to extract iris feature. In the
first recognition, iris features are converted to a binary feature code and do one-to-more
recognition by Hamming distance, which can reach purpose of eliminate most different
iris categories and narrow recognition range. The iris that can not confirm category
need to do second recognition. Use BP neural network which connection weights are
adaptive optimized for different iris libraries by using immune particle swarm opti-
mization (IPSO) algorithm, which can increase applicability of neural network structure
in iris recognition and the ability of parameters jump out of local optimum. Enter
values of response amplitude nodes into BP neural network for one-to-one recognition
in the second recognition.

2 Iris Double Recognition

In this paper, iris library for comparison is named template iris library, of which the iris
is template iris. And iris used to test iris category is named test iris. Iris double
recognition flowchart as shown in Fig. 1.

2.1 Gabor Filtering and Iris Image Processing

Gabor filtering expression as shown in Eq. 1 [4].

um;n ¼
km;n
!���

���
2pr2

eð
km;n
!�� ��2

z
!k k2

2r2
Þ� j km;n

!
� z

!� �
ð1Þ

r is the standard deviation of Gaussian function. km;n
!

¼ kneðiumÞ, kn ¼ kmax=f v,
/m ¼ pm=16. / and kv represent Gabor filtering direction and frequency. r ¼ 2p.
kmax is the maximum frequency. f v is frequency difference between two adjacent Gabor
filtering, v = 1, 2, 3…m. Construct m different scales. In direction, / is divided into
n copies from 0� to 360�.

Fig. 1. Iris double recognition flowchart
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The iris image needs to be processed before recognition [5]. Through quality
evaluation, localization, normalization and enhancement, iris area is mapped into a
rectangle of 512 � 64 dimensions. Cut a 256 � 32 dimensions strongest texture
region from the upper left corner as iris recognition area. The images in iris image
processing process are shown in Fig. 2.

2.2 First Recognition

In the first recognition, kmax ¼ 0:5p, f v ¼ ffiffiffi
2

p
, m set to 5, n set to 8. The Gabor filtering

group with 40 filters is used to do first recognition. Use Gabor filtering group to process
iris recognition area, then form 40 Gabor images, numbered G1–G40. For each
256 � 32 dimensions Gabor image, divide it into 8 � 4 sub-graphs of 32 � 8
dimensions, numbered B1–B32.

Calculate each sub-graph average amplitude value, and set feature code by using
over-threshold judgment method. Set determination threshold P. If amplitude value is
smaller than determination threshold, the feature code of this sub-graph is set to 0. If
amplitude is bigger than or equal to determination threshold, the feature code of this
sub-graph is set to 1. Iris features can be formed 1280 (32 � 40) bit binary feature
code. Calculate the Hamming distance HD between test feature code and each template
feature code. The formula for calculating HD is shown in Eq. 2.

HD ¼ 1
1280 �

P1280
i¼1

1þ sgnðATn�i�M1Þ
2

h i
� 1þ sgnðBTn�i�M1Þ

2

h i
n ¼ 1; 2; . . .; 40 i ¼ 1; 2; . . .; 32 ð2Þ

ATn�i denotes the average amplitude value of the i-th sub-graph of the n-th Gabor
image in test iris. BTn�i denotes the average amplitude value of the i-th sub-graph of the
n-th Gabor image in template iris. The value of determination threshold P depends on
the specific iris library. The usual value range is [0.2, 0.5].

Set feature threshold M, the value range is [0.4, 0.7]. Template iris whose HD is
larger than feature threshold belongs to elimination category (test iris is not belong to
any template iris category), and template iris whose HD is smaller than M belongs to
uncertain category. Template iris of uncertain category need to be second recognition.

The role of first recognition is to eliminate different categories in the template iris
library as much as possible, narrow the scope of second recognition.

Fig. 2. Iris processing process
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2.3 Second Recognition

Second recognition use BP neural network for one-to-one accurate recognition. Set a
three-layer neural network with nodes of 64, 16, 1. The excitation function of hidden
layer and output layer use tanh function [6].

Specific process:

1. Calculate average response amplitudes of 64 sub-graphs of 32 � 4 dimensions of
test iris and template iris, respectively. Calculate the difference between test iris
response amplitude Li and template iris response amplitude Mi, numbered as C1–

C64. Input them into neural network. Each node inputs is shown as Eq. 3.

Ci ¼ Li �Mi i ¼ 1; 2; 3; . . .; 64 ð3Þ

2. Calculate each node input value Gt in the hidden layer, as Eq. 4.

Gt ¼
P64
i¼1

xt�i � Ci t ¼ 1; 2; . . .; 16 ð4Þ

xi�t represents the i-th connection weight of the t-th node connecting hidden layer
from the input layer. Each node output value Yt in the hidden layer is shown as
Eq. 5:

Yt ¼ 1� e�2�Gt

1þ e�2�Gt
t ¼ 1; 2; . . .; 16 ð5Þ

3. Calculate each node input value R in the hidden layer, as Eq. 6.

R ¼
X16
t¼1

xt � Yt ð6Þ

xt represents the t-th connection weight connecting output layer from the hidden
layer. Each node output value S in the output layer is shown as Eq. 7.

S ¼ 1� e�2�R

1þ e�2�R
ð7Þ

According to the value of S to determine whether test iris and template iris are the
same category or not. According to tanh function definition, the more similar of two
irises, S closer to 1.

The role of second recognition is perform more accurate analysis of categories that
cannot be identified in the first recognition to confirm test iris category.
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2.4 Connection Weights Adaptive Optimization

This paper use adaptive optimization neural network which composed of immune
particle swarm optimization(IPSO) [7, 8] and BP neural network to adaptive optimize
connection weights for different iris libraries and then improve the applicability of
neural network structure.

For one specific iris library, select M iris images as reference irises. For each
reference iris there select P iris of the same category as reference iris, Q iris of different
categories from reference iris, a total of M � ðPþQÞ iris as training iris. Particle
swarm optimization algorithm uses 30 particles with an initial velocity range of
[− 50,50]. Each particle contains a set of connection weights that need to be trained.
The initial individual best pBest of the particle is set to initial value, and global initial
best gBest is set to 0. Using neural network output S to calculate affinity. Reference iris
as antigen, training iris as antibody. Equation 8 shows that use neural network output
S to calculate the affinity U between the i-th reference iris and the t-th training iris.

U ¼ 1=ð1þ SÞ ð8Þ

Because the same category has high affinity and different categories have low
affinity [9], the fitness function of PSO is shown in Eq. 9.

F ¼ 1
M

XM
i¼1

1
P

PP
t1¼1

Ut1

1
Q

PQ
t2¼1

Ut2

ð9Þ

Ut1 indicates the affinity between the i-th reference iris and the t1-th the same category
training iris. Ut2 indicates the affinity between the i-th reference iris and the t2-th
different categories training iris. The fitness F is an average of the sum of ratios of the
same category average affinity of the M reference iris to different categories average
affinity. If new F is greater than original F, new pBest is set to connection weights
corresponding to new F, and weights of the connection with the largest F value in 30
particles is set to new gBest. After determining new pBest and gBest, evolve particles.

vdi ¼ x� vdi þ c1 � randd1 � pBestdi � xdi
� �þ c2 � randd2 � gBestd � xdi

� � ð10Þ

xdi ¼ xdi þ vdi ð11Þ

x is inertia weight, set 0.729. c1 and c2 are acceleration factors, set 1.49445 [10]. xdi is
the value of d-th parameter in i-th group, vdi is the speed of d-th parameter in i-th
group. pBestdi is the historical best for d-th parameter in i-th group, and gBestd is the
best for d-th parameter in 30 groups. randd1 and randd2 are random numbers in the range
of [0,1]. After 300 iterations, the final gBest is used as connection weights for neural
network at the time of recognition. Neural network structure and connection weights
adaptive optimization process are shown in Fig. 3.
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3 Experiment and Analysis

The irises used in the recognition experiment are different from irises used in training
connection weights. Through comparisons of the same category (inter matching) and
different categories (outer matching), use correct recognition rate (CRR), equal error
rate (EER) and ROC curve [11] to evaluate algorithms. EER is the value of false
rejection rate (FRR) is equal to false acceptance rate (FAR).

The irises selected from CASIA-Iris-Lamp iris library of Chinese Academy of
Sciences [12] and the JLU-4.0 [13] iris library of Jilin University are used to test. The
comparisons of this paper algorithm (Evolutionary + Double) are as follows:

1. Use conjugate gradient method [14] to optimize connection weights. Observe the
influence of optimization algorithm on iris recognition. (Gradient + Double)

2. Use deep learning architecture [15] to replace BP neural network. Observe the effect
of neural network in iris recognition. (Deep Learning + Double)

3. Secondary iris recognition method based on local texture [16]. Observe the effect of
other double recognition algorithms. (Local Feature + Secondary)

4. The iris recognition algorithm based on Zernike moment phase feature [17].
Compare with a phase model algorithm. (Zernike)

5. The iris recognition algorithm based on cross-spectral matching [18]. Compare with
a spatial domain algorithm. (Cross-spectral)

The number of irises, categories and match count in each iris library are shown in
Table 1. Each algorithm CRR, EER are shown in Table 2.

Fig. 3. Neural network structure and connection weights adaptive optimization

Table 1. The number of matches within each iris library

Iris Category Sample Total Inter matching Outer matching Total match

JLU 150 200 30000 56324 102235 158559
CASIA 411 40 16440 31652 86532 118184
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The ROC curves of JLU-4.0 and CASIA-Iris-Lamp are shown in Fig. 4.

Gradient learning algorithm considers convergence, but IPSO considers the final
recognition effect to prevent the final connection weights from falling into a local
optimal. IPSO is to search for parameters that can improve the accuracy of iris
recognition by expanding the optimal search range as much as possible and jumping
out of the original framework. Improve the ability of global search capability.

Deep learning requires the support of large amounts of data, but current iris library
is difficult to meet requirement. This paper only imitate deep learning architecture to
establish a simple model for experiments, which also led to inability to play advantages
of deep learning. CRR relatively is low. However, data for training neural networks is
less. According to immune algorithm concept, set the affinity in the search space, the
effect of the search interval is reflected and adjust search space in time. Use a small
amount of data to maximize search.

Table 2. CRR and EER of each algorithm

JLU-4.0 CASIA-Iris-Lamp
CRR EER CRR EER

Gradient + Double 98.75% 1.12% 98.01% 1.68%
Deep Learning + Double 94.98% 2.67% 96.47% 2.44%
Local Feature + Double 99.12% 0.75% 98.87% 0.98%
Zernike 97.79% 1.83% 98.43% 1.34%
Cross-spectral matching 98.11% 1.49% 97.88% 1.76%
Evolutionary + Double 99.72% 0.37% 99.37% 0.54%

Fig. 4. ROC curve of each iris libraries
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Compare with Zernike moment phase feature and cross-spectral matching algo-
rithm, spatial domain and phase model algorithms are affected by environment and
there may be interference from noise and redundancy, making a fixed threshold is
difficult to accurately do iris recognition in large quantities. On the basis of narrowing
recognition range in the first recognition, there add a second recognition, through
neural network optimized by IPSO to achieve more accurate recognition, which
effectively prevent fixed thresholds restrictions on multiple categories recognition,
improve the accuracy. In addition, IPSO also helps neural network to better adapt to
irises shot in different environments and make relevant adjustments in time. Improve
the applicability of fixed neural network structures for different iris libraries. This is
also the advantage compared to other types of double recognition.

In all experiments, this paper algorithm has the highest CRR, the lowest EER, and
the ROC curve is closest to the axis, which show good robustness and stability.

4 Conclusions

Aiming at improving applicability and correct recognition rate of multiple categories
iris recognition algorithm, this paper propose an iris double recognition algorithm
based on Gabor filtering and adaptive optimization neural network in this paper. First
recognition reduce recognition range, after that, second recognition can accurately
identifies the iris category. The CRR of CASIA-Iris-Lamp iris library and JLU-4.0 iris
library are 99.37% and 99.72%, respectively. EER respectively: 0.54% and 0.37%.
The ROC curve is the closest to coordinate axis in many method comparisons and has
good stability and robustness.

However, this paper does not deal with the issue of iris rotation, and it does not deal
with the influence of image noise and light, which will be the next steps work focus.
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Abstract. Diabetic retinopathy has no obvious symptoms at early stage, which
leads to missing the best time for treatment. We apply image processing tech-
niques to early diagnosis of diabetic retinopathy and present an efficient method
of locating optic disc in fundus images. We first normalize the images in color,
brightness, and exposure distribution to weaken the interference of pigment
difference, uneven brightness and low contrast, and then extract the regions of
interest in fundus images by the convolution of fundus images with a binary
mask template to eliminate the influence of background on the accuracy of
locating OD and decrease the computation amount. Next, we convert ROI into
three grayscale images, in which the grayscale one from G channel is selected to
locate OD since it is with the highest contrast and most original information.
Finally, we create a universal template of optic disc for diabetic retinopathy
images and design a fast method of locating OD in fundus images based on the
OD template. The similarity between the OD template and the overlaid patch in
fundus images is computed by means of correlation matching or standard cor-
relation matching, and the position with maximal similarity is regarded as the
center of OD. Experimental results demonstrate that our method is efficient and
has a certain prospect of clinical application.

Keywords: Image processing � Image detection � Computer-aided diagnose
Diabetic retinopathy

1 Introduction

Diabetes mellitus has become a kind of diseases with high incidence, which are prone
to develop retinopathy. Diabetic retinopathy has no obvious symptoms at the early
stage, which is usually found after visual impairment. This leads to missing the best
time for treatment. Therefore, it is necessary for early computer-aided diagnosis and
prevention of diabetic retinopathy. In this paper, we discuss the method of applying
image processing techniques to detect diabetic retinopathy in fundus images to provide
valuable information for early treatment and reduce the blindness rate.

The fundus images contain three important physiological structures: macula, blood
vessel and optic disc (OD). Determining the precise location of OD can help the early
diagnosis of retinopathy. Zheng et al. [1] proposed a method of locating OD based on
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the directional local-contrast filtering and the local blood vessel density, which locates
OD after determining the center of macula. Ke et al. [2] presented a method of locating
OD based on human visual attention mechanism, which computes saliency map for
fundus images since OD is the salient part in fundus images. Xiao et al. [3] proposed a
method of locating OD based on structural features of color fundus images, which first
uses the least-squares parabolic fitting method to get the initial location of OD and then
takes the sliding-window scanning method for the precise location of OD in fundus
images.

We discuss the fast method of locating OD in fundus images for computer-aided
diagnosis of diabetic retinopathy in this paper. We first extract the regions of interest
(ROI) in fundus images and normalize them to weaken the interference of noises and
low-contrast in fundus images on the accuracy of locating OD and the diagnosis results
of diabetic retinopathy. And then, we create a universal OD template for diabetic
retinopathy images and design a fast method of locating OD in fundus images based on
the OD template. Our method is efficient and has a certain prospect of clinical
application.

2 Related Work

Determining the position of OD in fundus images can help for the computer-aided
diagnosis of fundus diseases. Zheng et al. [1] proposed a method of locating OD based
on the directional local-contrast filtering and the local blood vessel density in 2014.
They first detect the candidate region of macula according to the characteristics of
macular region being gradually darkening from edge region to center region in the
images, and then locate the position of macula based on the characteristics of macular
area being without vessel or only a small amount of micro vessel. The location of OD is
determined according to that of macula because the relative location between OD and
macula is fixed. This method can improve the accuracy of locating OD.

Ke et al. [2] presented a method of locating OD based on human visual attention
mechanism in 2015, which computes saliency map for fundus images since OD is the
salient part in fundus images. They first convert fundus images into binary ones by
means of the OSTU threshold segmentation algorithm to obtain ROI and carry out the
circular corrosion and morphology open operations to narrow the boundaries of ROI,
which weaken the interference of the boundary lines between the black background and
the foreground in fundus images and reduce the computation amount. And then, they
normalize the images to reduce the difference between images. Next, they generate the
feature maps with different scales. By the Gauss filtering and continuous down sam-
pling, the features are extracted at 9 different scales to construct the Gauss Pyramid.
The single-scale feature map is obtained by the linear center-periphery difference. And
then, the feature maps at different scales are normalized. The feature maps are com-
bined into 3 descriptors of feature saliency, i.e., the descriptors of gray features, color
features, and direction features. The integrated saliency map is from the three saliency
maps of single feature, and the maximal values in the integrated saliency map corre-
spond to the location of OD.
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Xiao et al. [3] proposed a method of locating OD based on structural features of
color fundus images in 2016. The method first extracts the veins in fundus images and
uses the least-squares parabolic fitting method to get the initial location of OD based on
structural characteristics of venous vessels. And then, it takes the sliding-window
scanning method for the precise location of OD. Through analyzing the fundus images,
they find that the shape of the upper and lower veins around OD area is similar to a
parabola and that the pole of the parabola is the intersection of the two veins, which
falls in the OD region. Based on this, they determine the initial location of OD by using
structural features of venous vessels. The green channel is selected for subsequent
processing, and the veins are extracted in the preprocessing image by means of low-hat
operation and OSTU binary segmentation algorithm. The coordinate system is set up to
fit the veins in fundus images. In order to make the fitted curve reflect the trend of data,
the least-square fitting method is used to minimize the square sum of residuals of all
points. They use two criteria to evaluate the fitting results. The results are regarded as
the effective ones only when the two evaluations are both satisfied. The effective fitting
results are used to obtain the initial coordinates of OD. Finally, the gray window
scanning method is used to accurately locate OD according to the characteristic of OD
being with high brightness in the region around OD.

Locating OD in fundus images has significance in the computer-aided diagnose of
retinopathy. There are many methods for the detection, locating and segmentation of
OD. Some can better locate OD but the accuracy depends on that of vessel segmen-
tation; some have higher accuracy but the accuracy depends on the selected training
set; some focus on balancing the speed against the accuracy. In this paper, we design an
OD template for diabetic retinopathy images and propose a fast method of locating OD
in fundus images based on the OD template, which is effective and has a certain
prospect of clinical application.

3 Method for Locating OD in Diabetic Retinopathy Images

The equipment used in image acquisition and the imaging environment affect the
quality of images, such as uneven brightness, low contrast. The factors of brightness
and contrast have an impact on the results of locating OD in fundus images. Therefore,
we first preprocess the images by means of image normalization to weaken the
interference of uneven brightness and low contrast. And then, we extract ROI and
process grayscale in fundus images. Finally, we create a universal OD template for
diabetic retinopathy images and use the OD template to locate OD in fundus images.

3.1 Image Normalization

We carry out the normalizations of color, brightness, and exposure distribution to
reduce the influence of natural pigment difference in fundus images of different patients
and the error from image acquisition. We have tried several normalization methods,
including the brightness normalization, the histogram equalization, the HSV channel
normalization based on statistics, the normalization based on proportional operators.
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The experimental results demonstrate that the normalization method based on pro-
portional operators is the best one for diabetic retinopathy images.

Let Ii (x, y) be the RGB image, where i = 1, 2, … n. The normalization method
based on proportional operators first converts the RGB image into the HSV one, and
then computes the average pixel-values �Hi, �Si, �Vi in H, S, V channels, respectively. The
pixel-values Hi, Si, Vi in H, S, V channels are computed as follows.

Hi x; yð Þ ¼ Hi x; yð Þ �
P

i¼1� n
�Hi

n�Hi
ð1Þ

Si x; yð Þ ¼ Si x; yð Þ �
P

i¼1� n
�Si

n�Si
ð2Þ

Vi x; yð Þ ¼ Vi x; yð Þ �
P

i¼1� n
�Vi

n�Vi
ð3Þ

The normalized pixel-values in H, S, V channels are merged together, which are
then converted into the RGB color space. The experimental results demonstrate that this
method can preserve the color information in fundus images and reduce the color
difference between fundus images, as shown in Fig. 1.

Fig. 1. The results of Image normalization based on proportional operators. (a) The original
fundus images; (b) The images after normalization.
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3.2 ROI Extraction

ROI extraction is to reduce the interference of black background in fundus images and
decrease the computation amount. We use a binary mask to extract ROI in fundus
images. The color fundus images are first converted into the gray ones, and then it is
converted into the binary ones. The threshold value is determined by the pixel-values
obtained from the unsupervised method. Thus, we obtain a binary mask template, in
which each pixel-value in background is 0, and that in ROI is 1. ROI is extracted by the
convolution of fundus images with the binary mask template, as shown in Fig. 2.

3.3 Grayscale Image with Most Original Information in Fundus Images

Fundus images are represented in RGB color space. We extract the pixel-values in R, G,
B channels and convert them into three grayscale images, as shown in Fig. 3. Extensive
experiments show that the grayscale image from R channel is with salient OD, lower
contrast and contains the most brightness information, the grayscale image from
B channel is almost dark and with the lowest contrast, and the grayscale image from
G channel is with the highest contrast and retains the most original information.
Therefore, we use the grayscale image from G channel to locate OD in diabetic
retinopathy images.

3.4 Creating OD Template for Diabetic Retinopathy Images

Locating OD in fundus images need an effective OD template. We select some standard
fundus images from the fundus image database MESSIDOR, including the same
number of right-eye images and left-eye images. The OD regions with the size of
140*140 are cut from these fundus images, which are overlain and averaged to generate
an OD sub-image. The OD sub-image is used as an OD template for diabetic
retinopathy images, as shown in Fig. 4.

3.5 Locating OD in Fundus Images Based on OD Template

Let I(x, y) be a fundus image and T(x, y) be the OD template for diabetic retinopathy
images. The OD template is slid on the fundus image from left to right and from top to

Fig. 2. ROI extraction. (a) A fundus image; (b) The binary mask template.
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bottom. At each position of movement, the similarity between the OD template and the
overlaid patch in the fundus image is computed, which is stored in the result matrix
R. The position with maximal similarity is the approximate center of OD.

We match the fundus image with the OD template by means of the OpenCV
function matchTemplate. We have tried different matching schemes including square
difference matching, standard square difference matching, correlation matching, stan-
dard correlation matching, correlation coefficient matching, and standard correlation
coefficient matching. The experimental results demonstrate that correlation matching
and standard correlation matching are with higher accuracy than other matching
methods for diabetic retinopathy images, as shown in Fig. 5. The similarity for cor-
relation matching and standard correlation matching are computed according to the
following formulas (4) and (5), respectively.

Fig. 4. An OD template with the size of 140*140 for diabetic retinopathy images

Fig. 3. The grayscale images from fundus images. (a) The original color fundus image; (b) The
grayscale image from R channel. (c) The grayscale image from G channel. (d) The grayscale
image from B channel.
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R1 x; yð Þ ¼
X

x0;y0
T x0; y0ð Þ � I xþ x0; yþ y0ð Þ ð4Þ

R2 x; yð Þ ¼
P

x0;y0 T x0; y0ð Þ � I xþ x0; yþ y0ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

x0;y0 T x0; y0ð Þ2 �Px0;y0 I xþ x0; yþ y0ð Þ2
q ð5Þ

Fig. 5. The matching results by different matching schemes. (a) The fundus image; (b) The
matching result by square difference matching; (c) The matching result by standard square
difference matching; (d) The matching result by correlation matching; (e) The matching result by
standard correlation matching; (f) The matching result by correlation coefficient matching.
Extensive experiments demonstrate that correlation matching and standard correlation matching
are with higher accuracy than other matching methods for diabetic retinopathy images.
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4 Experimental Results

We test our method on the largest and publicly available fundus image database MES-
SIDOR. This database consist of 1200 fundus images in TIFF format, which are from
three different ophthalmic institutions. The resolutions are 1440� 960, 2240� 1488 and
2304 � 1536, respectively. The MESSIDOR database gives the symptoms of diabetic
retinopathy at different stages and macular edema, which is the common database of
fundus images.

We do the experiments of locating OD in 379 fundus images with a resolution of
1440 � 960 in the MESSIDOR database. The original data are divided into 4 datasets,
each includes 100 or 79 fundus images. The number of images in which OD is
correctly detected and the accuracy rate are shown in Table 1.

5 Conclusion

Image processing techniques can be used in clinical diagnosis. The analysis of fundus
images contributes to early screening and treatment of ophthalmology diseases. In this
paper, we discuss a fast method of locating OD in diabetic retinopathy images. We first
preprocess fundus images to reduce the difference of fundus images caused by various
factors, and then create an OD template for diabetic retinopathy images, which are used
to match fundus images. Our work can help the subsequent detection and diagnose of
ophthalmology diseases. Presently, many researchers made great contributions to
computer-aided diagnosis systems. They proposed some efficient and fast algorithms
for locating, segmentation, detection and recognition, but the accuracy and efficiency
need to be improved, which will be addressed in our future work.
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Abstract. Combined with the security problems encountered in the public
security iris application, this paper makes a comprehensive analysis of these
security problems from two aspects of iris acquisition and iris verification. And
using the current academic research results, combined with the practical appli‐
cation requirements, the iris template encryption, the original image encryption,
transmission encryption, equipment authentication and other technical means are
used to construct the security system of the public security iris application and
ensure the public security iris application in an all-round way. Finally, the appli‐
cation of the research results in actual use is introduced.

Keywords: Public security · Iris application · Security threat · Iris verification
Hash value

1 Introduction

With the development of the times and the progress of science and technology, the
application of iris recognition technology in public security organs is becoming increas‐
ingly urgent. Some applications have been carried out in some areas. The Public Security
Bureau of Beijing city started the construction of the iris database of key personnel in
2016, and carried out a pilot trial. In 2017, the Xinjiang Uygur Autonomous Region
began to collect various biometric information including iris. This paper will analyze
the security threats faced by the public security iris application, and put forward the
safety protection measures.

2 Security Threat

The public security iris application is composed of two parts: Iris acquisition and iris
verification. Iris acquisition includes identity verification, iris image acquisition, iris
original image storage, iris feature extraction, iris feature storage and so on. Iris verifi‐
cation is the core function of the public security iris application. By extracting the iris
features and matching the iris features stored in the database, the identification is
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completed [1]. In the two processes of iris acquisition and iris verification, the system
is in a state of interaction with the outside world, and is very vulnerable to external
attacks [2].

2.1 Threat of Acquisition Process

There are 6 kinds of attacks which are easy to be attacked in the iris acquisition process.
AT1: Fake biometric [3, 4]. The attacker passed the system’s examination of the

organism itself by means of deception, such as fake identity cards. So as to complete
the collection of false iris information of individuals.

AT2: Illegal equipment. Attackers use illegal iris collection devices to access the
network, causing data leakage, data packet replay, denial of service, virus infection and
other threats.

AT3: Transmission attack. When the iris collection end transmits the data to the
server side, the attacker can get the iris information. On the other hand, tampering and
forgery of iris information can also be sent to the background database.

AT4: Original image database attack. Attacking the original database of iris, such
as modifying, deleting, increasing some data, etc.

AT5: Override feature extractor. It generates the iris feature template needed by
attackers and saves them to the iris feature template database (Fig. 1).

AT6: Tampering template. It mainly attacks on the iris feature template database,
such as modifying, deleting, increasing some data, etc.

Fig. 1. Threats in the process of iris acquisition.

2.2 Threat of Verification Process

There are 5 kinds of attacks which are vulnerable to the iris verification process.
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VT1: Illegal equipment. Attackers use illegal iris verification devices to access the
network, causing data leakage, data packet replay, denial of service, virus infection and
other threats.

VT2: Override feature extractor. It generates the iris feature template required by
attackers, and submits it to the backstage for authentication.

VT3: Transmission attack. When the iris verification end transmits the data to the
server side, the attacker can get the iris information. On the other hand, tampering and
forgery of iris information can also be sent to the backstage for authentication.

VT4: Tamper with verification results. The result of iris verification is two valued
output, and is easy to be tampered into an attacker’s desired results (Fig. 2).

VT5: Tampering template. It mainly attacks the iris feature template database in
verification, such as modifying, deleting, increasing some data, etc.

Fig. 2. Threats in the process of iris verification.

3 Security Protection

3.1 Iris Feature Template Encryption

Juels and Wattenberg proposed the Fuzzy Commitment scheme [5] in 1999. It is a typical
key binding scheme which combines error correcting code technology with biometrics.
The algorithm is simple and efficient, and it is suitable for protecting binary iris feature
template [6].

In this paper, the Fuzzy Commitment scheme is improved. An iris template encryp‐
tion model which is compatible with iris templates of several mainstream iris manufac‐
turers in China is designed. It is in line with the actual situation of public security iris
application. The concrete realization process is as follows.
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(1) Parameter definition:

• M: Vendor code set, 
{

M1, M2,… , Mn
}
;

• wm: A set of iris feature templates extracted from a manufacturer’s algorithm,
{

wm1, wm2,… , wmn

}
;

• N: Iris feature length set, 
{

N1, N2,… , Nn

}
;

• K: A uniform random key set with a length of L (L ≦ N), 
{

K1, K2,… , Kn

}
;

• δ: The key K is processed by some error correcting code to get N bit binary string
set, 

{
δ1, δ2,… , δn

}
;

• εm: Binding information set of key and iris feature template, 
{
εm1, εm2,… , εmn

}
;

• w′

m: A verifying iris feature template set extracted by a manufacturer’s algorithm,
{

w′

m1, w′

m2,… , w′

mn

}
;

• 𝛿
′: Binary string set calculated when the template is validated, 

{
𝛿
′

1, 𝛿′2,… , 𝛿′n
}
.

(2) Encryption process:

Computing key template binding information:

εmn = δn XOR wmn. (1)

The SM3 algorithm [7] is used to compute the hash value of the δn, Hash
(
δn

)
 can be

obtained. During the computing, the Boolean function is used as below (2) (3), and the
permutation function is shown below (4) (5), of which X, Y, and Z are 32 words:

FFj(X, Y , Z) =

{
X XOR Y XOR Z, 0 ≤ j ≤ 15(
X
⋀

Y
)⋁(

X
⋀

Z
)⋁(

Y
⋀

Z
)
, 16 ≤ j ≤ 63 . (2)

GGj(X, Y , Z) =

{
X XOR Y XOR Z, 0 ≤ j ≤ 15(
X
⋀

Y
)⋁(

X
⋀

Z
)
, 16 ≤ j ≤ 63 . (3)

P0(X) = X XOR(X ⋘ 9) XOR (X ⋘ 17). (4)

P1(X) = X XOR(X ⋘ 15) XOR (X ⋘ 23). (5)

After that, εmn and Hash
(
δn

)
 are stored in the Mn vendor specific template database.

(3) Verification process:

The following calculations were performed using εmn and the verifying iris feature
template w′

mn
.

𝛿
′

n
= �mn XOR w′

mn
. (6)

To bring the formula (1) into the formula (6) can be obtained:
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𝛿
′

n
= δn XOR wmn XOR w′

mn
= δn XOR (wmn XOR w′

mn
)

And then, the SM3 algorithm is used to compute the hash value of the 𝛿′
n
, Hash

(
𝛿
′

n

)

can be obtained.
When Hamming distance between wmn and w′

mn
 does not exceed the error correction

range of error correcting codes, 𝛿′
n
 and δn can be considered as consistent. Then we can

verify whether authentication is successful by verifying whether the hash value is equal
to Hash

(
δn

)
 and Hash

(
𝛿
′

n

)
.

This algorithm is proposed for AT6 and VT5. It is simple and efficient, and the key
is not stored in the database, only the hash value of the key is stored, which can effectively
avoid the risk of key disclosure.

At present, many biometric template protection algorithms are studying how to
combine biometrics and cryptography to protect biometrics template safety. However,
the contradiction between the accuracy required by cryptography and the ambiguity
inherent in biometric features has become the biggest obstacle to the combination of the
two. In this paper, the algorithm uses the error correcting code technology to form a
balance between the two, so that it can be applied to the actual combat platform.

3.2 Fragmented Storage of Iris Original Image

Hundreds of billions of iris original images need to be stored in the public security iris
application, and the SeaweedFS file storage server based on Linux is used to store the
iris original image. These iris original images are not directly involved in iris verification.
Only when the iris feature template library is invalid, the new iris feature template is
generated, and the real time requirement of iris original image reading is not high. But
iris original image is related to the privacy of the public, and its confidentiality is very
high.

For AT4, this paper proposes a way of image segmentation and block encryption to
store original image. That is, not a complete picture is stored on the picture file storage
server, but it is cut into an encrypted file fragment [8] which even the system adminis‐
trator can’t identify. It effectively guarantees the privacy of the data. After the image
file is segmented and encrypted, an index that points to the fragment of the file can be
generated at the same time, and a complete original image of the iris can be synthesized
according to the index.

3.3 Data Transmission Encryption

The application of public security iris includes two kinds of transmission data, iris image
data and text data. Compared with text data, iris images have the characteristics of large
data volume, high redundancy, and generally store data in two-dimensional array [9].
Comprehensive security, operation efficiency and other factors, this paper uses the SM4
algorithm to protect the transmission data, effectively resisting the three kinds of threats
such as AT3, VT3 and VT4.
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The packet length of the SM4 algorithm is 128 bits, and the key length is 128 bits
[10]. When we use SM4 algorithm to encrypt iris images, we first transform 2-D data
into one-dimensional data [11], and then encrypt one dimension data in groups of 128
bits. After the encryption operation, the original iris image becomes the information
similar to the random noise of the channel, which can’t be recognized by the network
eavesdropper who does not know the key, and can effectively protect the iris image data
in the transmission.

At the same time, in order to ensure the integrity of the iris image data, the SM3
algorithm is used to perform hash operation on the iris image, and the summary value
obtained by the hash operation is passed together with the iris image cipher text to the
public security iris application background. The background calculates the hash value
with the received image file, and compares it with the hash value passed by the front
end. Whether the image file is tampered with in the transmission process is judged by
judging whether the hash value is equal or not.

3.4 Terminal Equipment Authentication

For AT2 and VT1, this paper proposes a device authentication method. When the device
is used for the first time, it will need to be audited by the administrator. After the device
is down, it needs to send messages to identify it.

When the terminal device is first connected, the device will be audited by the admin‐
istrator. The information is submitted to the administrator, such as device information,
user information, serial number and so on. After the audit is passed, the PIN code is
allocated for the device, and the information of the device is recorded to the background
database.

When the terminal device is reconnected after each power failure, equipment authen‐
tication is necessary [12]. The device authentication message when the terminal device
is powered up includes the product serial number, the local time stamp, the authentica‐
tion code Hashauth and the IP address of the current operation. The authentication code
is obtained by using SM3 algorithm to hash the string composed of serial number, PIN
code and local timestamp (Fig. 3).

Fig. 3. Device authentication code message

After receiving the authentication message in the public security iris application
background, according to the serial number field of the device authentication message,
find the device description file in the background, read the PIN code from it, make up
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the string together with the serial number and time stamp received, and use the SM3
algorithm to obtain the correct authentication code Hashrec. Comparing Hashrec and
Hashauth, if Hashrec and Hashauth are identical, the device is identified as a legitimate
device, otherwise it is identified as an illegal device (Fig. 4).

Fig. 4. Equipment authentication process

3.5 Other Means of Protection

For AT1, using identity card photo and face comparison technique, we compare and
identify the face of the field face with the identity card at the scene, and judge whether
it is the same person, Strengthen the identity review of the organism itself.

For VT2, the attack at this level is rather difficult [13]. AT5, because the feature
extraction in the acquisition process is completed in the background, and the attack
difficulty is more difficult than VT2.

In addition, the public security iris application uses role based access control (RBAC)
to connect access rights to roles, and to connect users with access rights by assigning
appropriate roles to users [14]. Roles are set according to different duties and responsi‐
bilities. Users can get all the privileges that the role owns by playing a role. It can
transform between multiple roles and play different roles. You can also add or delete a
role according to the needs of access control, so as to achieve flexible access control [15].

At the same time, the front-end acquisition and verification equipment of the public
security iris application is widely distributed throughout the prisons, airports, check‐
points and other places. It is deployed in the public security information network, and
is also deployed in other networks, even with the use of mobile network. In view of the
actual demand of cross network, the network isolation switching technology [16] is
adopted. “Isolation” means that the trusted internal network and the untrusted external
network are logically or physically separated so that they can’t communicate directly.
“Switching” refers to the ability to provide secure communication data exchange
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between internal and external networks through the third party system. The technology
of network isolation exchange provides a security [17] for the deployment and use of
inter network devices and data exchange between networks in public security iris appli‐
cation.

4 Application for Public Security Iris

Now, the public security iris recognition service platform has been put into use in Beijing
and other places. The platform has fully studied the security threats in the process of
collection and verification. According to the security measures proposed in the previous
article, the iris template is encrypted and stored, the original iris image is stored in pieces,
the data is encrypted and transmitted, the equipment is strictly certified and the user is
controlled. At the same time, through the border access platform, we can achieve data
connectivity between internal and external network. The platform has set up a whole set
of platform security framework from equipment access, image acquisition, feature
extraction, data storage and verification. It can effectively prevent and control security
threats.

5 Conclusion

Iris recognition technology is becoming more and more widely used in the public
security industry because of its high recognition rate, non-contact, and good fraud
prevention. And the security problems that followed have also been paid much attention
to. This paper systematically analyzes various threats of security in the process of
collecting and verifying of the public security iris application. In view of these security
threats, combined with the characteristics of the public security industry, the security of
iris application is guaranteed by using the security measures such as iris feature template
encryption, original image encryption, transmission encryption, and equipment authen‐
tication and so on. We will continue to focus on the security threats of iris recognition
technology, and further develop and improve the security protection measures of public
security iris applications.

Acknowledgment. This work was supported by Beijing Municipal Science and Technology
Project: Z171100004417022, Science and Technology Project of the Ministry of Public Security:
2017GABJC35.

References

1. Zheng, F., Askar, R., Wang, R.Y., Li, L.T.: Overview of biometric recognition technology.
J. Inf. Secur. Res. 2(1), 12–26 (2016)

2. Huo, H.W., Xia, T.N., Feng, J.: Security analysis on biometrics system. Stand. Res. 4, 48–51
(2013)

466 L. Li et al.



3. Ratha, N.K., Connell, J.H., Bolle, R.M.: An analysis of minutiae matching strength. In: Bigun,
J., Smeraldi, F. (eds.) AVBPA 2001. LNCS, vol. 2091, pp. 223–228. Springer, Heidelberg
(2001). https://doi.org/10.1007/3-540-45344-X_32

4. Ao, S., Ma, J., Tang, S.L.: Safety analysis and reflection on biometrics system. Microcomput.
Inf. 23(1–2), 288–290 (2007)

5. Juels, A., Wattenberg, M.: A fuzzy commitment scheme. In: Proceedings of the 6th ACM
Conference on Computer and Communications Security (CCCS), pp. 28 − 36. ACM, New
York (1999)

6. Li, P., Tian, J., Yang, X., Shi, P., Zhang, Y.Y.: Biometric template protection. J. Softw.
20(6), 1553–1573 (2009)

7. Sheng, Y.Z.: Cryptanalysis of SM3 Cryptographic Hash Algorithm. DongHua University,
Shanghai (2013)

8. Xu, S.W., Qin, X.L.: Data security analysis and measures based on cloud storage. J. Beijing
Electr. Sci. Technol. Inst. 22(2), 15–19 (2014)

9. Huang, X.S.: Research progress of digital image security technology. J. East China Jiaotong
Univ. 23(1), 82–86 (2006)

10. Wang, C.G., Qiao, S.S., Hei, Y.: Low complexity implementation of block cipher SM4
algorithm. Comput. Eng. 39(7), 177–180 (2013)

11. Song, G.Q.: Research on Digital Image Encryption Technology. National University of
Defense Technology, Changsha (2007)

12. Qian, K.F., Wang, P., Wang, H.W.: Research of device authentication mechanism in EPA.
Comput. Eng. Des. 28(24), 5877–5902 (2007)

13. Qi, Y.F., Huo, Y.L., Zhang, J.S.: Techniques and security on biometrics system.
Microcomput. Inf. 24(6–3), 30–34 (2008)

14. Li, M.K., Yu, X.X.: Role based access control technology and its application. Appl. Res.
Comput. 10, 44–47 (2000)

15. Chang, J.: The Design of Multi-domain and Multi-level Secure Access Control Model. Hebei
University of Science and Technology, Hebei (2015)

16. Bai, X.S.: Research on network security isolation and information exchange technology.
Silicon valley 1, 66 (2010)

17. Wang, S.Q.: Systematic analysis of network security isolation and information exchange
technology. Inf. Commun. 3, 211–212 (2012)

Research on Security of Public Security Iris Application 467

http://dx.doi.org/10.1007/3-540-45344-X_32


Hybrid Fusion Framework
for Iris Recognition Systems

He Zhang1,2, Jing Liu1(B), Zhiguo Zeng3, Qianli Zhou3, Shengguang Li4,
Xingguang Li1, and Hui Zhang1

1 Beijing IrisKing Co., Ltd., Beijing, China
liujing@irisking.com

2 Beihang University of China, Beijing, China
3 Beijing Municipal Public Security Bureau, Beijing, China

4 First Research Institute of The Ministry of Public Security of PRC, Beijing, China

Abstract. Due to the advantages in uniqueness, convenience and non-
contact, iris recognition is widely deployed for automatic identity authen-
tication. Instead of a single signature, multiple templates are registered
in real-world applications for the diversity of gallery samples, resulting
in great enhanced user experience. In this paper, we exploit the connec-
tion among the multiple registration data and then make efforts to give
a more comprehensive decision based on them. A novel hybrid fusion
framework is proposed to fuse information at groups in feature and score
levels. Specifically, the gallery samples are firstly divided into groups to
balance the abundance and the robustness of information. Afterwards,
hierarchical fusion is performed at the groups, which is actually the pro-
cedure of information mapping and reducing. The experimental results
demonstrate the effectiveness and generalization ability of the proposed
hybrid fusion framework.

Keywords: Iris recognition · Hybrid fusion · Feature level fusion
Score level fusion

1 Introduction

Biometric identification is revolutionizing the security world by authenticating
individuals through the modalities of face, fingerprint, iris and so on. Compared
with traditional passwords or cards, biometrics is stable, unique and difficult to
cheat. Due to the uniqueness and stability of texture patterns, iris is one of the
most reliable biometric traits [1–3]. However, the robustness and the accuracy
of a single-matching system are usually unsatisfactory because of the great dif-
ferences between the enrollment and the verification situations. Therefore, real-
world applications generally take more than one samples for enrollment to enrich
the gallery space and decrease the significant variance of gallery and probe sam-
ples. Based on the multiple gallery samples, there are various fusion approaches
to make the final decision.
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According to the fusion information, fusion systems can be divided into
feature-level, score-level, and decision-level categories [4–6]. Feature level fusion
reduces the features into a new feature vector [2,3]. [12] proposed a feature
level approach based on Markov formulation for heterogeneous image sequences.
Score level fusion combines the respective scores matched between the probe
and the multiple gallery samples. The scores contain gratified information to
discriminate inter and intra, fusing them is straitforward but effective [6,7].
This strategy can be additionally applied in multi-mode systems, e.g., the fusion
of iris and palmprint [5], face and iris [8,9]. Decision level fusion integrates the
results from each systems to decide whether to accept or reject. Qian Tao et al.
applied threshold-optimized decision level fusion to biometrics, which improves
the system performance effectively [10]. Different fusion levels have their own
advantages and limitations. Specifically, as the fusion level upgrades, less infor-
mation can be utilized but the robustness to noises increases. Therefore, choosing
a suitable fusion algorithm is of great significance to practical systems.

In this paper, we focus on the strategy of multi-registration templates which
is commonly used in real-world application, and propose a novel hybrid frame-
work to fuse the information more effectively. As stated above, single-level fusion
methods suffer their own limitations in flexibility and generalization ability. We
believe in a hierarchical framework can map and reduce information in different
fusion stages, resulting in combined advantages. First, multiple registration tem-
plates are divided into groups for better robustness. Since noises cannot pollute
all samples, grouping registration templates can effectively avoid the negative
influence of outliers. After then, feature level fusion is applied to each group
of samples. It will eliminate fragile feature codes and provide a more accurate
fusion feature by strengthening the stable patterns, especially for heterogeneous
iris images. Finally, given a probe feature vector, it will compare with not only
the enrollment features but also the mapped fusion features. Score level fusion
takes the above matching scores in a block into consideration and give the more
comprehensive decision. The experimental results demonstrate that the proposed
hybrid fusion approach has satisfactory performance and satisfying accuracy.

The remainder of this paper is organized as follows. Section 2 introduces the
details of the proposed hybrid fusion framework. The experimental results are
illustrated in Sect. 3.2. Section 4 draws the final conclusion.

2 Hybrid Fusion for Iris Recognition

2.1 Framework

Before the hybrid fusion, iris images are preprocessed by quality assessment, iris
segmentation, normalization and coding [12,13]. Quality assessment is applied
to select ideal images for better recognition performance. Adaboostcascade iris
detector and “Pulling and pushing” model is applied to segment the iris. The iris
feature is coded by ordinal measures (OM) [14]. “1” represents the next region
is brighter than the current region, otherwise it will be encoded by “0”. Thus,
binary strings which denote iris features are yielded.
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Fig. 1. The flowchart of the proposed method.

Due to the differences between registration and the verification circum-
stances, iris images sometimes are captured in uncontrolled scenarios with low-
quality. Single-matching systems may be interfered by random noise. Multiple
templates are enrolled in real-word applications to enhance user experience. A
novel hybrid fusion framework is proposed in this section to find a nature but
comprehensive way to map and reduce registered information. Its flowchart is
shown in Fig. 1.

First, the enrollment features are divided into vector groups in considera-
tion of outliers. Feature level fusion is then performed at the groups to generate
a more accurate and reliable fused feature by strengthening the stable patterns,
especially for heterogeneous iris images. It will eliminate the fragile feature pat-
terns as well as enrich the gallery feature space. Groups and their corresponding
fused features form a vector cell. n (n = 1, 2...) vector cells make up a vec-
tor block. Probe set matches with each vector in the block to generate a match
score block. The matching method is based on Hamming Distance. At last, score
level fusion integrates all the information in a score block to give a comprehen-
sive score. If the fusion score is larger than the preset threshold, the unknown
individual is classified as intra class and vice versa.

2.2 Division into Groups

Since iris features are inevitably polluted by noises, e.g., eyelash occlusion and
lens flare, the registration samples are divided into groups. The outliers can be
estimated to a certain extent by the subsequent group fusions, while they will not
make negative influence to the other groups. In our implementation, each three
features of the same individual are grouped, and other numbers for grouping
have similar experimental results.
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2.3 Fusion at Feature Level

For the purposes of strengthening stable patterns [2], decreasing heterogenous
variances [12] and so on, different fusion algorithms can be integrated into our
framework, resulting in its great generalization ability. According to the preced-
ing sections, iris features are represented by binary values (“0” or “1”). For sim-
plicity in the description of our hybrid framework, the mode method is selected
to fuse each values over three enrollment features here. Three enrollment features
F1 = [a11, a12, , . . . , a1m], F2 = [a21, a22, , . . . , a2m], F3 = [a31, a32, , . . . , a3m], are
fused to obtain the fusion feature Ff = [af1, af2, . . . , afm]. afi is calculated as:

afi = Mode(a1i, a2i, a3i), (1)

where Mode represents the mode of the array. The mode is the value that is
repeated most often in the array. For example, if F1 = [0, 1, 1], F2 = [1, 0, 1], F3 =
[1, 1, 0], af1 = Mode(0, 1, 1) = 1, Ff = [1, 1, 1]. Feature fusion will suppress the
random noise and weaken the influence of outliers. Therefore, more accurate
fusion features are provided.

2.4 Fusion at Score Level

Generally, score level fusion is regarded as a simple but effect solution to multi-
registration systems. The proposed framework takes it to reduce the augmented
information which is obtained by mapping features. The probe set will match
with registration blocks to yield score blocks. Fusion at score level combines
the scores from one score block into a comprehensive result. Our framework is
flexible for diverse score level fusion methods. Some methods are introduced in
this section.

Triangular Norms-Based Score Level Fusion. Triangular norms (t-norms)
are widely used in data conjunction. T-norm T (S1, S2) mapping S1, S2 in [0, 1]
to [0, 1] must be commutative, monotonic and associative, while subjecting to
T (S1, 1) = S1. The frequently-used t-norms are given as follows:

(a) Einstein product: S1S2
(2−(S1+S2−S1S2))

,
(b) Hamacher: S1S2

S1+S2−S1S2
,

(c) Yager (p > 0): max(1 − ((1 − S1)p + (1 − S2)p)1/p, 0),
(d) Schweizer & Sklar (p > 0): (max(Sp

1 + Sp
2 − 1, 0))1/p,

(e) Frank (p > 0): logp(1 + (pS1−1)(pS2−1)
p−1 ).

As mentioned above, there are 4n scores in a score block. Matching scores
must be in the [0, 1] interval. If not, normalization is demanded. If n = 1, the
fusion score is calculated as follow:

S = T (T (T (S1, S2), S3), Sf ), (2)

where S1, S2, S3 and Sf are the matching scores. Since T-norms are commutative
and associative, the order of integration is insignificant.
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Sum Rule-Based Score Level Fusion. Given a set of normalized scores
(S1, S2, . . . , Sm), sum rule calculates the summation of the scores with different
weights to integrate the information. The formula of sum rule is expressed as

S = ω1S1 + ω2S2 + ω3S3 + · · · + ωmSm, (3)

where ω1, ω2, . . . , ωm are the weights. m is the number of scores. Different weights
will be applied for the optimal results of the scores from different systems.

Support Vector Machines-Based Score Level Fusion. Support vector
machines (SVM), as a classical machine learning method, is to find an optimal
hyperplane dividing the data into two classes with maximized margin between
the two classes. In our implementation, scores in a block are regarded as a score
vector. Training data consists of score vectors belonging to inter and intra class.
Given the probe set, the trained model will yield probability scores that whether
the vector belongs to intra class or inter class.

3 Experiments

3.1 Databases and Evaluation Metrics

Two databases are used for the experimental evaluation of the proposed frame-
work. One is called DBA database, which was collected by ourselves. We ran-
domly selected a subset that contained 186 subjects with 13,091 iris images
in total. Iris region of part images are interfered by reflection and glasses. Another
database is CASIA-IrisV4-Distance [14]. We selected a subset of the database
that contained 142 subjects with 5,134 iris images. Images in two database are
divided into probe set and gallery set, respectively.

Receiver operator characteristic (ROC) curve is introduced as the evalua-
tion method. The ordinate represents the false acceptance rate (FAR), and the
abscissa represents the false rejection rate (FRR).

FRR =
NFR

NGRA
× 100%, (4)

FRR =
NFR

NGRA
× 100%, (5)

where NGRA, NIRA, NFR, NFA represent the total number of intra and inter
class, the number of false rejection and false acceptance, respectively.

3.2 Experiments Results

Three experiments are conducted in this section.
(1) Influence of n: n denotes the cell number in a block, and its influence

to the proposed framework is evaluated in this experiment. Mode rule and Max
rule are selected as the feature and the score level fusion methods respectively.
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Fig. 2. ROC curves of the hybrid framework with n = 0, 1, 2, 3.

The results is provided in Fig. 2. It can be found that the gallery space can be
enriched and lower FRR is obviously obtained with the increase of n. Similar
results can be obtained by using other fusion methods.

(2) Evaluation of the proposed framework: In this section, we compared the
ROC curves of score level fusion, feature level fusion and the proposed hybrid
fusion. For the simplicity of illustration, n = 1, mode rule and Max rule are
used. Figure 3 reports the ROC curves on DBA database and CASIA database,
respectively. It can be seen that the feature fusion commonly performs better
than the score fusion. It meets the general opinion that features imply more
information details than the matching scores. Thus fusion at feature level can
offer more accurate fusion information at a fine granularity. Further, the hybrid
framework is shown to obtain more satisfactory performance by combining the
score level fusion. It exploits the connection among the score block, making
each matching score contributes to the final decision. This experiment effectively
validates the contributions of the proposed hybrid fusion framework.
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Fig. 3. Performance of score fusion, feature fusion and hybrid fusion methods.
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Fig. 4. Performance of the hybrid methods using max, sum-rule, Einstein product and
SVM.

(3) Comparison of integrating different score-level fusion methods: The pro-
posed hybrid fusion framework is flexible for diverse feature and score level fusion
methods. However, due to the limit of space, only the integrations of different
score level fusion approaches are evaluated in this section. The max fusion, sum-
rule fusion method [7], Einstein product and SVM are selected for comparison.
The equal weights are used in sum-rule, since the enrolled data in experiments is
acquired by the same system. SVM applies the polynomial kernel function. It can
be seen from Fig. 4 that the integrations of sum-rule, Einstein product and SVM
are superior to the max-fusion one. It is supposed that suitable fusion approaches
can further enhance the recognition e.g., super resolution fusion methods in low
resolution connditions.

4 Conclusions

In this paper, we simulate the real-world application scenario to propose a novel
hybrid fusion method of feature level fusion and score level fusion, which con-
tributes more robust systems. The enrollment features are first divided into
vector groups. Afterwards, each vector group is fused at feature level, which
obtains a more reliable feature and enriches the gallery space. The fused feature
and the corresponding group form a cell. Score level fusion is applied to integrate
the matching scores in a block to provide a more comprehensive decision. The
hierarchical fusion framework is flexible for diverse feature and score level fusion
methods. The experimental results indicate that FRR decreases as n increases.
The proposed hybrid fusion framework is superior to merely feature or score level
fusion in system performance, stability and generalization ability. At last, the
experiments demonstrate that promising score level fusion methods can further
increase the precision of recognition.

Acknowledgement. This work is supported by the Natural Science Foundation of
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Abstract. This paper presents a zoom lens for iris recognition to solve the
problem of narrow working range with fixed size of iris image. The lens with a
wide and long working range and high resolution images with the same iris size
in different work distance was designed. An 2.6� long distance zoom lens was
designed which includes 35*91 mm focal length, work distance from 750 mm
to 1910 mm, less than 0.5% distortion, 3.5 working F number, 9.5 mm image
diameter, 780 nm*890 nm wavelength of operating spectrum. At 166 lp/mm,
the lens can capture iris image over all field of view with MTF > 0.3.

Keywords: Zoom lens � Iris recognition � Wide and long working range

1 Introduction

Nowadays, iris recognition is becoming the most widely used technology at security
industry. Compared to other biometric modalities, iris is more stable, unique and is
contactless use. While the commonly prime lens for iris recognition has short work
distance and narrow work range [1], the usability of iris recognition is not good.

Prime lens was used in most iris recognition modules. The work range of this kind
of modules is narrow, and it needs to reduce the resolution using modified blur
algorithm to enhance usability of use. The shortcoming of prime lens is obvious. While
blurred iris images can make the range of working distance broaden ostensibly, iris
image quality decreases dramatically. Products using this approach are flexible and
efficient of use; however their safety is seriously compromised.

Traditional zoom lens need zoom and focus. Zoom lens changes the focal length of
lens, and focus changes the back focal length of lens. Normally, zoom lens was
designed at a fixed object distance or infinity. When using this lens, the first step is
zoom, and then using focus to get the best image plane. It would take two steps to
capture high-quality images. And if we use traditional zoom lens for iris capture, it is
difficult to guarantee high resolution image with enough pixels for iris size quickly.
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There is a new technology: one piece of liquid lens is used in iris lenses which are
used in iris recognition device [2]. This kind of lens can provide a wide working range,
but have some weakness which cannot be overcome. First, the liquid lens is unstable.
The curvature of liquid lens is affected by temperature and gravity. Second, the driving
is not easy. It needs more than 40 V voltage to adjust the liquid lens curvature. At last,
with different work distance the image of view by liquid lens is always changed. When
we use them for iris capture, this lens can’t guarantee enough pixels for iris recognition.
So the working range is not broad enough.

This paper presents a long distance zoom lens to obtain practical wide and long
working range with a fixed size of iris image for iris recognition. This lens can be used
to improve the image quality and working in some special place, like security check
channel and high-speed intersection.

2 The Optical Principle

2.1 Optical Principle of Lens System

A ray model is built by geometrical optics which demonstrates the imaging procedure
of lens from object plane to image plane [3]. The lens system is shown in Fig. 1 where
y, �x� f , f 0 þ x0, f 0 and �y0 is respectively the object height, object distance, image
distance, focal length and image height. The relationship between them could be
described by Newton formula [3]:

l ¼ �x� f ð1Þ

�f ¼ f 0 ð2Þ

y=y0 ¼ ðl� f 0Þ=f 0 ð3Þ

f 0 ¼ l=½ðy=y0Þ þ 1� ð4Þ

Fig. 1. Optical principle of the lens system.

Design of a Long Distance Zoom Lens for Iris Recognition 477



2.2 Introduction for Zoom Lens

A zoom lens is a mechanical assembly of lens elements for which the focal length (and
thus angle of view) can be varied, as opposed to a fixed focal length lens which called
prime lens. A true zoom lens, also called a parfocal lens, is one that maintains focus
when its focal length changes [4].

2.3 Optical Principle of Zoom Lens

A zoom lens model is built by geometrical optics which demonstrates in Fig. 2. The
lens system is shown in Fig. 2, u1 u2 u3 u4 is four elements of a zoom lens which
respectively denote.

In the zoom process, u3 and u4 would move a small shift. The distance of this
small shift we call it q and D in Fig. 2. In this situation, the focal length changes
following the q and D.

When constructing a new lens by combining two lens with known focal length, the
focal length is f1 and f2, the distance of two lens is d, and the new lens focal length is f .
The relationship between them could be described by Gaussian formula [3]:

1
f
¼ 1

f1
þ 1

f2
� d

1
f1

1
f2

ð5Þ

As shown in Fig. 1, every element of optical system was fixed once the zoom lens
was designed. When we move element u2, the focal length of zoom lens changes.
Because the focal length of each element was fixed, as shown by Gaussian formula (5),
the only way to accomplish the purpose of zoom focal length is to change the space of
specific parts. But the position of the image would remove following the change of the
different elements, this not an zoom lens but a varifocal lens, so an extra element was
needed to keep the position of image fixed, this is the compensatory element in zoom
lens [3].

Fig. 2. A simple zoom system
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In conclusion, there should be three parts in zoom lens: fixed element, zoom
element, compensatory element. We call two fixed elements u1 and u4, u1 is the front
fixed element, u4 is the back fixed element. And we call two moving elements u2, u2 is
the zoom element, and u3 is the compensatory element.

2.4 The Conditions for Zoom Lens Design

A perfect zoom lens should meet the following three conditions.

1. Change the focal length evenly and designed the corresponding work distance;
2. The size of image is stable during the zoom process;
3. The imaging quality meets the requirements.

3 Requirements of a Wide Working Range Iris Lens

3.1 The International Standard for Iris Image

According to international standard ISO/IEC29794-6 [5] and the government standard
GB/T20979-2007, the requirements of iris recognition image quality standard is shown
as Table 1.

3.2 Illumination Requirements for Iris Recognition

Considering particularity of iris, the diffuse reflectivity of an iris connects with its
albedo which is dependent on illumination wavelength. In NIR band of 700*850 nm
illumination, the unique pattern of iris can be presented.

According to literature [2], the reflectivity and transmissivity of iris in different
wavelength of illumination is shown in Table 2.

Table 1. Iris image quality standard.

Image quality standard Evaluation value Pixels across iris diameter Conclusion

Poor 0–25 50–100 Unacceptable
Low 26–50 100–149 Marginal
Medium 51–75 150–199 Acceptable
High 76–100 200 or more Good

Table 2. The reflectivity and transmissivity of iris in different wavelength.

Wavelength
(nm)

Reflectivity
(%)

Transmissivity
(%)

Absorptivity
(%)

Absorption
coefficient

440 8 4 88 2.75
488 17 20 63 1.25
632 19 24 57 1.07
749 28 40 31 0.45
850 34 48 16 0.22
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According to the results given in Table 2, 850 nm wavelength has the highest
reflectivity and the lowest absorption coefficient. So we choose a LED chip product
with wavelength 850 nm span of 30 nm as the illumination to design iris system [2].

3.3 Appropriate CMOS Chip

In order to make iris recognition device small and compact, small size of CMOS is
needed in iris recognition. So we select a 1/4 inch monochrome CMOS sensor with
good quantum efficiency at 850 nm. Table 3 shows the key parameters [6].

3.4 Long Distance of Iris Recognition

According to test, it is found that too close work distance such as 30 cm always gives
the user a feeling of pressure and discomfort. And since the iris size is too small, far
work distance for iris recognition is very difficult. In this paper, 750 mm*1910 mm
was designed, which is very powerful to improve the usability of iris recognition.

4 Optical Lens Design

4.1 Design Requirements of Iris Lens

With above analysis, the design specification of wide and long working range iris lens
can be obtained. It is essential that at least 200 pixels are needed to cross an iris
diameter at the working distance of 750–1910 mm to ensure the quality of iris image.
The regular iris diameter is 12 mm. Suppose there are 200 pixels cross an iris diameter
in object plane with working distance 450 mm, so y = 12/200 = 0.06 mm. The cor-
responding image plane y’ equal to 0.003 mm (the pixels size). According to geo-
metrical optics formulas (1)*(4), we can gain that the focal length of the appropriate is
35–91 mm. Then the design requirements of iris lens are shown in Table 4.

Table 3. Key parameters of CMOS chip.

Parameters Typical value

Optical format 1/2.7 inch
Active pixels 1920(H) � 1080(V)
Pixel size 3.0 lm � 3.0 lm

Table 4. Design requirements of iris lens.

Technical parameters Target value

Focus length 35 mm–91 mm
Ratio of zoom 2.6�
Image diameter 6.6 mm
Wavelength 780 nm–890 nm
Distortion <0.5%
MTF/lp�mm−1 166
F number 3.5
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4.2 Structure Type of Iris Lens

The initiating structure was choose by requirements. According to literature [7], a zoom
lens is selected as the initial structure. The focal length is 33 mm, F# 4.5. The structure
of the initial structure is shown in Fig. 3.

Next, classify the lens to four elements ready to design zoom lens through optical
design software. We should note that the structure of elements must be simple and each
lens is suitable for zoom.

4.3 Optimization

Optical design software is used to optimize the initial structure, to normalize focal
length, setting the image size 6.6 mm, setting the wavelength 750–890 nm, setting the
variable and constraint condition. And building the merit function: First, setting two
multi-configuration. Setting the thickness of lens in each elements as variable. Second,
adding the operand to fixed focal length to what we need in merit function, the purpose
is to keep the focal length constant in the process of optimization. Finally, adding more
configuration in optical design software editor.

As previously stated, this lens design in different work distance, the work distance
matches the focal length to make sure the number of pixels across iris diameter is 200.
The specific relationship between focal length and work distance can be calculated by
formula [6] is shown in Table 5.

WD ¼ f � ½D=ðN � PÞþ 1� ð6Þ

WD is the work distance, f is the focal length, D is the iris diameter, N is the
number of pixels of iris diameter and P is the size of pixel.

Fig. 3. The initial structure of three separation modified objective.

Table 5. Relationship between focal length and work distance

Focal length Work distance

35 mm 735 mm
57 mm 1428 mm
68 mm 1579 mm
79 mm 1659 mm
91 mm 1911 mm
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Adjust the distance between lens, specification of optical glass and radius of lens
surface again and again. Then a good zoom lens for iris recognition is given.

4.4 Optimized Results

In the final optimized design, zoom lens with focus length of 35 mm*91 mm meets
the wide working range requirement of 750 mm to 1910 mm. Figure 4 shows a design
of wide working distance of iris lens in preview. From Fig. 4, it is found that the lens
has a wide object distance. And Fig. 5 shows the detail structure of the lens elements.
From Fig. 5, we can see this iris lens is composed of four elements lenses.

By this lens, we can capture iris images with high resolution and enough pixels in a
long work distance for iris recognition.

Fig. 4. The preview of nearest and farthest working distance.

Fig. 5. The detail structure of designed iris lens.
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Figures 6 and 7 show that this lens can acquire good image quality with all field of
view at working distance of 750 mm and 1910 mm. The spot diagram shows that RMS
radius are less than 3 lm which is the size of a CMOS pixel, so it perfectly matches the

Fig. 6. The optical aberration chart at working distance of 750 mm. From left to right, up to
bottom, these four charts are MTF chart at 166lp/mm, spot diagram, field curvature and distortion.

Fig. 7. The optical aberration chart at working distance of 1910 mm. From left to right, up to
bottom, these four charts are MTF chart at 166lp/mm, spot diagram, field curvature and
distortion.
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CMOS resolution. At 160lp/mm, over all field of view, the valve of MTF > 0.3. And
the distortion is less than 0.5%. All these parameters meet the design requirements.

4.5 Performance Simulation

The real image performance can be simulation with optical software design. There is a
iris image which is captured by high resolution optical system at Fig. 8. The real image
performance had be simulation with this zoom lens at Fig. 9, if the lens is not good, the
simulation image will be obscure. Figure 9 indicate that the lens can get high definition
images for iris recognition.

Fig. 8. Iris image

Fig. 9. Simulation performance with this zoom lens
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5 Conclusion

This paper presents a lens with zoom ratio 2.6� and long distance for iris recognition.
The lens has a focal length of 35 mm*91 mm and a working range from 750 mm to
1910 mm. The lens can match 1/2.7 in. CMOS image sensor perfectly and can produce
iris image with high resolution and fixed size. This lens can be deployed to improve the
usability of iris recognition. Other than that, it also has great market potential for
machine vision industry.

References

1. Burge, M.J., Bowyer, K.W. (eds.).: Handbook of Iris Recognition. Springer, London (2013).
https://doi.org/10.1007/978-1-4471-4402-1

2. Liao, W., Yi, K., Gao, J., Lv, X., Wang, J.: Design of a wide working range lens for iris
recognition. In: You, Z., et al. (eds.) CCBR 2016. LNCS, vol. 9967, pp. 339–348. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-46654-5_37

3. Yu, D., Tan, H.: Engineering Optics. China Machine Press, China (2006)
4. Cavanagh, Roger (29 May 2003). “Parfrocal Lenses”. Archived from the original on 07

October 2007. Accessed 18 Nov 2007
5. Iris Image Quality Standard, SC 37 N 3331. ISO/IEC 29794-6 Annex A (2009)
6. 1/2.7-Inch Digital Image Sensor. http://www.onsemi.cn/pub/Collateral/AR0238-D.PDF
7. Laikin, M.: Lens Design, Forth Edition. China Machine Press, China (2011)

Design of a Long Distance Zoom Lens for Iris Recognition 485

http://dx.doi.org/10.1007/978-1-4471-4402-1
http://dx.doi.org/10.1007/978-3-319-46654-5_37
http://www.onsemi.cn/pub/Collateral/AR0238-D.PDF


Efficient Near-Infrared Eye Detection
Utilizing Appearance Features

Qi Wang, Ying Lian, Ting Sun, Yuna Chu, and Xiangde Zhang(B)

College of Sciences, Northeastern University,
No. 3-11 Wenhua Road, Heping District, Shenyang 110819, Liaoning, China
wangqimath@126.com, lianying1211@126.com, sunflowerting78@gmail.com,

chuyunamath@163.com, zhangxiangde@mail.neu.edu.cn

Abstract. Eye detection has been a critical problem for iris recogni-
tion, face recognition and some other applications. However, the uncon-
strained scene brings a lot of challenging problems to eye detection such
as occlusion, rotation, blur and complex background etc. In this paper,
we propose a novel eye detection algorithm for near-infrared image. We
put forward four factors, which are IVSF, PLG, DRDF and IOSF to rep-
resent eye region features. The method is mainly composed of two steps.
Firstly, candidate positions are generated. Secondly, a multi-strategy
fusion method is designed to confirm final eye position. The experimen-
tal results demonstrate that the proposed algorithm is accurate and fast
compared with some existing methods.

Keywords: Eye detection · Unconstrained scene
Near-infrared face image · Multi-strategy fusion

1 Introduction

Eye detection plays an important role in many computer vision problems, such
as iris recognition [1], face recognition [2], eye gazing [3,4] and some other
applications [5].

Some eye detection methods follow the face detection process [6,7]. When a
face is detected from an image, the eye region can be easily located according to
relative position [8,9]. However, this strategy requires accurate face extraction.
The other strategies detect eye region directly [15,16]. It is also a challenging task
due to the undetermined image acquisition environment and cooperation prob-
lems. Specifically, uneven illumination, arbitrary head pose, wearing eyeglasses
and complex background requires the algorithm insensitive to intensity-level,
scale and rotation. Currently, many existing eye detection methods can not deal
well with eyeglasses problem [9]. Actually, both spectacle-frames and light spots
may change the facial intensity distribution and bring occlusion problems.
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To our knowledge, the existing methods can be further divided into three
categories:

(1) Shape matching based methods: Coots [10] presented the Active Shape
Model (ASM) and the Active Appearance Model (AAM) which both start
from a given initial shape, then match shape and update parameter until
meeting the stopping condition.

(2) Intensity integral projection based methods: Researchers did many relative
researches based on this idea, such as in [11,12]. For those images interfered
by noise, Zhou and Geng [13] put forward the Generalized Integral Projection
Function (GPF) to improve the robustness.

(3) Features representation based data-driven methods: Common algorithms
extracted features to represent eye and then used massive samples to train
classifiers, such as Haar-AdaBoost [14] and SVM [17]. Compared to prior
two types of methods, it archieves more accurate and robust performance.

This paper presents a novel eye detection method. Here, we combine a vari-
ety of features including spots in pupil, facial intensity distribution information
to estimate eye positions. Then, a weight calculation function and symmetry
based monocular location estimation algorithm are put forward to improve the
detection accuracy. Experimental results indicate that the proposed method is
more robust to challenge cases such as eyeglasses and obstacles, and faster than
other algorithms.

2 Image Preprocessing

Integral projection function (IPF) [18] which projects a 2-D image to 1-D vector,
illustrated in Fig. 1. It can reflect the intensity distribution in a specific direction.

Fig. 1. Examples of integral projection. (a) The example of vertical integral projection.
(b) The result of vertical integral projection. (c)The example of horizontal integral
projection. (d) The result of horizontal integral projection.
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In the near-infrared face image, the overall gray-level of background is generally
lower than that of face. Thus, we can get rid of part of background and confine
the range of eye detection area with size of M ′ × N ′ based on the IPF.

3 Generating Candidate Eye Regions

In this section, a generating strategy for candidate eye regions is presented using
the intensity and gradient information of eye region. Then, we design different
candidate weight initialization methods according to the count of candidates.

Horizontal integral projection is used to roughly locate the candidate eye
regions. The local minimums of this projection, whose gray intensities are less
than average intensity, are generally eyebrows, dark upper spectacle-frames
and eyes. Let XTBD = [x1, x2, ..., xp] be the horizontal coordinates of local
minimums.

Intensity Variation Sensitive Factor: The intensity variation sensitive factor
(IVSF) is formulated as the pixels with high intensities, which are surrounded
by low-intensities.

Fig. 2. Horizontal axis coarse positioning. (a) Filtered matrix Ispot. (b) Binary image
Bspot.

Specifically, we use a 5× 5 convolution template whose center value is 1, and
other values are −1/24 to calculate IVSF. Figure 2(a) shows the filtered matrix
Ispot. Image is binarized by Eq. 1, where α = 0.55. Figure 2(b) demonstrates that
foreground objects of Bspot are concentrated at eyes region.

Bspoti,j =
{

1 if Bspoti,j > α max(Ispot)
0 otherwise

(1)

A 80 × N ′ subregion is selected by taking xk as a central reference line, and
then calculate the spot area Ak in every subregion. A rough horizontal location

is calculated by XPOS =
p∑

k=1

⌊
xkAk

/
p∑

k=1

Ak

⌋
as a new central reference line.

After that, ROI region is selected with center XPOS and size of 600 × N ′ image
Iloc as shown in Fig. 3(a).

According to observations, there are light spots in pupil regions in most of
images. Since the spots have higher intensities than pupil, the spot boundaries
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Fig. 3. The selection of eye candidate positions based on PLG. (a) The result image Iloc
through horizontal coarse positioning. (b) Eye contour Beyeglasses after thresholding.
(c) The Sobel Gradient Igrad.

have large gradient values. We calculate Sobel gradient Igrad of image Iloc as
shown in Fig. 3(c) for fast localization. Due to Pixels with Large Gradient (PLG)
generally have strong edges, the spots on lens, dark spectacle-frames and naris
may be PLG. We extract the eyeglasses and spots by binary Igrad (threshold is
0.005). Figure 3(b) illustrates the binary image Beyeglasses after removing small
responses.

Then, we use a higher threshold 0.06 to acquire the binary image Bgrad
′. The

intersection of Bgrad
′ and Beyeglasses is used to remove most of non-spots and

morphological dilation is used to filled the hole. Then a binary images BTBD

is obtained. Let r0 be the count of connected regions in BTBD. If r0 > 2, gk is
defined as the maximum PLG in each connected region Ck:

gk = max(Ck � Igrad), k = 1, 2, · · · , r0 r0 ≥ 2 (2)

where, � is dot product of matrix. Similarly, the maximum intensity variation
sensitive factor ik in each connected region is:

ik =
{

max(Ck � Ispot), k = 1, 2, · · · , r0 r0 > 2
max(Ck

′ � Ispot), k = 1, 2, · · · , r0 r0 < 2 (3)

If r0 = 2, we just use gk to generate the candidate points, initialize weights
and omit ik. If r0 < 2, we recalculate the connected regions with the filtered
matrix Ispot, and just use ik to initialize weight. A threshold α = 0.45 is adopted
to binarize the filtered matrix by Eq. 1 and get the binary image Bspot

′. Similarly,
the image BTBD is the result of the intersection of Beyeglasses and Bspot

′. ik is
calculated according to Eq. 3.

Let (ak, bk) be the position with maximum gradient in each connected region.
If the position of gk(ik) is non-unique, just the position with minimum gk is
selected.

PTBD =
{{(ak, bk) |(ak, bk) = arg min(gk), k = 1, 2, · · · , r0} r0 ≥ 2

{(ak, bk) |(ak, bk) = arg min(ik), k = 1, 2, · · · , r0} r0 < 2 (4)
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In our experiment, PLG of the spot in pupil is probably not only a local
maximum value, but also the global maximum with high probability. So we
assign the initial weights for each candidate point on the basis of gk(ik). For gk,
we need to know the prior probability hg(k) of the fact that the candidate point
PTBD(k) lies in eye region. It will be shown in the experiment section.

After that, we use the Eq. 5 to calculate the initial weight of gradient feature:

ωg(k) =
1
2

(
ehg(k)−μg − e−μg

σg

)
(5)

where μg and σg are the mean and variance of hg.
The weight ωi(k) is defined as:

ωi(k) =
1
2

(
ehi(k)−μi − e−μi

σi

)
(6)

where hi is the prior probability under the feature of filtered matrix, μi and σi

are the mean and variance of hi.
Hence, the weights ω0(k) of candidate point PTBD(k) are defined as:

ω0(k) =

⎧⎨
⎩

ωg(k) + ωi(k) r > 2
ωg(k) r = 2
ωi(k) r < 2

(7)

Let r be the count of candidate points. If r > 5, just the first five candidate
points are retained. And the weights of fifth candidate points are initialized to
be 0. The schematic diagram of this section is shown in Fig. 4(a).

Fig. 4. Schematic diagrams. (a) Eye candidates generation. (b) Eye positions selection.
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4 Selecting Eye Positions

To accelerate detection speed and improve detection accuracy, we adopt multi-
strategy fusion method to select eye position which is designed according to
candidates amount.

In detail, if r > 2, we choose Weight Update Algorithm and Eye-pairs Score
Statistic. If r = 2 and the two eye candidate points accord with the determina-
tion criterion of eye location |a1 − a2| < 80, |b1 − b2| > N ′/3, Eye-pairs Score
Statistic is used. Otherwise, the area of pupil is estimated and RST is used to
select eye positions. The whole process is illustrated in Fig. 4(b).

4.1 Weight Update Algorithm and Pupil Area Estimation Based
on Dark Region Distribution Factor

Dark Region Distribution Factor: Dark region distribution factor (DRDF)
is defined as the distribution of low-intensity pixels of local image. Based on
observation, low-intensity pixels emerge on zonal distribution in local image of
spectacle-frames while mainly concentrated to pupil in eyes local image. There-
fore, we use DRDF to update weights of candidate points and estimate the pupil
area.

Fig. 5. Eye selection based on DRDF. (a) Weight sort result of candidate points. (b)
The local image Rm and Rs of eye region. (c) The local image Rm and Rs of upper
spectacle-frame region.

Figure 5(a) shows the ω0 ranking result of candidate points. Firstly, we regard
(ak + 30, bk) as the center and crop a rectangular region Rm which is 60 × 70
to avoid the effects of eyelash. Then we fill light spots and normalize Rm(k).
After that, centering on (ak + 26, bk) and cropping a smaller local region Rs(k)
which is 52 × 60. As shown in Fig. 5(b and c), Rm includes the shadow area
and Rs does not. The count of low-intensity pixels is less in shadow area of
local eye region than those in local spectacle-frames region due to the different
distribution. Therefore, we calculate the number of low-intensity pixels in Rm

and Rs respectively. Am(k) is defined as the number of pixels whose intensity
values are less than 0.2 in Rm(k). As(k) is defined as the largest connected
region area in binary image of Rs(k). The difference between Am(k) and As(k)
is DIFp(k) = Am(k) − As(k). Apparently, DIFp(k) is inversely related to the
possibility of eye region. We take DRDF to update weight ω0(k):

ωp(k) =
1
2

(
ehp(k)−μp − e−μp

σp

)
(8)
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where μp and σp are the mean and variance of hp. The calculation for prior
probability hg(k) will be shown in the experiment section in detail. Therefore,
the updated weight of candidate point is defined as:

ω1(k) = ω0(k)+ωp(k) (9)

In addition, we can estimate the area of pupil in eye region by As, the pupil
area Ap = 1.5As. Ap is applied for the radius estimation of RST and the final
scores calculation of algorithm is based on symmetry.

4.2 Eye Detection Based on RST

According to the intensity and circular symmetry of pupil, we use RST [15] to
locate the pupil coarsely. However, the RST has poor timeliness. Thus, to raise
the speed of detection, we scale the local image depending on the result of pupil
area Ap before RST:

rp =

√
Ap

π
, kscale = min

(
1,

rmin

rp

)
, rTBD = kscalerp (10)

where, kscale is the scale factor, rmin = 6 is the minimum radius. rTBD is the
estimated radius after scaling. The range of radius is [rTBD − 3, rTBD + 3].

4.3 Eye-Pairs Score Statistic and Monocular Location Estimation
Algorithm Based on Inter-ocular Symmetry Factor

Inter-ocular Symmetry Factor: Inter-ocular symmetry factor (IOSF) is
defined as the symmetry of vertical gray integration projection distribution
between the two eyes. It is used to determine the position of eyes.

Supposed that (ai, bi) and (aj , bj) are two candidate points, the horizontal
distance and the vertical distance between them are XDIS = |ai − aj |, YDIS =
|bi − bj | which have to satisfy the following conditions:

YDIS > N/3 and

{
XDIS > 50 + (YDIS − 200)/10 if YDIS > 300
XDIS > 50 otherwise

(11)

If the conditions are not satisfied, the difference DIF = +∞. We obtain the line
between two eyes according to Eq. 12:

a =
⌊

(b − bi)(aj − ai)
(bj − bi) + ai

⌋
, b = [min(bi, bj), max(bi, bj)] (12)

The line is moved vertically on image until it intersects with the image bor-
der. The shadow parallelogram is shown in Fig. 6(a). This figure illustrates the
scanned region. Figure 6(b) describes the result of vertical integral projection
IPFh

′ of this parallelogram. It indicates that vertical integral projection IPFh
′

is horizontally symmetric if the two candidate points are correctly chosen. Based
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on center axis (the red line in Fig. 6(b)), we make the difference of left and right
sides of integral projection and get the summation. As shown in Fig. 6(c), con-
sidering face rotation, we move the two sides projection curves rightward, and
compare with the initial curve in the other side. The final difference DIF is the
minimum in 20 comparison results:

DIF = min

⎛
⎝2

∣∣∣∑�YDIS/ 2�−p
k=1+q IPFh

′(k) − ∑2�YDIS/ 2�−q
k=�YDIS/ 2�+1+p IPFh

′(k)
∣∣∣

YDIS

⎞
⎠ (13)

where, p = 0, 1, · · · 9; q = 0, 1, · · · 9; pq = 0;T = 0.4. If DIF > T , it can not
satisfy the symmetry requirement of eyes. If DIF ≤ T , The final score is defined
as Eq. 14:

Scorei,j =

{
YDIS(ω1(i)ω1(j)+C)

XDISDIF (|Apup(i)−Apup(j)|+1) if DIF < T

−∞ otherwise
(14)

C = 0.001 is the penalty term of candidate points whose weight is 0. We obtain
a couple of candidate points which has the maximum score.

The algorithm requires the two eyes should be included in the candidate
points list. That is why we can not delete exclude too much points but update
the weights of all candidate points. When it is unsatisfied with above conditions,
RST is used to make a further detection.

Fig. 6. The selection of eyes based on symmetry. (a) The calculation of vertical integral
projection area. (b) The result of vertical integral projection. (c) The segmentation and
move approach of projection curve. (Color figure online)

5 Experimental Result

The experiments were operated on a desktop computer with 8 cores and 8 threads
of i7@3.60 GHz CPU. A self-built Mobile Iris Image Database (MIID) with hand-
labeled ground truth is used in our experiment. The images on MIID are captured
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by an altered cell phone with near-infrared camera. The database totally contains
7823 images with resolution of 1920 × 1080. These are from 8 subjects, in which
3816 images are captured with eyeglasses and 4007 without eyeglasses. In the
caputuring process, each person holds the cell phone by himself. The imaging
distance from eye to the camera is between 15 cm and 30 cm adjusted by user.
And MIID includes various types of challenging circumstances, such as occlusion,
glasses, rotation, blur, complex background, and so on.

Similar to Jung [16], the detection result is determined to be positive if the
distance from detected box center and hand-labeled iris center is less than 50
pixels. And Recall, Precision, Time are selected as our performance evaluation
criterias, where Recall = TP/(TP +FN), P recision = TP/(TP +FP ), TP, FN
and FP is True Positive, False Negative and False Positive for short separately.

Fig. 7. Detection results of different methods. (a) the proposed method, (b) Haar-
AdaBoost, (c) RST, (d) EC+EV.

The proposed method is compared with Haar-AdaBoost [14], RST [15],
EC+EV [16]. Figure 7 shows some detection results of different methods. And
the detailed performances are displayed in Table 1. According to this table, the
proposed method can obtain high detection recall and precision especially st a
almost real-time speed. Moreover, our method is more robust to various chal-
lenging problems, especially to eyeglasses.

We also evaluate the effectiveness of three features, IVSF, PLG and DRDF.
Some related results are displayed in Table 2. The prior probability is used to
calculate the weight. Firstly, gk(ik) and candidate position PTBD(k) are cor-
responding one by one. We sort gk(ik) in a descending order to get the result
of rg(k)(ri(k)). When rg(k) = 1, 2, 3, 4, the prior probability hg(k) is shown in
the first row of Table 2, which represents the candidate positions PTBD(k) in
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Table 1. Detection performance of different methods.

Method Recall (%) Precision (%) Time (s/image)

The proposed method 98.21 98.42 0.058

Haar-AdaBoost 76.90 92.76 0.139

RST 84.84 86.56 3.342

EC+EV 56.16 89.94 1.703

eye region. The result indicates that hg(k)(hi(k)) decreases as the reduction in
rg(k)(ri(k)). The probability is very small when rg(k) = 4 and ri(k) = 4. There-
fore, we only reserve the top five ones if the number of candidate points is large.
Similarly, We sort feature DIFp(k) in ascending order to get the result rp(k).
The third row of Table 2 shows the prior probability hp(k).

Table 2. The prior probability of three features.

rg(k) = 1 rg(k) = 2 rg(k) = 3 rg(k) = 4
hg(k) |ωg(k) 91.3% 1.2 68.5% 0.8 29.4% 0.3 9.0% 0.1

ri(k) = 1 ri(k) = 2 ri(k) = 3 ri(k) = 4
hi(k) |ωi(k) 94.7% 1.1 76.8% 0.8 21.0% 0.2 7.4% 0.1

rp(k) = 1 rp(k) = 2 rp(k) = 3 rp(k) = 4
hp(k) |ωp(k) 87.1% 1.1 78.1% 0.9 25.2% 0.2 4.0% 0

6 Conclusion

To detect eyes effectively in an unconstrained scene, we propose a novel eye
detection algorithm. The main contributions are as follows: (1) generating eye
candidates by IVSF and PLG; (2) selecting eye candidates based on presented
DRDF, IOSF and RST; (3) multi-strategy fusion method to achieve robust eye
detection in various unconstrained scenes. The experimental results show the
proposed eye detection algorithm is fast, accurate and robust to challenging
problems of occlusion, rotation, blur, complex background and eyeglasses, etc.
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Abstract. Human concentration state detection using the eye movement
information is now a popular research topic in computer vision, especially the
detection of driver fatigue and advertising analysis. In this paper we analyze eye
movement styles on a person’s concentration state through watching different
video clips. We propose a novel method including the fusion features of eye
event data and raw eye movement to detect attention. Firstly, we use the logistic
regression algorithm to conduct the new feature by eye movement event data,
and use wavelet and approximate entropy algorithm to conduct the new feature
by raw eye movement data. Secondly, we train attention detection model using
these new merged features. In order to avoid the problem caused by insufficient
samples, crossing method is used to train the model to ensure its accuracy. Our
model achieves a satisfying 95.25% accuracy.

Keywords: Attention � Eye movement data � Logistic regression
Wavelet � Entropy � Learning

1 Introduction

In the field of attention detection based on video, eye movement data tracking graphs
obtained by eye tracker can intuitively show the changes of saccade path over time.
Randomly select two eye movement data tracking graphs of a movie trailer and a
pharmaceutical advertising (see Fig. 1):

From Fig. 1, it is very easy to find that there is a significant difference in the
saccade path between positive and negative samples when people watch a movie trailer
and an advertising video. The saccade point regularly moves among the main char-
acters when people are watching positive samples. When people are watching negative
sample, however, the saccade point irregularly moves among the entire screen.
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These differences indicate that
there is a clear difference in eye
movement data between people
watching videos and advertise-
ments, and we can utilize eye move
ment data to analyze people’s
attention when they are watching
videos. We can use the learning
hierarchy feature fusion on eye
movement to study the changes of
all eye movement data because
people’s eye movement data is
significantly different, when peo-
ple watches videos under differ-
ence concentration states including
attention and inattention. The ana-
lytical algorithm flow diagram is
indicated in Fig. 2. From Fig. 2, it
can be clearly seen that attention
detection by learning hierarchy
feature fusion on eye movement is obviously effective.

Many studies have shown that the movement of the eye can reflect the individual’s
cognitive process, and different eye movement indicators can reflect different pro-
cesses. For example, in the study of eye movement for reading, Yan [1] proposes that
the indicator of saccade’s distance reflects the efficiency of reading and the difficulty of
processing materials. In the study of advertising psychology [2], eye movement indi-
cators commonly used fixation time, the number of fixation, saccades, pupil diameter
and so on. Roshovgen [3] studies the effect of recurring advertisements on people’s
attention. The duration to look at the text is four times of the pattern when the ad is

Fig. 1. Sample of eye movement data tracking graphs on two kinds of video. The upper graph
indicates the interesting video (movie trailer) and the bottom graph indicates the non-interesting
video (advertisement).

Fig. 2. Flow diagram
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repeated 1–3 times, the ad’s fixation duration will be reduced by 50%. Xu [4] collects
experimental materials, which clips of the current hit TV series will be implanted with
advertising clips and analyzes eye movement to show that advertising implanted by
combination of screen and lines or pure screen can be seen by the audience. A lot of
research studies the driver’s attention, commonly used indicators including fixation
duration, saccades duration, saccades distance and so on [5]; some scholars uses pupil
changes as an indicator to evaluate the driver’s visual load [6] and Mita [7] uses the
blink rate to judge the driver’s fatigue state.

2 Material and Experiment Design

In experiment we have prepared short videos which may catch attention or not.
Stimulus materials include 25 movie trailers that most people like and 11 videos ad that
most people do not like. The total duration of these stimulus materials is 104 min. Each
participant has been experimented twice, the first time to watch 25 movie trailers, the
second time 11 ads. Twenty individuals have participated in the experiment. All par-
ticipants give their informed consent. The requirements for participation are to adjust
their position, which eye tracker can accurately capture their eyes. To ensure good eye
tracking results, the participants are asked to watch an hour each time and fill in the
questionnaire.

3 Intent Eye Movement Data Analysis

3.1 Data Collection

We have used the eye tracker to collect two levels of data, the original data and event
data. The original data refers to the eye movement information of each frame when the
subject is watching the stimulus material, including the position of the pupil, the
diameter of the pupil, the position of the eye, the position of the gaze etc. The event
data refers to fixation event, saccades event and blink events including when to start
and end these events, when the experimenter is watching the stimulus material, these
data reflects people’s concentration state. Therefore, we use the event statistics data and
raw eye movement data with time series information for analysis.

3.2 Extraction and Fusion of the Event Data

The event data has many characteristics (totally 64 characteristics for two eyes), we
have used weighted logistic regression to intent feature extraction and fusion, which
logistic regression coefficients represent weights.

The fusion feature is able to intuitively distinguish between positive and negative
samples. The fusion data of positive and negative samples can be seen Fig. 3.

From Fig. 3, it can be clearly seen that the new fusion feature positive samples are
larger than negative samples. Therefore, the new fusion feature can be used as feature
of training samples.
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3.3 Extraction and Fusion of the Raw Eye Movement Data

The raw eye movement data has four characteristics including pupil position, pupil
diameter, gaze position and eye position. Firstly, we adopt wavelet decomposition
deals with these features, and then calculate the approximate entropy of these data.
Approximate entropy (ApEn) is used to quantify the complexity or irregularity of a
signal and describes the rate of producing new information. Sample results processed
by wavelet decomposition are shown in Figs. 4 and 5.

From Figs. 4 and 5, it is found that the positive and negative samples still retain the
saccade path of eye-tracking after wavelet decomposition. Therefore, this method can
be used for eye movement data processing. The fusion data of positive and negative
samples see Fig. 6.

From Fig. 6, It can be seen that the positive and negative samples of the new fusion
feature are not significantly different, but to a certain extent can reflect the difference
between positive and negative samples. Therefore, the new fusion feature can be used
to train the model together with the previous features.

Actually, when these subjects watch the stimulus materials that are marked interest,
the shortest fixation duration and average fixation duration are longer than watching the
stimulating materials that are marked non-interest, but Fixation Dispersion Maximum
value is less than watching the stimulating materials that are marked non-interest. The
reason for the results is that when watching the stimulating materials of interest, the
fixation point is focused on the interested characters and changes with the characters,
while when watching the stimulating materials of non-interest, the fixation point is
scattered, which not interesting focus. Therefore, there are many features that reflect the
degree of concentration including the event data and the fusion features. Next, we will
use different features for model training.

Fig. 3. The fusion data of positive and negative samples
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Fig. 4. Wavelet decomposition and reconstruction of positive samples

Fig. 5. Wavelet decomposition and reconstruction of negative samples

Fig. 6. The fusion data of positive and negative samples
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4 Comparison Prediction Experiment

In the previous experiments, the new features built by the event data and the raw eye
movement data are processed to describe the attention action. In this part, we discuss
the practical prediction methods to find out attention from the row video data. In order
to determine the classifier, three popular algorithms, BP neural network, SVM, and
Adaboost are compared in 10-fold validations. Features of training samples select these
new fusion features and common eye movement features (Feature symbols are shown
in appendix). The average accuracy can be found in Table 1 using classifiers.

From Table 1, it can be observed that the Adaboost algorithm performed better
using the fusion features than others.

5 Conclusion

Based on the analysis of the collected eye movement data, it is found that these new
fusion features are very effective to distinguish positive samples and negative samples.
Adopting the classical adaboost, svm and BP neural network algorithm, the training
results show that the adaboost algorithm has the best prediction result, and the accuracy
rate achieved 95.25% in our experiment.

Table 1. Attention prediction accuracy results

Feature Classifier Accuracy

BC, BD, BDMAX, FC, FD, FDe, SL, SD, SA, SV svm 67.71%
adaboost 80.75%
Bp neural network 69.93%

BC, FDe, FDA, SC, SA, SV svm 67.72%
adaboost 81.45%
Bp neural network 69.92%

LRFM, ReFM, DTFM svm 91.2%
adaboost 91.5%
Bp neural network 86.71%

EPA, GPA, PDA, PPA svm 83.07%
adaboost 82%
Bp neural network 72.03%

EPA, GPA, PDA, PPA, LRFM svm 94.36%
adaboost 95.25%
Bp neural network 89.51%
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Appendix

Feature Symbol

Feature Blinks count Bduration Max duration Fixation count
Symbol BC BD BDMAX FC
Feature Fduration Fduration avg Fdeviation Slength
Symbol FD FDA FDe SL
Feature Scount Sduration Samplitude Svelocity
Symbol SC SD SA SV
Feature LR coef Relief weight DT weight Eye position
Symbol LRFM ReFM DTFM EPA
Feature Gaze position Pupil position Pupil diameter
Symbol GPA PDA PPA
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Abstract. We propose a system for time-efficient 3D ear biometrics. The system
is composed of two primary components, namely: (1) an ear shape-based index;
and (2) categorization using the index. We built an index tree by using the shape
feature computed from measures of circularity, rectangularity, ellipticity, and
triangularity, based on ear segmentation results and then perform a nearest
neighbor search to obtain a gallery of ear images that are closest in shape to the
probe subjects. For the categorization component, separate index trees are built
out of the gallery of ear images by using a reduced depth feature space for each
image. We utilize an indexing technique to perform a range query in a reduced
depth feature space for ears that are closest in shape to the probe subject.
Experiments on the benchmark database demonstrate that the proposed approach
is more efficient compared to the state-of-the-art 3D ear biometric system.

Keywords: Ear biometrics � 3D ear segmentation
3D ear database categorization � Indexing � KD tree � Pyramid technique

1 Introduction

Ear recognition is a novel biometric technology with many advantages and unique
features, including high user acceptability and naturalness, that has attracted more and
more attention recently [1]. Currently, ear recognition is being widely used in public
security, law enforcement and video surveillance. Anthropometric theory has estab-
lished that ear structure does not change significantly between 7 and 70 years old for a
specific individual. At the same time, there are no two individuals whose ears are
completely identical even if they are twins [1]. Ears are thus special objects, distinctive
to each other, and without long-term change. Additionally, the 3D shape characteristics
of ears are not influenced by illumination, glasses, facial hair, makeup, or variations in
facial expression. This has made 3D ear recognition an increasingly attractive topic of
research over recent years.

In an automated segmentation method that locates ear pits and uses an active contour
algorithm on both color and depth images, Yan and Bowyer [2] have developed a 3D ear
shape matching technique that is based on an improved iterative closest point
(ICP) approach. In [3], Chen and Bhanu propose a two-step iterative closest point (ICP)-
based approach for matching 3D ear images. First of all, the ICP algorithm is used to
coarsely align the helix of a test ear image with a model ear image. Then, the ICP
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algorithmworks iteratively to obtain the best final alignment between the two ear images.
As a further development, in [4] Chen and Bhanu put forward a 3D ear recognition
algorithm that is based on a local surface patch representation, a helix/antihelix repre-
sentation, and a modified ICP method. In [5, 6], Zhou et al. proposed a general technique
for 3D object recognition that uses local and holistic feature matching. First of all, a
boundary box is constructed around the ear region on a 3D profile face image. 3D ear
matching is then performed separately using extracted local and holistic features. Finally,
the results of the local and holistic matching are fused using a matching score fusion
technique. In [7], Maity and Abdel-Mottaleb presented a time efficient ear recognition
system. Here, the ear region is first of all accurately segmented using ear contour
landmark localization, a flexible mixture model and an active contour algorithm. Then a
reduced gallery is obtained through indexing that is based on the shape features. After
this, a more reduced gallery is obtained by building a separate indexing tree based on
depth information. Finally, a similarity measure method is used for the actual ear
recognition.

In this paper, we propose using a global feature in 3D ear images: the shape
obtained from ear segmentation results. The motivation for using the ear shape is that it
provides an original feature that can help to improve the efficiency of 3D ear recog-
nition systems. By introducing the ear shape as a feature, a 3D ear gallery set can be
represented as a KD-tree. The KD-tree can then be applied to indexed results to obtain
the gallery ear image that is closest in shape to the probe subject. By using this method,
we only need to compare the probe subject to a list of gallery ear images that are similar
to the shape of the gallery ear image that was closest to the shape of the probe subject in
the categorization through indexing stage. Thus, the efficiency can be improved.

In Sect. 2, we describes the indexing technique based on using the ear shape as a
feature and how it is applied in 3D ear recognition. In Sect. 3 we present our exper-
imental results and discuss how they prove the stability and effectiveness of the ear
recognition system. A conclusion is given in Sect. 4.

2 Approach

In this section, we detail the proposed ear shape representation and indexing approach
and how it is applied in 3D ear recognition. First of all, the ear region is segmented by
using a corresponding 3D profile image. Then, a KD-tree-based index using the pro-
posed shape feature space, which is itself composed of four shape similarity measures,
is used to obtain a nearest neighbor gallery image of the probe subject. After this, 3D
depth features are extracted. Lastly, a novel approach to ear categorization through
indexing is proposed. This is able to perform a range query using a list of ear images
similar to the shape of the original gallery ear image that was closest to the shape of the
probe subject. A block diagram for the approach is shown in In this section, we detail
the proposed ear shape representation and indexing approach and how it is applied in
3D ear recognition. First of all, the ear region is segmented by using a corresponding
3D profile image. Then, a KD-tree-based index using the proposed shape feature space,
which is itself composed of four shape similarity measures, is used to obtain a nearest
neighbor gallery image of the probe subject. After this, 3D depth features are extracted.
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Lastly, a novel approach to ear categorization through indexing is proposed. This is
able to perform a range query using a list of ear images similar to the shape of the
original gallery ear image that was closest to the shape of the probe subject. A block
diagram for the approach is shown in Fig. 1.

2.1 Ear Data Segmentation

The ear images used in this paper are segmented from profile face images utilizing an
ear segmentation approach [7] that is based on ear landmark localization [8] and a
snake algorithm [9]. This algorithm demonstrates an impressive ability to recognize
ears from an input image. For the 3D ear database in the University of Notre Dame
(UND) Collection J2, with a specified pixel error rate of 5%, we achieved a 96.44%
segmentation accuracy. When the pixel error rate was relaxed to 10%, the segmentation
accuracy rose to 98.91%.

2.2 Shape-Based Indexing

For efficient ear recognition, Maity and Abdel-Mottaleb have proposed an approach to
indexing that uses shape-based categorization. First of all, a set of gallery ears is
categorized into four shape classes: round; rectangular; oval; and triangular. These
classes are based on maximum ear shape similarity. After this, one or more classes of
gallery ear images are obtained using the shape index value of the probe ear [7]. Once
this has been done, the probe subject is only queried in a reduced depth feature space
generated by just a part of the gallery ear images. As the majority of ear recognition
systems need to relate a probe subject to a feature space that is generated by an entire
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Fig. 1. The system diagram of the proposed recognition system
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gallery [4–6], the run-time for this approach is less than it is for most ear recognition
systems. Inspired by this, we also propose using an ear shape indexing approach. For a
given probe subject, our own approach can obtain the gallery ear image closest to its
shape. The result obtained by doing this can then guide the selection of the list of ear
images that is similar to the shape of the probe subject. We will now describe the
proposed approach in detail.

K-dimensional (KD) trees [10] are balanced split data structures that can be used to
index a database. They are an abstraction of binary search trees for multidimensional
databases. A KD-tree is formed by recursive sub-division of the feature space using a
(D-1) dimensional hyper-plane at every node, where D represents the dimension of the
feature space. After performing a splitting operation at every node, the points to the left
of this hyperplane are represented by the left subtree of that node and the points to the
right of the hyperplane are represented by the right subtree.

While indexing, we first of all build a KD-tree based on the shape feature space.
Then, a nearest neighbor query is able to retrieve the gallery image that is closest to the
probe ear in the shape feature space. The average time complexity for performing a
nearest neighbor search in a KD-tree consisting of N nodes is O log Nð Þð Þ.

For a given segmented probe ear, the first step is to calculate measures of circularity
[11], rectangularity [12], ellipticity, and triangularity [13]. Next, to represent the shape
of the segmented ear, we concatenate these measures to form a 4-dimensional shape
feature vector. The shape feature vector of the entire gallery constructs the shape
feature space. After this, we apply the nearest neighbor search algorithm based on the
KD-tree built from the entire gallery and use the shape feature space to obtain the
nearest neighbor gallery image. A diagram of the proposed approach to indexing based
on shape is shown in Fig. 2.

2.3 3D Feature Extraction

In this section, we explain the 3D feature extraction. Following the method described in
[7], we: (1) localize a set of key points that contain salient surface information;
(2) compute the Surface Patch Histogram of Indexed Shape (SPHIS) descriptor of these
key points [5, 6], which turns out to be a descriptor of 258 elements representing each
of the key points; (3) compute the minimum number of robust key points on the
segmented ears for the entire gallery, which is kp key points, meaning that the depth

Fig. 2. Proposed approach to indexing based on shape
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feature vector for every 3D ear image contains 258kp elements; (4) use principal
component analysis (PCA) [14] to reduce the dimensionality of the depth feature
vectors for each ear image.

2.4 Categorization Through Indexing

Traditionally ear categorization through indexing [7] uses the depth feature vector to
build separate index trees for each shape category (see Sect. 2.2) after the preprocessing
step. Later, for a given probe subject, three types of indexing technique are applied to the
reduced depth feature space generated by the shape category of the probe ear image.
These three types of indexing technique are: a range query based on the KD-tree [10];
the pyramid technique [15]; and the extended pyramid technique [16]. However, the
four shape categories (as per Sect. 2.2) cannot be obtained directly using our proposed
approach, so the traditional approach to ear categorization through indexing is difficult
to use in this case.

Instead, for recognition of the probe subject, we propose a novel technique for ear
categorization through indexing. After the preprocessing step described above, we
separately build the index tree from the list of gallery ear images by using the reduced
depth feature space for each gallery ear image, where the shape difference (the
Euclidean distance in the shape feature space) between the list of gallery ear images
and the gallery ear image is less than threshold H. We then use the three types of
indexing technique set out in [7] in the reduced depth feature space that corresponds to
the gallery ear where the shape difference from the probe subject is less than the shape
difference between any other gallery ear and the probe subject.

3 Experimental Results

Experiments were conducted on the UND Collection J2 dataset with 1800 images of
415 subjects. Some of the subjects have only two face profile images in the database.
Thus, we randomly selected one image per person to compose a gallery set and another
per person to compose a probe set, thereby including all of the subjects in the
benchmark database. In the training phase, the shape feature vectors of the binary ear
masks that were obtained after segmentation were used to build an index tree (see
Sect. 2.2). Then, for each of the gallery images separately, we built a feature space
using the SPHIS descriptors (see Sect. 2.3). Using the 3D key point selection technique
outlined in [7], we computed the minimum number of robust key points on the seg-
mented ears for the entire gallery. This turned out to be 35 key points. Each of the key
points was represented by a descriptor of 258 elements (see Sect. 2.3). So, the depth
feature vector for every 3D ear image contained 258 � 35 = 9030 elements. To reduce
redundancy in the depth feature vector, we applied PCA [14] to reduce the depth
feature vector of each ear image to a 500-dimensional depth feature vector. Finally, for
each of the gallery images separately, the depth feature vectors generated by the H
nearest neighbor in the shape feature space were used to build the index tree.
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To evaluate the performance of the proposed approach to shape-based indexing, we
used an index tree-based nearest neighbor query to index the 3D ear scans. The query
image from the probe set was first of all segmented, then the shape feature vector was
calculated using the shape similarity technique presented in Sect. 2.2. Based on the
shape feature vector, the query image was used to perform a nearest neighbor query on
the index tree built from the shape feature space generated by the entire gallery. The
index tree then returned a gallery 3D ear image in response to the query image. The
average time taken per nearest neighbor query was about 0.00010 s.

To evaluate the performance when indexing the biometrics database with depth
features by using algorithms based on balanced and unbalanced split data structures, we
used the KD-tree and the pyramid technique, separately, to index the 3D ear scans
across multiple lists of ear images. We first of all followed the method described above
to obtain a gallery 3D ear image in response to the query image. Then a list of 3D ear
images whose shape difference to the gallery 3D ear image was less than the threshold
H was determined. This was labeled the reduced gallery. Euclidean distance in higher
dimensional depth feature space (the SPHIS descriptors without dimensionality
reduction) was used to perform a sequential search on the reduced gallery of 3D ear
images to find the best possible match. If the best possible matched ear was of the same
subject we considered it to be a rank-one recognition.

To evaluate the robustness of the retrieval performance using the proposed
approach, we conducted recognition without categorizing the database. The average
calculation time to perform recognition through sequential search of the entire gallery
template was about 0.023 s. The results for recognition accuracy and computation time
when performing recognition after indexing the database with different amounts of
search depth feature space reduction and according to different shape differences are
given in Figs. 3 and 4, respectively. The average computation time per query for the
proposed approach was only 0.0011 s with a 50% search space reduction where the
shape difference threshold was specified as 0.01. For both recognition accuracy and
computation time with the shape difference threshold H being set to the same value. To
obtain the optimal shape difference threshold, we performed an experiment to compare
the recognition accuracy and average computation time per query when using our
approach and when using the most efficient state-of-the-art technique [7]. To do this we
ran the 3D ear recognition approach proposed in [7] on the same platform, which was a
Windows® 7 operating system with an Intel® CoreTM i5 processor running a Matlab®

implementation. Table 1 shows a comparison between the identification performance
achieved by the proposed approach with different amounts of search space reduction
and a shape difference threshold set to 0.04 and the recognition accuracy achieved by
the state-of-the-art technique at different amounts of search space reduction. Table 2
shows a comparison of the computation time for each of the approaches. For both
comparisons we again used the UND Collection J2 database. The results in Tables 1
and 2 and Figs. 3 and 4 demonstrate the superiority and robustness of our approach for
shape difference thresholds H of between 0.04 and 0.06 when compared to the state-of-
the-art technique. For maximum computational efficiency, the optimal shape difference
threshold was found to be 0.04.
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We directly compare our proposed system to a range of other rank-one state-of-the-
art efficient ear recognition systems. Table 3 shows a comparison between the recog-
nition performance achieved by our approach without any search space reduction using
the optimal shape difference threshold and the recognition accuracy of the other
techniques for the UND Collection J2 database. Note that, for [4], we used the UND
Collection F database, which is a subset of Collection J2. This was because the probe
and gallery ear images used in [4] consist of a single 3D ear model for each of the 302
subjects. Our proposed 3D ear biometric system achieved a rank-one recognition rate
of 98.5% for the 415 subjects in the J2 database.

Fig. 3. Recognition accuracy according to different search depth space reduction and shape
differences

Table 1. Comparison of recognition accuracy at different search space reductions.

Indexing
algorithm

10%
reduction

20%
reduction

30%
reduction

40%
reduction

50%
reduction

This work (Maity and Abdel-Mottaleb [7])
KD-tree 89.27%

(89.26%)
86.99%
(86.74%)

85.54%
(85.25%)

82.89%
(82.71%)

80.96%
(80.81%)

Pyramid
technique

93.98%
(93.97%)

93.01%
(92.77%)

92.29%
(92.19%)

91.57%
(91.50%)

90.84%
(90.78%)

Extended
pyramid

91.11%
(91.10%)

90.84%
(90.62%)

90.36%
(90.00%)

88.43%
(88.25%)

88.19%
(87.91%)
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Fig. 4. Average computation time/query (seconds) according to different search depth space
reduction and shape differences

Table 2. Comparison of average computation time/query (seconds) at different search space
reductions.

Indexing
algorithm

10%
reduction

20%
reduction

30%
reduction

40%
reduction

50%
reduction

This work (Maity and Abdel-Mottaleb [7])
KD-tree 0.0119

(0.0171)
0.0115
(0.0165)

0.0110
(0.0158)

0.0099
(0.0142)

0.0083
(0.0119)

Pyramid
technique

0.0062
(0.0089)

0.0060
(0.0087)

0.0057
(0.0082)

0.0050
(0.0072)

0.0036
(0.0054)

Extended
pyramid

0.0045
(0.0065)

0.0040
(0.0058)

0.0035
(0.0051)

0.0031
(0.0045)

0.0027
(0.0039)

Table 3. Comparison of rank-one recognition accuracy and time needed in recognition phase

Method Rank-one recognition accuracy Modality of image used

Chen and Bhanu [4] 96.4% Co-registered 2D+3D
Yan and Bowyer [2] 97.6% Co-registered 2D+3D
Zhou et al. [6] 98.0% Only 3D
Prakash and Gupta [17] 98.30% Co-registered 2D+3D
Maity and Abdel-Mottaleb [7] 98.5% Only 3D
This work 98.5% Only 3D
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4 Conclusion

We have presented a complete, automatic ear biometric system that can accomplish
time-efficient identification. Within the system, a novel shape feature vector that
concatenates circularity, rectangularity, ellipticity and triangularity measures, was used
to robustly index ear shape. This was then used for ear recognition tasks. Our proposed
categorization through indexing approach employs the depth features of a list of ear
images where the shape difference of a gallery ear image that is similar to the shape of a
subject image is less than a certain threshold. Experimental results demonstrated the
accuracy and efficiency of our novel 3D ear shape matching approach. We have
additionally demonstrated that the proposed approach achieves a significantly higher
computational efficiency than other comparable rank-one automatic 3D ear recognition
systems.

Future extensions of this work will include the use of an index for general 3D
object retrieval and recognition tasks.
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Abstract. In optical wireless communication channel characterization, Monte
Carlo-based non-deterministic modeling scheme has been widely adopted due to
its simplicity and efficiency. Currently, this scheme is only applicable to char-
acterize the optical sources with Lambertain radiation pattern. For flexibly
modeling practical non-Lambertain source radiation patterns, the modified
edition of above stochastic modeling scheme is systematically proposed in this
paper. Numerical results prove that the modified scheme is capable of presenting
various non-Lambertain sources with symmetric radiation pattern (e.g. LEDs
LUXEON®Rebel from Lumileds Philips) at high accuracy while at significantly
reduced computational complexity. As compared with the existing deterministic
modeling scheme, the power deviation ratio of impulse response is less than
0.60% for the second order reflection while less than 13.8% for the third order
reflection

Keywords: Source radiation pattern � Non-deterministic � Ray tracing
Optical wireless � Visible light communications � Channel characterization

1 Introduction

In recent years, optical wireless communications (OWC) has gained renewed interest
and investigation due to the aggressive development and application of solid state
sources e.g. light emitting diodes (LEDs) around the world [1–3].

To a large extent, the LEDs in OWC systems play a similar role as the antennas in
traditional radio frequency wireless systems. At the current stage, some key properties
of actual LEDs must be carefully described following the guideline of antennas
engineering. Out of all, the radiation property is of top importance in most cases [4, 5].
During OWC modeling and system design, the LEDs are usually described as Lam-
bertian sources following cosine radiation patterns [1, 4]. This pattern fundamentally
determines the multipath channel characteristic and coverage performance.
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Specifically, the OWC channel modeling schemes include: deterministic and Monte
Carlo-based non-deterministic modeling schemes, as shown in Fig. 1. As for deter-
ministic modeling scheme, the respective adaptability can be conveniently accom-
plished so long as the explicit mathematical expression of concerned radiation pattern
is provided. Correspondingly, the basic channel characteristics difference under distinct
source radiation patterns is illustrated in [2]. On the other side, the Monte Carlo ray
tracing modeling scheme is more superior than the former in efficiency and simplicity.
In order to enhance applicability to various cases, this paper proposes an alternative
random directions generation method which is suitable for flexible source radiation
patterns, including non-Lambertain pattern and Lambertain pattern. Furthermore, the
finally derived time/frequency characteristics for the typical receiver positions are
respectively compared with the reported work from deterministic OWC channel
modeling scheme, and the relevant accuracy is discussed as well.

The remainder of this paper is organized as follows. In Sect. 2, besides the con-
ventional Lambertain radiation pattern and the relevant stochastic representation, the
actual radiation patterns are presented. In Sect. 3, the original ray directions statistics
for modeling variable radiation patterns are discussed, and the derived channel
time/frequency responses are compared with the counterparts obtained via the con-
ventional deterministic modeling scheme. Conclusion is given in Sect. 4.

2 Source Radiation Patterns

2.1 Stochastic Representation of Lambertian Source Radiation Patterns
and Channel Impulse Response

In conventional infrared light based OWC, the source is usually assumed to emit a
Lambertian pattern. This assumption is approximately valid in some particular cir-
cumstances. For instance, the transmitter uses a cluster of laser diodes (LDs) whose
output is passed through a translucent plastic diffuser [7, 8].

Fig. 1. A typical indoor scenario with optical multipath propagation of (a) non-deterministic
modeling scheme, (b) conventional deterministic modeling scheme.
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In conventional OWC modeling, the angular output power of an optical source is
typically modeled by a generalized Lambertian pattern having uniaxial symmetry. This
means its intensity is proportional to the viewing angle:

I hð Þ ¼ mþ 1ð Þ
2p

cosm hð Þ: ð1Þ

where I(h) is radiant intensity in units of Candelas, and h is the spherical polar angle off
normal axis (degrees). The index m is related to h1/2, the source semiangle at half
intensity, by m ¼ nð2Þ=nðcos/1=2 [5, 7, 8]. In [6, 8], it has been shown that Lambertian
sources have the broadest angular characteristics compared with any other sources. In
fact, the radiant intensity distribution from a Lambertian source has a circular profile
when plotted in polar coordinates. The 3D radiation pattern and the normalized 2D
cross section of a generalized Lambertian source are shown in Fig. 2(a) and (c),
respectively.

Unlike the deterministic modeling scheme in [8], the noteworthy overhead of
dividing inner surfaces of indoor scenario into numerous reflective elements is avoided
in the Monte Carlo-based non-deterministic modeling scheme thanks to its stochastic
nature, as seen in Fig. 1(a). The basic principle of this stochastic modeling scheme is
randomly identifying one original ray direction according to the source radiation pat-
tern, and then one ray in this direction is emitted and traced from the source position
until it strikes at the nearest point of the environmental surface. Then, similarly this
point i.e. reflection position works as a secondary source to emit a new ray carrying the
left power decided by the reflectivity of the struck surface. Generally, this reflection
source can also be modeled as a Lambertian source, as previously given in Fig. 2(a)
and (c).

When identifying the original ray direction for one source, it is important to
delineate what coordinate system is being utilized. Depending on the application, some
coordinate systems may be more advantageous than the others. Figure 2(a) includes
what is commonly called antenna coordinates. And any unity direction vector R of ray
from the concerned source can be represented by the angles h and /. The azimuth / is
the angle between the projection of R onto the x-y axis and x axis while h is the angle
subtended from the z axis to the ray direction. Correspondingly, the unit direction
vector R can be represented as:

R ¼ ðsinðhÞ cosð/Þ; sinðhÞ sinð/Þ; cosðhÞÞ: ð2Þ

with the magnitude of R is set to unity.
For constructing the connection between the original ray directions and the source

radiation pattern, first of all, the probability of h less than certain angle H 2 ½0; p=2�
can be mathematically expressed through the radiation pattern:

Pðh�HÞ ¼
Z 2p

0
d/

Z H

0
IðhÞ sinðhÞdh: ð3Þ
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Thanks to the simplicity and symmetry of the expression of the Lambertian pattern,
the compact solution of this double integration can be easily obtained by [3]:

Pðh�HÞ ¼ 1� cosmþ 1ðHÞ: ð4Þ

Equivalently, in Cartesian coordinate system, the probability of that projection of
unity vector R in z axis larger than certain value Z 2 ½0; 1� can be derived as:

Pðz� ZÞ ¼ Pðh�HÞ ¼ 1� cosmþ 1ðHÞ ¼ 1� Zmþ 1: ð5Þ

Then the complementary set of the above probability i.e. the distribution function
of z can be tightly expressed as:

FðZÞ ¼ Pðz� ZÞ ¼ 1� Pðz� ZÞ ¼ Zmþ 1: ð6Þ

Once let F (z) = u, since the inverse function F−1 (z) of F (z) exists, z can be
explicitly given by uniform random number u 2 ½0; 1� as [3]:

Fig. 2. 3D Radiation patterns of three typical LED sources: (a) Lambertian m = 1,
(b) LUXEON®Rebel from Lumileds Philips; respective 2D cross sections are illustrated in
(c), (d) [3, 6].
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z ¼ ffiffiffi
umþ 1

p
: ð7Þ

Simultaneously, since the direction vector R is set to unity and z can also be written
by z ¼ cosðhÞ, its projection on the x-y plane can also be found as:

r ¼ sinðhÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
: ð8Þ

On the other side, since the radiation pattern of the Lambertian source is symmetric
around the z axis, the azimuth can be decided by the other uniform random number
v 2 ½0; 1� as:

/ ¼ 2pv: ð9Þ

Thus, the left two components of the direction vector R can be randomly identified
as [3]:

x ¼ r cosð/Þ ¼ r cosð2pvÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
cosð2pvÞ: ð10Þ

and

y ¼ r sinð/Þ ¼ r sinð2pvÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
sinð2pvÞ: ð11Þ

During the stated conventional Monte Carlo ray tracing procedure, whenever a new
ray direction is required from the local coordinates, a new uniform random number pair
is generated for u and v. And then the new direction vector R can be obtained from
Eqs. (10), (11) and (7).

2.2 Actual Radiation Patterns

Similar to antennas in radio frequency, the LED source also exhibits directive nature,
which means the radiation intensity is not uniform in all directions. The property of
radiating more strongly in some directions than in others is called the directivity of the
source. For the discussed Lambertain radiation pattern, the maximum intensity still
appears in the normal direction of LED source. However, such directivity mode is not
consistent with all LED sources. Typically, the maximum intensity of Lower Bound
LUXEON®Rebel from Lumileds Philips appears in all direction with certain angle off
the normal axis. In Fig. 2(b) and (d), the 3D and 2D radiation pattern of LUX-
EON®Rebel is illustrated, which is of loose circular cone shape, but partial hollow.
This maximum intensity appears in the direction of about 45° off the normal axis.
Inherited from [2, 6], the angular distribution of this non-Lambertian pattern can be
characterized as:

ILUXðhÞ ¼
X
i

g1i exp � ln 2
hj j � g2i
g3i

� �2
" #

: ð12Þ
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where g11 = 0.76, g21 = 0°, g31 = 29°, g12 = 1.10, g22 = 45°, g32 = 21°. It can be
observed that the compact analytical representation of this pattern is a sum of the
modified Gaussian functions as well. Moreover, like the Lambertian case, the intensity
is independent of the azimuthal angle which basically dominates its symmetry in the far
field.

2.3 Modified Non-deterministic Modeling Scheme Incorporating Flexible
Radiation Patterns

For variable actual non-Lambertain source pattern mentioned above, it is quite chal-
lenging or even impossible to obtain an explicit formula of Pðh�HÞ like Eq. (4) since
their analytical representation is a sum of modified Gaussian functions. Therefore, there
is necessity to find alternative method for generating stochastic original ray directions
which rigorously match the radiation characteristic of various sources rather than
simple cosine function of Lambertian radiation pattern.

For the case of symmetric radiation pattern like LUXEON®Rebel, the radiation
intensity is independent of the azimuthal angle which basically dominates its sym-
metry. Therefore, the azimuth / of its original ray direction can still be acquired via
Eq. (9) as conventional Lambertian case. The most challenging portion is the stochastic
generation of h i.e. the spherical polar angle off normal axis. In the proposed non-
deterministic modeling scheme, firstly, the maximum intensity value of this pattern
should be found among all possible h as:

Imax ¼ max
h2 0;p=2½ �

I hð Þ: ð13Þ

The candidate hcand can be given by one uniform random number d 2 ½0; 1� as:

hcand ¼ p=2� 0ð Þd: ð14Þ

Following Eq. (14), d is repeatedly renewed until the following equation is
satisfied:

I hcandð Þ� Imaxn: ð15Þ

Where n 2 ½0; 1� is another uniform random number as well. Then this candidate
hcand is accepted for the current ray:

hacep ¼ hcand: ð16Þ

Due to the symmetry of this pattern, for the same ray, the accepted azimuth /acep

can be given directly by the third uniform random number c 2 ½0; 1� as:

/acep ¼ 2p� 0ð Þc: ð17Þ

By conversion to Cartesian coordinates from angular coordinates, the projections of
generated ray direction on x, y and z axis are given respectively by:
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x ¼ sin hacep
� �

cos /acep

� �
y ¼ sin hacep

� �
sin /acep

� �
z ¼ cos hacep

� � : ð18Þ

Therefore, at least triple uniform random numbers i.e. d, n and c are needed for the
stochastic generation of each ray direction under symmetric patterns.

3 Numerical Results and Discussion

In this section, the performance of modified non-deterministic scheme is numerically
evaluated in representing source radiation pattern and modeling OWC channel char-
acteristics. Table 1 shows the main parameters setting for following simulation
analysis.

3.1 Ray Directions Statistics

Intuitively, the more stochastic rays make the source radiation pattern more elaborately
represented. From the view of efficiency and computation overhead, the amount of
generated rays should be as reduced as possible. The normalized statistics of the
generated original ray directions for symmetric patterns are shown at first. In detail, for
LUXEON®Rebel case, the statistical histograms of all generated original ray directions
are given in Fig. 3. When the amount of generated rays Nray is just 1000, the middle
section of the radiation shape cannot be accurately presented, as in Fig. 3(a). Once Nray

is further increased to 50000, as plotted in Fig. 3(b), the statistic profile is sufficiently
refined which is consistent with the cross section of rigorous LUXEON®Rebel pattern
in Fig. 2(d). Meanwhile, since the conventional Lambertian radiation pattern is just one
specific case among symmetric patterns, it definitely can be represented by the pro-
posed stochastic presentation scheme. Therefore, the proposed stochastic presentation
scheme is capable of flexibly characterizing the various symmetric source patterns.

3.2 Channel Impulse Response

The channel impulse response is vital in quantifying the multipath channel charac-
teristics. The multipath dispersion further causes inter-symbol interference (ISI) of
different level to the received signal. Existing work has shown that the various radiation
patterns introduce significant influence to the channel characteristics of time domain.
Therefore, it is essential to estimate the capability of the modified Monte Carlo ray
tracing scheme in generating reliable channel impulse response.

First of all, the adaptability to the typical non-Lambertian symmetric pattern, i.e.
LUXEON®Rebel is tested and the separate impulse response components of the
central position, i.e. (2.5, 2.5, 0) m, are plotted in Fig. 4(a). Obviously, due to the
stochastic nature of the Monte Carlo-based non-deterministic scheme, the slight joggle
appears in the response curves from the each order reflection, especially for the second
reflection component h2, the third reflection component h3, the fourth reflection

Optical Wireless Channel Characterization 523



component h4 and the left reflection component hleft. Thanks to the efficiency and
simplicity of the Monte Carlo ray tracing scheme, up to 20 time reflection is included in
the numerical analysis. Intuitively, by comparing with the reported channel impulse
response from the deterministic results given in Fig. 4(b) [2], the well consistency can
be observed for the comparable h1, h2 and h3 response curves.

More explicitly, under this pattern, due to the symmetry of the described indoor
geographical setting, the impulse responses of three key receiver positions are evalu-
ated. Apart from the mentioned central position, the left two positions are located in the
side and the corner of the floor. Obviously, a right triangle is surrounded by the three
positions. Thanks to the symmetry to the room center, the whole floor can be composed
by eight right triangle area of equal size. Therefore, one right triangle area can represent
all channel characteristics of the whole receiver plane. In the meantime, the channel
characteristic of any position within this triangle can be viewed as a transition among
the counterparts of three mentioned key positions [2]. The respective coordinates are:
(2.5, 0.1, 0) m and (0.1, 0.1, 0) m. For the central position, the absolute deviations for
the h1, h2 and h3 between the comparable modeling schemes are 1.6 nW, 0.1 nW, and
10 nW respectively. The relative deviation ratio is just 0.36%, 0.02%, and 3.63%. And
for the side position, the absolute power deviation is about 41.9 nW, 7.7 nW, and
16.8 nW, respectively. Therefore, the relative deviation ratio is restricted to about
6.22%, 1.62%, and 6.08%. The increase in the deviation ratios is mainly due to the
lengthened propagation distance of the side position compared to the original central
position. When the receiver is relocated to the room corner, the concerned absolute
power deviation is about 32.1 nW, 114.5 nW, and 160.6 nW, respectively. Corre-
spondingly, the relative deviation ratio is 6.59%, 24.3%, and 40.2%. Although the
deviation ratio to the h2 and h3 is noteworthy, the influence to the total channel impulse
response is still limited which can be further reduced by increasing the amount of the
emitted rays. Moreover, the work in next subsection will identify that the induced
difference in the frequency response is quite slight. Therefore, for the three typical
receiver positions, when the ray amount is set to just 50000, the power deviation ratio

Table 1. Parameters for transmission characteristics simulation

Parameters Value Parameters Value

Terminal reflection order 20 Room size 5 m � 5 m � 3 m
FOV of receiver 85° Height of LED source 3 m
Elevation of receiver 90° Reflectance of ceiling 0.8
Azimuth of receiver 0° Reflectance of wall 0.8
Height of receiver 0 m Reflectance of floor 0.3
Elevation of LED source −90° Coordinates of LED source (2.5, 2.5, 3.0) m
Azimuth of LED source 0° Coordinates of central

receiver position
(2.5, 2.5, 0.0) m

Impulse response time
resolution

0.2 ns Coordinates of side receiver
position

(2.5, 0.1, 0.0) m

Detection physical area of
receiver

1 cm2 Coordinates of corner receiver
position

(0.1, 0.1, 0.0) m
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of comparable impulse response including up to the third reflection component could
be restricted to 0.27%, 0.60%, and 13.8%, respectively. Above analysis identifies that
the modified Monte Carlo-based non-deterministic scheme is capable of reliably
describing the OWC impulse response characteristics under flexible source radiation
patterns.

3.3 Frequency Responses and −3 DB Transmission Bandwidths

Corresponding to the impulse responses of LUXEON®Rebel given in Fig. 4, the
frequency responses from the modified Monte Carlo-based non-deterministic modeling

Fig. 3. Statistic histogram of original ray directions for LUXEON®Rebel from Lumileds
Philips: (a) Nray= 1000, (b) Nray= 50000

Table 2. Comparison of −3 dB transmission bandwidths of different components

Hsum H0 H1 H2 H3 H4 Hleft

Modified non-deterministic 7.0 Ideal 101.7 26.1 18.7 14.2 5.6
Conventional deterministic 12.2 Ideal 102.5 25.6 18.3 – –

Fig. 4. Channel impulse response characteristics: (a) Modified Non-deterministic modeling
scheme, (b) conventional deterministic modeling scheme.
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scheme and the conventional deterministic modeling scheme can be observed from
Fig. 5. Specifically, the separated frequency response components of the first H1, the
second H2, the third H3, the fourth H4 and the left Hleft reflections related to the Fig. 4
(a) are plotted explicitly in Fig. 5(a). On the other side, for the deterministic modeling
scheme, the frequency responses of the first H1, the second H2 and the third H3
reflections are given in Fig. 5(b), which is mapped from the channel impulse response
from Fig. 4(b). The favourable consistency can be observed from Fig. 5(a) and (b) for
the first three order reflections H3. Only perceptible little deviation appears at the
frequency of about 210 MHz of the third reflection. Since the most concerned results
are the baseband transmission characteristics of various channel components, this
limited deviation is acceptable.

Straightforwardly, for −3 dB transmission bandwidths given in Table 2, the
comparison is made among different components of the central position from the
modified stochastic and the deterministic modeling schemes. The absolute deviation is
just 0.8 MHz, 0.5 MHz and 0.4 MHz for the first H1, the second H2, the third H3
reflection, respectively, while the related −3 dB transmission bandwidths are up to
about 102 MHz, 26 MHz, and 18 MHz. Therefore, these absolute deviations are within
the acceptable range. A significant difference is the −3 dB transmission bandwidths
from the total frequency response between the two compared schemes. The related
5.2 MHz deviation is mainly due to the fourth H4, the left Hleft reflections which
cannot be affordable in the conventional deterministic modeling scheme.

4 Conclusions

For overcoming the limitation of conventional Monte Carlo-based non-deterministic
modeling scheme in characterizing the practical source radiation patterns, a modified
scheme with the requisite adaptability is proposed and analyzed. Statistical results show
that the non-Lambertian radiation pattern can be stochastically represented. By com-
paring with the time/frequency channel results from the time-consuming deterministic
modeling scheme, the reliability of the efficient modified Monte Carlo ray tracing-
based scheme is numerically evaluated. In the view of frequency response, transmission

Fig. 5. Channel frequency response characteristics: (a) Modified Non-deterministic modeling
scheme, (b) conventional deterministic modeling scheme.
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bandwidth deviation ratio is less than 0.8%, 2.0% and 2.2% for the most concerned
first, the second and the third reflection components.
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Abstract. In Chinese forensic science, a planar footprint can provide police
office lots of information, such as sex, age and gait for criminal investigation.
The toe-off feature is an important feature of planar shoeprint, which can indi-
cate the gait pattern of the walkers. However, the toe-off features of planar
shoeprints are still analyzed artificially by criminal investigators, which is
inefficient and subjective. In this research, a novel algorithm for the automatic
detection of the toe-off feature is developed. We define the crescent feature in the
toe-off feature of planar footprint as a positive sample, and define no such
feature as a negative sample. We use CNN to detect them. In order to conduct
the research, we take photo of planar shoeprints by the way of criminal scene
photography. After performing some pre-processing steps on these pictures, we
set up a planar shoeprint database. Experimental results show that the proposed
method achieves detection accuracy of 97.0% on our planar shoeprint database.

Keywords: Toe-off feature � Planar shoeprint � Convolutional Neural Network
Detection

1 Introduction

In recent years, crime suspects have a growing awareness against investigation. When
committing a crime, they destroy evidences and conceal crimes during criminal
activities by wearing gloves, cleaning up crime scenes, hiding criminal tools, etc. As a
result, we criminal police can only get fewer and fewer traditional physical evidences at
crime scenes, like high-quality fingerprints, DNA, etc. Moreover, because of usually
covered faces with hoods, masks, etc. and poor resolution of cameras, it is very difficult
to get clear facial features of crime suspects from surveillance videos. In recent years,
with continuous development of Pattern Recognition technologies, the technology of
personal identification through walking postures in surveillance videos is more and
more mature [1–5]. Because walking is necessary during suspects’ committing a crime,
footprints resulted from walking become important trace evidences that frequently
appear on crime scenes [6]. Footprints are traces left by feet’s pressure on surfaces like
the ground during standing, walking, etc. Footprints can be regarded as results of
walking, and walking postures in surveillance videos are the process of walking. These
two are sure to be interrelated. The feature of footprint gait is the combination of these
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two. Footprint gait features refer to the trace characteristics of a person’s walking
power habit through the foot acting on the object when walking. Although it is a
reflection of a behavioral result, we can obtain relevant information about its formation
through its analysis. For example, the height, weight and walking posture of the person
who created them. According to the law of walking movement, the characteristics of
footstep gait can be divided into three phases: Heel strike feature, Mid stance feature,
and Toe-off feature.

For above reasons, in order to help public security criminal investigation, we carry
out this study. It mainly analyzes and tests Toe-off features of planar shoeprint during
walking, and uses Convolutional Neural Network to make a preliminary classification.
This lays a good foundation for further research on correlation between Toe-off feature
and walking postures in surveillance videos. Its innovation lies in the application of
research methods in the field of pattern recognition to traditional criminal technology.

In terms of using computers to automatically classify planar footprint generated by
walking, ultimately, it is on basis of its shape. Therefore, the shape with planar foot-
print characteristics produced by walking is the critical factor for feasibility of the
experiment. From videos of planar footprints and walking process, we discover that
people with the same walking characteristics have similar Toe-off feature. This trace
shape is slightly influenced by the sole pattern, but closely related to walking habits. As
shown in the graph, for those whose tiptoe is backward with obvious force downwards
when starting to walk, there is a dark crescent shape in the tiptoe of the planar footprint.
And people with the walking habit will have this trace feature every time they walk. It
also means that the crescent shape feature created by the walking motivational habit has
a certain degree of stability. Therefore, it can be used as a basis for identifying criminal
suspects (Fig. 1).

2 Related Works

In the field of public security criminal investigation in China, theories of examining
footprints characteristics resulted from walking were originally established and
developed on basis of the research on soft earth and snowfields in the north. There is no
mature theory to support the study on planar footprint characteristics produced by
walking. However, many experienced footprint examination experts, by accurate
analyzing planar footprints’ characteristics, such as clarity of outline, brightness of
color, shape of traces, etc., can deduce footprint maker’s walking postures, height,

Fig. 1. The main Toe-off feature of this study
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weight and other physical characteristics. This shows that it is feasible to map the
walking posture from planar footprint characteristics generated by walking.

But, automation of footprint examination belongs to an interdisciplinary field of
criminal technology and information technology. Only few experts have both footprint
examination knowledge and high information technology. Meanwhile, due to foot-
prints’ ambiguity, uncertainty and complicated changes, etc., all kinds of footprint
examination technology is still at the stage of analyzing by artificial observation and
judging according to subjective experiences. Footprint examination technology is a
professional skill mastered by only a few people.

Therefore, the research on automation inspection of footprint characteristics
resulted from walking is still in the initial stage, and there are few related researches to
refer and learn directly. Current researches on footprint automatic inspection at home
and abroad focus on two main directions: First. use plantar pressure sampling equip-
ment like Footscan to collect enough data of plantar pressure during walking, and try to
study walking characteristics through the value of plantar pressure, in order to achieve
personal identification [7–9]; second, use some digital image recognition algorithm to
extract and classify characteristics of sole pattern in perspective of graphics and images,
and try to identify footprints according to sole pattern [10, 11]. Few people use pattern
recognition techniques to study footprint gait characteristics [12].

3 Proposed Method

Convolutional Neural Network (CNN) is a feedforward neural network. Recent
advances in Convolutional Neural Networks (CNN) have brought significant progress
in image classification and other vision tasks. Convolutional Neural Network usually
consists of Input Layer, Convolution Layer, Incentive Layer, Pooling Layer and Fully
Connected Layer. During image processing, a digital image can be regarded as a
discrete function in a two-dimensional space. When a 2 two-dimensional image is
input, if a convolution kernel of a * b (size) is given, the corresponding convolution
equation is as below:

z x; yð Þ ¼ f x; yð Þ � w x; yð Þ ¼
Xt¼a

t¼0

Xh¼b

h¼0

f t; hð Þw x� t; y� hð Þ ð1Þ

In the equation, f (x, y) represents the input image; w (x, y) is the convolution
kernels. It’s also called filter, response function, etc.; a and b show the size of the
convolution kernel [13].

The convolution layer of the convolution neural network extracts the different
features of the input image by the convolution operation shown above. The excitation
layer mainly carries on the nonlinear transformation operation, usually as the activation
function through introducing the Rectified linear unit (ReLU). CNN often insert
pooling layers periodically between successive convolution layers. Pooling layer is the
down sampling of each feature graph. The pooling operation can reduce the eigen-
vector of convolution layer output while preventing over-fitting. The most common
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pooling operations are max-pooling and mean-pooling. The fully connected layer is at
the back of Convolutional Neural Network structure. It is mainly used for result
classification. Each neuron of the fully connected layer is connected with all neurons of
the previous layer, so it’s called fully connected layer [14].

4 Experiments and Results

4.1 Construction of Experimental Data

We prepared a lot of white paper (about 45 cm in width, about 8 m in length) and pave
on the floor tile. Then we found about 320 college students volunteers. Their ages
ranged from 17 to 21. At first, we let these volunteers to dip their soles with black ink.
Then, they walked on the white paper normally so as to leave their footprints. Everyone
left 5 footprints each time and did three times. After that, we selected 3500 footprint
samples with good quality from more than 4000 footprint samples to establish the
database. According to detail photographing methods of crime scenes, we used Nikon
D7000 SLR camera to take photos for the footprints one by one. Photos were taken
indoors. As to light conditions, both natural light and fluorescent lamps were used.
Then we moved pictures off the camera onto a computer to a computer to set up a
planar footprint database. When volunteers left planar footprint by walking, we used
Hikvision camera to record videos in three angles: front, 90° and back (Fig. 2).

According to related regulations of taking photos for details of crime scene, we
used Photoshop CS6 software to rotate and distort photos of planar footprints. Next, we
used MATLAB (R2014a) to modify its size to make it the same with real photos. Then
we cut out a rectangular picture of 600 * 600 pixels from each planar footprint area.
Depending on whether there was crescent shape trace in the tiptoe area when one
started to walk, the samples were divided into two types, positive samples and negative
samples. The samples with crescent shape traces were defined as positive samples
(Fig. 3).

Fig. 2. Footprint photographing method at the crime scene.

Detection of the Toe-off Feature of Planar Shoeprint Based on CNN 531



4.2 Analysis of Experimental Results

Because of a small amount of samples in the database of this research, we used a small
CNN under Keras framework. Its network structure chart is shown in Fig. 4 below.
Because its network structure is very long vertically, it’s divided in the middle and
displayed as two parts, one on the left and one on the right. The right part should be
below the left part. The whole network has 6 layers with parameters, four Convolution
Layers and two Dense Layers.

Figure 5 recorded training and test results of small network model built by our-
selves. After 100 times of Iterative training with this small network, the test accuracy
could be about 97.0%. Figure 5(a) is a change curve of training accuracy according to

Fig. 3. Samples.

Fig. 4. The network structure of CNN used by this paper.
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quantity of iterations. As can be seen from the graph, it’s very fast in narrowing. After
only about 40 iterations, the classification accuracy was nearly 90%; after 100 itera-
tions, classification accuracy was about 98.8%. In Fig. 6 below, the training results of
our using classic VGG-16 network model under Keras framework. By comparing
Figs. 5(a) and 6(a), we can see that VGG-16 network model in this research was not as
good as our small network model as to effects. We think it’s due to a small amount of
database samples. We used only 2000 sample pictures in training (1000 positive
samples, 1000 negative samples), 1000 sample picture to verify (500 positive samples,
500 negative samples), and finally 400 sample pictures to test (200 samples, 200
negative samples). Although VGG-16 network model was classic lightweight Con-
volutional Neural Network model, for such a small database, there were still a lot of
network layers and many a parameters to adjust and optimize. It resulted in inadequate
training of VGG-16, therefore, its classification effects were not good enough. How-
ever, our own small network model has fewer layers and a simple structure, so it has
achieved good results in the research.

Figure 7 is a result analysis graph with Adboost classifier after extracting haar-like
characteristics. We extracted Haar-like characteristics from 3000 sample pictures, and
then used Adboost training classifier and 400 sample pictures to test. By comparing
these figures, we can see that this machine learning method didn’t have good effects in
this study. After 2000 iterations, the classification test accuracy could only reach
84.3%, and there was still some shortcomings with former methods. We analyzed

Fig. 5. Analysis of training results of small network model under Keras framework.

Fig. 6. Analysis of VGG-16 network model training results under Keras framework.
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causes of this problem. We think that in some cases, characteristics of images selected
manually may not be most appropriate. However, by means of Convolutional Neural
Network, selecting image features after the computer’s automatic learning may be more
suitable for the current scene.

5 Conclusion

The study makes a preliminary classification of Toe-off feature of planar footprints
through Convolutional Neural Network. Its fast operation speed and high classification
precision can be very helpful to public security criminal police in criminal investigating
and solving crimes. In future, with increasing quantity of samples and optimization of
network structure, we believe its accuracy will improve greatly.

This is just the initial stage of our research on Toe-off feature of planar footprint.
Later, our team will divide samples into three categories: inward, middle, and outward,
according to the positional relationship between crescent shape in positive samples and
the center line. We classify in this way because of following major reasons. According
to different directions of tiptoes when walking, characteristics of people’s walking can
be divided into three categories, namely outward steps (out-toe step), straight steps and
inward step (in-toe step). According to probability of scientific statistics, during
walking, people with out-toe steps usually create Toe-off feature inwardly. People with
pigeon-toed steps usually create Toe-off feature outwardly. People with straight steps
usually create Toe-off feature in the middle. Therefore, a further detailed classification
of footprint characteristics of crescent shape is helpful for studying the Toe-off direc-
tions and walking postures of the footprint maker. Then, they can be connected with
crime suspect’s’ walking postures in surveillance videos. This provides case clues and
narrows investigation scope, assisting police in criminal investigation.

Acknowledgments. This work is supported by the National Key Research and Development
Program (Grant No. 2017YFC0803506), the Fundamental Research Funds for the Central
Universities of China (Grant No. 2018JKF217), the National Natural Science Foundation of
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Fig. 7. Analysis of training results using Adboost classifier after extracting Haar-like features.
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Abstract. A normal/abnormal heart sound identification method was put for-
ward in the paper. The wavelet packet energy features of the heart sounds were
extracted in a large database of 1136 recordings and xgboost algorithm was used
as the classifier. The feature importance is also evaluated and analyzed. Top 3, 6,
9 and 12 features were used to classify the heart sounds. Experimental results
showed that the proposed algorithm can identify the normal and abnormal heart
sounds effectively. And the result used top 9 features was as good as that of all
features, which can reduce almost half of computation.

Keywords: Heart sounds � Identification � Wavelet packet energy
Xgboost � Feature importance

1 Introduction

Heart disease is the most common overall cause of death for people worldwide. The
heart sound reflects the mechanical action of the heart and the cardiovascular system,
including the physiology and pathology information of various parts of the heart.
Therefore, in all the heart disease detecting methods, heart sound analysis is a non-
invasive, economical, easy and efficient method which is widely used to diagnose heart
disease and evaluate heart functions during medical check-ups for adults and children.

However, the traditional heart auscultation is over-dependent on the ear sensitivity
and the subjective experience of physicians, which can not meet the high accuracy
requirement under clinical conditions [1]. In recent years, many features of heart
sounds are extracted to describe the heart sound, such as wavelet envelope [2], wavelet-
time entropy [3, 7], frequency feature matrix [4] and linear band frequency cepstra [5].
And various classification algorithms have been employed to identify the normal and
abnormal heart sounds, such as SVM [2–4], dynamic time warping algorithm [5],
adaptive neuro-fuzzy inference system [6, 9], and neural network [8].

However, identification of the normal and abnormal heart sound is still not a
straightforward task, with a number of challenges to overcome. The first challenge is the
feature extraction and selection to represent the heart sound properties. The features
should provide distinguishing quantitative measures to classify the normal and abnormal
heart sounds. The second challenge is the construction of the classifiers. Due to the limited
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amount of available data, there might be considerable amount of bias if the classifier was
not conducted properly. The third challenge is that the database is not big enough.Most of
the databases are less than or about 100 recordings.

The aim of this paper is to establish an efficient method to extract the features from
pre-processed heart sound signals and identify the normal and abnormal heart sounds.
The energy features of the heart sounds using wavelet technology are extracted and
xgboost algorithm is used as the classifier. The paper is organized as follows. In
Sect. 2, the structure diagram of heart sound identification system is designed, and the
basic theories and realization process of the technologies used in this paper are
introduced briefly. In Sect. 3, the actual heart sounds (including normal and abnormal
heart sounds) are processed according to the proposed feature extraction method and
identification method. Feature importance is also evaluated and evaluated. Finally,
discussion and conclusion are presented in Sect. 4.

2 Methodology

The normal and abnormal heart sounds identification process we design is shown in
Fig. 1, which consists of three parts: preprocessing, feature extraction and identifica-
tion. In the next sections, the basic theories will be introduced respectively.

2.1 Wavelet Packet Decomposition

Wavelet transform (WT) can be used to decompose a signal into sub-bands with low
frequency (approximate components) and sub-bands with high frequency (detail
components) [10]. Although wavelet analysis has the characteristics of multi-
resolution, it only breaks up as an approximation version, that is to say, in the WT,
each level is calculated by passing only the previous wavelet approximation coeffi-
cients through the discrete-time low and high pass quadrature mirror filters. Wavelet
packet decomposition (WPD) proposed by Wicker et al. has solved this problem. In the
WPD, it has the same frequency bandwidth in each resolution.

Define sub-space Un
j as the close packet space of function unðtÞ, then the orthogonal

wavelet packet is defined as [3]

u2nðtÞ ¼
ffiffiffi
2

p X
k2Z

hkunð2t � kÞ ð1Þ

u2nþ 1ðtÞ ¼
ffiffiffi
2

p X
k2Z

gkunð2t � kÞ ð2Þ

Fig. 1. Structure diagram of heart sound identification process
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where hk and gk are the quadrature mirror filters associated with the predefined scaling
function and mother wavelet function, respectively. The wavelet packet coefficients are
given by:

dj;nðkÞ ¼
Z þ1

�1
xðtÞ2 j

2unð2 jt � kÞdt ð3Þ

where xðtÞ, j, k and n are the signal, scale, band and surge parameter, respectively.
Wavelet packet decomposition is to divide the band into several layers, and to select

corresponding sub-band adaptively according to the characteristics of the signal ana-
lyzed, which will promote the time-frequency resolution. The structure of the 4-layer
wavelet packet decomposition tree is shown in Fig. 2. Moving from top to bottom of
Fig. 2, frequencies are divided into small segments. Each layer which emanates down
and to the left of a node represents a low-pass filtering operation (h), and to the right a
high-pass filtering operation (g). The nodes which have no further nodes emanating
down are referred to as terminal nodes, leaves or sub-bands. The other nodes are referred
to as non-terminal, or internal nodes. The first layer represents the original signal
bandwidth. The other nodes are computed from their father by one application of either
the low-pass or high-pass quadrature mirror filters. The bandwidth is 50% decreased
with each filtering operation. In the bottom layer, each sub-band is a sixteenth of the
original signal bandwidth. Thus, multi-resolution is achieved.

2.2 Extreme Gradient Boosting (Xgboost)

Xgboost [14, 15] is an improved algorithm based on the gradient boosting decision tree
and can construct boosted trees efficiently and operate in parallel. This is a machine
learning method that has been used by many data researchers, especially in a variety of
data competitions and machine learning competitions, reflecting the performance is
more superior than other methods.
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Fig. 2. Tree diagram of wavelet packet decomposition - depth 4
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Xgboost is used for supervised learning problems, where we use the training data
(with multiple features) xi to predict a target variable yi. As described by Chen and
Guestrin [15], Xgboost is an ensemble of K Classification and Regression Trees (CART)
fT1ðxi; yiÞ. . .TNðxi; yiÞgwhere xi is the given training set of descriptors associated with a
molecule to predict the class label, yi. Given that a CART assigns a real score to each leaf
(outcome or target), the prediction scores for individual CART is summed up to get the
final score and evaluated through K additive functions, as shown in Eq. 4:

ŷi ¼
XK
k¼1

fkðxiÞ; fk 2 F ð4Þ

where K is the number of trees, fk is a function in the functional space F, and F is the
space of all CART. And the objective function contain two parts: training loss and
regularization, as shown in Eq. 5:

objðhÞ ¼
X
i

lðyi; ŷiÞþ
XK
k¼1

XðfkÞ ð5Þ

where l is a differentiable loss function which measures the difference between the
predicted ŷi and the target yi. X is a regularization term which penalizes the complexity
of the model to avoid over-fitting.

Since additive training is used, the prediction ŷi at step t expressed as

ŷiðtÞ ¼
XK
k¼1

fkðxiÞ ¼ ŷiðt � 1Þþ ftðxiÞ ð6Þ

And tree boosting is used to Eq. 5, it can be written as

objðhÞðtÞ ¼
X
i

lðyi; ŷiðt � 1Þþ ftðxiÞÞþXðftÞ ð7Þ

After a series of improvements and evolutions, Eq. 8 is derived, which is used to
score a leaf node during splitting.

Gain ¼ 1
2

G2
L

HL þ k
þ G2

R

HR þ k
� ðGL þGRÞ2
HL þHR þ k

" #
� c ð8Þ

where the first, second and third term of the equation stands for the score on the left,
right and the original leaf respectively. Moreover, the final term, c, is regularization on
the additional leaf.
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The most important factor behind the success of the xgboost is its scalability in all
scenarios. The scalability of xgboost is due to several important systems and algo-
rithmic optimizations. These innovations include: a new tree learning algorithm for
dealing with sparse data; theoretically reasonable weighted quintile sketch program can
handle instance weights in approximate tree learning. Parallel and distributed com-
puting makes learning faster, enabling faster model exploration [15]. Although the
xgboost is based on the classification and regression tree (CART) and the gradient
boosting, xgboost is better than them because it integrates both the advantages.

3 Experimental Results and Discussion

3.1 Data Acquisition

The heart sound data are downloaded from Internet or collected in the authors’ lab. The
subject laid on his back on an examination bed and was kept under stable conditions.
A sensor was placed on mitral site. ECG and heart sounds were recorded syn-
chronously. The bandwidth of heart sounds is about 500 Hz. The aural environment in
the lab was controlled to allow recording to be low-noise heart sounds. All heart sound
data are preprocessed as follows. First, heart sound signals are filtered by linear low-
pass filters whose stop frequency is 2 kHz. Second, heart sound signals are down
sampled to 4 kHz. Third, heart sound signals are normalized. There is a total of 1136
heart sound recordings, given as.wav format, lasting from 5 s to 120 s. The recordings
were divided into two types: normal and abnormal recordings with a confirmed cardiac
diagnosis. The number “1” was used to present abnormal (568 recordings) and “−1” to
present normal (568 recordings).

3.2 Feature Extraction Using Wavelet Packet Energy

In this paper, wavelet packet energy features are extracted from a heart sound
recording. According to the characteristics of the heart sounds, they are divided into 4
layers, i.e. 16 frequency bands. They are 0–125 Hz, 126–250 Hz, 251–375 Hz, 376–
500 Hz, 501–625 Hz, 626–750 Hz, 751–875 Hz, 876–1000 Hz, 1001–1125 Hz,
1126–1250 Hz, 1251–1375 Hz, 1376–1500 Hz, 1501–1625 Hz, 1626–1750 Hz,
1751–1875 Hz, 1876–2000 Hz. According to the general properties of representative
normal wavelet family functions (including Daubechis, Coiflets, Symlets and so on)
and former work of others [3, 13], Db6 is chosen as the wavelet type. The normal heart
sound is shown in Fig. 3 and its wavelet packet energy features are shown in Fig. 4.
We can see that after 4-layer decomposition, the energy of normal heart sound is
mainly concentrated on the first four frequency bands. The first heart sound mainly
exists in the first and second bands, i.e. 0–250 Hz. The second heart sound mainly
exists in the first, second and third bands, i.e. 0–375 Hz. The abnormal heart sound is
shown in Fig. 5 and its wavelet packet energy features are shown in Fig. 6. We can see
that after 4-layer decomposition, the energy of abnormal heart sound is covered almost
all the frequency bands.
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3.3 Identification Results

After extracting the wavelet packet energy features of the heart sounds, xgboost is
implemented. In order to test the performance of the proposed method, identification
accuracy, sensitivity and specificity are defined below [3]:

Accuracy ¼ TPþ TN
TPþFPþFN þ TN

� 100% ð9Þ

Sensitivity ¼ TP
TPþFN

� 100% ð10Þ

Specificity ¼ TN
FPþ TN

� 100% ð11Þ

where TP is the number of true positives, which means that some subjects with
abnormal heart sound are correctly identified as ones with abnormal heart sound; FN is
the number of false negatives, which means that some subjects with abnormal heart
sound are identified as healthy persons; TN is the number of true negatives, which
means that some healthy persons are correctly identified as healthy persons; and FP is
the number of false positives, which means that some healthy are identified as patients
with abnormal heart sound.
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10% of the normal recordings and 10% of the abnormal recordings are randomly
selected to train the model, and the other 90% are to test the model. The training data and
the testing data are exclusively non-overlapped. This program independently repeats
100 times to get the average results. Then, the rate of training data increases by 10% and
repeats the evaluation process until the rate reaches 90%. The performance of the
proposed classification is listed in Table 1. It can be found that, with the increasing rate
of data to train, the accuracy, sensitivity and specificity all increase. This simulation
proves that the proposed features and the model have good stability and are efficient to
discriminate the heart sound recordings. To the proposed method, when 70% of data
trains the model, the mean overall score of the classification is not changed much.

3.4 Feature Importance Evaluation

Xgboost constructs the boosted trees to intelligently obtain the feature scores, thereby
indicating the importance of each feature to the training model [16]. The more a feature
is used to make key decisions with boosted trees, the higher its score becomes. The
algorithm counts out the importance by “gain”, “frequency” and “cover”. Gain is the
main reference factor of the importance of a feature in tree branches. Frequency, which
is simple version of gain, is the number of a feature in all constructed trees. Cover is the
relative value of feature observation. In this study the feature importance is set by
“frequency” because of its simpleness. The importance order of 16 features is shown in
Table 2. It is shown that features in low frequency (wp1, 2, 3 and 4) are more important
than those in high frequency (wp13, 14,15and 16) and the features in middle frequency
(wp9, 10, 11 and 12) are less important. This is because most of the normal heart
sounds’ energy is concentrated on low frequency, and only abnormal ones have energy
on high frequency.

The classification results with top 3, 6, 9, 12 and all features are shown in Table 3.
50% of the data (50% of the normal and abnormal data are selected respectively) are
randomly selected to train, and the other 50% are used to test. It can be found that when
top 9 features are used, the classification result is approximate with those using more
features, which can reduce almost half of computation.

Table 1. Performance of the classification

Percent of data to train Percent of data to test Accuracy Sensitivity Specificity

10% 90% 0.6869 0.6742 0.6996
20% 80% 0.7004 0.6871 0.7137
30% 70% 0.7155 0.7126 0.7183
40% 60% 0.7251 0.7210 0.7292
50% 50% 0.7324 0.7286 0.7361
60% 40% 0.7321 0.7249 0.7393
70% 30% 0.7425 0.7382 0.7468
80% 20% 0.7423 0.7353 0.7492
90% 10% 0.7475 0.7442 0.7507
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4 Conclusion

In this paper, a normal and abnormal heart sounds identification method is proposed,
which is based on wavelet packet energy and xgboost algorithm. The feature impor-
tance is also evaluated and analyzed. Top 3, 6, 9 and 12 features were used to classify
the heart sounds. Experimental results showed that the proposed algorithm can identify
the normal and abnormal heart sounds effectively. And the result used top 9 features
was as good as that of all features, which can reduce almost half of computation.
Moreover, the identification results of heart sounds also depend on the heart sound
data, the selected training samples, the type of wavelet, and the kind of classifier. In
future studies, we will focus on extracting more features and choosing more efficient
classification methods to acquire better performance.

Acknowledgements. Thisworkwas supported in part by theNationalNatural Science Foundation
of China under Grant Nos. 61601081, 61471081; Fundamental Research Funds for the Central
Universities under Grant Nos. DC201501056, DCPY2016008, DUT15QY60, DUT16QY13;
Dalian Youth Technology Star Project Supporting Plan under Grant No. 2015R091.

References

1. Plett, M.I.: Ultrasonic arterial vibrometry with wavelet based detection and estimation. Ph.D.
thesis, University of Washington (2000)

2. Hanbay, D.: An expert system based on least square support vector machines for diagnosis
of the valvular heart disease. Expert Syst. Appl. 36, 4232–4238 (2009)

3. Wang, Y., Li, W., et al.: Identification of the normal and abnormal heart sounds using
wavelet-time entropy features based on OMS-WPD. Future Gener. Comput. Syst. 37, 488–
495 (2014)

Table 2. The importance order of the features

The importance order of the features

1 wp2 5 wp7 9 wp13 13 wp15
2 wp4 6 wp8 10 wp16 14 wp12
3 wp1 7 wp6 11 wp14 15 wp9
4 wp3 8 wp5 12 wp11 16 wp10

Table 3. Performance of the classification with different amount features

Accuracy Sensitivity Specificity

Top 3 features 69.10 68.93 69.27
Top 6 features 71.51 71.36 71.66
Top 9 features 72.61 72.40 72.81
Top 12 features 72.53 72.43 72.63
All features (16) 73.24 73.61 72.86

Identification of the Normal/Abnormal Heart Sounds 543



4. Sun, S.: An innovative intelligent system based on automatic diagnostic feature extraction
for diagnosing heart diseases. Knowl. Based Syst. 75, 224–238 (2015)

5. Chen, X., Ma, Y., et al.: Research on heart sound identification technology. Sci. Chin. Inf.
Sci. 55(2), 281–292 (2012)

6. Sengur, A.: An expert system based on linear discriminant analysis and adaptive neuro-fuzzy
inference system to diagnosis heart valve diseases. Expert Syst. Appl. 35, 214–222 (2008)

7. Avci, E., Turkoglu, I.: An intelligent diagnosis system based on principle component
analysis and ANFIS for the heart valve diseases. Expert Syst. Appl. 36, 2873–2878 (2009)

8. Das, R., Turkoglu, I., et al.: Diagnosis of valvular heart disease through neural networks
ensembles. Comput. Methods Programs Biomed. 93, 185–191 (2009)

9. Harun, U.: Adaptive neuro-fuzzy inference system for diagnosis of the heart valve diseases
using wavelet transform with entropy. Neural Comput. Appl. 21(7), 1617–1628 (2012)

10. Chen, T.H., Han, L.Q., et al.: Research of denoising method of heart sound signals based on
wavelet transform. Comput. Simul. 12(27), 401–405 (2010)

11. Bhatnagar, G., Wu, J., et al.: Fractional dual tree complex wavelet transform and its
application to biometric security during communication and transmission. Future Gener.
Comput. Syst. 28(1), 254–267 (2012)

12. Hou, Y., Li, T.: Improvement of BP neural network by LM optimizing algorithm in target
identification. J. Detect. Control 30(1), 53–58 (2008). (in Chinese)

13. Cheng, X., Yang, H.: Analysis and comparison of five kinds of wavelet in processing heart
sound signal. J. Nanjing Univ. Posts Telecommun. (Nat. Sci. Ed.) 35(1), 38–46 (2015). (in
Chinese)

14. Friedman, J.H.: Stochastic gradient boosting. Comput. Stat. Data Anal. 38, 367–378 (2002)
15. Chen, T., Guestrin, C.: Xgboost: a scalable tree boosting system. In: ACM International

Conference on Knowledge Discovery and Data Mining (2016)
16. Zheng, H., Yuan, J., Long, C.: Short-term load forecasting using EMD-LSTM neural

networks with a Xgboost algorithm for feature importance evaluation. Energies 10, 1168–
1188 (2017)

544 T. Li et al.
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Abstract. Human walking is the composite movement of the musculoskeletal
system in lower limbs. The interaction mechanism of the different muscle
groups in a combination action is of great importance. To this end, under the
stand-squat and squat-stand tasks, the problems of the motion model decom-
position and the muscle synergy were studied in this paper. Firstly, the envel-
opes were extracted from acquired and de-noised surface electromyography
(sEMG) signals. Secondly, the non-negative matrix factorization (NMF) algo-
rithm was explored to decompose the four synergistic modules and the corre-
sponding activation coefficients under the two tasks. Finally, the relationship
between the muscle synergy and the lower limb movement was discussed in
normal and fatigue subjects. The results show that muscle participation of each
synergistic module is consistent with the physiological function, and exhibit
some differences in muscle synergies between normal and fatigue states. This
work can help to understand the control strategies of the nervous system in
lower extremity motor and have some significance for the evaluation of limb
rehabilitation.

Keywords: Lower extremity motor � sEMG signal � Muscle synergy
Envelope � NMF algorithm � Fatigue state

1 Introduction

Human walking movement is performed by the musculoskeletal system. For the body’s
motor system, on one hand, the skeletons serve as a support and bear the weight of the
human body. On the other hand, the muscles, which are mainly composed of muscle
fibers, have the function of contraction and relaxation [1]. There is an inseparable and
close relationship between skeleton and muscle systems, it is particularly important to
explore the mechanical coupling between muscle and skeleton [2].

Surface Electromyography (sEMG) signal is formed by superposition of action
potentials on the skin surface with the joint motion and muscle activity [3], which can
be applied in fields such as rehabilitation medicine, sports science, pattern recognition,
etc. Muscle synergy analyzes movement characteristics and perceptual behavior
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patterns, reveals central nervous system (CNS) motion control strategies to evaluate
human motor function by means of sEMG during limb locomotion [4]. The classifi-
cation algorithms of EMG-based gait recognition were also improved by taking into
account the classification accuracy, adaptability, and individual difference [5–7].

In recent years, muscle synergy analysis has been presented in the rehabilitation
engineering, clinical medicine etc. Synergetic movement [8] is controlled by the ner-
vous system adaptively recruiting a series of muscle activation commands to control
skeletal muscles to perform various motion tasks. Chen et al. [9] investigated the inter-
limb and intra-limb muscle coordination mechanism of human hands-and-knees during
crawling through sEMG signals. Bejarano et al. [10] used muscle synergies to inves-
tigate the muscle organization in rectilinear and curvilinear walking and the variety in
different walking condition. NMF algorithm provides a possibility for decomposing
complex sEMG data into simpler components to describe the muscles’ role in certain
task [11]. Lee and Seung theoretically [12] proved the convergence of the NMF
algorithm on this basis, and got multiplication iterative rules.

In this paper, the relationship of the motion model and the muscle synergy was
analyzed for the tasks in the stand-squat and squat-stand conditions. The study of
synergistic structures can help to distinguish the movement pattern and understand the
movement mechanism.

2 Principles and Methods

2.1 Envelope Extraction

Filtering refers to removing the noise signals from a specific frequency band and
restores as much real information as possible. The commonly method for designing
FIR filters is the window function method. Equation (1) is the ideal filter. Assume that
the phase-frequency characteristic is uðxÞ ¼ 0 and the cut-off frequency xc. The
window function method is utilized to design FIR low-pass filters as follows.

hdðnÞ ¼ 1
2p

Z xc

�xc

HdðejxÞejnxdx ¼ 1
2p

Z xc

�xc

ejnxdx ¼ sinðnxcÞ
np

ð1Þ

The transfer formula for hðnÞ is as follows.

hðnÞ ¼ sin ðn�M=2Þxc½ �
ðn�M=2Þp wðn�M=2Þ; n ¼ 0; 1; . . .;M ð2Þ

In Eq. (2), hðnÞ is the causal system of frequency response linear phase. The
truncation is equivalent to adding a rectangular window function to hdðnÞ and window
function in wðnÞ. High-pass filter can also be designed in mentioned method. Usually
the sEMG is used to extract the muscle activity or envelope information [13].
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2.2 NMF Algorithm

The non-negative matrix factorization (NMF) algorithm is used to reduce the high-
dimensional random pattern to a low-dimensional random pattern while keeping
information as constant as possible. The NMF solution can be written as a standard
form of the optimization problem.

min
W ;H

1
2 M �WHk k2F

s:t: M� 0;W � 0;H� 0

(
ð3Þ

Where �k k2F represents the Frobenius norm. The synergy elements reflect the pro-
portion of each muscle’s participation, and the activation coefficient of an element is
the degree of activation. The non-negative nature of NMF makes the analysis results
more in line with physiological phenomena, and it is easy to explain the phenomenon
of synergistic meta-activity at the muscle level.

2.3 Muscle Synergy Principles

During the movement of the human body, multiple muscle-skeletal degrees of freedom
work together to form control units with coupling and low-dimensional features
through the central nervous system [14]. These control units are known as synergy.
Synergy produces the movement of the corresponding joints. Based on the muscle
synergy theory, the expression of the sEMG signal through the matrix is expressed as
follows.

MN�T � WN�K � HK�T ¼ ½w1 w2 � � � wK � �
h1
h2
� � �
hK

2
664

3
775 ¼

XK

i¼1

wihi ð4Þ

In Eq. (4),MN�T expresses the envelope of the sEMG signal,WN�K ¼ ½wi1;wi2; � � �;
win�ði ¼ nÞ denotes the synergistic structure matrix, win represents the magnitude of the
amplitude indicates themuscle contributes in the combined pattern;HK�T ¼ ½h1j; h2j; � � �;
hkj�ðj ¼ tÞ expresses the activation of coefficientmatrix, which represents the contribution
of each muscle synergy to the overall excitation of a muscle; K is unknown, it can be
determined by the size of thematrix of the factormatrix reconstruction and the accuracy of
the original matrix. Using the variability accounted for (VAF) [15] as a figure of merit.
The coefficient size is measured as shown in Eq. (5).

VAF ¼ 1�

P
i;j
ðM �MrÞ2ij
P
i;j
M2

ij
ð5Þ
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In which, M represents original matrix, and Mr denotes reconstruction matrix.
The VAF parameters range is from 0 to 1 [16]. When the value of the VAF parameter is
greater than a certain threshold, it can be considered that muscle synergy in current
number can reconstruct the original myoelectric signal.

3 Experiments and Data Processing

3.1 Signal Acquisition

Considering the effects of the movement and measurement in lower limb motion, 6
representative muscles were selected [17]. 7 young men (age: 24 ± 1.5 years, height:
1.68 ± 0.08 m, weight: 65 ± 6.2 kg) were selected with normal gaits and no history
of any disease. Before the test, 75% medical alcohol was used to clean the skin. The
acquisition module was uniformly placed along the direction of the muscle fibers as
shown in Fig. 1. The sEMG signals and its functions are shown in Table 1.

In experiments, the EMG data were acquired by using Delsys’s Trigno wireless
surface EMG acquisition system. The sampling frequency was set to 2000 Hz. The
upper body of the normal group remained upright and completed the stand-squat and
squat-stand tasks. After the data of the normal group were collected, the subjects
continued to perform the squat motion for several minutes until the muscles in the leg
were tired and could no longer be picked up [18].

Fig. 1. The distribution of selected muscles

Table 1. Function of selected muscles of the lower limb

Number Muscle name Functions

1 Vastus Medialis (VM) Extensor of knee joint, hip joint flexion
2 Soleus (SO) Ankle joint extensor, plantar flexion, standing
3 Tibialis Anterior (TA) Ankle joint flexor, dorsiflexion of foot
4 Lateral Gastrocnemius

(LG)
Extensor of ankle joint, foot swing and support

5 Vastus Lateralis (VL) Extensor of knee joint, hip flexion
6 Rectus Femoris (RF) Knee extensor, extension leg, hip flexor, flexor

thigh
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3.2 Envelope Extraction

In this paper, firstly, a high-pass filter is used to remove noise from the original sEMG.
Then average value is removed by full-wave-rectified and disposed by low-pass-
filtered. Finally, the maximum value of the channel’s muscle envelope signal is nor-
malized. The cut off frequencies are 200 Hz and 4 Hz. The envelopes of the stand-squat
and squat-stand are shown in Fig. 2. The horizontal axis represents the number of
sampling points and the vertical axis represents the amplitude of the signal.

4 Results and Discussion

4.1 Synergies and Activity Coefficients

Based on the NMF method, four synergistic modules can be extracted by recon-
structing the original signal according to the Eq. (5). The synergies and activity
coefficients of the normal groups are shown in Fig. 3.
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Fig. 2. Envelope extraction in stand-squat (a) and squat-stand (b)
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Fig. 3. The synergies and activation coefficients in two tasks
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In Fig. 3, four synergies modules (W1, W2, W3, W4) were extracted based on all
tasks to reach the 90% VAF standard. The horizontal axis represents the period ratio
and the vertical axis represents activation coefficients amplitude. The muscle function
of the lower movement meets the human muscle physiological function. Under the
motion of stand-squat, the synergistic phenomenon in the modules W1, W2, and W4
are obvious. The LG, VL and RF muscles in the W1 module have a synergistic
relationship; muscular participation is weaker in module W3. The same way in the
squat-stand, the synergy phenomenon is more obvious in the W1 and W2 modules.
From the two tasks, it can be seen that muscles participate in more synergies in stand-
squat, while muscles involvement is relatively smaller and the proportion of partici-
pation is weaker in squat-stand.

4.2 Synergistic Motion Analysis

The synergistic modules response to the proportion of muscles participating in each
block, and activation coefficients modules reflect the degree of activation of synergistic
elements. It can be seen that the participation of the main muscles was similar in the
four synergistic modules extracted from the stand-squat and squat-stand. It is consistent
with the comparison of the muscles in the modules with the physiological functions of
muscles in Table 1. Under different actions, the coding mode of the neural control
movement is different, which makes the muscles form different combinations and
coordinate the muscles to form different actions [19]. The activation coefficients
extracted by the above method has a good correspondence in the actual motion cate-
gories. The activation coefficient does not fully reflect the fact that it is not completely
decoupled. This is consistent with muscle synergy theory [20].

4.3 Synergistic Analysis in Fatigue

In order to further study the influence of fatigue factors on the synergistic structure and
activation coefficients. In fatigue, the MF and MPF values also decrease accordingly
[21]. The sEMG signals in our experiments can satisfy the characteristics. Synergies
and activation coefficients in fatigue for two tasks are shown in Fig. 4.
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The participation of muscles in the modules is consistent with the physiological
functions of muscles in Table 1. Comparing the stand-squat and squat-stand tasks of
the normal group in Fig. 3 and the fatigue group in Fig. 4, it was found that the
difference in W1 is significant. The proportion of LG, VL and RF involved in module
W1 is relatively high, while that of the module in the fatigue group is mainly TA and
LG. Meanwhile muscle participation in modules W2, W3, and W4 is relatively close.
Taking the W2 module as an example, the VM and VL muscles of the normal group are
relatively lower in participation, but the fatigue group is actually increased. Corre-
sponding to the participation of other modules, the muscles are changed. In the flexion
and extension motion of the lower limb, the muscle synergy mode is embodied as a
module with similar functions.

5 Conclusions

Lower limb movement is a complicated movement in which multiple muscles partic-
ipate in each other. Based on the theory of synergy, this paper extracted the synergies
and activity coefficients in stand-squat and squat-stand tasks between the normal group
and the fatigue group. It can be seen that muscular participation of each synergistic
module is consistent with the physiological action. The synergistic module responds to
the movement mechanism, and the interaction between the muscles in module makes
up a synergy. In fatigue state, some of the modules involved in the muscles differ from
the normal group, while the muscles involved in the overall movement are consistent.
The study of synergistic structures can help to distinguish the movement pattern and
understand the movement mechanism in human walking.
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Abstract. The paper proposed an Electrocardiogram (ECG) feature extraction
method for biometric. It relied on ECG superposition number matrix built by
several single heartbeat ECG data. The target of the study was to find stable
features of the ECG signal under unrestricted status for biometric. By matrix
segmentation and similarity comparison, the stable feature distribution was
gotten, and stable feature sets were also constructed. 13 volunteers’ ECG data
collected by self-made ECG device in different status were gotten, the collecting
period was lasting for half year; 28 healthy individuals’ ECG data under calm
status were also collected; Besides that, 14 subjects’ ECG data in MIT-BIH were
also involved in study. From the result of experiments, the average True Positive
Rate (TPR) reached 83.21%, 83.93% and 80% on MIT data set, ECG data set in
calm status and ECG data in different status respectively. It is also found that
along with the increasing amount of ECG single heartbeat used to build
superposition matrix, the stable features of one’s ECG were gradually revealed
and this helped ECG based biometric effectively.

Keywords: ECG biometric � Unrestricted status � Identity authentication
Superposition matrix

1 Introduction

Biometric authentication/identification technology has becoming a hot topic, in the
field like, face [1], fingerprint [2], iris [3] and so on. ECG waveform reflects heart
electric activities by voltage changing [4]. Since ECG waveform can only exist on
living creature, it can hardly be forged, and this character makes it unique to other
biometric. The studies of it on biometric have lasting over 20 years. Studies carried out
in two directions, one was on ECG fiducial features, and the other was on non-fiducial
features [5]. In fiducial features studies, combination of temporal, amplitude, angle
between or among peak or valley points of ECG waveform and time length of heartbeat
(R-R interval, changeable) were used [6–9]. The biometric accuracy rate was tightly
related to the recognition accuracy of peak and valley point on ECG waveform. In non-
fiducial features studies, all amplitude value of single or a period of ECG waveform
were used. Some frequency features were added [10–13].
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Except the previous achievement, there still existed difficulties. Scholars have been
very successful in the study of ECG biometric public ECG data or data under calm
status, but not under unrestricted status needs further study. For that, stale features
which are not affected by different status, are need to be further study.

The paper spent six months to collect ECG data of different people in different
status as experimental data continuously. On these ECG data, a feature extraction
method based on ECG superposition matrix was proposed to find ECG stable features.
From that, ECG biometric accuracy was improved under zero False Positive Rate
(FPR) condition.

2 Superposition Matrix Based ECG Feature Extraction

2.1 Data Set Definition

In the paper, A ¼ Xi;Yið Þf gni¼1 was assumed as training set, it was composed of n
single periodic ECG signals as input data. Xi stands for ith ECG signal, it was com-

posed of m amplitude value, Xi ¼ xj1; x
j
2 � � � ; xjm

n o
, and Yi was test data tag.

2.2 Construction of ECG Superposition Matrix

Firstly, single periodic ECG data Xi was mapped to a two-dimensional matrix E (rows
m, columns c), c corresponds to the data resolution of the ECG data, the amplitude of
the sample point xc represents the row number of the matrix, m was corresponded to
the sample point of ECG data, xm represents the row number of the matrix. If the
amplitude of the bth sample point xb of Xi is x, its’ corresponding coordinates in the
two-dimensional matrix is (x, b), The matrix adds 1 to the corresponding value E(x, b)
at (x, b), Such as formula (1).

Eðx; bÞ ¼ Eðx; bÞþ 1 ð1Þ

By continuously superimposing ECG data, the corresponding distribution features
in the matrix are constantly changing, and the distribution characteristics were
becoming more and more obviously, the procedure can be seen in Fig. 1.

Fig. 1. Superposition matrix histograms, (a), (b), (c), (d) are three-dimensional images of the
ECG superposition matrix constructed with 10, 100, 500, and 1000 single heartbeat ECG signals
respectively. The X-axis and Y-axis correspond to the rows and columns of the matrix, and the Z-
axis corresponds to the values of the superposition matrix.
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2.3 Feature Extraction by Superposition Matrix

(1) Matrix division. Suppose, the ECG template library E is composed of f superpo-
sition matrices, E1,…, Ef, Ej represents the j

th template matrix in E, 1� j � f . Ej is
divided into 3 * 3 sized submatrices e from coordinates (1, 1), as shown formula
(2), shown in Fig. 2, the number of that is d, d = (m * c)/9, m is the number of
row, and c is the number of column

Ej ¼
e jm�c

9 �c
3

� � � e jd

..

. . .
. ..

.

e j1 � � � e jm
3

2

664

3

775 ð2Þ

(2) Where e jd represents the dth 3 * 3 sub-matrix, shown in formula (3).

e jd ¼
Ej m� 2; c� 2ð Þ � � � Ej m� 2; cð Þ

..

. . .
. ..

.

Ej m; c� 2ð Þ � � � Ej m; cð Þ

2

64

3

75 ð3Þ

(3) Sub-matrix similarity comparison. Compared the corresponding sub-matrices
between template and input ECG data, the result S was shown in formula (4), the
threshold Sr is given, and the all-zero matrix T (m/3 rows, c/3 columns) is used to
store the sub-matrix comparison results. If S > Sr, the value at the corresponding
coordinates in the matrix T is incremented by one, as formula (4). And a three-
dimensional schematic diagram of the matrix T is shown in Fig. 3.

S ¼ Math e jd ; e
1
d

� �

T m
3 ;

c
3

� � ¼ T m
3 ;

c
3

� �þ 1 S[ Sr

(

ð4Þ

Fig. 4. 2-D schematic
diagram of distribution
of sub-matrices

Fig. 3. 3-D schematic
diagram of matrix T

Fig. 2. Matrix diagram
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(4) Stable area extraction. The coordinate information of the point which value is
larger than g/2(g = f − 1) was calculated, and the submatrix corresponding to the
coordinate point is selected to form a feature set M, as shown in formula (5).

M ¼ ð. . .; e1n; . . .Þ1� n� d ð5Þ

As shown in Fig. 4 the X-axis and the Y-axis respectively correspond to the
corresponding coordinates of the sub-matrices satisfying the conditions in the super-
position matrix of the electrocardiogram signals. The small squares in the figure rep-
resent the sub-matrices satisfying the value greater than g/2 in the matrix T.

2.4 ECG Authentication

The procedure for the ECG authentication method is shown below,

(1) According to the method in Sect. 2.2, the ECG superposition matrices are con-
structed by ECG signals to form a test data set D* = (D1, D2,…, Dh,…, Dk), and
Dh represents the h

th ECG superposition matrix of D*, 1� h� k. According to the
position information of the sub-matrices in the feature set M, the sub-matrix at the
same position of the test matrix Dh is extracted to compose a test feature set
Mh = ð. . .dhn . . .Þ.

(2) Compute the similarity of sub matrix in M and Mh, shown in formula (6).

S ¼ Mathðdhn ; e1nÞ ð6Þ

S is similarity, Sr is predefined threshold, if S > Sr, dhn is matched successfully,
otherwise, match is fail.

(3) t was the number of successfully matched sub-matrices in test feature setMh. l was
the number of sub-matrices in training feature set M. If t > l/2, the hth sub matrix
is authenticated, whereas the authentication was fail.

In the experiment, 10 subjects were selected from self-collected ECG signal data
and MIT public dataset randomly, each of which has 1000 heartbeats, each 100 of that
constructed an ECG superposition matrix, one matrix of each subject was chose as the
template matrix, the remaining matrix were used as for testing. The matrix segmen-
tation and similarity calculation function were identical in authentication method. The
similarity between the test matrix and the template sub matrix was calculated by angle
cosine, and K-nearest neighbor algorithm was used to determine the label of the sub
Matrix, and calculated the similarity coefficients of correct labeled test data. Through
observation, the range of the similarity coefficients of the correct matrices was in [0.91,
0.95] on self-collected ECG data, and [0.93, 0.96] on MIT data. After calculating their
mathematical expectations separately, Sr is assigned 0.93 and 0.95 on self-collected
data and MIT data respectively.
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3 Experiment and Analysis

3.1 Data Description

The experimental data used in this paper comes from the MIT-BIH public dataset and
the Self-collecting ECG dataset. The sampling rate of the MIT-BIH dataset is 360 Hz,
the self-acquired ECG data is collected using laboratory-made ECG signal acquisition
device, and its sampling rate is 250 Hz. the Self-collecting ECG datasets were in three
groups:

(1) Self-collecting ECG data set in calm status: 28 healthy persons, (named h1 to h28)
aged between 22 and 26 years old. The collection status is calm, and the collection
time is 40 min.

(2) Subjects of MIT-BIH dataset (named M1 to M14)
(3) Self-collecting ECG signal sets under different emotional status: different emotion

status data (pressure and calm, good/poor sleep, healthy/discomfort,
hunger/satisfaction) that derived from Zheng Gang’s team [14], the volunteers
were 19 healthy people (named U1 to U13), aged between 22 and 26 years old.
The data collected for each period of time were 4 min each under different
emotional status.

There are two experiment schemes in the paper, shown below,

Exp.1: 10 single-period ECG signals are superimposed to construct an ECG signal
superposition matrix. 10 matrices of each person were selected as the training set.
20 matrices of each person were selected as the positive sample test set, select 20
matrices from other’s test matrices used as a negative sample test set.
Exp.2: 100 single-period ECG signals are superimposed to construct an ECG signal
superposition matrix. 10 matrices of each person were selected as the training set.
20 matrices of each person were selected as the positive sample test set, select 20
matrices from other’s test matrices used as a negative sample test set.

3.2 Evaluation Standard

True Positive (TP), when test sample is positive, the test result is positive; FN: False
Negative (FN), when test sample is positive, the test result is negative; False Positive
(FP), when test sample is negative, the test result is positive; True Negative (TN), when
test sample is negative, the test result is negative.

TPR: True Positive Rate, shown in formula (7).

TPR ¼ TP= TPþ FNð Þ ð7Þ

FPR: False Positive Rate, shown in formula (8).

FPR ¼ FP= FPþTNð Þ ð8Þ

Since TPR is inversely proportional to FNR, and FPR is inversely proportional to
TNR, TPR and FPR are used to measure accuracy in experiments.
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3.3 Analysis of Experimental Results

Results of above experiment were shown in Fig. 5, from which, the TPR for authen-
tication using ECG superposition matrix constructed by 100 single periodic ECG
signals is much higher than that constructed by 10 single periodic ECG signals, and the
FPR is zero.

According to Table 1, the features extracted by the ECG superposition matrix
constructed with a small amount of ECG signals are very few, the stable characteristics
of the ECG signal can’t be extracted effectively, and the authentication experiment
fails. Under zero FPR, the experiment used ECG superposition matrix constructed by
100 single periodic ECG signals carried out on MIT-BIH data set, self-collecting ECG
data set in calm status and self-collecting ECG signal data set in unrestricted status, and

(a) TPR on MIT datasets (b) TPR on differential emotional status dataset
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Fig. 5. TPR on different dataset

Table 1. Average TPR (%) and FPR (%) for authentication on different datasets

Data set 10 stacked TPR 10 stacked FPR 100 stacked TPR 100 stacked FPR

MIT 27.14 2.50 83.21 0.00
calm 20.36 1.61 83.93 0.00
Unrestricted status 21.54 2.69 80.00 0.00
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the average TPR reached 83.21%, 83.93% and 80% respectively. It proved the effec-
tiveness of the feature extraction method based on the ECG superposition matrix, and
can effectively extract the stable characteristics of the ECG signal in unrestricted status
and complete the authentication.

Figure 6 showed that TPR on all status were all around 80%, no matter the training
data set or test data set were in different emotional status. And from Table 2, it can be
found that if different status data were mixed as training and test data set, the TPR were
in same level from 82% to 85%. That was means that different status did little efforts in
ECG based biometric.

Fig. 6. TPR on different dataset

Table 2. The average TPR (%) of ECG authentication in different status

Training set
(mixed data)

Calm/pressure Good sleep/poor
sleep

Health/discomfort Hunger/satisfaction

Test set
(mixed data)

TPR 85.09 82.82 84.62 85.64

Fig. 7. Characteristic distribution of ECG
data in different emotional status

Fig. 8. Distribution of ECG data in different
sleep quality status
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Comparing Fig. 7 with Fig. 8, if a single status was used as the training set, the
distribution of the stable features is partially different. But if mixed data (calm and high
pressure) were used as the training set, the extracted stable features are the intersections
of the stable feature distribution in two single status. There was only a small number of
differences among different status. The feature extraction method proposed in this paper
can negate the doubts about the reliability of ECG biometric under different status. Under
the permission of zero FPR, a higher TPR rate is obtained and its robustness was good.

4 Conclusion and Future Study

This paper proposed an ECG signal feature extraction method which was based on
ECG superposition matrix. Several single ECG heartbeat data were superimposed and
mapped to build superposition matrix. By this method, information volume of ECG
signals was greatly enriched. After matrix division and similarity comparison, features
of stable distribution of ECG signals were extracted to achieve authentication. On all
three experiments, average TPR were all reached over 80%. And furthermore, the
experiment result showed that the effectiveness of authentication in different emotional
status and sleep quality were slightly different, the average TPR remained at 80%, and
most of the features remained stable.

The feature extraction method based on the ECG signal superposition matrix
proposed in this paper requires a large number of single heartbeat ECG signals as the
training set. Therefore, how to use a small amount of ECG data to extract the stable
features of ECG under unrestricted status is the next research step in the future.
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Abstract. The ability of biometric systems has recently been dramatically
improved by the emergency of deep learning. In the process of ear verification,
the accuracy is often lower than expected because of the influence of pose
variation and occlusion. In this paper, we propose a novel ear alignment
approach. According to the morphological characteristics and the geometric
characteristics of the ear, we define six key points on the ear, three located in the
inner ear region, and three located on the outer contour of the ear. In order to
detect these key points on the ear image automatically, we train a cascaded
convolutional neural network using our newly released USTB-Helloear database.
Then the alignment of the test ear image is accomplished by radiological trans-
formation which will minimize the mean square error of the six key points
between the test image and the template image. Experimental results show that
using ear alignment, the accuracy of the ear verification system can be improved.

Keywords: Ear verification � Cascaded convolutional neural network
Ear alignment � USTB-Helloear

1 Introduction

In recent years, as an emerging biometric identification technology, ear recognition has
received more and more attention [1–4]. The ear recognition system is composed of
structures such as ear detection, ear alignment, feature extraction, ear recognition/ear
verification and so on; the research on ear alignment is relatively rare.

As we all know, deep convolutional neural networks have made great progress in
face recognition [5–8]. Naturally, we would like to apply convolutional neural net-
works to ear recognition. In real applications, occlusion, lighting and pose variations
are very common. Therefore, ear recognition under uncontrolled conditions is an urgent
problem to be solved. The previous ear image database [9] has limited changes in
lighting and posture, and it can only be used for ear recognition under controlled
conditions. In the paper, we propose an ear alignment approach. Firstly, we apply
R-FCN to detect ear regions on the image. Then we use cascading strategy to detect the
key points through a two-level cascade convolutional neural network. Lastly, each test
ear image is aligned according to the template ear image.

© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 562–571, 2018.
https://doi.org/10.1007/978-3-319-97909-0_60

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_60&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_60&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_60&amp;domain=pdf


The remainder of this paper is organized as follows: Sect. 2 introduce the related
works to date. In Sect. 3, we introduce the process of ear alignment. Experimental
results are presented in Sect. 4. We conclude our work in Sect. 5.

2 Related Works

In the field of ear alignment, Yuan et al. [10] proposed two methods for normalizing ear
images in 2006, the line marking method based on the long axis of the outer ear and the
point marking method based on the starting point of the contour of the outer ear. Gao
et al. [11] proposed a normalization technique based on the improved active shape
model in 2006. The algorithm established a point distribution model for the ear feature
points in the training set and then searched out the outer ear contour in the test image.
Finally, the ear image was normalized to the standard size and direction on the basis of
the external ear long axis. In 2008, Tian et al. [12] proposed a human ear recognition
method based on the fusion of SIFT features and geometric features, which could extract
key points that were stable, free from light, scale, and rotation. In 2016, Tian et al. [13]
proposed ear recognition based on deep convolutional neural network, which consisted
three convolution layers, a fully connected layer, and a soft-max classifier. Experimental
results at the USTB ear database showed that the proposed method was easier to achieve
high accuracy and is superior to the traditional method in dealing with partial occlusion
problems. In 2017, Zhang et al. [14] proposed a large-scale ear database, USTB-
Helloear database, in which images were photographed under uncontrolled conditions
with different poses and occlusion, they fine-tuned and modified some deep models on
the proposed database through the ear verification experiments.

3 Methodology

3.1 System Flow Chart

In this paper, we propose a two-phase ear alignment approach. In the training phase, we
firstly mark the key points on the training images, then use the annotated data to train a
two-level cascade convolutional neural network. In the alignment phase, the key points

Fig. 1. System flow chart
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are firstly detected using the trained network model, and then get aligned to the tem-
plate image. The system flow chart is shown in Fig. 1.

3.2 USTB-Helloear Database

The USTB-Helloear database [15] was collected by us in cooperation with Xi’an
Musheng Electronic Technology Co., Ltd. in October 2016. The database contains
612,661 profile images from 1570 Chinese people. The images in this database are
extracted from video sequences and each ear extracted an average of 150 images in
10 s video, there are about 300 images of left and right ears in each person. The entire
database is divided into two parts. The subset A consists of 336,572 human ears of
1,104 individuals, and the subset B consists of 275,909 human ears of 466 individuals.
The ear image of the subset A only has change in posture, and the subset B contains
posture and occlusion changes.

In the paper, during the training phase, we randomly selected 1000 left ear images in
subset B. In order to avoid the risk of overfitting due to lack of training data, we
augmented the data that was calibrated in the subset B by changing the brightness of
each image, increasing Gaussian noise, rotating a small range, and finally constructed a
training dataset of 8000 images. We firstly use CNN to train the key points detection
models on the training dataset, then conduct the ear alignment experiments on subset A.

3.3 Ear Detection Based on R-FCN

For most people, the left and right ears of a same person are of the same shape [16].
Therefore, in the paper, all of the experiments were done on the left ear. We used 300
left ear images in the USTB-Helloear subset B to train, experimental results showed
that 300 left ear images to train can reach a good result on the test set. Based on the
R-FCN method [17], we used a trained model for ear detection and the detection time
of each picture was about 50 ms. The result of the detection is shown in Fig. 2. For
more details about ear detection, readers are referred to Ref. [14].

Fig. 2. The raw image and the detected ear
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3.4 Ear Key Points Detection

Definition of Key Points. Different from the key points of face, since the color and
texture of the ear are almost indistinguishable from each part, and the key points
depend more on the semantic features, so the selection of the key points is particularly
important. According to the morphological characteristics and the geometric charac-
teristics of the ear, we define six key points on the ear, three located in the inner ear
region, and three located on the outer contour of the ear, as shown in Fig. 3.

These key points are determined through extensive experiments. The distribution of
these six key points is even. They can still be clearly found even when the angle of the
ear changes greatly. The three points on the outer ear and the three points in the inner ear
constitute two isosceles triangles respectively, The line between point 3 and point 6 is
perpendicular to the line between point 1 and point 2. The line between point 1 and point
2 is the longest axis for the outer ear contour.

Cascade Convolutional Neural Network
Level 1. In this paper, we use a cascade regression approach for ear key point detection
with two levels of convolutional neural network. In Level 1, the convolutional neural
network takes the cropped ear image as input, extracts the high-level features of the deep
architecture globally, and the constraint relation of the key points will also be implied.

Fig. 3. Ear key points: Point 1: upper ear long axis endpoint, Point 2: lower ear long axis
endpoint, Point 3: anterior auricular incisor, Point 4: intertragic notch, Point 5: the last point of
the ear concha cavity, Point 6: the closest point between the outer ear and the concha cavity
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The task of predicting key points is a regression process. The last full connected
layer output of CNN is the 12 coordinate value of the 6 point. The loss function we use
is the Euclidean distance loss function, which is calculated as follows:

L ¼ 1
2n

Xn

i¼1
ŷi � yik k22 ð1Þ

The network structure of Level 1 is shown in Fig. 4:

Level 2. In level 2, we select those training patches that are centered at positions
randomly shifted from the ground truth position. The maximum shift in both horizontal
and vertical directions is 0.05 at Level 2. Centered on the key points detected in Level 1,
we crop the images surrounding them and scale them to 15 * 15. The length and width
of the cropped images are 0.06 times and 0.08 times the length and width of the original

Fig. 4. The network structure of Level 1

Fig. 5. The network structure of a CNN in Level 2
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image. For each key point, we average the CNN prediction results of two different patch.
Finally, the coordinate of the key point in the original image is obtained through
coordinate transformation. Level 2 consists of 12 CNNs, two CNNs for detecting one
key point. The network structure of one CNN in Level 2 is shown in Fig. 5:

Ear Alignment. The ear template is shown in Fig. 3. Using the key points coordinates
of the unaligned images and the key point coordinates of the standard ear, we calculate
the affine transformation matrix, using the least square method to minimize the distance
between the detected points and the target points, therefore unaligned images can be
aligned with standard ear through translation, scaling and rotation transformation.

Affine transformation is a linear transformation from two-dimensional coordinates
(x, y) to two-dimensional coordinates (u, v).The affine transformation matrix form is as
follows:

u
v

� �
¼ a1 b1 c1

a2 b2 c2

� � x
y
1

2
4

3
5 ¼ s

cosh �sinh
sinh cosh

� �
x
y

� �
þ t1

t2

� �
¼ sR

x
y

� �
þ T ð2Þ

In formula (2), s is the scaling ratio, h is the rotation angle, T is the translation
matrix and R is an orthogonal matrix.

RTR ¼ I ð3Þ

We use the least squares method to determine the effect of the alignment. Suppose
P and Q represent the shape matrices of the test image and the template image. Each
row of the matrix represents the horizontal and vertical coordinates of a key point.
Since we have 6 key points, so P 2 R6�2. The objective function of the alignment
process is as follows:

argmins;h;T
X6

i¼1
sRpTi þ T � qTi
�� ���� ��2 ð4Þ

In formula (4), pi is the ith row of P and qi is the ith row of Q.

4 Experimental Results and Analysis

In this section, we used a total of 172551 left ear images in subset A for key point
detection and ear alignment. For the convenience of comparison, we randomly gen-
erated 3000 matched pairs and 3000 unmatched pairs from subject A for ear
verification.
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4.1 Analysis of Experimental Results

The results of the key point detection based on the cascade convolutional neural
network are shown in Fig. 6.

As shown in Fig. 7, we randomly selected 1104 left ear images in the subset A, and
we evaluated the accuracy of key points for each test image. We can easily find that the
accuracy of point 1 and point 6 is lower than other points, this is mainly due to the fact
that these two points are often obscured in the ear and are not easy to be located when
the angle of posture changes greatly.

The result of ear alignment is shown in Fig. 8.

Fig. 6. The results of the key point detection

88.00%
90.00%
92.00%
94.00%
96.00%

Point1 Point2 Point3 Point4 Point5 Point6

Accuracy

Fig. 7. The detection accuracy of key points
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4.2 Ear Verification

We conduct ear verification with reference to Zhang [15]. Before ear verification, CNN
is used to convert the input ear image into a 128-dimensional feature vector, this
process is called feature extraction. During the verification process, two images were
sent to the trained model and feature vectors were extracted. Then the cosine distance
was used to measure the similarity of the two ear feature vectors. Finally, the verifi-
cation program determined whether the two ears belong to the same subject. The ear
verification results are presented in Table 1.

It is shown that using the aligned ear image, we get higher accuracy of ear veri-
fication than with the raw image. This is mainly because the aligned ear image reduces
the interference from the non-ear region and can represent the ear feature better.

Fig. 8. (a) The raw image (b) The aligned image

Table 1. Accuracy of ear verification before and after alignment

Test set Raw images (%) Aligned images (%)

Subset A 83.23 92.17
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5 Conclusion

The work in this paper is based on our previous work in Ref. [15]. In the paper, we
propose a novel ear alignment approach. We define six key points on the ear, and all
the test ears are aligned to the template ear with minimum mean distance among these
key points. The automatic key points detection is realized by a cascaded convolutional
neural network model. Experimental results on the USTB-Helloear database show that
ear verification performance can be enhanced with ear alignment.

Acknowledgments. This article is supported by the National Natural Science Foundation of
China (Grant No. 61300075).
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Abstract. In existing indoor & outdoor visible light communications
(VLC) works, the LED luminaries are almost all modeled following conven-
tional Lambertian beam pattern. However, for providing energy efficient illu-
mination and controlling lighting pollution, the beam patterns of the
commercially available LED street luminaries are almost all application-oriented
designed which can only be profiled by more sophisticated mathematical rep-
resentation. In this paper, for the first time, to the best of our knowledge, the link
coverages of the outdoor VLC with actual LED street luminaries are modeled
and evaluated. Numerical results identify that, compared to the conventional
Lambertian case the beam pattern of typical actual LED street luminary is
superior to concentrate the emitted power in the served cell by sharp cell edge,
naturally limit the inter cell interference to quite low level and provide highly
link quality uniformity within each cell.

Keywords: Visible light communications � LED street luminaries
Angular intensity profile � Optical wireless � Link characteristics

1 Introduction

In 5G mobile communications age, more attenuation is focused on sufficiently utilizing
existent infrastructure to reduce the operation expenditures (OPEX) and the Capital
expenditures (CAPEX). In this technology trends, LED illumination infrastructure
based visible light communications (VLC) technologies are continuously discussed and
investigated by the academia and industry [1]. In outdoor environment, the VLC
technologies can be incorporated in the building of smart city to provide green and
ubiquitous wireless connection [2]. Specifically, in a large scale outdoor domain, the
LED street luminaries can be modified and networked to provide various and low-cost
services (video broadcasting, stream media, real time voice, high precision positioning
and so on) to the pedestrians and the grounding vehicles in moving or static status [1, 3].
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To date, some preliminary works of outdoor VLC have been reported. For sim-
plicity, the LED street luminaries are usually viewed as generalized Lambertian optical
source. Such approximation processing is efficient and valid in short range indoor VLC
based on indoor illumination infrastructure which is quite sensitive to the cost and
expected to lighting the working zones as large as possible. Moreover, in most indoor
scenarios, the emitted white light is restricted by the surrounding opaque walls, fur-
niture or inner structures, and the influence of original beam illumination to the sur-
rounding rooms and outdoor space is almost negligible [4–6]. Nevertheless, for the
outdoor public illumination, the lighting area is tightly restricted for preventing the
occurrence of lighting pollution to the domains outside the street. Therefore, the
commercially available LED street luminaries from main manufacturer are usually
carefully designed and optimized while the respective beam patterns cannot be simply
matched by the Lambertian mode [7].

In this paper, to the best of our knowledge, for the first time, the beam pattern of
actual LED street luminaries is introduced into the outdoor VLC modeling and anal-
ysis. Furthermore, the 2D & 3D intensity pattern of actual luminaries is represented in
the mathematical architecture of outdoor VLC link. Compared to the familiar Lam-
bertian pattern, the superiority of the actual LED beam pattern in the link coverage
characteristics including the naturally served cell shape, the sharp cell edge and the
coverage uniformity, is numerically illustrated in envisioned typical street scenario.

The remainder of this paper is organized as follows. In Sect. 2, besides the beam
pattern of the conventional Lambertian luminary, the 2D & 3D beam patterns of typical
actual street luminary are presented. And then the studied beam patterns are adopted to
describe the outdoor visible light communication links. In Sect. 3, the numerical results
obtained by simulation are presented and discussed. Conclusion is given in Sect. 4.

(a)                                                             (b)

Fig. 1. Single LED street luminaries with: (a) ideal Lambertain optical beam, (b) actual optical
beam
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2 Description of Outdoor Visible Light Communication
Links Using LED Street Lighting

2.1 Beam Pattern of Lambertian Luminary

In conventional VLC link models for both indoor and outdoor scenarios, the transmitter
i.e. LED sources are usually profiled to emit Lambertian beams. This profile is
approximately valid in some basic circumstances [1, 3]. Such beams can be described
by the respective beam pattern (also known as angular intensity profile or radiation
pattern) given by:

I hð Þ ¼ nþ 1ð Þ
2p

cosm hð Þ: ð1Þ

where I(h) is radiant intensity in units of W/sr, and h is the spherical polar angle for a
given direction. The mode number m is related to h1/2, the source semiangle at half

intensity, by n ¼ lnð2Þ
.
lnðcos/1=2Þ [4, 6]. Apparently, the above generalized Lam-

bertian beam pattern follows uniaxial symmetry. This means its intensity is indepen-
dent of the azimuth angle.

2.2 Beam Patterns of Actual Street Luminary

As for street lighting application, for controlling light pollution, visibility, and light
utilization efficiency, the beam patterns of commercially available street lamps are
sophisticated, which cannot be profiled by concise Lambertian pattern any more.
Without loss of generality, following the work of [7], the identified 2D beam pattern of

   (a)                                                           (b) 

Fig. 2. Cross sections of the actual optical beam along (a) the long axis and (b) the short axis
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typical LEDs streetlight i.e. LD48 luminary from major manufacturer BBE LEDs can
be given by:

IðhÞ ¼ UG hð Þþ 1� Uð ÞG hp
� �

exp �g5 hj j � hp
� �2h i

: ð2Þ

where h is the polar angle in a coordinate system centered in the LED lamps, hp is the
characteristic peak angle of 2D intensity curves.

And the function G is a Gaussian, given by:

G hð Þ ¼ g1 � g2 exp �g3 hj j � g4ð Þ2
h i

: ð3Þ

and function U is a simple step function, defined as:

U ¼ 1 if hj j\hp
0 if hj j � hp

� �
: ð4Þ

Coefficients g1 to g5 mainly decided by the specific shape of the LED luminary
emission. As for LD48 luminary of BBE LEDs, the relevant coefficients of Eq. (2) are
g1 = 1.515, g2 = 1.14, g3 = 0.0003, g4 = 0, and g5 = 0.015, respectively. Specifically,
cross sections of this actual optical beam along two perpendicular axes are shown in
Fig. 2 explicitly. For the short axis cross section, hp = 23° and for the long axis cross
section, hp = 51.5°. These coefficient values normalize the intensity and make Eq. (2)
a function of angle h in degrees.

Apparently, the profiled intensity of actual street luminary has an asymmetric beam
pattern unlike the discussed Lambertian pattern. To fully model the optical beam in 3D
space, the advanced beam pattern can be given as:

Iðh;/Þ ¼ UG hð Þþ 1� Uð ÞG hpð/Þ
� �

exp �g5ð/Þ hj j � hpð/Þ
� �2n o

: ð5Þ

where h and / are the direction angles in spherical coordinates. Function G is given by
Eq. (3), and g5 become the function of / as:

g5 /ð Þ ¼ gx5gy5ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gx5 sin/ð Þ2 þ gy5 cos/ð Þ22

q : ð6Þ

Gx5 and gy5 are the parameters related to the mentioned perpendicular cross sec-
tions. The step function U is given by:

U ¼ 1 if hj j\hpð/Þ
0 if hj j � hpð/Þ

� �
: ð7Þ
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where the peak angle function hp(/) determines the illumination distribution shape of
the actual street luminary to a large extent, which is given by:

hp /ð Þ ¼ arctan
tanhpx tanhpyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tanhpx sin/
� �m þ tanhpy cos/

� �mm
q

2
64

3
75: ð8Þ

Where hpx and hpy are the peak angles in the both perpendicular cross sections, and
m is an even integer to give the rectangular contour shape. In Fig. 1(b) including LD48
luminary, the coefficients of Eq. (7) are g1 = 1.491, g2 = 1.122, g3 = 0.0003, g4 = 0,
gx5 = gy5 = 0.015, which are the same for both the perpendicular cross sections. The
parameter of rectangular shape is m = 6. The left parameters are hpx = 23° and hpy =
51.5°, respectively [7].

2.3 Outdoor Visible Light Communication Links

In typical outdoor street scenario, the multipath propagation effect is limited due to the
sufficient open space. Therefore, the optical signals emitted by the optical source
directly reach the receiver via the line of sight (LOS) path. In the time domain, the
impulse response of the channel is adopted to characterize the OWC channel. If a LOS
path exists, the VLC link gain due to this path between optical source S and receiver
R can be given by [4, 5]:

HðS;RÞ ¼ AR

d20
Iðh;/Þ cosw0rectð

w0

FOV
Þ ð9Þ

where AR is the effective receiver area, d0 is the direct distance from source to receiver,
and w0 is the angle of incidence on the receiver location. FOV is the field of view of the
receiver.

As a matter of fact, the typical street is usually illuminated by multiple adjacent
street luminaries simultaneously, as illustrated in Fig. 3. In this situation, the sum VLC
link gain for one receiver location can be further derived as:

HðRÞ ¼
XN
i¼1

AR

d20i
Iiðhi;/iÞ cosw0irectð

w0i

FOV
Þ ð10Þ

where N is the amount of working street luminaries, Iiðhi;/iÞ is the pattern intensity of
the ith luminary in the LOS emission direction, d0i is the LOS distance from the ith
luminary to the receiver, and w0i is the link incidence angle of the ith luminary on the
receiver location. FOV is the field of view of the receiver.
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3 Numerical Results and Discussion

In this section, the link coverage outdoor VLC is numerically evaluated in scenarios
including single and multiple street LED luminaries with actual beam pattern, sepa-
rately. Table 1 presents the main parameters setting for the following simulation
evaluation.

3.1 Basic Link Coverage of Outdoor VLC

In basic case, only one LED street luminary are considered. Without loss of generality,
this luminary pole is located in the side line center of the envisioned street, as shown in
Fig. 2. Specifically, the luminary mounting height is 10 m, while the width and the
length of this street are 14 m and 30 m respectively. Other main link configuration
parameters are included in Table 1. By numerical simulation, the received power on the
floor under the conventional Lambertian and the modeled actual optical beam cases are
presented in Fig. 4. From Fig. 4 (a), it can be observed that in the original setting with
the 0 m arm length, the cell shape of outdoor VLC link with conventional Lambertian is
semicircle and the edge of this coverage is unclear since the Lambertian beam is
symmetric and smoothly changed among various directions. As for the actual street
luminary case, the VLC cell shape is basically similar to the right part of one rectangular
and the cell edge is observable in both contrary directions along the envisioned street.

Fig. 3. Multiple adjacent street luminaries in typical outdoor scenario

Table 1. Parameters for link characteristics simulation

Parameters Value Parameters Value

Detection area of receiver 1 cm2 Street width 14 m
FOV of receiver 85° Street length 30 m
Elevation of receiver 90° Height of LED source 10 m
Azimuth of receiver 0° Elevation of LED source −90°
Height of receiver 0 m Azimuth of LED source 0°
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As shown in Fig. 4 (b), with the street lamp arm length is increased from 0 m to
3.5 m, the VLC cell shape of the Lambertian beam pattern is more closed to one whole
circle since the 3D coordinates of the luminary is closer to the street middle line, while
there is still transitional zone at the cell edge which is liable to cause potential sig-
nificant interference to the surrounding cell. On the other side, when arm length is up to

(a)  

(b) 

(c) 

Fig. 4. Received power comparison between Lambertian and actual optical beam under different
street lamp arm length setting: (a) 0 m, (b) 3.5 m, and (c) 7 m
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3.5 m, the cell shape of the actual luminary beam looks more like the most part of one
rectangular and the cell edge is quite clear in mentioned two directions. By observation,
the cell size is about 14 m � 10 m.

When the street lamp arm length is further increased to 7 m, as presented in Fig. 4 (c),
the VLC cell shape of the Lambertian beam pattern is almost one circle and the cell radius
is about 5 mwithout clear edge in all directional. As for the latter case, theVLC cell shape
is almost perfect rectangular which tightly cover one section of the envisioned street. The
cell edge can be easily identified in four main directions respect to the four sides of the
rectangular, which means significant reduced inter cell interface to the other cells.

4 Conclusions

In this paper, one novel degree of freedom i.e. LED luminaries beam pattern, is sys-
tematically incorporated in the outdoor VLC link design and analysis. Due to the more
strict regulation for outdoor illumination compared to indoor counterpart, the beam
pattern is carefully designed to lighting the street domain which naturally form the
sharp VLC cell edges, the regular cell shape and the satisfactory coverage uniformity
within one cell. In advance, the street lamp arm length has the potential to be carefully
designed to modify and optimize the outdoor VLC cell planning as well.
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of China (Grants No. 61561048).
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Abstract. The readback errors of radiotelephony communication result in
serious potential risk to the air transportation safety. Therefore, it is essential to
establish a proper model to identify and also to classify the readback errors auto‐
matically so as to improve the flight safety. In this paper, a new scheme, which
has two channels to process the instructions and the readbacks (I-R pairs) respec‐
tively based on one-layer convolutional neural network (CNN), is proposed for
the readback error classification. The semantics of the I-R pairs are learned by
the one-layer CNN encoder. Then, the classification decision is made according
to a matching vector of the I-R pairs. A new method of input is also tested. Exten‐
sive experiments have been conducted and the results show that the proposed
scheme is effective for automatic readback error classification and the average
classification accuracy on a Chinese civil radiotelephony communication dataset
is up to 95.44%.

Keywords: Radiotelephony communication
One-layer convolutional neural network · Semantic vector
Readback error classification

1 Introduction

According to the reports of Aviation Safety Reporting System (ASRS) and Federal
Aviation Administration (FAA), the radiotelephony communication errors are the main
factor of resulting in aviation incidents. Meanwhile, the readback errors take a half
percent of the total radiotelephony communication errors [1, 2]. Readback errors refer
to the incorrect readbacks that the pilots make in conversation with air traffic controllers
during flight. Here, the common readback errors can be usually divided into five types:
heading information error, runway information error, call sign information error, altitude
information error and partial information loss [3–6]. To reduce this kind of aviation
incidents caused by readback errors, it has to analyze the error tendency of readbacks
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to improve the communications among the air traffic controllers and the pilots. The
conventional way deals with this problem by analyzing the voice tapes of communica‐
tion manually [4–6], which requires a lot of efforts in listening to the voice tapes. Thus,
it is meaningful to establish a model for automatic readback error classification. Unfortu‐
nately, there are few proper models of this problem in the aviation field by now.

The task of readback error classification is similar to the sentence matching issue in
natural language processing (NLP), which has been studied for a long time. Sentence
matching aims to identify the relationship between the sentence pairs by matching the
semantics of sentences. Recently, deep neural networks are widely used and the CNNs
have achieved remarkable performance in computer vision and sentence matching [7–
13]. Some CNNs first represent the sentence pairs as sentence-level semantic vectors,
and then identify the relationship based on the semantic vectors, such as ARC-I [8] and
CNTN [9]. Some CNNs take the multiple-granularity into account for identifying the
relationship, such as Bi-CNN-MI [10] and MultiGranCNN [11]. Bi-CNN-MI and Multi‐
GranCNN are complicated in architecture and there are too many parameters to be tuned
in training. In these works, the square kernel is widely used of CNN to model the
sentences. Whereas the latest works have proved that one-layer CNN, whose kernel
width is equal to the dimensionality of the word vectors, is more effective in semantic
modeling [12, 13].

According to the analysis above, a novel scheme is proposed to classify the readback
errors for I-R pairs based on one-layer CNN. It mainly consists of semantic modeling
and semantic matching. For semantic modeling, the I-R pairs are processed respectively
to generate their semantic vectors by a two channel model that has the same one-layer
CNN encoder. In addition, for the input of the one-layer CNN, a doubling strategy is
applied to improve the representations of the I-R pairs. For semantic matching, a
matching vector, which contains semantic vectors of the I-R pairs and a similarity infor‐
mation, is generated and then the classification decision is made using the softmax
function.

2 The One-Layer Convolutional Neural Network

The architecture of the one-layer CNN is described in this section. As illustrated in
Fig. 1, it is composed of input layer, one convolutional layer and one pooling layer.

Fig. 1. The architecture of one-layer CNN
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The input of the one-layer CNN is a sentence matrix. The sentence matrix 𝐒 ∈ ℝ
n×m

is formed by concatenating word vectors of all words in the sentence, where n is the
(zero-padded) sentence length and m is the dimension of the word vector. Then, the
sentence matrix is fed into the convolutional layer.

In convolutional layer, a rectangle kernel which size is h × m is taken on the sentence
matrix S. The kernel regards the single word vector as a pixel. It slides several words
under each convolution to generate a new feature. For example, a feature ci can be
generated from a window of words 𝐒i:i−h+1 by Eq. (1)

ci = 𝜎(𝐖 ⋅ 𝐒i:i−h+1 + b) i = 1, 2,… , n − h + 1, (1)

where h denotes the ‘height’ of the kernel, 𝐖 ∈ ℝ
h×m stands for the weight matrix in

convolutional layer, 𝜎 represents an active function such as ReLU, and b ∈ ℝ is the bias.
The filter is applied to each possible window of words in sentence matrix S and then the
feature map is produced by Eq. (2)

𝐜 =
[
c1, c2,… , cn−h+1

]
, (2)

where 𝐜 ∈ ℝ
n−h+1. To make the extracted features abundant, we can use multiple kernels

to learn complementary features with the same region or the varying region. The convo‐
lutional layer produces a set of feature maps of dimension (n + h − 1) × 1.

The output of the model is a semantic vector, which is put into the pooling layer to
reduce the dimension and over fitting. There are many strategies used for pooling oper‐
ations, such as Max, k-Max and average etc. Finally, these features are further concaten‐
ated to a semantic vector.

3 The Proposed Method for Readback Error Classification

The architecture of readback error classification model based on one-layer CNN is
shown as Fig. 2. It consists of two modules: semantic modeling module and semantic
matching module.

Sentence of 
Controller Instruction

Convolutional
 layer

Sentence of 
pilot  readback

k-Max pooling 
layer

Semantic vector 
of instruction

Matching 
vector of 

the I-R pairs
Convolutional

 layer
k-Max pooling 

layer
Semantic vector 

of readback

Softmax

Sentence Modeling Semantic Matching

Fig. 2. The architecture of readback error classification model based on one-layer CNN
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3.1 Semantic Modeling

In sentence modeling module, we propose an augmented one-hot encoding method to
represent the words in the sentence. A doubling strategy is also applied to obtain the
sentence matrix S.

In verification task of radiotelephony communication, it has been reported that the
one-hot word vector outperforms word2vec [14, 15]. These works do not take the abbre‐
viation of some keywords into account, which is listed in Table 1. To increase the corre‐
lation between the standard keywords and their abbreviated keywords, flags are added
after the one-hot vector, as listed in Table 1. In this way, the correlation between the
standard keywords and their abbreviated keywords can be improved significantly.
Meanwhile, the misclassification is reduced.

Table 1. The examples of abbreviation words

For building sentence matrices, three different input strategies are used here to find
the best semantics representation of the sentences. They are Original Sentences,
Doubling Instruction and Doubling Readback respectively. The doubling strategy is
applied to strengthen the semantics of the words in [16, 17]. An example of Original
Sentences is listed in Table 2. In doubling strategy, the input sentence is represented
twice in S when the sentence length is shorter than the max-length of the pairs. This
method can emphasize the information of the short sentences twice so that the model
can extract better representations of semantics. For Doubling Readback, the readback
is represented twice in the sentence matrix and the matrix of instruction is unchanged
as listed in Table 2.

Table 2. The example of I-R pairs

In convolutional layer, multiple kernels of an identical region are used to learn
complementary features. The output of the convolutional layer is fed into a k-Max
pooling layer to detect the top k important features. Then, these features are concatenated
to a semantic vector. The semantic vectors of the instruction and readback can be repre‐
sented as 𝐱I and 𝐱R respectively.
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3.2 Semantic Matching

The matching vector, which can represent the relationship between the I-R pairs, is
generated by aggregating 𝐱I, 𝐱R and cosine similarity between the semantic vectors. The
aggregating operation is defined as Eq. (3)

𝐱input =
[
𝐱I ⊕ sim ⊕ 𝐱R

]
, (3)

where ⊕ is the concatenation operator. sim stands for the cosine similarity between the
semantic vectors. The cosine function is defined as Eq. (4)

sim(𝐱I , 𝐱R) =
𝐱I

T
⋅ 𝐱R

‖‖𝐱I
‖‖ ⋅ ‖‖𝐱R

‖‖
, (4)

where ‖⋅‖ represents the l2 norm. Then, the matching vector is fed into a fully connected
layer and the softmax function is used to output a vector, which denotes the probability
of input I-R pair belonging to each kind of matching category. The function can be
expressed as Eq. (5)

p(y = j|𝐱) = e𝐱
T𝜃j

∑M

m=1 e𝐱
T𝜃m

j = 1, 2,… , 6, (5)

where 𝜃m is a weight vector of m-th label and p(y = j|𝐱) stands for the probability that
the input 𝐱 belongs to label j. 𝐱 can be thought of as a final representation of the readback
pairs. Finally, the error type of the input I-R pair can be obtained according to the index
of the max value in the vector.

4 Experiments

4.1 Dataset

Due to the vacancy of the Chinese civil radiotelephony communication (CCRC), we
built the CCRC dataset according to the recordings of radiotelephony communication
between air traffic controllers, and pilots and the training books for radiotelephony
communications are also consulted to establish the dataset. In this dataset, there are six
types of readback pairs: correct readback, heading information error, runway informa‐
tion error, call sign information error, altitude information error and partial information
loss. There are 1300 correct I-R pairs, and there are 500 I-R pairs for each kind of
readback errors, which means there are 2500 incorrect I-R pairs that are inconsistent in
semantics.

4.2 Parameter Settings and Test Protocol

Here, the embedding size of augmented one-hot vector is 1005. The other parameters
of the proposed model are as follows: in convolutional layer, the value h of the rectangle
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kernel is set to 14 and the number of the feature maps is 50. In k-Max pooling layer, the
value of k is 7. To train the model, the minibatch Gradient Descent (GD) is used for
optimization and the batch size is 100. Besides, the learning rate is 0.1 and the dropout
rate is 0.5.

The training set contains 3100 I-R pairs, in which there are 1100 correct I-R pairs
and 400 incorrect I-R pairs with one type of errors. The test set is made up by the rest
700 I-R pairs. To verify the accuracy and stability of the proposed model, we conduct
the experiments using random ‘sampling protocol’ for thirty times. The evaluation
metrics of the experimental results are Average test accuracy (Ave.) of thirty tests, Mean
square error (MSE) and F.

test accuracy =
Correct classification numbers of test samples

Total numbers of test samples
, (6)

F =
2RP

R + P
, (7)

MSE denotes the stability of the model and F is the geometric mean of the precision
and recall rate of a certain matching category.

4.3 Analysis of Parameters h and k

The original sentences are used as the input to analyze the influence of the parameters
h and k. The value of h varies from 6 to 18, and the k in k-max pooling layer is set to 1.
From Fig. 3(a), it can be noted that the performance is better when larger value of h is
used in convolutional layer. We recommend the h is set to 14. Besides that, Fig. 3(a)
shows the test accuracy of augmented one-hot is better than one-hot. The value of k is
from 1 to 14. As illustrated in Fig. 3(b), the performance is better when larger k is used
in k-Max pooling. It is observed that the improvement is quite limited for the value of
k over 7. The more features are remained in k-Max pooling layer, the more neural nodes
are needed in the final fully connected layer so that the model cost more training and
testing time. In this paper, k is set to 7 by making a tradeoff between the costing time
and the test accuracy.
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4.4 Classification Performance

First, to test the performance of the augmented one-hot vector for word representation
in our task, as well as the performance of the proposed new model, the ARC-I [8] model
is used for comparison. The experimental results are listed in Table 3. Here, the input
strategy is fixed to original sentences.

Table 3. Experimental results on CCRC

Model Ave. (%) MSE (%)
ARC-I (one-hot) 74.71 0.72
ARC-I (augmented one-hot) 77.50 0.69
Ours (one-hot) 88.60 0.65
Ours (augmented one-hot) 90.21 0.61

From Table 3, it can be noted that the proposed method outperforms the baseline
method, ARC-I. This is mainly due to the rectangle kernel and the k-max pooling.
Furthermore, the model using the augmented one-hot encoding has a higher test accuracy
and lower MSE. The reason is that the augmented one-hot word vector can represent
the relations of the abbreviated words better. The augmented one-hot vector is used in
the following experiments.

Then, three different input strategies are compared. The experimental results are
illustrated in Fig. 4 and Table 4. The test accuracy of thirty random validations is shown
in Fig. 4. The F-value and MSE of each kind of errors are listed in Table 4. The Correct
stands for the type of correct readback, and Error type1 to type5 denote the five given
error types: heading information error, runway information error, call sign information
error, altitude information error and partial information loss.
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Fig. 4. Test accuracy of the proposed model with three input strategies

From Fig. 4 and Table 4, it can be noted that the doubling strategies can improve the
test accuracy and the F-value of each error type. The reason is that the doubling strategies
can emphasize and strengthen the information of the short sentences twice for better
representations. As a result, the relationship between the I-R pairs can be expressed
better. At the same time, it can be seen that Doubling Readback achieves higher
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performance than Doubling Instruction. This is because the model can emphasize the
difference and the semantics of the sentences twice via Doubling Readback strategy
when the readback error is not obvious. That is, it can provide more class-discriminative
information.

Table 4. F-value and MSE of each kind of errors

Label Original sentences Doubling instruction Doubling readback
F (%) MSE (%) F (%) MSE (%) F (%) MSE (%)

Correct 87.12 1.69 90.89 1.31 93.08 0.79
Error type1 96.51 1.79 97.64 1.14 98.29 1.18
Error type2 93.91 0.56 96.05 0.96 96.46 0.68
Error type3 80.62 2.57 89.90 2.28 91.77 1.73
Error type4 96.39 0.60 96.74 0.62 96.43 1.12
Error type5 92.29 0.75 96.54 1.31 98.71 0.68
All samples 90.21 0.61 94.25 0.61 95.44 0.52

5 Conclusions and Future Work

In this paper, a new scheme has been proposed for classifying readback errors of radi‐
otelephony communication. Based on the CCRC dataset, a series of experiments were
conducted to evaluate the performance of the new scheme. The experimental results
have shown that the proposed method is effective for automatic readback error classi‐
fication and give a new solution for classifying readback errors. While, some improve‐
ments can be made in the future work. The kernel with different region can be used in
the model to extract the semantics of the I-R pairs, and the method of the matching vector
generation is also a key point to improve the performance of the model.
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Abstract. Introduction: Human identity and sex determination are crucial for
forensic investigations. The human skull is a useful tool for identities in natural
disasters and criminal investigations. Aim: Using stepwise Fisher and logistic
regression to build multivariate linear discriminant function to achieve sex
determination for Uighur adult skull of Turpan, Xinjiang. Methods: Using CT
equipment to acquire and reconstruct 267 (114 males and 153 females) three-
dimensional skull models. Sixteen measurement indicators were measured and
computed. Stepwise Fisher and logistic regression was performed to build the sex
discriminant function and leave-one-out cross validation was used to evaluate
accuracy. Results:Average offifteen measurement indicators of male was bigger
than that of female. Only one measurement indicator of male was smaller than
female. Except two indicators (X7 and X13), the other existed significant differ-
ence (p < 0.01). According to sex discriminant function consisting of four indi-
cators (X1, X4, X10, X11), using stepwise Fisher method, the accuracy of male
was 86.8% and female was 86.2%. According to sex discriminant function con-
sisting of five indicators (X4, X6, X12, X15, X16), using Logistic method, the
accuracy ofmalewas 89.4%and femalewas 90.2%.According to sex discriminant
function consisting of incomplete skull with only frontal and mandibular, using
stepwise Fisher method, the accuracy of male was 67.9% and female was 69.1%.
Using Logistic method, the accuracy of male was 68.7% and female was 70.4%.
Conclusion: By combining computer software with machine learning classifica-
tion algorithm, the sex discrimination of complete skull and incomplete skull can
be realized. In the gender identification of the Uygur population, the Logistic
regression method is better than the stepwise Fisher method.

Keywords: Forensic anthropology � 3D skull model � Measurement indicators
Sex determination � Logistic regression � Stepwise Fisher

1 Introduction

The most important step in the identification of skeletonized remains. Previous studies
[1, 2] indicate that pelvis is the most reliable indicator of sex assessment, and skull is
the second one. However, not all forensic cases provide a complete skeleton due to
breakage or postmortem destruction, while the skull can be well preserved in most
cases since it is composed of hard tissue. So the skull is the most commonly used
skeleton part in forensic anthropological analysis.
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Traditional skeletal sex assessments principally rely on visual assessments of
sexually dimorphic traits. Krogman [3] used morphological methods to perform sex
identification on 750 skulls of known gender. The correct rate was 82–87%.
Ramsthaler et al. [4] use kappa statistics to quantify the disagreement in sex classifi-
cation performed by two different observers after visual assessment, and the agreement
reaches only 90.8%. However, gender determination may be problematic in some
cases, because the classification standard of this method is somewhat subjective and
some of the bone samples may show features between males and females. In addition,
there are some scholars using the measurement method for sex identification of the
skull [5, 6]. By measuring the characteristics of the skull with gender differences, a
discriminant function was established to determine gender. Li et al. [5] measured sixty-
seven indicators of maximal length, maximum width and cranial height in 67 skulls
with clear gender. A gender discrimination equation was established and backtested.
The accuracy of male discrimination was 89.2%, and the accuracy of female dis-
crimination was 90.0%. Anabel [6] measured 6 characteristic indexes for 109 cases of
skull. Discriminant analysis was performed and cross-validation was used to evaluate
the discriminative power of selected variables. The discriminant accuracy rate was
75.7%, of which the male accuracy rate was 77.8% and the female accuracy was
73.7%. However, this measurement method is cumbersome and it’ll cause secondary
damage to the skull.

With the rapid development of computer technology, computer-aided measurement
is increasingly used for sex identification of skulls. Compared with the morphological
method, the main advantage of the anthropometric method is that it can obtain more
objective results and be more efficient. Many studies on anthropometric methods are still
being reported and their results are currently widely used in actual forensic cases [7–11].

Although anthropometric methods are helpful for sex estimation, they can have
limitations when applied to actual cases. Many genetic and environmental factors are
considered to influence skeletal shape, including the effects of migration and heterosis,
nutritional condition, diet, and changes in these factors may degrade the reliability of the
method. Consequently, we need to generate population-specific discriminant functions
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Fig. 1. Research framework

590 W. Yang et al.



and sufficiently validate the classification accuracy. Because of the lack of reliable
discriminant function in sex estimation of skulls in modern China. We have attempted to
generate a new set of functions by using Chinese anthropometric measurements col-
lected during recently adult skulls. In this paper, the framework flow chart as shown in
Fig. 1.

2 Materials and Methods

2.1 Materials

It is carried out on a database of 267 whole skull CT scans (153 females and 114 males)
on voluntary persons that mostly come from Uighur ethnic group in North of China,
age 18–88 years for females and 20–84 years for males. The images of each subject are
restored in DICOM format with a size of approximately 512 � 512 � 250. Each 3D
skull surface is extracted from the CT images and represented as a triangle mesh
including about 220,000 vertices. All the skulls are substantially complete; that is, each
skull contains all the bones from calvarias to jaw and has the full mouth of teeth. In this
paper, all skull samples are unified and normalized using reference paper [12].

2.2 Methods

The sex of the adult preserved skull was initially determined by standard morphological
traits. A total of 16 craniometric parameters were included in the study. All cranio-
metric parameters are measured automatically by computer software. The parameters
studied were orbital breadth (dacryon-ectoconchion), interorbital breadth (dacryon-
dacryon), upper facial height (nasion-prosthion), Protruding of eyebrow, frontal chord
(nasion-bregma), inter-mastoid width, nasal breadth (alare-alare), frontal arc (nasion-
bregma), occipital protruding angle, mandibular angle width, mandibular height,
maximum cranial length (glabella-opisthocranion), maximum cranial breadth (euryon-
euryon), basion-bregma height (basion-bregma), cranial base length (basion-nasion),
maximum cranial circumference.

All the measurements were taken to the nearest millimeter and were converted to
centimeter and the range of angles is [0,180]. In order to reduce the measurement error,
all skulls are measured three times, and then averaged as the final measurement data.

The data was tabulated in Microsoft excel worksheet and the statistical analysis was
done using the statistical package for social sciences software IBM SPSS 22.0 for
Windows. The general descriptive statistics was done for all the craniometric mea-
surements providing mean and standard deviation (S.D) separately for both male and
female skulls. Student’s t test was performed to check if any significant differences
exist (p� 0:05) among genders. Using stepwise Fisher and Logistic regression methods
to establish gender discriminant function. The results were cross-validated using leave-
one-out method to ensure their validity and usefulness outside the reference group on
which they were calculated.
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3 Results

3.1 Statistical Analysis

Using computer software to measure various craniometric parameters of 3D skull
digital model, 16 craniometric parameters of male and female were obtained. The
results are shown in Table 1.

A direct comparison of the collected measured data depicted in Table 1 shows a
significant difference in size between male and female crania. As can be seen from the
table, there are 15 parameters in the 16 craniometric parameters more men than women,
and only one craniometric parameter named occipital protruding angle is more women
than men. This is consistent with the results of Li [13]. Analysis of the significance of
the 16 craniometric parameters showed that there was no significant difference in the
mean of the 2 parameters (p > 0.05), and the significance of the remaining 14
parameters was greater in men than in women (p < 0.01). Here we use the t-test
method in statistics to obtain the p value result by looking up the corresponding cut-off
table. The p value is a decline index of the result reliability. The smaller the value of p,
the more significant the result. In many research areas, p = 0.05 is generally considered
to be acceptable in the wrong boundary level, so we also choose 0.05 as the boundary
value in this article. From the table, it can be seen that the p values of Nasal breadth and

Table 1. Means, Standard deviations and p values of craniometric parameters by sex in North of
China population

Index Parameters Male Female p value
Mean SD Mean SD

X1 Orbital breadth 98.7 3.1 95.2 3.5 <0.01
X2 Inter-orbital breadth 24.9 2.69 23.8 2.1 <0.01
X3 Upper facial height 106.3 5.1 103.8 4.6 <0.01
X4 Protruding of eyebrow 32.3 8.9 29.4 5.6 <0.01
X5 Frontal chord 113.5 4.9 110.1 5.6 <0.01
X6 Inter-mastoid width 110.9 5.9 107.9 4.9 <0.01
X7 Nasal breadth 29.9 2.7 29.4 8.9 0.083
X8 Frontal arc 26.5 2.1 25.7 1.7 <0.01
X9 Occipital protruding angle 167.0 11.1 177.8 3.1 <0.01
X10 Mandibular angle width 102.3 6.4 97.7 5.8 <0.01
X11 Mandibular height 45.7 3.9 43.6 3.3 <0.01
X12 Maximum cranial length 178.1 7.4 168.6 5.7 <0.01
X13 Maximum cranial breadth 138.7 6.3 136.4 5.5 0.062
X14 Basion-bregMa height 13.4 3.6 12.9 2.9 <0.01
X15 Cranial base length 9.6 2.6 9.2 3.1 <0.01
X16 Maximum cranial circumference 52.3 4.4 50.2 4.1 <0.01

Notes: The unit of measurement for distance is mm; the angle range is [0,180].
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Maximum cranial breadth are both greater than 0.05, so there is no significant differ-
ence between men and women in these two items; the gender differences were not
statistically significant, which is consistent with the findings of Li et al. [5]. The other
14 craniometric parameters except Nasal breadth and Maximum cranial breadth were
significant, and the difference was statistically significant. There are overlaps in the
values of the craniometric parameters for men and women.

3.2 Discriminant Function Analysis

From the 267 skull models, 178 skulls (76 male, 102 female) were selected as training
samples, and the remaining 89 skull models were used as test samples. The stepwise
Fisher method and Logistic regression method were used to establish multivariate
discriminant equations.

3.2.1 Stepwise Fisher Function Analysis
The Fisher discriminant method uses projection methods to project n m-dimensional
data into a space, so that the projection results have the properties of maximum dis-
crimination between classes and minimal intraclass distance. Because there are many
defined craniometric parameters and the contribution of each indicator is not the same,
this article adopts a gradual introduction. The stepped Fisher discriminating method,
which measures the index and used as a discriminant factor, removes the insignificant
craniometric parameters, thereby improving the accuracy of the gender discrimination.
The specific steps of the Fisher discriminant analysis are shown in Fig. 2.

Inputting training sample 

Calculation of 
sample mean vector

Total sample mean vector

Between class 
scatter matrix

Between class 
scatter matrix

Fisher criterion function

Calculation of maximum 
eigenvalue and eigenvector of 

testing sample

Termination 
criteria

Points pending

Projection of normal line of 
selected eigenvector 

The Mahalanobis distance be 
used to identify which class the 
new measured data belong to

Classification and 
discrimination of sample

No

Yes

Fig. 2. Fisher discriminant procedure
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For the 178 skull data sets, a stepwise Fisher discriminant method was used to
establish a gender discrimination equation with Orbital breadth, Protruding of eyebrow,
Mandibular angle width, and Basion-bregma height as factors:

Z1 ¼ 3:976 � X1 þ 4:722 � X4 þ 4:005 � X10 þ 8:629 � X14 � 532:436

Z2 ¼ 3:883 � X1 þ 4:462 � X4 þ 3:714 � X10 þ 8:905 � X14 � 443:598
ð1Þ

When Z1 > Z2, the skull to be detected is male; when Z1 < Z2, the skull to be
detected is female.

Stepwise Fisher analysis method classified 85.2% of the skulls (84.2% males and
86.2% females). Leave-one-out cross-validations proved that the model was highly
reliable with 86.5% of skulls being correctly classified as shown in Table 2.

3.2.2 Logistic Regression Function Analysis
Logistic regression analysis uses a multiple regression relationship formed between a
dependent variable and multiple independent variables to predict the probability of an
event. The independent variable of the logistic regression analysis model can be
continuous or discrete, and it doesn’t need to satisfy the normal distribution, so it has a
wider range of application than other models. It uses a nonlinear Sigmoid function for
the analysis of the two-class dependent variables, and it uses maximum likelihood
estimation to ensure that the fit at each point is optimal. The specific steps of the
Logistic regression analysis are shown in Fig. 3.

Table 2. Classification accuracy of craniofacial parameters in North of China population by
Stepwise Fisher discriminant function analysis

Craniofacial parameters and functions Male (n %) Female (n %) Total (%)

Stepwise Fisher function analysis 32/38 84.2 44/51 86.2 85.2
Cross-validated 33/38 86.8 44/51 86.2 86.5

Extracting feature vectors

Construct prediction function

Inputting training sample

Optimization method to 
determine the best regression 

coefficient

Determine the classification 
model

Classification and 
discrimination of sample

Fig. 3. Logistic regression steps
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In this study, Logistic regression was applied to identify the sex of cranium, and the
accuracy of the test was verified by experimental results. For the 178 skull models, the
forward stepwise regression based on maximum likelihood estimation established
Protruding of eyebrow, Inter-mastoid width, maximum cranial length, cranial base
length, maximum cranial circumference as the independent variable regression equa-
tion is as follows:

Pðy ¼ 1jxÞ ¼ e
�0:081�X4 þ 0:638�X6 þ 0:194�X12 þ 0:201�X15 þ 0:343�X16�107:376

1þ e�0:081�X4 þ 0:638�X6 þ 0:194�X12 þ 0:201�X15 þ 0:343�X16�107:376

Pðy ¼ 0jxÞ ¼ 1

1þ e�0:081�X4 þ 0:638�X6 þ 0:194�X12 þ 0:201�X15 þ 0:343�X16�107:376

ð2Þ

Logistic regression analysis method classified 85.2% of the skulls (84.2% males
and 86.2% females). Leave-one-out cross-validations proved that the model was highly
reliable with 86.5% of skulls being correctly classified as shown in Table 3.

3.3 Sex Determination of Incomplete Skulls

In actual criminal cases, incomplete skulls are often encountered, while sex identifi-
cation methods used generally do not involve gender identification of non-integrated
skulls. In order to verify the universality of the proposed algorithm, we use the two
methods above to identify the skulls without mandibular and frontal bone respectively.
Of course, this method can also be applied to incomplete skulls with missing parts. Due
to the lack of examples of incomplete skulls, the incomplete skull model data used in
this paper was processed using software for the complete skull. For skulls with frontal
bone only, two craniofacial parameters of the frontal chord and the frontal arc can be
measured to establish a discriminant equation. For the skull with mandible only, the
craniofacial parameters of mandibular angle width and mandibular height can be
measured to establish the discriminant equation. The results are shown in Table 4.

From the table above, it can be seen that stepwise Fisher method and Logistic
regression method can both achieve sex identification of incomplete skulls with high
accuracy and can provide reference for practical applications. For the incomplete skulls
in northern China, the stepwise Fisher method is better and the accuracy is higher than
the Logistic regression method. The accuracy of mandibles used for gender identifi-
cation is higher than that of the frontal bones. However, the actual situation still needs
to be verified.

Table 3. Classification accuracy of craniofacial parameters in North of China population by
Logistic regression function analysis

Craniofacial parameters and functions Male (n %) Female (n %) Total (%)

Logistic regression function analysis 33/38 86.8 45/51 88.2 87.5
Cross-validated 34/38 89.4 46/51 90.2 89.8
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4 Discussion

In this study, we generated a new set of sex discriminant functions for the skull by
using recent anthropological measurements of Chinese skulls. Based on the results
presented above, we can conclude that China population has a pronounced sexual
dimorphism. When measuring skull indicators, two principles should be followed.
First, it is convenient to define and measure. Many previous reports [14–16] have
mentioned the importance of generating practical discriminant functions that utilize
measurable characteristics from clearly identifiable landmarks. Second, measurements
must be effective on partially broken skulls. In actual forensic cases, we often
encounter parts of bones that are broken and so only a limited number of discriminant
functions can be applied.

In addition to broken bones, we frequently see cases where only the frontal bone or
mandible is found. In consideration of this, separate discriminant functions were
established for the variables associated with these two parts of the skull. Several other
reports have established discriminant functions for the skull [16–19]. The accuracy in
these reports ranged from 83.07 to 89.71% for functions constructed with four or five
variables [16], from 84.1 to 83.7% with five or seven variables [17], from 83.5 to
87.6% with three to eight variables [18], and from 81.1 to 85.7% with three or six
variables [19]. Although the variables selected in these previously established functions
are not the same as those selected in this study, the classification accuracies of the
functions are similar.

In this paper, the accuracy rate of gender discrimination is between 85% and 90% for
complete skull and about 70% for incomplete skull. It basically meets the application
requirements and can provide reference for practical work. However, in practical
applications, the higher the accuracy is, the better the accuracy of this article is. There is
still some gap between the accuracy of this article and the ideal value. This is also the
motivation and direction for future research. Twisha et al. [20] used Logistic regression
and discriminant functions to perform skull sex discrimination on 901 healthy Gujarati.
The accuracy of male discrimination was 92%, and the accuracy of female discrimination

Table 4. The discriminant function and accuracy of the two methods
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was 80.9%. Ren et al. [21] combined the non-measurable and non-measurable charac-
teristics, combined the nonlinear dimensionality reduction and non-linear classification
methods to perform gender discrimination on the skulls of 94 Han adults. The highest
accuracy rate was 96.4%. Although the accuracy rate varies from different researcher,
different races, different sample sizes and different methods, it is of reference value in the
application.

Based on the study, we can conclude that the North China population has a pro-
nounced sexual dimorphism. It is imperative to use the discriminant functions only to
the similar population. In other words, the population groups with similar sexual
dimorphism can use this formula.

5 Conclusion

Summarizing the results above, we can conclude that the Uygur skulls in Chinese
present a well-defined sexual dimorphism. The discriminant function established in this
paper still needs a large number of test samples to verify, and the application of the
actual case can confirm its application value. Further research may consider expanding
the skull training sample sets and test sample sets to increase credibility. For incom-
plete skulls, the skull can be divided into regions. Apart from the frontal bone and
mandible, sex identification can be performed on other cranial regions. In addition, it is
necessary to further improve the performance and accuracy of the discriminant method.
We hope our study can contribute to further population data studies, or can even
contribute to skull gender recognition in other populations.
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Abstract. Detecting anatomical landmarks on structural magnetic
resonance imaging (MRI) is an important medical computer-aid tech-
nique. However, for some brain anatomical landmarks detection,
linear/non-linear registration with skull stripping across subjects is usu-
ally unavoidable. In this paper, we propose a novel method. Starting
from the original MRI data, a series of 3D convolutional neural networks
(cascaded 3D-CNNs) are adopted to iteratively update the predicted
landmarks. Specially, the predicted landmarks of each 3D-CNN model
are used to estimate the corresponding linear transformation matrix by
linear square regression, which is very different from traditional registra-
tion methods. Based on the estimated matrix, we can use it to trans-
form the original image for getting the new image for the next 3D-CNN
model. With these cascaded 3D-CNNs and linear square regression, we
can finally achieve registration and landmark detection.

Keywords: Anatomical landmark detection · Cascaded 3D-CNNs
Linear square regression · Fast · Robust

1 Introduction

Recently, deep learning [1] is increasingly used for landmarks detection in medical
analysis [2–6]. Interesting, a data-driven manner is utilized to generate discrim-
inative landmarks [6] between Alzheimer’s disease (AD) [8] and normal control,
which can effectively improve the performance of AD diagnosis. This kind of
landmark detection is also the topic of this paper.

In [6], Zhang et al. defined discriminative landmarks between AD and
healthy control (HC) via a data-driven manner and then used a regression-forest
algorithm to identify those landmarks. Furthermore, similar method can be effec-
tively used with the help of longitudinal structural MR images [9]. But, in order
c© Springer Nature Switzerland AG 2018
J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 599–608, 2018.
https://doi.org/10.1007/978-3-319-97909-0_64
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to cover landmarks in different locations, many random forests have to be trained
and used. Besides, massive image patches have to be extracted for training these
models. Moreover, some additional fine processes have to be employed to make
the algorithm have final good performance. As an improved scheme, a fully con-
volutional network (FCN) has also been adopted to jointly predict all landmarks
at the same time in [7]. However, the FCN was completed by two stage training,
due to limited medical imaging data. But, in the first training stage, massive
image patches still need to be extracted for training.

In addition to the above mentioned problems, as a basic step for brain MRI
preprocessing, linear/non-linear registration with skull stripping across subjects
is usually unavoidable. To address this critical issue, we propose a novel method
to directly work on original MRI data (with little preprocessing), for iteratively
estimating landmarks with cascaded 3D-CNNs. In particular, landmarks pre-
dicted by each 3D-CNN model are used to estimate the corresponding linear
transformation matrix by linear square regression. Based on the estimate trans-
formation matrix, we can use it to transform the image and obtain the new
image for the next 3D-CNN model. Finally, a linear transformation matrix can
be estimated. This registration strategy is very different from traditional linear
registration methods [10]. They usually try to hard search a best transformation
which can yield the minimum cost for a given cost function while our regis-
tration can be regarded as a learning-based method. The whole procedure can
be regarded as fast linear image registration and seamlessly achieve landmark
detection at the same time.

2 Materials

All subjects used in this study are obtained from the publicly available dataset,
ADNI-11. Totally, there are 199 AD, 229 HCs and 404 MCI subjects, each with
1.5T T1-weighted MR image. All these images are conducted with some neces-
sary preprocessing, i.e., reorientation and resampling to 256× 256 × 256 (with a
voxel resolution 1× 1 × 1 mm3). A preprocessed MR image and its corresponding
landmarks are shown in Fig. 1. As we can see, many landmarks are concentrated
around the hippocampus. These areas play important roles in memory and are
related to AD [8]. We call these images as original images (ori-images) and
the images after linear registration (the Colin27 template [14] for reference) as
lin-images.

In experiments, we randomly select 420 subjects from 428 AD and HC sub-
jects as our training set, and use the remaining 8 subjects as validation set to
tune the parameters of our networks. Totally, 404 new MCI subjects are used
as our testing set to evaluate our approach, demonstrating its robustness. For
all the training subjects, their corresponding 100 anatomical landmarks in ori-
images (ori-landmarks) and lin-images (lin-landmarks) respectively are defined
by [6]. For all the testing subjects, we use their corresponding 100 ori-landmarks

1 http://adni.loni.usc.edu.

http://adni.loni.usc.edu


Fast and Robust Detection of Anatomical Landmarks 601

defined by the same way as the ground truth to evaluate the performance of our
approach. All these landmarks can be represented as follows:

L = [(x1, y1, z1)T, .(xi, yi, zi)T.., (x100, y100, z100)T] (1)

where (xi, yi, zi)T denotes the coordinate of the i-th landmark. For simplic-
ity, we use Lori and Llin to represent the ori-landmarks and the lin-landmarks,
respectively.

Fig. 1. Example anatomical landmarks on different slices with 3 mm striding.

3 Method

3.1 Overview

The pipeline of proposed method is shown in Fig. 2, which is composed of a
number of similar blocks (1,...,n). The input images of each block come from
the output images of its previous block. Each block consists of two main parts,
namely a 3D-CNN model and a landmark-based linear transformation estimation
with linear square regression (LSR), except the last block that only contains a
3D-CNN model. The structure of 3D-CNN is the same for all the blocks. The
details of the 3D-CNN and the LSR will be described in Sects. 3.2 and 3.3.

In the training stage, for the 3D-CNN in the first block, we use the ori-images
and their corresponding Lori (L1

lin) to train the first 3D-CNN. Once completing
this training step, the trained 3D-CNN is used to predict the landmarks L1

pre of
the training ori-images. Then, we can conduct the LSR between the L1

pre and
their corresponding lin-landmarks Llin and get the corresponding transforma-
tion matrix W1 and biases b1 for each subject in the first block. Based on the
estimated matrix W1, biases b1 and the ori-images, we can get a set of new
training data (through linear transformation) for the next 3D-CNN. By apply-
ing the same corresponding matrix W1 and biases b1 to the Llin, the labels
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Fig. 2. The pipeline of proposed method.

L2
lin of the second 3D-CNN in the second block can be obtained. Next, we keep

training the second 3D-CNN. Especially, the weights of the first 3D-CNN are
used to initialize the weights of the second 3D-CNN, which is very important
as shown in Sect. 4.3. But, there is a problem in the testing stage, since we
don’t know their lin-landmarks Llin, to address this problem, we use the average
landmarks Lmean of all training lin-landmarks Llin as our targets in the LSR
for every testing subject. This could cause a potential issue since the targeted
landmarks are changing across subjects. To further handle this problem and
get better performance, we propose a novel data augmentation, i.e., we also use
the Lmean as targets in the LSR to augment our training data for the second
3D-CNN, which helps our model to see more data based on different transforma-
tions and thus enhance the generalization ability of our model. In this way, the
amount of training data of the second 3D-CNN are also doubled, compared with
the training data of the first 3D-CNN, since no data augmentation is used for
the first 3D-CNN. The same training/testing strategies are used for the blocks
3 to n.
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3.2 3D-CNN

The conventional convolutional neural network (CNN) [11] consists of suc-
cessively stacked convolutional layers, optionally followed by spatial pooling,
one or more fully-connected layers and a softmax layer. For convolutional and
pooling layers in the usual 2-dimensional CNN (2D-CNN), each layer is a
three-dimensional tensor organized by a set of planes called feature maps, while
convolutional and pooling layers in the 3D-CNN are the four-dimensional ten-
sors organized by a set of cubes, which is naturally suitable to deal with 3D
MR images. The fully-connected layer and the softmax layer are the same
with the common deep neural network (DNN). Inspired by the locally-sensitive,
orientation-selective neurons in the visual system of cats, each unit in a feature
map is constrained to connect a local region in the previous layer, which is called
the local receptive field. Two contiguous local receptive fields are usually shifted
for s pixels (referred as stride) along a certain direction. All units in the same
feature map of a convolutional layer share a set of weights, each computing a dot
product between its weights and local receptive field in the previous layer and
then followed by nonlinear activation functions (e.g., rectifier). Meanwhile, the
units in a pooling layer perform a spatial average or max operation for their local
receptive field to reduce spatial resolution and noise interferences. Accordingly,
the key information for identifying the pattern can be retained. We formalize
the convolution operation in 3D-CNN as:

Yi,j,h,k =
∑

m,n,q,l

X(i−1)×s+m,(j−1)×s+n,(h−1)×s+q,lKm,n,q,k,l

where Xi,j,h,k is the value of the input unit in feature map k at row i, column
j and height h, while Yi,j,h,k is corresponding to the output unit. Km,n,q,k,l is
the connection weight between a unit in feature map k of the output and a unit
in channel l of the input, with an offset of m rows, n columns and q heights
between the output unit and the input unit. Similarly, the pooling operation
can be conducted by using a max operation in this study. The 3D-CNN model
used in this paper is shown in Fig. 3.

3.3 Linear Square Regression

As shown in Fig. 4, given D source points (blue points) Sd = (xs d, ys d, zs d)T

(d = 1, ...,D) and their corresponding target points (red points) Td =
(xt d, yt d, zt d)T (d = 1, ...,D), the LSR tries to find a 3 × 3 matrix W and
a 3-dimensional vector b to minimize the Eq. (2) so that the new transformed
points Trd (green points) can get close to the target points.

Loss =
1
2

D∑

d=1

|WSd + b − Td|2 (2)

namely:

(W ∗, b∗) = arg min
(W,b)

Loss (3)



604 Z.-R. Wang et al.

Fig. 3. Schematic diagram of 3DCNN for landmark detection.

The Eq. 3 has closed solution. So the transformed points:

Trd = WSd + b (d = 1, ...,D) (4)

In the i-th block, for the input image j, the source points are the predicted land-
marks Li,j

pre of the i-th 3D-CNN while the target points are the lin-landmarks Lj
lin

or the average landmarks Lmean. Based on the transformation matrix W j
i and

the bias vector bji , we can transform the input image j and the corresponding
landmarks Li,j

lin for training the (i + 1)-th 3D-CNN in the training stage. Obvi-
ously, the transformed landmarks L

(i+1),j
lin can be directly obtained by using the

Eq. (4), and the transformed image can also be obtained by using this equation.
As shown in Fig. 5, we can assume a point PT in the transformed image, corre-
sponds to its corresponding location PS in the image j, which can be obtained
by tracing back based on the W j

i and bji , thus, we can get the intensity value
for the point PT (PS) according to image interpolation.

4 Experiments

4.1 Evaluation Criteria

In the experiments, we focus on evaluating our approach in detecting anatomical
landmarks for the ori-images. For example, for the testing subject j, based on the
predicted landmarks Ln,j

pre of the last 3D-CNN model and a series of estimated
transformation matrices W j

i (i = 1, ..., n− 1) and biases bji (i = 1, ..., n− 1), the
final predicted landmarks in the ori-images can be traced back according to the
following formula:

Li,j
pre = (W j

i )
−1 ∗ (L(i+1),j

pre − bji ) (i = n − 1, ..., 1)
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Fig. 4. The diagram of the linear square regression. (Color figure online)

Fig. 5. The diagram about how to find corresponding points between MR image and
transformed MR image by using the transformation matrix and bias.

To quantitatively evaluate detection performance, we use the mean Euclidean
distance to measure the detection error (DE) between all final predicted land-
marks and the ground truth landmarks in the ori-images:

DE =
P∑

p=1

√
(xp − x̃p)2 + (yp − ỹp)2 + (zp − z̃p)2

(xp, yp, zp) is the ground truth landmark and (x̃p, ỹp, z̃p) is the predicted land-
mark. There are P (40400) landmarks in all for 404 MCI subjects, each with 100
landmarks.

4.2 Experimental Setup

All 3D-CNN models in our approach have the same structure, i.e., five convolu-
tional layers in the front. Their local receptive fields, feature maps and strides are
[(5,5,5),24,1], [(5,5,5),64,1], [(5,5,5),128,1], [(3,3,3),256,1], [(3,3,3),512,1], respec-
tively. The first four convolutional layers are followed by a pooling layer while the
last convolutional layer is followed by two fully-connected layers with 1024 neural
nodes. All convolutional layers are equipped with batch normalization. All pool-
ing layers have local receptive field (2,2,2) and stride is 2, except the first pooling
layer which has local receptive field (3,3,3) and stride 3. The activation func-
tions of the convolutional and fully-connected layers are ReLU, while the output



606 Z.-R. Wang et al.

layer with 300 neural nodes uses a sigmoid function to predict landmarks. In
the training of 3D-CNN models, the common stochastic gradient descent (SGD)
algorithm with a momentum coefficient is used.

Table 1. The DE (mm) comparison of different training strategies and different total
numbers of blocks.

Block1 Block2 Block3 Block4 Block5

Structure1 3.20 2.86 2.72 2.66 2.66

Structure2 3.20 2.82 2.68 2.57 2.57

Structure3 3.20 2.70 2.27 2.02 1.95

4.3 Results

Table 1 lists the DE comparison of different training strategies and different
total numbers of blocks. For structure1, we don’t use data augmentation and
all CNN models are randomly initialized. That is, in the training stage, only
lin-landmarks Llin are used as targets in the LSR while both Llin and Lmean

are used in the structure2. Further more, in the structure3, not only the data
augmentation strategy is used in the training stage, but also the weights of the
(i− 1)-th 3D-CNN are used to initialize the weights of the i-th 3D-CNN. For all
structures (1–3), with the increase of the number of blocks, the performance of
our approach can become better and better. In the structure3, the DE can be
reduced to 1.95 mm (block5) from 3.20 mm (block1), which shows the usefulness
of the cascaded 3D-CNNs in this task. When the number of blocks is increased
to 5, the performance keeps unchanging (for structure1 and structure2) or just
small increment (i.e., for structure3). Moreover, when the number of blocks is
set to 5, compared with the structure1, the DE of the structure2 can be reduced
to 2.57 mm from 2.66 mm due to the use of data augmentation strategy, which
enhances the generalization ability of our model. Finally, the improvement of the
structure3 is significant, compared with the structure2, due to two main reasons.
First, the i-th 3D-CNN can get better initial weights than random initialization
and thus can be trained easily. Second, more importantly, we think the train-
ing data of the i-th 3D-CNN is augmented based on the training data of the
(i − 1)-th 3D-CNN, which allows our model to cover more possible transforma-
tions. All these make our 3D-CNN models improve the performance gradually.

Table 2 lists the average detection time for the whole process in our proposed
approach, using a computer with the processor of Intel(R) Xeon(R) E5-2650
2.20 GHz and NVIDIA GPU P40. It should be noted that each individual time
includes the time cost of reading and writing data. As we can see, our proposed
approach is free of traditional image registration and has very low detection
error.

We tentatively only use the traditional linear registration (TLR) method
including skull stripping to detect landmarks. First, all testing images are skull-
stripped and then the FLIRT [13] is used to achieve linear registration based
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on the Colin27 template. Finally, we take the average landmarks of all training
lin-landmarks as our detected landmarks in lin-images for every testing image
and then their landmarks in corresponding ori-images can be found by utilizing
linear registration matrix. In Table 3, we can see the detection result 2.93 mm is
unsatisfactory if we only use TLR. Further more, if we train a 3D-CNN model
based on these lin-images, the detection result can reduce to 2.05 mm while
the 3D-CNN model based on ori-images only can achieve 3.20 mm as shown
in Table 1, which means linear registration is very important. Comparing with
our method, the traditional linear registration with skull-stripping needs more
processes and gets higher detection error than our proposed method. So we think
our method has more advantages and the whole procedure can be regarded as
fast linear registration and seamlessly achieve landmark detection at the same
time.

Table 2. The average detection time of the whole process of our proposed system.

Procedure Implementation Individual time Total time

3D-CNNs (1–5) prediction C++/MXNet [12] 13.3 s 15.9 s

LSR (block 1–4) Python 2.3 s

Final prediction Python 0.3 s

Table 3. The comparison of different methods.

Method DE

TLR 2.93 mm

TLR+3D-CNN 2.05 mm

Our proposed method 1.95mm

5 Conclusion

In this study, we propose a novel and effective approach to fast detect anatom-
ical landmarks and estimate linear transformation for image registration. It’s
interesting we find a clever and effective way to combine landmarks detection
and linear registration. Our experimental results show a competitive advantage.
For the future work, we will verify our algorithm on other anatomical landmarks
and enhance our deep learning model.
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Abstract. An automated region of interest (ROI) segmentation framework is
proposed for edema detection and brain tumor segmentation from brain mag-
netic resonance images (MRI). In order to further improve the accuracy of the
framework, multimodal MRI data are applied in this framework. The framework
mainly contains three stages. First the cluster algorithm and morphological
operation are used for detecting the abnormal tissue i.e. edema so as to auto-
matically initialize the level set method. Then edge-based level set method
combining regional information is used for edema segmentation from Fluid
Attenuated Inversion Recovery (FLAIR) MRI. The final segmentation result of
brain tumor is obtained by using the cluster method, filling algorithm and
opening (morphology) operation at T1 contrast-enhanced (T1c) MRI. The
experiments are carried out on two modalities MRI slices of 8 true patients,
which have the matching ground truth of the edema and tumor. Experimental
results demonstrate the effectiveness of our algorithm.

Keywords: Level set � Brain tumor � Image segmentation � MRI

1 Introduction

Image segmentation is one of the elementary techniques in computer vision and image
analysis. The definition of image segmentation is partition an image into distinct non-
overlapping regions where each region containing each pixel with similar attributes. In
mathematical terms, image segmentation can be described using set theory models [1].
There is an image I and a set of similarity constraints Ci (i = 1,2,…), image seg-

mentation is the process of dividing I into multiple parts. That is,
SN

j¼1
Rj ¼

I;Rj \Rk ¼ ;;8j 6¼ k; j; k 2 ½1;N�. Here, Rj is a set of connected pixels that satisfy all
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the similarity constraint at the same time, which is what we call the image region. N is
an integer not less than 2, indicating the number of divided regions.

The medical images segmentation is a common task in medicine for extracting a
specific region to be analyzed. Generally, medical image segmentation methods can be
roughly categorized into thresholding [2], region growing [3], clustering [4], edge
detection [5], and model-based methods [6–14]. At present, most of the basic methods
of medical image segmentation are for two-dimensional (2D) images. Brain MRI is
usually blurred a nonuniform in intensity and brain tumor in MRI usually exhibit
unclear and irregular boundaries, which can increases the difficulty in tumor seg-
mentation. The traditional single method is difficult to achieve accurate segmentation.
Due to the above limitations, this paper proposes an automated method for brain tumor
segmentation based on 2D multimodal magnetic resonance images. In this study, a
novel automated brain tumor segmentation framework is proposed. Initially, Fuzzy
C-means (FCM) cluster [4] algorithm is introduced to segment the possible lesion
region in FLAIR MRI then obtaining binary image which may contain lesion tissue and
healthy tissue. Secondly, morphological operations [15] are applied to extract lesion
region. Then, the extracted region is utilized to initialize the improved level set
function. Li et al. [7] proposes the distance regularized level set evolution (DRLSE)
model which removes the reinitialization. We use DRLSE algorithm combined with
region information of MRI to propose an improved active contour model. Finally, the
brain tumor is segmented using T1c MRI based on segmentation results on
FLAIR MRI.

2 Proposed Method

2.1 Automatic Initialization of Level Set Function (LSF)

The initialization of the LSF plays a crucial role in the process of segmentation. Most
of traditional initialization methods require manual intervention which is time-
consuming and laborious. An automatic framework is introduced in this work with the
aim to remove artificial participation and improve segmentation accuracy. The overall
flowchart of the proposed initialization method is shown in Fig. 1. The process is
composed by two main steps. The first step is to divide the image structures into several
regions using FCM. In classification-based segmentation method, the FCM algorithm
allows pixels to have relation with multiple clusters with varying degree of member-
ships and thus more reasonable in applications of medical images [4]. After that the
image is converted to a binarized image which contains ROI. Then on the binarized
image morphological operations [15] is applied and based on information on solidity
and areas of the plausible locations, only ROI are kept. Then the LSF is initialized by
the ROI.
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2.2 Edge-Based Level Set Method Combining Regional Information
(EBLSM-CRI)

The level set method (LSM) embeds the evolution curve C(s,t) into a function U(x,y,t)
whose dimension is higher than C(s,t). In level set function U(x,y,t), a closed curve C is
represented implicitly by the zero level set function U(x,y,t): C(s,t) = {(x,y) |
U(x,y,t) = 0}. The variational level set methods [4] to transform the evolution of LSF
into a problem of minimizing an energy function defined as

@/
@t

¼ � @E
@/

ð1Þ

Exiting image segmentation models using LSM can be categorized into edge-based
level set methods [7–9, 12, 14] and region-based level set methods [6, 10, 11, 13].

In this work DRLSE model is used to drive the contour curve toward target edge
during its evolution. The level set evolution equation of theDRLSEmethod is obtained as

@/
@t

¼ ldivðdpð ruj jÞruÞþ kdedivðg ru
ruj jÞ þ bgdeðuÞ ð2Þ

where dp(*) is the derivative of potential function defined by dpðsÞ ¼ p0ðsÞ
s , l; k and b

are the coefficients of distance regularization energy divðdpð ruj jÞruÞ, length term
dedivðg ru

ruj jÞ, and the area term gdeðuÞ, respectively.

Fig. 1. The overall flowchart of the proposed initialization method

An Automated Brain Tumor Segmentation Framework 611



The level set evolution equation can be discretized as the following finite difference

equation ð/kþ 1
i;j � /k

i;jÞ
.
s ¼ Lð/k

i;jÞ, where Lð/k
i;jÞ is the approximation of the right

hand side of equation in (2). This evolution can be expressed as the following iterative
equation:

/kþ 1
i;j ¼ /k

i;j þ sLð/k
i;jÞ ð3Þ

The edge stop function g in DRLSE model plays a crucial role in stopping contour
evolution. But, the model has a defect when the target has poorly defined edge in used
images. The contour may fail to stop at the target edge because of this model merely
relating with the gradient information of images. Therefore, regional information
parameter Dif is introduced controlling the level set function evolution, which defines
the difference of average intensity value between regions inside and outside the contour
C. Within the level set model, the contour C is the zero level curve of / which is
expressed by s 2 X;/ðsÞ ¼ 0. Let I be a given FLAIR MRI to segment, we define the
abnormal tissue as the target region (It) and normal tissue as the foreground region (If)
and the rest of the image as the background (Ib). Figure 2 presents these regions using
simulation image. The lesion regions show high signal intensity on FLAIR. Figure 2
depicts two possible initialization contours. The value of Dif is gradually increased with
the curve evolution to the target edge. However, once the contour crosses the edge of
the target, the value of Dif will decrease. So, The Dif value, which is calculated by
using Eq. (4), is used to control evolutionary destination.

The value of Dif is calculated as follows

Dif ¼ Os � Bs

�� �� ð4Þ

Where Os and Bs are calculated from Eqs. (5) and (6), respectively.

Os ¼ averageðIsÞ inf/� 0g ð5Þ

Bs ¼ averageðIsÞ inf/\0g ð6Þ

Fig. 2. Illustration of 2 kinds of configuration.
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The proposed method can be implemented by using the following steps.

Step 1: Initialization. Initialize an LSF / to a function /0 using the proposed
automatic initialization method.
Step 2: Calculate Os and Bs. Calculate Os, Bs by (5) and (6) respectively.
Step 3: Calculate values of difference Dif. Calculate Dif by (4).
Step 4: Update the LSF. Update level set function by (3).
Step 5: Determine the termination of iteration. If either the level set function is
stable or k exceeds a prescribed maximum number of iterations or Dif k �
Dif k�1\0 then stop the iteration.

2.3 Brain Tumor Segmentation

The framework of this study is composed by three main steps. In the step (1), The FCM
is employed to categorize the FLAIR MR image structures into four regions. Next, the
binary image is obtained by keeping only pixels classified in the high intensity. But the
obtained binary image may contain other structures different from the abnormal tissues,
hence morphological operations are applied to select only abnormal structures in the
obtained binary image. At last the LSF is initialized by the binary image only con-
taining abnormal structures. Figure 1 shows the overall flowchart of the proposed
method of LSF initialization. The final contour of the abnormal region on FLAIR MR
image is given by the result of proposed LSM, which is illustrated in step (2). At last
step (3) the outline of the abnormal tissue on FLAIR is used to extract the same region
on T1c. It well locates the tumor region and removes the tissues which is not lesion on
T1c. This greatly reduces the impact of normal tissue on segmentation results. Then the
segmentation result of brain tumor on extracted region is obtained by using the FCM
cluster method. The final tumor region is extracted and refined using opening (mor-
phology) operation and filling algorithm. The flowchart of this step is shown in Fig. 3
for an MR image.

3 Experimental Results

Experimental data used in this study is obtained from the MICCAI 2012 Challenge
[16]. It includes four MR image modalities which are T1, T2, T1c and FLAIR
respectively. T1 with better visualization of anatomy structure and the tumor is better
visualized in the T1c. T2 is sensitive to edema and fluid, however, the vast majority of
diseased tissues contain more water and display high signal. Thus T2 is easy to
visualize lesions. FLAIR is mainly used to inhibit the free water in human tissues and

Fig. 3. The overall flowchart of the tumor segmentation

An Automated Brain Tumor Segmentation Framework 613



making it a low signal. However, the water in diseased tissue is bound water that is not
inhibited and remains a high signal to fully expose the lesion. Therefore the edema is
better visualized in the FLAIR than T2 [17]. In [6] T1c and T2 are used to enhance
visualization of the tumor by combining the information of multimodal images. In our
work, two different modal images, T1c and FLAIR, are used because our study focuses
on lesions and tumor segmentation.

All experiments are performed on a total of 88 slices image data of 8 patients
(considering 11 consecutive slices of each patient). The FLAIR is first filtered using
Anisotropic Diffusion Filter to reduce contrast between consecutive pixels. The reso-
lutions of the MR images used in this study are 176 � 216 or 230 � 230 pixel. Two
objectively metrics are used for quantitatively evaluate the segmentation accuracy i.e.
the Jaccard coefficient (Jac) and the Dice coefficient (Dice). Letting S and T be the
segmented and ground truth images, respectively. They are defined by

Jac ¼ S\ Tj j
S[ Tj j ð7Þ

Dice ¼ 2 S\ Tj j
Sj j þ Tj j ð8Þ

where �j j shows the number of pixels. The range of Jac and Dice is from 0 to 1, the
greater the better.

First, we analyze the influence of the LSF initialization on the segmentation result
of abnormal tissue. As the LSM is sensitive to initialization, different initializations are
used in order to test the influence of our method. Eight possible initializations and their
segmentation result are illustrated in Fig. 4. The selected original image data and its
ground truth are shown in the first column on the right hand. In row 1 the red contour
illustrates the initialization and in row 2 the red contour illustrates the evolution result
achieved by the proposed LSM. We randomly select eight initial contours (in row 1:
from left to right 1–7). The second column on the right hand illustrates the initial
contour achieved by the proposed automatic initialization method and the result of
evolution, respectively. Table 1 shows the comparisons of segmentation accuracy with
respect to different initializations. We can see that initialization has great influence on

Fig. 4. Result of different LSF initializations on FLAIR MRI. (Color figure online)
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segmentation result and our proposed initialization method perform better than other
initializations.

Second, we analyze the behavior of our proposed EBLSM-CRI comparing with
other level set algorithm such as Caselles method [9], Chan & Vese (C-V) method [10],
Lankton method [11] and the DRLSE method mentioned in this paper. This phase of
the experiment is carried out on FLAIR MR image of real patient data with brain
lesion. To ensure the fairness of the comparison of the obtained result, the same
automatic active contour initialization as proposed in this study is used in all experi-
ments. The parameters values of the proposed method in this study is set to r ¼ 3,
l ¼ 0:04, a ¼ 1:3, e ¼ 1:5 and k ¼ 3. For Caselles, C-V, LanKton method the
parameters for each modality are carefully chosen. For DRLSE method, the parameters
are identical with our method. Figure 5 presents the segmentation results obtained by
(from (a) to (e)) the Caselles method, the C-V method, the Lankton method, the
DRLSE and the proposed method. The ground truth of brain lesion, as made by a
physician, is shown in Fig. 5(f). It is observed that the circumscription (in red) of the
proposed method is more robust than the comparative methods. Segmented results
obtained by DRLSE and the proposed method are illustrated in Fig. 5(d) and (e),
respectively. We can obviously notice that when the brain lesions with poorly defined
boundaries, the segmented result by the DRLSE is always considerably larger than the
actual region, as marked in Fig. 5(d). Table 2 provides the comparative accuracy (in
terms of Jac and Dice) obtained for each comparative method in the segmentation of 8
patients data.

Last, we compare the proposed automated brain tumor segmentation framework
with Subhashis Banerjee et al. [2] proposed semi-automatic MR brain tumor seg-
mentation framework using multi-level thresholding technique and Elisee Ilunga-
Mbuyamba et al. [6] proposed automatic MR brain tumor segmentation framework
using region-based active contour model. The experiment is carried out on the MRI of
real patients with tumor. We randomly select 8 patients brain MRI data. Elisee Ilunga-
Mbuyamba et al. propose localized active contour model with background intensity
compensation method (LACM-BIC) fuses the T1c and T2 using I ¼ T1cþ jT2
equation, where j ¼ 0:2. Only T1c is used on Subhashis Banerjee et al. proposed
single seed delineation with multi-thresholding method (SSDMT). The FLAIR and T1c
are used on our proposed method. Figure 6 shows the performance comparison of
existing and proposed method for brain tumor segmentation. It can be observed that our
proposed approach is able to segment brain tumorous tissue more accurately than the
comparative methods.

Table 1. Accuracy and run time of different initialization methods.

Num 1 2 3 4 5 6 7 8

Dice 0.8246 0.9267 0.8169 0.9312 0.8628 0.7434 0.9266 0.9533
Jaccard 0.7015 0.8634 0.6905 0.8712 0.7586 0.5916 0.8632 0.9108
Run time(s) 19.2438 19.0432 21.9240 18.4819 21.7920 20.5017 21.9007 11.3573
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Table 3 provides a quantitative comparison results obtained for each comparative
method in the segmentation of 8 patients data, based on the two measures of Eqs. (7)
and (8). It is found that the proposed method is better than the existing method for brain

Fig. 5. Segmentation result of real patient data. (a) Chan & Vese method, (b) Caselles method,
(c) Lankton method, (d) DRLSE method, (e) Proposed method, (f) Ground truth (Color figure
online)

Table 2. Accuracy of different methods over T1c slice of 8 patients.

Patient Init+CV Init+Caselles Init+LanKton Init+Li Init+Proposed

# Jaccard Dice Jaccard Dice Jaccard Dice Jaccard Dice Jaccard Dice

1 0.7852 0.8797 0.7955 0.8861 0.8171 0.8994 0.8568 0.9229 0.9108 0.9533
2 0.6529 0.7900 0.7884 0.8817 0.8649 0.9276 0.5650 0.7221 0.8583 0.9237
3 0.7424 0.8521 0.7393 0.8501 0.6956 0.8204 0.8485 0.9180 0.8725 0.9319
4 0.8248 0.9062 0.7382 0.8494 0.7445 0.8535 0.6415 0.7816 0.7726 0.8717
7 0.8129 0.8968 0.8095 0.8947 0.8901 0.9418 0.7070 0.8284 0.9047 0.9559
9 0.8492 0.9185 0.8876 0.9405 0.9020 0.9485 0.9098 0.9528 0.9163 0.9563

11 0.8395 0.9127 0.9052 0.9502 0.9261 0.9616 0.8935 0.9437 0.9161 0.9562
23 0.7589 0.8629 0.8069 0.8931 0.8556 0.9222 0.7462 0.8547 0.8893 0.9414
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tumor segmentation. Table 3 shows that for patient 4 the Jaccard coefficient value of
0.8357 achieved by the proposed method is the highest and the value of 0.6324 reached
by LACM-BIC is the lowest, the difference in values between the highest and the
lowest is 0.2033.

Fig. 6. Segmentation result of real patient data. (a) Original image, (b) Ground Truth,
(c) Proposed Method, (d) SSDMT, (e) LACM-BIC.

Table 3. Accuracy of different methods over T1c slice of 8 patients.

Patient SSDMT LACM-BIC Init+Proposed
# Jaccard Dice Jaccard Dice Jaccard Dice

1 0.9091 0.9524 0.9465 0.9725 0.9508 0.9748
2 0.8692 0.9300 0.8089 0.8944 0.9537 0.9763
3 0.8780 0.9351 0.8378 0.9118 0.8993 0.9470
4 0.8253 0.9043 0.6324 0.7748 0.8357 0.9105
7 0.8391 0.9125 0.866 0.9282 0.9017 0.9583
9 0.8186 0.9003 0.8406 0.9134 0.8831 0.9379
11 0.8047 0.8918 0.7984 0.8879 0.8336 0.9093
23 0.8207 0.9015 0.8908 0.9423 0.9013 0.9481

An Automated Brain Tumor Segmentation Framework 617



4 Conclusion

Due to the complex diversity of medical images and the difficulty of manual seg-
mentation, computer-aided segmentation method has become an important means to
increase the accuracy and efficiency of medical diagnosis. In recent years, a wide
variety of approaches have been suggested for brain MRI segmentation. It is difficult to
achieve the desired results by using a single method to segment a single medical image.
In this work, an automated segmentation framework using multimodal MRI is pre-
sented. We propose an edge-based level set method combining regional information
method, which is adapted for handling the region of interest with poorly defined edges.
And the proposed method with automated initialization is implemented by utilizing
cluster algorithm and morphological operation. We have compared the performance of
the proposed method with a semi-automatic segmentation method SSDMT and an
automatic segmentation method LACM-BIC. The experimental results demonstrate
that the proposed method performs better for edema detection and brain tumor
segmentation.
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Abstract. Automatic detection and recognition of animals has long
been a popular topic. It can be used on different areas, such as ecosystem
protection, farming industry, insurance industry, etc. Currently, there
is still no robust and efficient method for this problem. Deep neural
network, a recently rapid developing technology, has shown its great
power on image processing, but suffers from low training speed problem.
Recently, transfer learning has become popular because it avoids train-
ing the network from scratch, which significantly speeds up the training
speed. In this paper, we focus on the pig recognition contest organized by
a Chinese finance company. Applying all frames for training the neural
networks with VGG-19 will result in an accuracy lower than 60% in the
prediction steps. With experiments, we find out a key to enhance the
accuracy of the video-based pig recognition task is that the frames have
to be carefully selected with a certain algorithm. To take advantage of
the strengths of different network architectures, we apply feature integra-
tion method with the deep neural networks of DPN131, InceptionV3 and
Xception network together. We then implement the integrated feature
to train the labelled dataset which are frames extracted from the videos
of 30 pigs. The resulted model receive an prediction accuracy of 96.41%.
Experiments show that the best performance of our proposed methods
outperforms all classic deep neural networks training from scratch.

Keywords: Pig recognition · Automatic detection
Feature-integration · Video-analysis

1 Introduction

Getting accurate and real-time information about the behavior and location of
animals is of great value in the fields of biology, ecology, zoology sciences and
farming industry [6,7]. Driven by the increasing demand of ecological surveillance
and biodiversity monitoring, more and more images are collected with the aid of
advanced imaging system. Currently, most of the related work is done by manual
detection from recorded videos and images, it is of course prohibitive to rely on
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experts manual handling to annotate these data. With the recent development of
machine learning technology, automatic and accurate animal detection becomes
possible.

Deep learning, a revolutionary machine learning methodology, has been
developed greatly thanks to the advancement of hardwares and the explosion of
information. It shows its great power in natural language, image and video pro-
cessing tasks [8–10]. Many researches has used different deep learning method-
ology to realize automatic animal detection. For example, Poon et al. [11] used
deep neural network to estimate sheep pain levels using facial action unit detec-
tion. Recently, Kaggle organized dog breed recognition competition. Therefore,
an automatic way to analyze the animal images is of great potential.

Fig. 1. Transfer learning.

In this paper we focus on the pig face recognition contest organized by a
Chinese finance company. The data provided are videos with pigs. Two extracted
frame images are shown in Fig. 1. Since the pigs in the videos are moving, it is
necessary to find the optimal frames selection method from the extracted frames.
After experimenting with I-frame, P-frame, B-frame and different extracting
intervals, we find the optimal method to extract video frames is extracting the
frames with an interval of 5. A comparison is shown in Table 1. Finally, 9w
images are extracted from the videos as our training set. We try to investigate
the deep learning methodology to automatically detect and recognize pigs from
the images, the whole process is shown in Fig. 1. Many researchers have already
done a lot of researches on human face recognition [12,13], These researches have
generated great commercial value. However, there is a lack of study related to
animal recognition. Our work contributes the literature in this area.

Recently, many researchers experiment on combining different networks
together to take advantage of the strength of different networks at the same time.
Some successful networks include DPN(Dual Path Network) [4] and Inception
net [3]. Inspired by their success, we build a deep neural network that combines
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some well-known networks together, in order to fully utilize the information from
the input image. Our experiment shows that the combination of a Dual path
network, a InceptionV3 network and a Xception network performs the best. To
relieve the over-fitting problem, we use data augmentation as shown in Fig. 6.

Fig. 2. Sample pig images.

Transfer learning, which means transferring the knowledge learned from one
task to the target task, has been increasingly popular during recent years, espe-
cially in the context of deep learning. It means extracting the parameters from
a well-trained source network and transfer them to a new target network (as
illustrated in Fig. 3.). The intuition is that there is similarity among different
learning tasks, thus we can transfer the knowledge learned from one task to the
others. Training deep neural network (DNN) usually suffers from the burden of
calculation due to the large number of parameters to be trained, even with the
advancement of hardware technology (such as GPU and cloud computing). How-
ever, this problem can be relieved by transfer learning because it avoids training
the network from scratch. Literatures show that the training process can be sped
up significantly by proper using of transfer learning [14,16].

2 Related Work

2.1 Animal Detection and Recognition

Norouzzadeh et al. [19] investigated the methodology to automatically identify,
count, and describe wild animals in camera-trap images. They were the first to
show that deep neural networks can perform good on the SS dataset, as well
they showed the great potential to deploy deep neural network on such subjects.
Table 1 shows the target and method in two specific animal detection problems.

Lu et al. [11] extended techniques for recognizing human facial expressions
to encompass facial action units in sheep, which can then facilitate automatic
estimation of sheep pain levels. They first detect sheep faces, localize facial land-
marks, and then extract facial features. The final pain levels are determined by
Support Vector Machine. This study shows the capability of automatically ana-
lyzing animal facial expression, which is also used in our study.
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Fig. 3. Transfer learning.

Table 1. Specific animal detection literature

Horse [2] Sheep [11]

Target Distinguish horses in camera
videos

Estimate sheep pain level

Method 1. Gabor filter for face
characterization;

1. Viola-Jones object detection framework
for face detection;

2. DNN for vector extraction; 2. Caascade Pose Regression for facial
landmark detection;

3. Linear SVM for
classification

3. Histogram of Oriented Gradient(HOG)
feature descriptor;

4. SVM classification

2.2 Transfer Learning

Pan and Yang [5] gave a rigorous definition of transfer learning. Denote
the domain of source task and the target task as DS and DT respec-
tively. More specifically, DS = {(xS1 , yS1), (xS2 , yS2), ..., (xSn

, ySn
)} and DT =

{(xT1 , yT1), (xT2 , yT2), ..., (xTn
, yTn

)}, where xSn
is the nth data instance, ySn

is
the corresponding class label in the classification task, xTn

is the input data and
yTn

is the corresponding output.
Given a source domain DS and learning task TS , a domain DT and learning

task TT , transfer learning aims to help improve the learning of the target predic-
tive function fT (·) in DT using the knowledge in DS and TS , where DS �= DT ,
or TS �= TT .
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Some commonly used techniques based on if the target or the source task
dataset have labels is shown in Fig. 4. Yang, Hanneke and Carbonell [1] explore
a transfer learning setting, in which a finite sequence of target concepts are
sampled independently with an unknown distribution from known family.

Fig. 4. Common techniques for transfer learning.

Shin et al. [14] examined when and why transfer learning from pre-trained
ImageNet (via fune tuning) can be useful. They studied two specific computer-
aided detection (CADe) problem, namely thoraco-abdominal lymph node (LN)
detection and interstitial lung disease (ILD) classification. Their empirical study
shows that cross-dataset CNN transfer learning are indeed beneficial.

3 Approach

In this section, we introduce our methodology of video-based pig recognition
step by step, including the network we use, transfer learning method, feature
extraction method and feature integration method. Firstly we will discuss about
the theory of why feature integration has outstanding performance, then we will
provide the detail implementation of the feature concatenation approach.

3.1 Theoretical of Feature Integration in Transfer Learning

The problem of DNN training from scratch can be described as the following
optimization problem:

3.2 Theoretical of Feature Integration in Transfer Learning

The problem of DNN training from scratch can be described as the following
optimization problem:

θ� = arg min
θ∈Θ

E(x,y)∈D[l(x, y, θ)] (1)
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where l(x, y, θ) is a loss function that depends on the parameter θ, D are the
training dataset. Transfer learning is still a ’blackbox’ without too much math-
ematical exploration, but fine tuning can be deemed as a combination of two
optimization stages, which is:

θ1 = arg min
θ1∈Θ1

E(x,y)∈P [l(x, y, θ1)] (2)

where θ1 = (θpre, θdrop), and

θ� = arg min
θnew∈Θ2

E(x,y)∈D[l(x, y, θ2)] (3)

where θ2 = (θpre, θnew).
The experimental success of transfer learning based on the assumption that

D and P have similarity. If D and P are homogeneous, then

sup
D

|θnew − θdrop)| < ε (4)

the two optimization degenerate to one. Here we fix θpre and expect the dif-
ference between θdrop and θnew can address the difference of D and P . The
final layer of the network is actually a linear regression, where the estimation of
parameters is:

βest = (X ′X)−1X ′Y (5)

where X is the input of the last layer and Y is the label. To avoid singular X ′X,
it is better to have higher dimension of X ′. Thus, we concatenate the output
of second to last layer of well-known three networks together, then feed to the
final fully connected layer. Experiment shows that our approach performs much
better than single network.

3.3 Network Architecture and Fine-Tuning

The networks we use include Inception-V3 [21], Xception [4] and DPNs131 [4].
The weights and bias are transferred from networks pre-trained on ImageNet
for all the layers before the final fully connected layer. Concretely, only the
parameters from the final layer are adjusted during the training process.

Transfer learning is re-implementing the knowledge learned from one dataset
into a new dataset. It avoids training the network from scratch, which signifi-
cantly improves the training speed. A widely used skill to implement transfer
learning is the fine-tuning. Conservative training, a technique of fine-tune which
means minimizing the difference between the source data and the target data
with a few modification of the Neural Networks, are used in our problem. Con-
cretely, we firstly extract features from the training data set with the pre-trained
weights of the champion networks trained on ImageNet.

However, this approach is with limitation that the combination of differ-
ent networks is hard. It is not easy to quantitatively integrate the advantages
of different deep neural networks. To address this issue, we implement fea-
ture extraction approach instead of directly fine-tuning the pre-trained neural
network.
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Fig. 5. Feature extraction with convolutions.

3.4 Feature Extraction

Many experiments show that convolution operation can extract the abstract
features from the images. This is the well-known “black box” of deep learning.
Still, there is no good explanation why deep neural network has such outstanding
performance.

Classic feature extraction methods in computer vision include Histogram
of Oriented Gradient(HoG), Local Binary Pattern(LBP), Haar-like and so on.
Experiments show that features extracted by CNN contain the information of
features extracted by traditional methods. Hence, we apply features extraction
method using CNN as illustrated in Fig. 5.

3.5 Feature Integration

Feature integration is used by us to enhance the robustness of the training model.
Concretely, a fine-tune operation at the training step will be applied on the final
fully-connected layer, the dimension of input of which is (1, N × d), where N is
the number of networks, (1, d) is the dimension of output of each networks.

As shown in Fig. 5, every deep neural network(DNN) extracts a feature with
a certain dimension. Later on, a merge operation is performed on the features.
As a rule of thumb, N is selected as 3 for the best performance. The reason is
that training with a larger number tends to overfit the model, even with more
data augmentation.

The concrete operation of the integration is a concatenation of the vectors.
Suppose the deep neural networks extract feature vectors of a, b and c, the
integration is denoted as:

d = concat(a, b, c) = (a1, ..., an, b1, ..., bn, c1, ..., cn) (6)
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a = (a1, ..., an), b = (b1, ..., bn), c = (c1, ..., cn) (7)

The beginning of b is concatenated to the end of a and the beginning of c
is concatenated to the end of b. This concatenation will result in a integrated
vector d. d is subsequently trained as the nodes of a fully-connected layer of the
neural network with the labelled data set of the pigs (as shown in Fig. 6).

Fig. 6. Feature concatenation of neural networks.

4 Experiments

4.1 Dataset

The data set is provided from the challenge of a pig recognition competition.
Finance. It contains 30 videos of pigs covering most parts of the whole body
of pigs. Since the training data set are videos whereas the test set are images,
frame extraction algorithms are necessary for converting videos to images. In our
project, we have experimented 3 kinds of key frame selection methods including
I-Frame, P-Frame and B-Frame extraction. Moreover, we try to select frames
with an intervals of 2, 3, 4, 5, 6 frames. Finally, we find the optimal frame selec-
tion method is with an interval of 5. Experiment shows that frame selection plays
an important role on the prediction accuracy. About 9w images are extracted
by us as the training set, including 6000 images of pigs as our test set.
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Fig. 7. Data augmentations.

4.2 Data Augmentations

Another step of data preparation is data augmentation. Data augmentation is
widely used to prevent overfitting on the training data. Implementation of data
augmentation is a key point for training robustness because of the variety of pig
images. To improve the robustness and the generalization ability of the trained
model, we apply the methods of rotation, reflection, flipping, zooming and shift-
ing, as shown in Fig. 7.

4.3 Feature Extractions with Several Models

It is significant to get the best combination of network architectures to realize
the best performance. We use log(loss) as the criterion to choose the best 3
architectures for feature combination. The logloss evaluation method is applied
as a supplement. The equation of logloss is:

logloss = − 1
N

N∑

i=1

M∑

j=1

yi,j log(pi,j) (8)

where N is the number of images, M is the number of classification. pi,j is the
predicted probability that the ith image is identified as the jth pig.

Experiment shows that train the VGG-19 network from scratch with all the
90000 images results in an prediction accuracy lower than 60%. Therefore, using
all extracted frames is considered a inaccurate solution. We tested three kinds
of training methods: DPN-131(training from scratch), DPN-131(fine tune from
parameters trained on ImageNet) and feature concatenation based on DPN-131,
Xception and Inception-V3(as shown in Fig 8).
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Fig. 8. Comparison of accuracy of frames selections.

Table 2. Comparison of the accuracy of different networks with fine-tune.

DNN Accuracy Loss

VGG19 87.21% 0.38

Resnet152 87.21% 0.25

InceptionV3 94.74% 0.19

Xception 94.80% 0.19

DPN131 95.17% 0.17

Densenet 83.42% 0.42

Fig. 9. Feature concatenation with three models.
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4.4 Examination of Features Integration

A comparison of different networks is shown on Table 2. As shown in the table,
the top 3 architectures are Inception V3, Xception and DPN131. Therefore,
feature integration is conducted based on the above three networks.

We did experiment to evaluate the performance of the feature concatenation
approach in comparison with single model approaches. As shown in Fig. 9., a
fully-connected layer containing 6144 nodes is trained with 30 labeled classifica-
tions. The accuracy and logloss of the integrated model are 96.41% and 0.13,
respectively. It is shown in Fig. 8, the combined network has obvious improve-
ment compared with single network.

5 Conclusion

As the experiments show, the frame selection is the key for good performance
in video-based image recognition task. In our experiment, key frames extraction
method has contribution to improve the accuracy that training the neural net-
works with all frames. However, a method sampling frames with 5-frame interval
has reachieved an maximal accuracy in our experiments. Moreover, the trans-
fer learning approach with pre-trained parameters has more robustness than
training the parameters from scratch. With features integration approach, the
accuracy of video-based pig recognition results in an decent accuracy of 96.41%
in the 6000 test set of pig images.
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Abstract. Cancer is one of the major diseases that threaten human life. The
advancement of high-throughput sequencing technology provides a way to accu‐
rately diagnose cancer and reveal the pathogenesis of cancer at the molecular
level. In this study, we integrated the differentially expressed genes, and differ‐
ential DNA methylation patterns, and applied multiple machine learning methods
to conduct cancer diagnosis. The experimental results show that the performance
of cancer diagnosis can be significantly improved with the integrated multi-scale
gene features of RNA and epigenetic level. The AUC of classifier can be increased
by 7.4% with multi-scale gene features compared to only differentially expressed
genes, which verifies the effectiveness of the integration of multi-scale gene
features for cancer diagnosis.

Keywords: Cancer diagnosis · Machine learning · Gene expression
DNA methylation · High-Throughput sequencing technology

1 Introduction

The development of the Human Genome Project and the maturity of various bioinfor‐
matics technologies have spawned a variety of new medical diagnostic techniques. High-
Throughput Sequencing Technology, also known as Next Generation Sequencing
(NGS), can be used to perform detailed analysis of the whole transcriptome and genome.
The emergence of high-throughput sequencing technology has not only improved the
accuracy and efficiency of disease diagnosis, but also promoted the in-depth study of
pathogenic mechanisms in human diseases [1, 2]. Extracting gene feature information
from massive sequencing data generated by high-throughput sequencing technology to
construct a predictive model for precise diagnosis of cancer is a focus of current cancer
research.

At present, a variety of machine learning methods have been applied to cancer diag‐
nosis based on only microarray data or RNA-Seq data. Maglogiannis et al. used support
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vector machines (SVM) to design an intelligent system for diagnosing breast cancer and
compared it with Bayesian networks and artificial neural networks [3]. Chen et al.
developed a new multitasking learning technique to predict leukemia and prostate cancer
[4]. Hijazi et al. discussed some semi-supervised machine learning methods for cancer
prediction [5]. Nakkeeran et al. combined several classification algorithms of machine
learning for feature selection and classification of cancer [6]. Kourou et al. systematically
elaborated the effects of machine learning methods for the diagnosis and prognosis of
cancer [7].

The three core steps in the gene expression process are transcription, splicing, and
translation. Gene expression is a highly regulated process in which multiple regulatory
signals are involved. As a change in epigenetic control, DNA methylation plays a key
role in transcriptional regulation, chromosomal stability and genomic imprinting [8] and
has been shown to be associated with many human diseases, including various types of
cancer [9–11]. In this study, we integrated gene expression and DNA methylation
features, using a variety of machine learning classification models for cancer prediction,
to identify whether the fusion of multi-scale gene features contributes to cancer diag‐
nosis. We downloaded RNA-Seq and DNA methylation sequencing data of tumor and
normal control samples of cancer patients from TCGA, and identified differentially
expressed genes from RNA-Seq data and detected two differential DNA methylation
patterns including Differentially Methylated Loci (DML) and Differentially Methylated
Region (DMR), then applied multiple machine learning models constructed based on
the integrated features of the differential DNA methylation patterns and differentially
expressed genes to predicting cancer. The experimental results show that compared to
cancer diagnosis based on only gene expression data, there is a significantly improve of
cancer diagnosis based on multi-scale features including gene expression and DNA
methylation patterns which testifies the effectiveness of multi-scale gene features for
cancer diagnosis.

2 Method

2.1 Experimental Steps

(1) Download patient samples with available both RNA-Seq and DNA Methylation
sequencing data from TCGA. We focused on four types of cancer including Breast
invasive carcinoma (BRCA), Liver hepatocellular carcinoma (LIHC), Prostate
adenocarcinoma (PRAD), and Thyroid carcinoma (THCA).

(2) According to the barcodes of the TCGA samples, we further filtered patients and
adopted only patients with available tumor and normal control samples which were
sequenced at both RNA and DNA methylation levels.

(3) Differential gene expression analysis and differential DNA methylation analysis
were performed on sequencing data of the four types of cancer. For each type of
cancer, we constructed three feature sets. The first set contains top 30 differentially
expressed genes. The second set contains top 15 differentially expressed genes and
15 DML with the largest absolute values of the improved relative entropy. The third
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set contains top 15 differentially expressed genes and 15 DMRs with the most CpG
sites.

(4) Because the size of available sample set of each type of cancer is not big enough,
we merged samples of the four types of cancer together for the construction of
machine learning prediction models. However, the selected features of different
types of cancer are not the same with each other, and cannot be simply combined.
Accordingly, we merged the samples of four cancers for each type of feature set,
separately. Taking the gene expression data as an example, we combined the 30
differentially expressed genes of BRCA, LIHC, PRAD and THCA into one gene
list which contains 120 genes. For each type of cancer, the genes in the list are used
as their first type of features. It means that only a quarter of the features in the list
truly belong to some specific cancer type, while the remaining features may not to
be informative for the classifier learning of such cancer type.

(5) Train multiple classifiers for learning based on the three types of features respec‐
tively, and then apply the mature machine learning classifiers to predict tumor and
control normal samples.

(6) Compare the performance of the classifiers for cancer diagnosis.

Figure 1 shows the analysis flowchart of this study.

120 features 
(DEG&DMR)

15 DMRs (PRAD)

15 DEGs (LIHC)

BRCA / LIHC / PRAD / THCA samplesTCGA database

Data processing DNA methylation samplesGene expression samples

15 DMRs (THCA)

15 DEGs (BRCA) 15 DEGs (BRCA) 15 DML (BRCA) 15 DMRs (BRCA)

Feature subset 
selection

15 DEGs (LIHC)

15 DEGs (PRAD) 15 DML (PRAD)

15 DML (LIHC) 15 DMRs (LIHC)

15 DEGs (PRAD)

15 DEGs (THCA) 15 DEGs (THCA) 15 DML (THCA)

120 features 
(DEG&DML)

Feature integration 120 features 
(DEG)

Train & Predict LR / SVM / RF / KNN

Performance 
evaluation

ROC experiment

Fig. 1. Experimental flowchart.

2.2 Identify Differentially Expressed Genes

Differential gene expression means that there is a significant difference of gene expres‐
sion between cases and controls. In the studies of cancer diagnosis based on machine
learning, differentially expressed genes are often used as input features for classifiers.
In this study, we first identified normal control and tumor samples from the same
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individual based on the TCGA barcodes, and all the corresponding samples are
combined into a data matrix. Then downloaded RNA-Seq data for all the samples and
conducted differential expression gene analysis for each cancer type. In this study, we
used the edgeR package in the Bioconductor platform to perform differential gene
expression analysis for the four types of cancer [12]. As shown in Fig. 2, the red dot in
each figure represents the differentially expressed genes that are suggested by edgeR.
All the red dots basically fall outside the two blue lines, indicating that the ratio of the
expression of these genes in different phenotypes exceeds two or less than 0.5. In
combination with p-values we can finally determine whether the difference in the
expression of a gene is statistically significant. In this experiment, not all of the differ‐
entially expressed genes were captured, but the top 30 differentially expressed genes
with the smallest p-value were selected for each type of cancer. Their p-values are all
less than 0.01. In addition, we found that the differentially expressed genes of LIHC
were mostly up-regulated, but the number of differentially expressed genes up-regulated
and down-regulated in BRCA or THCA was not much different. For example, there
were 7674 up-regulated differentially expressed genes in LIHC, but only 559 genes were
down-regulated. Unlike LIHC, the number of up-regulated differentially expressed
genes was 2833 and 2158 in BRCA and THCA, and 2514 and 1523 genes were down-
regulated, respectively. In THCA, the number of down-regulated differentially
expressed genes was even 1055 more than the up-regulated genes. The results of this

Fig. 2. Differential analysis of gene expression data using edgeR. Red dots with fold change
greater than 2 and p-value less than 0.01 indicate up-regulated differentially expressed genes, red
dots with fold change less than 0.5 and p-value less than 0.01 indicate down-regulated
differentially expressed genes, and black dots are non-differentially expressed genes. The
horizontal axis shows the average expression level of the genes, and the vertical axis represents
the logarithm of the fold change in gene expression between cases and controls. (Color figure
online)
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experiment reflect the tendency of different tumor differentially expressed genes to have
different expression status.

2.3 Identification of DML

Currently, the identification of DML is mainly based on statistical theory [13–15]. In
addition, some entropy-based methods were also proposed and showed excellent
performance. Zhang et al. quantified the differences in the status of CpG sites between
cases and controls based on the principle of relative entropy [16]. This method can retain
the information of the original CpG sites and has a high accuracy. The main formulas
for improved relative entropy are as follows:
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|| M0
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Fig. 3. Methylation levels measured at 15 CpG sites exhibit a significant difference between
tumor and controls in breast (a), liver (b), prostate (c), and thyroid (d) cancers, respectively. Each
row represents a sample. Ci and Ni are the labels of samples and represent the i-th matched pair
of cancer and normal samples, respectively. Each column represents a site. Using the CpGs we
performed hierarchical clustering on the samples. The heat map of the methylation values for these
CpGs clearly distinguishes the sample types.
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Among them, m0
ij
 and m1

ij
 represent the beta values of the j-th sample in the control

and case group for the i-th CpG site, respectively. As a measure of the methylation level
at each CpG site, the beta value ranges continuously from 0 to 1, with 0 denoting totally
unmethylated and 1 denoting completely methylated. MDDML is a quantitative repre‐
sentation of the differential methylation status of the CpG sites.

We generated heat maps for the methylation data of the DML which identified by
the improved relative entropy, and hierarchical clustering was performed across the
samples. As shown in Fig. 3, the tumor samples and the normal samples were clearly
separated, indicating that the experiment identified CpG sites with significant differences
in methylation status. These CpG sites can be considered as informative features for
cancer diagnosis.

2.4 Detection of DMRs

Classical methods for identifying DMRs include bumphunting by Jaffe et al., A-clus‐
tering by Sofer et al., and Ong et al.’s algorithm [17–19]. In recent years, Wang et al.
have designed a smooth function model to determine candidate DMRs by combining
different signal features of CpG sites [20]. The function model shows superior perform‐
ance in identifying DMRs. In this study, we used the method proposed by Wang [20] to
detect DMRs. However, this algorithm requires the m values of the methylation level,
and the methylation level in our experimental data is represented by the beta values.
Therefore, the conversion of the methylation data from beta values to m values was
conducted using the method proposed by Du [21].

Fig. 4. Statistically significant analysis of selected DMRs. The red solid line indicates the
threshold at which differences in methylation status become statistically significant in normal and
matched cancer samples (T-test at 99% level). In all four cancer types, the vast majority of DMRs
are above the solid line, indicating that the selected DMRs are statistically significant. (Color
figure online)
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We performed a T-test across samples of the selected DMRs for each cancer type,
and then used the negative logarithm function to convert the p-values. As shown in
Fig. 4, the red dotted line indicates a p-value of 0.05, and the solid red line indicates a
p-value of 0.01. In addition to a DMR of No.14 for PRAD, the p-values of all other
features are less than or equal to 0.01. The results of the T-test indicate that these methy‐
lated regions show statistically significant differences between normal and tumor
samples, and can be informative for classifier learning.

2.5 Construct Machine Learning Classifiers

In this study, four machine learning packages developed with R language, Logistic
Regression, SVM, Random Forest, and K-Nearest Neighbor (KNN), are used to
construct classifier based on the three types of feature sets. In order to compare the
predictive performance of the classifiers on the three features sets, we conducted
Receiver Operating Characteristic (ROC) analysis. The larger the Area Under Curve
(AUC) under the ROC curve, the better performance of the classifier. As shown in
Fig. 5, the green, red, and purple curves are plotted by each classifier based on three
types of feature sets. The green curves represent ROC featured by only differentially
expressed genes, the red curves represent ROC featured by differentially expressed
genes and DML, and the purple curves represent ROC featured by differentially
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Fig. 5. Classifier performance based on different three types of input feature sets. Each panel
shows the ROC experiment result for each classifier based on different feature sets. Green curves
represent data of differentially expressed genes, red curves represent data of differentially
expressed genes and DML, and the purple curves represent data of differentially expressed genes
and DMRs. The corresponding AUC area of each curve is marked alongside. (Color figure online)
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expressed genes and DMRs. The total AUCs of the green, red, and purple curves in the
four classifiers are 3.587, 3.757, and 3.841 respectively, and DEG&DMR is with a gain
of 7.4% compared to only DEG. The experiment of ROC analysis leads to such conclu‐
sion that the feature sets of differentially expressed genes and DML/DMRs outperform
the feature sets of only differentially expressed genes for cancer diagnosis. Using the
integrated feature sets, the predictive performance of the classifiers is greatly improved.
Besides, the Logistic Regression, SVM, and Random Forest experimental results
suggest that the integration of features of differentially expressed genes and DMRs was
superior to the integration of differentially expressed genes and DML for cancer diag‐
nosis.

3 Material

RNA-Seq and DNA methylation sequencing data in TCGA database can be downloaded
from https://portal.gdc.cancer.gov/ [22] (Table 1).

Table 1. The statistics of experiment samples from TCGA.

Normal samples
with RNA-Seq

Tumor samples
with RNA-Seq

Normal samples
with DNA
Methylation-Seq

Tumor samples
with DNA
Methylation-Seq

BRCA 64 64 64 64
LIHC 41 41 41 41
PRAD 36 36 36 36
THCA 49 49 49 49

4 Discussion

In recent years, the integration of multi-level biometric information has become a hot
topic at bioinformatics research field [23–26]. In this study, we fused the two kinds of
cancer risk marker information: differentially expressed genes and differential methyl‐
ation patterns. We used multiple classification models in the field of machine learning
to classify and predict tumor samples with different features. Based on the experimental
results, we have gotten to the conclusion that the fusion of multi-scale gene features can
significantly improve the diagnostic efficacy of cancer. In addition, similar prediction
results from different classifiers also demonstrate the robustness of the integrated
features. Our research provides new ideas for precision medicine. The disadvantage of
this experiment is that the matched tumor/normal samples are not sufficiently enough,
so we have merged samples of different cancer types as experimental data. Although we
have proposed solutions, we should still collect more abundant samples and perform
detailed studies on specific tumors. This paper is mainly based on cancer research, but
our experimental methods can also be applied to the diagnosis of other complex diseases.
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Abstract. In this paper, a novel Multiple Distances Based Dynamic Time
Warping (MDB-DTW) method is proposed for signature verification. In order to
obtain more discriminative and complementary information, we take accounts of
the multiple distance measurements on the Euclidian distance based DTW path.
In addition, two classifiers (SVM-based classifier and PCA-based classifier) are
adopted to fuse the useful information and remove the noise from the multiple
dissimilarity vector space. The comprehensive experiments have conducted on
three publicly accessible datasets MCYT-100, SUSIG and SVC-task2 with the
obtained EER results are 1.87%, 1.28% and 6.32% respectively, which further
demonstrates the robust and effectiveness of our proposed MDB-DTW method.

Keywords: Online signature verification � Multiple distance measurements
Dynamic time warping � Biometrics

1 Introduction

Automatic signature verification has been an active research area due to its social and
legal acceptance, and the written signatures are also in widespread use as a personal
authentication method. There are many types of research on signature verification [1–3]
while it still remains a challenging task, owing to the large intra-class variations and,
when considering skilled forgeries, small inter-class variations [4].

There are two different kinds of signatures depending on different data formats [5].
The off-line signature verification mainly deals with the signature images scanned from
documents and papers. While the on-line signature verification utilizes specific devices
like touch screens and digital tablets to capture dynamic time sequences (e.g. x, y
coordinates and pressure, etc.). Therefore, it can utilize richer dynamic information
with more accurate results comparing with the off-line mode. When considering the
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forged signatures, it can be divided into two categories, namely random and skilled
forgeries. It’s obvious that the skilled forgeries are more challenging due to its small
inter-class variations and thus, we will focus on the skilled forgeries for on-line sig-
nature verification.

For the on-line signature verification system, the users first should be registered
with genuine samples, referred as a reference set. Then, when a user presents a sig-
nature referred as a test sample, claiming to be a particular individual, the test sample
will be compared with the reference set of that claimed individual. If the dissimilarity
score is above a predefined threshold, this test sample will be rejected as a forgery.

So far many methods have been proposed to extract discriminative features and
design effective classifiers for on-line signature verification. Fierrez et al. [6] proposed
a function-based feature set, including three basic and four extended time sequences
and applied this 7-dimension feature vector into a HMM-based model. To alleviate the
instability of the signature length, Fischer et al. [7] utilized distance normalization as
well as the DTW algorithm to verify a user. A well-designed SVM classifier is used in
[8] and won the first prize in the first international signature verification competition.
There are also various DTW-based signature verification algorithms. For example,
Sharma et al. [9] exploited the information from the DTW cost matrix, while in [10], a
GMM-DTW method was proposed to extract discriminative features.

In this paper, we propose a simple but effective feature fusion strategy based on
multiple distance measurements and dynamic time warping algorithm (MDB-DTW).
This strategy utilizes seven different kinds of distance measurements to extract dis-
criminative information and then two different classifiers are implemented for making
full use of the obtained information for the final decision, respectively.

The rest of the paper is organized as follows: Sect. 2 introduces the proposed
MDB-DTW method, including seven different distance measurements, fusion strategy
and two different classifier structures. The experimental results and analysis are pre-
sented in Sect. 3 and followed by conclusion in Sect. 4.

2 The MDB-DTW Method

In this section, we will introduce the novel feature fusion strategy for the multiple
distances based dynamic time warping algorithm. We first calculate the DTW dis-
similarity and the aligned DTW path based on the Euclidian distance. With the
Euclidian distance based aligned DTW path, we can calculate other six different dis-
tances based DTW dissimilarity and fuse them into a SVM-based classifier and a PCA-
based classifier separately.

2.1 The Original DTW Dissimilarity

To align two sequences more precisely, we first extract a 7-dimension feature vector
xi; yi; pi; hi; mi;qi; ai½ � in Table 1 for each ith sequence point [6] before implementing the
DTW algorithm. The dot superscript in Table 1 can be calculated by formula (1).
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As we all know, the signature length is variable even written by the same user.
Therefore, the dynamic time warping is a suitable and efficient method to align two
sequences with different lengths. Specifically, for two sequences S ¼ s1;z; s2;z; . . .sn;z

� �
and T ¼ t1;z; t2;z; . . .tn;z

� �
, the distance matrix d can be calculated by formula (2) based

on Euclidian distance where z denotes the zth feature dimension. Then the DTW
dissimilarity D m; nð Þ and the aligned DTW path W (Fig. 1) can be calculated by (3).

d i; jð Þ ¼
Xk
z¼1

si;z; tj;z
�� ��

2 ð2Þ

D i; jð Þ ¼ d i; jð Þþmin
D i; j� 1ð Þ
D i� 1; j� 1ð Þ
D i� 1; jð Þ

8<
: ð3Þ

Table 1. The description of the features

Features Formulas

Path-tangent angle h hi ¼ arctan _yi= _xið Þ
Path velocity magnitude m mi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2i þ _y2i

p
Log curvature radius q qi ¼ log mi= _hi

� �
Total acceleration magnitude a

ai ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_m2i þ mi � _hi

� �2r
x, y, p denotes the (x, y) coordinates and the pressure.

x

y

S
T

Si Tj

Fig. 1. The pair points of the aligned DTW path
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2.2 The Multiple Distances Based DTW Dissimilarity

As we have observed that different distance measurements have different characteristics
in measuring sequences and multiple distance measurements can comprise a comple-
mentation group, which can gain more powerful discriminative ability for signature
verification, so we proposed to use multiple distance measurements in this paper.
Besides, we have made an assumption that the Euclidian distance based DTW can well
align two sequences for two reasons: (a) the Euclidian distance is the simple and
straightforward way for understanding; (b) it could achieve better results in the single
distance based signature verification system. Therefore, we choose it to align the
signature sequences for verification.

To make full use of the Euclidian distance based aligned DTW path, we finally
choose another six different distance measurements as listed in Table 2 to calculate
d i; jð Þ in (2). Considering the characteristic of different measurements, we divide these
seven distance measurements into 2 groups, namely absolute numerical group and shape
distribution group. The absolute numerical group mainly focuses on the numerical
distance between two sequences, while the shape distribution group lays emphasis on
the sequence shape and statistical distribution. Hence, the signature sample will be
characterized more precisely by our proposed two different group descriptors.

2.3 The SVM-Based and PCA-Based Classifiers

It cannot be ignored that indeed, these seven distance measurements are highly correlated
with each other. In other words, the information calculated by multiple distance mea-
surements is overlapped and noisy. To extract the tiny but useful information of a high

Table 2. Introduction of seven distance measurements

Group Distance No. Formula

Absolute
numerical
measurement

1. Euclidian
distance

dði; jÞ ¼ Si � Tj
�� ��

2

2. Manhattan
distance

dði; jÞ ¼ Si � Tj
�� ��

3. Chebyshev
distance

dði; jÞ ¼ max
z

Siz � Tjz
�� ��

4. Standardized
Euclidian
distance

dði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
z

ðSiz�TjzÞ2
std Siz;Tjz½ �ð Þ

r

Shape
distribution
measurement

5. Cosine
distance

dði; jÞ ¼ 1� Si �TjffiffiffiffiffiffiffiffiffiP
i

S2i

q ffiffiffiffiffiffiffiffiffiffiP
i

T2
i

q ¼ 1� S;Th i
Sk k� Tk k

6. Correlation
coefficient dði; jÞ ¼ 1�

P
i

Si��Sið Þ Ti��Tið ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
Si��Sið Þ

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
Ti��Tið Þ

p ¼ 1� S��S;T��Th i
S��Sk k� T��Tk k

7. Bhattacharyya
coefficient dði; jÞ ¼ 1

4

�Si��Tjð Þ2
var Sið Þþvar Tjð Þ þ

1
2 log

var Sið Þþvar Tjð Þ
2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var Sið Þ�var Tjð Þp

 !
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dimension space, we first apply the support vector machine (SVM) to the 7-dimension
dissimilarity space inspired by [8]. Besides, considering to remove the correlation, we
also adopt the principle component analysis (PCA) inspired by [11]. Finally, a distance
normalizationDN-1 and a decision formula ID2 proposed in [12] are used to calculate the
decision score as shown by formula (4) and formula (5), respectively. In formula (4),
i denotes the ith and jth sample in reference set and test set respectively, l denotes the length
of the sample and n denotes the nth subject. In formula (5), the parameters ut; rtð Þ and
ur; rrð Þ are corresponding to Dref ;ref �N ur; r2r

� �
;Dref ;test �N ur; r2r

� �
respectively. In

summary, Algorithm 1 presents the whole procedure of our proposed MDB-DTW
algorithm.
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3 The Experimental Results

Three different online signature databases are used to evaluate our proposed MDB-
DTW-SVM and MDB-DTW-PCA algorithm. Also, to make the experimental results
more convincing, we set two strict protocols with fixed reference set and test set.

3.1 Database and Protocol Description

The MCYT-100 database [13] is comprised of 100 subjects and each subject contains
25 genuine samples and 25 skilled forged samples. The SUSIG database [14] consists
of 94 subjects, 20 genuine samples and 10 skilled forged samples per subject, and the
SVC-task2 [15] database contains 40 subjects, 20 genuine samples and 20 skilled
forged samples per subject.

We have defined two protocols P5 and P10 for our experiments. For the protocols,
we use the first 5 and 10 genuine samples as a reference set, and the rest of the genuine
samples and all of the skilled forged samples of the corresponding subject as the test
set, namely P5 and P10 respectively. To compare with other signature verification
systems, we have reported the EER under the above-mentioned P5 and P10 protocols.

3.2 The Experimental Results

The EER results under the P5 and P10 protocols are listed in Table 3. It seems that the
original DTW outperforms our proposed MDB-DTW method a little under the P5
protocol for MCYT-100 and SUSIG databases. This is expected because our MDB-
DTW aims to dig the minor but discriminative information from the multiple distance
measurements and it’s reasonable that the more samples we used, the more information
our MDB-DTW will capture to enhance the accuracy. The results further confirm our
expectations.

We also compare our proposed MDB-DTW with other signature verification
approaches as listed in Table 4. To be noted that most evaluation protocols choose
reference set randomly and thus it’s unfair to directly compare the EER results. The
randomly-chosen reference set is unreliable while our fixed protocols P5 and P10 are
more convincing. In Table 4, our proposed MDB-DTW achieves the state of the art
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results except for the P5 protocol of MCYT-100 and P10 protocol of SVC-task2, even
comparing with the randomly-chosen reference set. What’s more, our proposed MDB-
DTW performs well in all three common signature databases, which further demon-
strates the robust and effectiveness of our proposed MDB-DTW method.

4 Conclusions

In this paper, we have proposed a novel MDB-DTW method, to extract discriminative
information for signature verification. We found that multiple distance measurements
can be complementary to each other and thus via the SVM or PCA method, more
discriminative information can be utilized to enhance the accuracy. The experimental
results show that our proposed MDB-DTW-SVM/PCA is robust and effective.

Acknowledgements. This work was supported by the National Natural Science Foundation of
China (Nos. 61573151 and 61503141), the Guangdong Natural Science Foundation
(No. 2016A030313468), Science and Technology Planning Project of Guangdong Province
(No. 2017A010101026).

Table 3. The EER (%) of the proposed MDB-DTW

Database MCYT-100 SUSIG SVC-task2
Protocol P5 P10 P5 P10 P5 P10

Original-DTW* 2.98 1.95 1.91 1.33 6.36 6.71
MDB-DTW-SVM 3 1.84 2.04 1.38 6.26 6.64
MDB-DTW-PCA 3 1.87 1.99 1.28 6.33 6.32

*The original-DTW refers to only use Euclidian distance based DTW
and ID2 decision formula in [12].

Table 4. EER (%) summary of different signature verification approaches

Method EER (%)
MCYT-100 SUSIG SVC-task2

Path-DTW [9] 2.765* – 7.85*
SC-DTW [7] 3.945/2.7410 3.095/2.1310 –

KL-DTW [12] 3.165/2.2510 2.135/1.610 –

DCT + Sparse representation [16] – 2.9810* 5.6110*
SVC2004 [15] – – 6.95

MDB-DTW- SVM [this work] 3.005/1.8410 2.045/1.3810 6.265/6.6410

MDB-DTW-PCA [this work] 3.005/1.8710 1.995/1.2810 6.335/6.3210

*Select the reference set randomly
The superscript 5 and 10 denote the P5 and P10 protocol respectively
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Abstract. This paper presents a method for automatic detection of taxi drivers
beard behavior. First, Haar-Adaboost algorithm is used to locate the special
window area of taxi. Secondly, the image is preprocessed by multi-scale retina
enhancement algorithm on image value channel, then face feature points and chin
area are extracted from the window area, and the beard pixel is segmented by skin
tone and gray threshold method. Finally, The method was tested by real traffic
surveillance video and the validity was proved

Keywords: Beard behavior · Window area · Face feature points · Chin area

1 Introduction

The taxi industry is an important part of the transportation industry. In the first-tier cities
such as Beijing, due to the large population, public transport can’t stand the huge crowd
pressure, it has led to an increasing demand for taxis, and the law enforcement person‐
nel’s law enforcement difficulty and work intensity have greatly increased [1, 2]. At the
same time, the taxi industry belongs to the category of service industry. Therefore, the
appearance and dress of taxi drivers are also included in the enforcement of the traffic
law enforcement department. The beard behavior is one of them. Therefore, if the auto‐
matic detection of the taxi driver’s beard behavior can be realized, it will relieve the law
enforcement pressure of the traffic department.

At present, The detection of beard behavior is not a hot research point, especially
for special groups. Most of the domestic and foreign research focuses on the beard
detection of simple environments. In document [3], a beard detection algorithm based
on facial feature points and skin color segmentation is proposed. The algorithm is more
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dependent on the color information, so the detection accuracy is easily affected by the
light. Document [4] proposes a beard detection method combined with convolutional
neural network, but this method detects face data sets and is difficult to apply in practice.
In view of the above problems, this paper proposes a method of automatic detection of
beard behavior of taxi drivers. This method proposes to use the window area detection
instead of the complete taxi detection to accurately locate the taxi driver. Secondly, use
the MSR (Multi-Scale Retina) enhancement algorithm based image value channel
(MSRBVC) for image enhancement to reduce the effect of light on the image. Then use
the libfacedetection face detection library to accurately locate the chin region, and finally
use the combination of skin color information and gray threshold segmentation to deter‐
mine whether the driver has beard behavior.

This paper describes the structure as follows. Section 2 describes the detection of
taxi window area based on Haar-Adaboost algorithm. Section 3 describes the MSRBVC
algorithm. Section 4 describes the extraction of the chin area and the beard segmentation
based on skin color information and gray threshold method. Section 5 shows the exper‐
imental results. The last section summarizes the full text.

2 Window Area Detection

In the traffic surveillance video, the scene has a certain degree of complexity. So it is
necessary to accurately locate the taxi cab, that is, to accurately position the taxi driver.
In this paper, we use the unique dome light design and window area of the taxi (The
latter is referred to as window area), proposed a window area detection method based
on the Haar-Adaboost algorithm. At the same time, in order to reduce the false detection
rate, a sliding color histogram matching method based on the dome light is proposed.

2.1 Haar-Adaboost Algorithm

The Haar feature [5, 6] refers to a rectangular feature whose value is expressed as the
difference between the gray value of the black rectangular region and the gray value of
the white rectangular region, thereby generating an image feature matrix. The commonly
used Haar features are shown in Fig. 1.

Fig. 1. Common Haar features: (picture 1) Linear feature, (picture 2) Edge feature, (picture 3)
Diagonal feature, (picture 4) Central feature.

Adaboost algorithm [7] is an improved Boosting algorithm. The algorithm does not
need any prior knowledge of weak classifiers. Its core is training different weak classi‐
fiers for the same training set, and then classifies these weak classifiers into a stronger
final classifier. Figure 2 is a process of cascade and detection of taxi by classifier.
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Fig. 2. Process of cascade and detection of taxi by classsifier.

Multiscale scanning is carried out by using different sizes of rectangular windows
on the image to be detected, and the cascade classifier is used to judge each of the
rectangular windows of the scan. If a rectangular window feature passes all cascade
classifiers, it indicates that the area is the taxi window area, and the location of the taxi
in the current image is obtained.

2.2 Training and Preliminary Test

Taking account of the fact that the taxi is partial cover by each other in the real envi‐
ronment, we choose the taxi window area which is not easy to be sheltered and use the
specific area as the positive sample feature extraction area. In this paper, the training set
contains 2767 window area positive samples and 7219 environmental negative samples,
In order to make the classifier more adaptable to the environment, these samples were
taken from the actual traffic surveillance video. Some samples are shown in Fig. 3.

Fig. 3. (row 1) Partial positive samples and (row 2) partial negative samples.

The trained classifier is used to detect traffic surveillance video. The experimental
results are shown in Fig. 4.

Fig. 4. Preliminary detection results of window area.

From the experimental results, it can be seen that the classifier has a good recognition
degree for taxi, but there still exists the problem of identifying the environment and
conventional vehicle into taxi.

The Detection of Beard Behavior of Taxi Drivers 655



2.3 Sliding Color Histogram Matching

The similarity of the color histogram can reflect the similarity of the two images [8].
This paper uses the window area of the previous section segmented, and segmenting out
the part containing the dome light, and setting this part as the ROI. Through the proposed
sliding color histogram matching for ROI, in order to delete the false detection area. The
ROI partition and matching process is shown in the left of Fig. 5.

Fig. 5. (left) ROI partition and matching process, (right) histogram matching result.

The matching curve can be obtained by dividing the ROI into three equal parts and
matching each part with the dome light for color histogram matching (using the Bhat‐
tacharyya distance calculation matching similarity). Use 100 ROI images with dome
light and 100 ROI images without dome light to perform the above matching. Finally,
take the matching results for each part to average. The experimental results are shown
in the right of Fig. 5.

The experimental results show that the difference between the sliding color histo‐
gram matching results of the ROI including the dome light and no dome light is mainly
reflected in Part 2. The Bhattacharyya distance calculated by the part include the dome
light is significantly smaller than the other parts, use this difference to set the criteria for
distinguishing whether or not include a dome light:

P(x) =

⎧
⎪
⎨
⎪
⎩

1 if (DB2 ≤ 0.2)
or (DB3 − DB2 ≥ 0.3 and DB1 − DB2 ≥ 0.3)
0 else

(1)

DBi is the Bhattacharyya distance calculated by Parti. Among them, i = 1, 2, 3.
P(x) = 1 means that the ROI includes dome light, otherwise P(x) = 0.

The algorithm proposed in this paper is used for taxi detection in traffic surveillance
video again. The experimental results are shown in Fig. 6. It can be seen from the exper‐
imental results that the previous false detection has been eliminated.

Fig. 6. Secondary detection results of window area.
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3 MSR Algorithm Based on Image Value Channel

In the actual environment, the taxi driver is in a semi-enclosed space, which causes the
phenomenon of light imbalance in the space. It will greatly interfere with subsequent
pixel point determination. Therefore, images need to be preprocessed. The MSR algo‐
rithm [9, 10] based on the image value channel is used in this paper. The image of the
window area is transferred to the HSV color space, and MSRBVC image enhancement
algorithm is performed to reduce the effect of light on the image.

According to Retinex theory, the brightness of a human-perceived object depends
on the illumination of the environment and the reflection of the irradiated light on the
surface of the object. Its mathematical expression is:

I(x, y) = L(x, y) ∗ R(x, y) (2)

In the formula (2): I(x, y) represents the image signal observed or received by the
camera; L(x, y) represents the illumination component of the ambient light; R(x, y)
represents the reflection component of the target object carrying the image detail infor‐
mation. To take the logarithm of both sides of formula (2) can throw away the nature of
the incident light to get the original appearance of the object, that is formula (3):

Log[R(x, y)] = Log[I(x, y)] − Log[L(x, y)] (3)

Applying this technique to image processing is to calculate the corresponding R(x, y)
for the image data I(x, y) we have obtained so that R(x, y) is considered to be enhanced
image, the author of Retinex theory points out that this L(x, y) can be obtained by Gaus‐
sian blurring the image data I(x, y). Multiscale refers to a variety of Gaussian blur radii.
Therefore, MSR image enhancement by separating the V channel can not only restore the
details of the light affected by the image, but also preserve the original color of the image.
Figure 7 is an image enhancement of the taxi affected by light. It can be seen that the
details of the taxi driver’s face and taxi are restored to a large extent.

Fig. 7. MSRBVC algorithm test results: (left) original frame, (right) enhanced frame.

4 Chin Area Extraction and Beard Segmentation

The development of face detection has been relatively mature. This paper uses libfa‐
cedetection face detection library to extract facial feature points. This library is 2–3
times faster than Haar-Adaboost algorithm(based on Opencv library) in detection
speed [11, 12]. Face detection results from libfacedetection library will mark 68
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feature points. In this paper, the 3–13 and 31–35 feature points are connected to form
the outer contour of the chin region. The 48–59 feature points are connected to form
the inner contour (lip region) of the chin region. The outer contour includes the
region minus the inner contour. The area constitutes the chin area. As shown in Fig. 8.

Fig. 8. (left) outer contour, (right) inner contour and outer contour.

The chin area extracted in this paper can only include skin color information and
beard. Therefore, this paper uses a combination of direct and indirect verification
methods to split the beard, directly verifying use the information that the pixel value of
beard are deeper than the skin, therefore using the gray threshold method to split beard
pixel. Indirectly verify use the non-skin color pixels in the chin region are treated as
beard pixel.

The gray threshold method converts the original color image into a single-channel
gray image, uses gray information of beard and skin color to be distributed in different
gray levels, sets a suitable threshold value, and separates the beard pixel. The line 1 of
Fig. 9 shows the splitting effect of beard under different thresholds. Based on the exper‐
imental results, this paper will set the threshold to 100.

Fig. 9. (row 1) Beard segmentation under different thresholds: From the column 2 to the column
8, the thresholds are 50–110, (row 2) skin color detection results.

This paper is based on the Ycrcb color space to detect skin color, because the space
is less affected by the brightness, skin color will produce a good clustering. According
to experience, the CrCb value of the pixel satisfies: 133 ≤ Cr ≤ 173, 77 ≤ Cb ≤ 127,
then this point is considered as a skin color pixel, Otherwise beard pixel. The test results
are shown in the line 2 of Fig. 9.

The skin color detection result and the gray threshold segmentation result are
combined Bitwise AND calculated to obtain the final beard segmentation image. Finally,
the proportion of pixels in the chin area occupied by the beard pixels is counted to achieve
the illegal condition, and it is determined that the driver has beard behavior.
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5 Analysis of Experimental Results

By integrating the above algorithm, a complete automatic detection algorithm of taxi
driver’s beard behavior is constructed. In order to verify the validity of the detection
method of taxi driver beard behavior proposed in this paper, four traffic surveillance
video of different scenes was selected as the test set. The video information as shown
in the Table 1.

Table 1. The surveillance video information.

Video number Bearded driver
number

Beardless
driver number

Weak light

1 1 53 Y
2 1 47 N
3 0 68 Y
4 0 51 N

And the same time, we compare the methods proposed in this paper with a method
proposed by CAI. Some of the experimental results are shown in Fig. 10 and Table 2.

Fig. 10. The accuracy trend of our method and CAI’s method.

Table 2. Experimental results of the four surveillance videos.

Video number Detected number of bearded driver Detected number of beardless driver
Our method CAI’s method Our method CAI’s method

1 5 45 49 9
2 4 5 44 43
3 5 51 63 17
4 3 4 48 47

In this paper, we use Precision to describe the performance of algorithm. The defi‐
nition of Precision in formula 4.
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Pr ecision = True Detection Number∕Detection Number (4)

It can be seen from the accuracy curve that our method is obviously superior to CAI’s
method in the weak light environment. In a normal environment, our method is also
slightly better than CAI’s. Table 2 is a summary of all experimental data.

The above data show that the proposed method of this paper has stronger environ‐
mental adaptability. Moreover, since other algorithms do not have the function to iden‐
tify taxi drivers, Therefore, when comparing the experimental results, the default detec‐
tion object of this paper is taxi driver.

Combined with the above mentioned taxi detection, this paper realizes the accurate
detection of the taxi driver’s beard behavior.

6 Conclusion

This paper proposes an automatic detection method for taxi driver’s beard behavior.
This method proposes a taxi window area detection instead of the traditional vehicle
detection, which can solve the partial occlusion problem of the vehicle and quickly locate
the driver’s position, At the same time, a method of sliding color histogram matching
is proposed to reduce the error detection of window area. Secondly, the MSR algorithm
based on the V channel is used to restore the details of the image, so that the method
can have good accuracy in the case of light imbalance impact. Finally, the skin color
detection and gray threshold method are combined to divide the beard that directly and
indirectly to increase the robustness of the algorithm. Finally, experimental results show
that the algorithm is effective. It can provide references for traffic law enforcement
departments, So that law enforcement officers only need to review the results detected
by the algorithm, The law enforcement model has been improved.
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Abstract. Detecting fall down behavior is a meaningful work in the area of
public video surveillance and smart home care, as this behavior is often caused
by accident but usually trigger serious result. However, the uncertain individual
behavior, the difference between different cameras, and the complexity of real
application scene make the work absolutely hard. In this paper, a robust fall
down behavior recognition algorithm is proposed based on the spatial and
temporal analysis of the Key Area of Human Body (KAHB). Firstly, a modified
ViBe method is applied to extract motion area. Then a pre-trained human body
classifier combined with histogram tracking is used to locate the KAHB and
extract its normalized spatial and temporal features. Finally, a SVM classifier is
employed to find the fall down behavior.

Keywords: Fall down behavior recognition � Visual computation
Smart surveillance

1 Introduction

The fall down behavior should be paid more attention, as it often caused by accident.
The fall down person such as a lonely old man usually cannot help himself and need
immediate help. The human behavior recognition method based on visual computation
is helpful to this problem. However, in authentic application, the fall down posture
varies greatly from person to person. Since the different cameras have different optics
parameters and installation parameters, thus the scenes are usually complex. All these
negative effect makes the recognition of fall down behavior absolutely hard.

Without loss of generality, we assume that the recognizable fall down behavior has
two restrictions: (1) At the beginning of the video, the target human must be standing.
(2) The fall down behavior must not be covered. In this paper, a robust fall down
behavior recognition algorithm is proposed based on the spatial and temporal analysis
of the Key Area of Human Body (KAHB). The proposed method include two key
steps: KAHB detection and behavior recognition, as Fig. 1 shows. In the first step, a
modified ViBe method is used, which can effectively resist the effect caused by ghost
and shadow, and can extract motion area. Then pre-trained human body classifier is
applied to locate the KAHB. In the second step, histogram tracker is employed to track
KAHB and extract the normalized spatial and temporal features. Meanwhile, a SVM
classifier is employed to classify these features and find the fall down behavior.
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The contributions of our method are as follows: (i) The method has no special
restrictions for application and the camera installation. (ii) The method can recognize
different fall down postures.

2 Relate Work

Computer recognition of human activities is an important research area in computer
vision. J. K. et al. categorized human activities into four different levels: gestures,
actions, interactions, and group activities by complexity, and review the early repre-
sentative researches [1]. They pointed out that most methods are valid only for single
person in controlled environments. Bo Yao et al. use interval type-2 fuzzy logic
classification systems to recognize behaviors robustly [2]. In recent years, many
researchers attempt to recognize human behaviors by real 3d information. Chen Xiao
et al. adopted Kinect to acquire and analyze the similarities of human body posture [3],
C. H. Kuo et al. applied multiple depth cameras to acquire time-variant skeleton vector
projection [4]. Changji Wen et al. use smart phones with built-in sensor to recognize
the behaviors of the phone user [5]. However, when they get benefits from the special
hardware, the area of application is limited at the same time.

For the fall down behavior recognition based on visual computation, there exist a
few published achievements. According to our searching scope, Wei Quan et al. used
custom made sensor to detect fall down indoor [6]. Hongxia Chu et al. propose da
behavior recognition algorithm based on block matrix, which can deal with fall down
behavior [7].

In the previous research work, a fast suspicious behavior recognition method for
high definition videos is proposed. It analyses the motion vectors extracted from
compressed video data and can be used for fall down behaviors recognition [8].
However, due to the fact that the motion vector feature is a kind of statistics feature,

Fig. 1. Flow diagram of proposed algorithm. Step 1, extracts motion areas from input video
frame, and locate the KAHB. Step 2, extract normalized features of KAHB and use SVM
classifier to find fall down behavior. The green square frame in result image represent the human
target, while the red one represent the detected fall down behavior. (Color figure online)
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which cannot distinguish the special area of target, and easily be effected by scene and
camera change. The proposed method can only recognize the fall down behavior with
some special postures.

3 Our Method

3.1 Motion Area Extraction

ViBe is a powerful motion area extraction method based on spatial and temporal
random sample [9], but the extraction accuracy is easily effected by the ghost and the
shadow.

The ghost is often caused by the foreground target in initial frame. The difference
between ghost and real target is that the ghost area has the similar texture with the
background surround it. Therefore, for each extracted area, the follow formulas are
adopted to calculate the static property S and the grad property G, where ptij represents
the point at i; jð Þ in frame t, a n is all point number in the area, th s and th g is the
preset threshold. The bigger S means the area is more like a dead target, and the bigger
G means the area has little difference between surround area. Thus when S and G big
enough, the area can be regard as ghost area (as Fig. 2a show), and the ViBe model
should re-initial it.

sij ¼ 0 ptij � pt�1
ij

��� ���� th s

1 else

(
; S ¼

X
area

sij

,
a n ð1Þ

gij ¼ 1 grad ptij
� �

� th g

0 else

(
; G ¼

X
area

gij

,
a n ð2Þ

The common shadow removal method generally compares the color property of
current frame with reference frame in HSV space. However, the problem is how to
obtain valid reference frame. For each point, 3 value (1 for each color channel) from the
ViBe background array are randomly sampled, and combined as current reference
frame, and the frame is used to remove the shadow (as Fig. 2b shows).

Fig. 2. Motion area extraction sample of modified ViBe method. (a) ghost remove, (b) shadow
remove.
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3.2 KAHB Location

The head area, waist area and the foot area are defined, as the Key Area of Human
Body (KAHB), because these areas can effectively represent the fall down posture of
human body.

In the motion area, a pre-trained detector is adopted based on Haar descriptor to
extract human body area. Since the detector may extract more than 1 different human
body in signal area, several results are recorded in adjacent frames. Then the similarity
of those results are analyze to pick out the final human body area.

In the human body area, the top 1/5 is selected as head area, and the bottom 1/5 as
foot area. The question is how to define the waist area. Obviously, when people are
walking, the arms and the legs are swinging, which makes the width of the human body
vary in each frame, while the width of the waist area changes little. Therefore the area
width of same human body is analyzed in frame sequence, and the position has small
width and small change will be selected as waist area. If the human body keeps
standing for a long time, the middle area of the human body is selected as waist area.

When the human body does not keep standing posture, the detector can hardly
extract the human body area. In the view of the restriction 1, here a histogram tracker is
employed to find the KAHB in current frame.

3.3 Extract Normalized Features

The human body area has three KAHB, and for each KAHB, the centroid point is
calculated, which can be defined as PH , PW and PF . Then we can gain three vectors,

PHPF
���!

, PWPF
���!

and PHPW
���!

. The follow formula is used to normalize those vectors, here
the X represents the original vectors.

eX ¼ normalize Xð Þ ¼ X
.

PWPF
���!��� ��� ð3Þ

The fall down behavior includes three states, standing, falling down and lying on
the ground. The three vectors of each state should be very different. Thus for the same
target, the normalized vectors in current frame is combined with the vectors belonging
to the previous frame at preset space, and ft;m is used to represent the human body state
change (Eq. 4), where t is for current frame number, m for frame space.

ft;m ¼ g
PHPF
���!� �

t�m
;

g
PWPF
���!� �

t�m
;

g
PHPW
���!� �

t�m
;

g
PHPF
���!� �

t
;

g
PWPF
���!� �

t
;

g
PHPW
���!� �

t

� 	
ð4Þ

In Eq. 4, small m means short time behavior feature, while big m means long time
behavior feature. Therefore in order to represent the entire features of fall down
behavior, all the human body state changes in certain period of time have been sear-
ched, as Eq. 5 shows, where N is the preset period.

Ft;N ¼ ft;i

 �

; i ¼ 1; 2; . . .; N ð5Þ
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3.4 Behavior Classify

As to fall down behavior, high-dimension features can hardly be classified by methods
based on minimum distance or template matching. To solve this problem, SVM is used
as the classifier. For non-liner SVM classifiers, the decision function is as follows:

f ðxÞ ¼ sgn
Xn
i¼1

yia�i Kðxi � xÞþ b�
( )

ð6Þ

Where x 2 RN is a feature vector, n is the number of support vectors, xi is the
support vectors, yi 2 f�1; 1g is class label (–1 means negative sample and 1 means
positive sample). a�i and b

� are found by using a SVC learning algorithm. Kð�Þ is kernel
function, which can be used to change the computation from high dimension to low
dimension. In this paper, Gauss radial basis function is used, which is the most popular
kernel function and is perfectly suitable for non-linear classification application
problems.

Kðxi � xÞ ¼ exp � xi � xj j2
2r2

( )
ð7Þ

Through the classifier training, upon methods are applied to extract each human
body’s features frame by frame, and set a label to them. The label scope is standing,
falling, fall down, and other actions, and only the feature with fall down label will be
regard as positive sample.

4 Experiment

There exist many databases, such as KTH actions database, UCF sport actions data-
base, Hollywood2 actions database, suspicious behavior databases ESCAPES and
CACIAR et al. But fall down behavior is not included in any of these databases in
previous work, we build a suspicious behavior database including 50 fall down video
clips. The database is extended by collecting 300 new fall down samples in 3 different
scene in this article. Each sample’s resolution is 1920*1080, with 300 frames.

In the experiment, all fall down video clips are divide into train dataset and test
dataset at first. Each dataset has same sample amount, and use the train dataset to obtain
the optimal parameter of the proposed method. Then the trained method to classify the
test dataset is employed. Figure 3 illustrates samples of experiments. For comparison,
the dataset is also used to test other three method. Table 1 shows the results, which
indicate that the new method has better performance. In Table 1, the speed of new
method is slower than method 3 in that the method 3 is carried out in compressed
region. However, the speed of new method is still fast enough for real time system.
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Fig. 3. Samples of experiments. Column 1 is the standing frame, column 2 is falling down
frame, column 3 is the extracted target mask, column 4 is the detected result.

Table 1. Experiment results. Bold is better

Method LAR
(leak alarm rate)

FAR
(false alarm rate)

Speed
(frame per second)

Bo Yao [2] 7.9% 8.8% 18.1
Hongxia Chu [7] 5.1% 9.4% 15.7
Chundi Mu [8] 19.6% 13.3% 45.6
This paper 4.8% 7.2% 30.2
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5 Conclusion

This paper proposes a robust recognition algorithm for fall down behavior based on the
spatial and temporal analysis of the Key Area of Human Body, which can deal with
different fall down posture. However, when too many people appear in the scene and
mask each other, the continuity of KAHB often be interrupted and the accuracy rate of
this method will decrease, which needs future effort to improve.
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Abstract. Analyzing smartphone users’ behavioral characteristics for recog‐
nizing the identities has received growing interest from security and biometric
researchers. Extant smartphone authentication methods usually provide one-time
identity verification in some specific applications, but the authenticated user is
still subject to masquerader attacks or session hijacking. This paper presents a
novel smartphone authentication approach by analyzing multi-source user-
machine usage behavior (i.e., power consumption, physical sensors, and
touchscreen interactions), which can continuously verify the presence of a smart‐
phone user. Extensive experiments are conducted to show that our authentication
approach can be up to a relatively high accuracy with an equal-error rate of 5.5%.
This approach can also be seamlessly integrated with existing authentication
methods, which does not need additional hardware and is transparent to users.

Keywords: Continuous authentication · Motion sensor · Smartphone security

1 Introduction

As more and more sensitive private data are stored in users’ smartphones, the risk of
information leakage has sparked significant concerns from the public. To alleviate this
problem, many authentication methods have been developed and implemented.
However, most existing smartphone authentication mechanisms just examine a single
certification at the entry-point and fail to assure the safety of the users’ privacy during
a long time, while the cybercrimes become increasingly frequent and complex.

Recent studies have shown that most entry-point authentication methods become
restricted when applied to mobile devices in the practical application. Muslukhov et al.
[1] showed that smartphone users are also concerned about sharing mobile phones with
guest users. Karlson et al. [2] thought that the entry-point authentication is too rough
and inflexible to meet the security and privacy demands for smartphone users.

Recently, researchers propose new approaches to overcome these disadvantages.
One increasingly popular approach is called continuous authentication [3–8], which
continuously verifies the user while the smartphone is in use. It can analyze the user’s
smartphone usage habit and conduct the user surveillance in the background during the
whole time.
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J. Zhou et al. (Eds.): CCBR 2018, LNCS 10996, pp. 669–677, 2018.
https://doi.org/10.1007/978-3-319-97909-0_71

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97909-0_71&domain=pdf


In this paper, we propose a novel technique to authenticate users via user behavior
analysis of touchscreen interactions, inertial sensors and power consumption. We
explore the applicability of multimodal behavior for active smartphone authentication
under various application conditions. The basic idea behind this work is to reveal
biometric behavior discrimination between different users from multiple perspectives:
Physical sensors could detect the users’ gestures of holding and operating smartphone,
kinematic patterns and even life styles [8–11]. Touch dynamics and power consumption
behavior can reflect interesting contents on the screen and which applications are
running. It should be noted that the whole data collection procedure is being conducted
implicitly in the background without interruption during the user’s normal use of smart‐
phone, which we can call user-friendly.

To distinguish between legitimate users and attackers, we propose a multimodal
authentication mechanism on Support Vector Machine (SVM) one-class classifier.
Besides, we use the decision fusion method in order to make serial authentication deci‐
sions. Moreover, a degradation model is introduced to solve the problem of non-
synchronized decisions between heterogeneous features [9].

The major contributions of this paper are three folds. First, we examine the applic‐
ability of the analysis of user-machine usage behavior for continuously authenticating
smartphone users. It can run as an enhancement for extant smartphone authentication
systems. Second, we characterized and combined user-machine usage behavior from
three aspects (i.e., power consumption, physical sensors, and touchscreen interactions),
to depict users’ identities in a robust and accurate manner. Third, we developed an
objective assessment method to evaluate the accuracy and usability of the proposed
method.

2 Background and Related Work

Besides of traditional password-based authentication mechanisms and widely used
physiological biometrics (e.g., fingerprint), recently behavioral biometric authentication
methods have arisen (e.g., touchscreen), which can authenticate continuously and
implicitly. Our method belongs to behavioral biometrics.

Murmuria et al. [12] introduced a system that performed authentication on smart‐
phones by analyzing user behavior characteristics, such as touch interaction and power
consumption. They used data collected from 73 volunteers and finally achieved good
results via an outlier detection algorithm. However, their evaluation of authentication
methods is limited to two specific applications (Google Browser and Facebook). In the
practical situation, there are numerous applications and hence the feasibility of their
approach remains unclear. Feher et al. [13] used individual mouse actions as a feature
for continuous authentication. 25 volunteers collected data in their experiment and they
used Random Forest Classifier for data analysis. They achieved an Equal-Error-Rate
(EER) of 8.53% (for 30 actions). What’s more, Alzubaidi et al. [14] discussed the devel‐
opment of several behaviors biometric approaches which can be used to implement
authentication.
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These efforts confirm that man-machine usage behavior has a rich potential for
continuous authentication on smartphones. This study, differing from existing work: (1)
characterizes and combines multi-source usage behavior by proposing a set of descrip‐
tive features, to characterize a user’s identity in a robust and accurate manner; (2) models
usage behavior from different perspectives, and develops a multiple decision procedure
on the decision level to obtain the authentication result; (3) provides extensive experi‐
ments on more subjects and samples to verify the validity of our approach in practice.

3 Biometric Behavior Architecture Analysis

From mobile phones’ embedded sensors, we can record the users’ kinematic informa‐
tion. We can also obtain the voltage and current information from built-in battery driver
to investigate the power consumption patterns.

3.1 Touch Screen Information Extraction

From our preliminary study, we found that touch-interaction behaviors mainly consist
of clicking and sliding. For android devices, all these data could be collected via the
built-in touch event interface of the system. And then, the system sampled the touch
screen data ten times per second.

In addition, if the touch down point is very close to the lifting point, we consider this
movement as tapping. When the distance between someone’s touch down point and
lifting point is relatively large, this movement can be recognized as a sliding touch.
Plenty of features can be extracted from these two touch behaviors, which will be
discussed in part 4.

3.2 Kinematic Information Extraction

For the kinematic modality, we can obtain sensor data from the SensorEvent API. The
API can report values from the built-in hardware sensors including accelerometer and
so on. We collected data from accelerometer, magnetic field sensor, orientation sensor
and gyroscope. The accelerometer sensor measures the acceleration and the gyroscope
sensor measures the rate of rotation. The magnetometer measures the presence of the
magnetic field of a determinate area in SI units (A/m), while the orientation sensor
measures the azimuthal, pitch and the roll in degrees.

3.3 Power Consumption Information Extraction

For the power consumption modality, theoretically, it is sufficient to get voltage and
current to model the power consumption. The current and voltage sensors interface exists
as a character device under/sys/class/power_supply/Battery and can be read by any
system user. The voltage reading is gradually declining while the current data depend
on what the user is doing on the phone. We get the current data as well as voltage data
per second so that power consumption value can be calculated by them.
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4 Active Authentication Architecture

After we got the data and extracted the valid features, one-class SVM classifier algorithm
would be deployed to implement the authentication.

4.1 Design of One-Class SVM Classifier

The term of one-class classification was coined by Moya & Hush [16]. The objective of
this algorithm is to identify objects belonging to a specific class by learning from a
training set containing only the objects of that class. The one-class classifier can calculate
a decision boundary that encloses all legitimate user’s data samples [14–22]. In order
to distinguish between authorized users and impostors, we collected the authorized
user’s data and used the one-class SVM model to train the data.

4.2 Data Normalization and Feature Construction

The range of all features should be standardized so that each and every feature can assist
nearly proportion to the final distance [15]. Here we used the maximum and minimum
regularization method. For the touch behavior modality, the whole touch data can be
divided into two parts: tapping and sliding touch. The model for tapping can only extract
two features: the duration time and the pressure of the click. For slide model, we
extracted 7 features from each touch gesture as listed in Table 1.

Table 1. Touch features

Features Description
X Displacement in X-axis
Y Displacement in Y-axis
st Angle of rotation for a gesture
vm Mean value of velocity
vd Variance of velocity
pm Mean value of pressure
pd Variance of pressure

For the physical sensor model, the collected temporal data are three dimensional and
we processed data of each axis as follows: the collected data will be separated at regular
intervals which is w. We take every w data items as a group and swipe w/2 data entries
at a time. Within each sliding window, we extracted 5 features (as listed in Table 2) from
the movement series. These features include maximum value along each axes, for all
the physical sensors.

4.3 Model Integration and Degradation

We adopted the Decision-level integration classification architecture in our system. For
each feature, we can get an authentication result and adjust the threshold to plot a
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Receiving Operating Characteristic (ROC) curve. All these results can be sent to a central
processor, where we use weighted summation method for final decision making.

At the same time, the amounts of data collected from different modalities were
significantly different because the frequencies of collecting data on different sensors and
device drivers are not identical. Another reason is that users may generate data of very
large or small size for different kinds of modalities. We handled this problem by using
a degradation model, where we used the last decision made by a detector if it failed to
provide a current authentication result and we reduced its weight accordingly. At the
beginning, the weights for all features are set to be 1/3. When some detectors obtain the
results, we increase the weights of these detectors while reduce the weights of the others.
The whole authentication process is carried out every five seconds.

5 Experiments

In this section we describe our experiment steps, which are mainly about data collection
and feature selection.

5.1 Data Collection

An accurate data collection process is needed so as to objectively evaluate our authen‐
tication model, which in our experiments were performed on the Android 6.0 platform.
During the whole experiment, the smartphone used by each volunteer was the same.

We collected data from ten volunteers for this experiment and all participants were
allowed to collect data for three hours. To make the experiments realistic, all these
participants were not restricted to use specific applications and they all used the smart‐
phone in our laboratory so as to shield environment interference. Our developed appli‐
cation was able to collect data unobtrusively in the background and all the data would
be stored and processed in the following steps.

All our volunteers were aged between 20 s and 30 s, covering different professions.
Each user was assigned an identity number between 1 and 10 without real name recorded.

Table 2. Kinematic and power consumption features

Category Statistic features Description
Kinematic
features

Mean Extract statistics feature in a
windowVariance

Median
Mode
Number of local
Peaks

Count the number of local peaks
and crests

Power features Mean Extract the mean value and
variance value in a windowVariance
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5.2 Data Preprocessing

In our experiments, we collected and stored data on the smartphone. After standardizing
the dataset and extracting features, a similar amount of data would be analyzed in our
experiments. If a user’s data were pretty small or abnormally large, a new set of data
would be collected. Finally, we used 60% of each user’s dataset to train the model. The
remaining 40% from each user was used to test the model.

6 User Diagnosis

We employed one-class SVM algorithm to generate the boundary between legitimate
and illegal users, and LIBSVM [22] library was utilized here. We calculated the False
Reject Rate (FRR) and False Accept Rate (FAR) and changed the threshold to plot the
ROC curve. We calculated the EER point where the rate FAR and FRR are equal.

After we respectively implemented the authentication task using collected data, we
made the overall decision and utilized the degradation model based on the technology
of data fusion which was mentioned before. The final result we obtained was a proba‐
bility value.

7 Results and Analysis

We used metrics such as EER introduced above to evaluate the overall performance of
our authentication system.

First, we utilized data of a single characteristic to implement the authentication task
and then we performed data fusion and made the final decision. Table 3 shows the
average EERs of authentication for each detector and integrated classifier for all users.
The highest accuracy was marked in boldface in the table. Additionally, Fig. 1 shows
the ROC curve for each detector and the entire model.

Table 3. Recognition result of each modality

User ID Equal-error rate (%)
Power Kinematic Touch Ensemble

3 8.23 7.10 5.9 5.50
4 7.65 6.20 6.11 5.82
5 6.81 6.31 6.24 6.21
7 6.94 6.47 6.57 6.35
1 7.06 6.84 6.65 6.60
8 7.15 7.12 7.01 6.99
2 7.26 7.56 7.15 7.12
6 7.39 7.91 7.52 7.36

10 8.14 8.12 7.99 7.56
9 8.19 9.51 8.14 8.01
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Fig. 1. The ROC curve of the ensemble

The first observation is that the best performance on the dataset has an EER of 5.50%.
The system based on all these three features provides the most accurate authentication
of a user. Experimental results also show that the authentication result based on the
kinematic characteristic was better than others over all subjects.

8 Conclusion

A novel system has been introduced which implements authentication on smartphone
by capturing user’s behavior patterns through three distinct modalities: power consump‐
tion, touch dynamics, and physical movements via motion sensors. The data were
collected unobtrusively and authentication was carried out without confining users to
specific applications, which improved the reliability and applicability of the system. We
also developed an efficient features extraction method and integrating the distinct char‐
acteristics to accomplish a powerful authentication system. The performance evaluation
shows it can achieve good performance with an equal error rate between 5.50% and
8.01%, suggesting its feasibility and applicability.
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Abstract. Uyghur is a low resourced language, but Uyghur Information
Retrieval (IR) is getting more and more important recently. Although there are
related research results and stem-based Uyghur IR systems, it is always difficult
to obtain high-performance retrieval results due to the limitations of the existing
stemming method. In this paper, we propose a character-based N-gram model
and the corresponding smoothing algorithm for Uyghur IR. A full-text IR
system based on character N-gram model is developed using the open-source
tool Lucene. A series of experiments and comparative analysis are conducted.
Experimental results show that our proposed method has the better performance
compared with conventional Uyghur IR systems.

Keywords: Uyghur � Information retrieval � Stemming � N-gram
Lucene

1 Introduction

With the rapid development and popularization of information technology, a significant
amount of text information in Uyghur language has gradually emerged in digital form.
The accumulated vast amounts of text information recorded on paper are also begin-
ning to be digitized, and the emergence of websites in Uyghur language increased the
popularity of the Internet and provided Uyghur people with the convenience of sharing
information in their mother tongue. Therefore, accurate and fast search user-wanted
information from the enlarging volume of electronic texts in Uyghur language has
become a scientific issue that needs to be solved urgently.

At present, there are no web search services in Uyghur language provided by
internal search engines like Baidu or Sougou. Although Google provides a simple
Uyghur text search service, the performance is still insufficient. Nowadays, information
retrieval theory and technology are more advanced, but for a specific language, it needs
to study the specific language characteristics.

Uyghur is an agglutinating (adhesive) language with abundant morphological and
grammatical rules. In Uyghur, the word is the smallest language unit, and the stem
expresses the lexical meaning of a word, so stemming is one of the most significant
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tasks in Uyghur natural language processing. Uyghur has flexible ways of word for-
mation itself, and there are more adopted foreign words from English, Russian and
other languages, this will make stemming more difficult in Uyghur language, and this is
one of the reasons for present stemming technique weak to produce a satisfactory
stemming effect [1].

Conventional method in Uyghur text retrieval system is to make a simple word
segmentation first (take the inter-word space as a natural separator), then carry out the
batch operation of stemming, and then texts are indexed by stems. Therefore, words in
text and user query statement are needed stemming before indexing and searching, and
the shortcomings and difficulties of stemming are mainly manifested in the following
aspects:

(1) Stemming has a high dependence on the stem library, and poor stem segmentation
will lead the removal of words from the text.

(2) The similarity of Uyghur character shapes and the accent differences very effi-
ciently produce spelling errors. Single using stemming is not the solution to the
problem, and there is no convincing tool for automatic spelling error correction yet.

(3) Although words in the Uyghur text are separated by space regularly, the incorrect
concatenation of two or more words affects the accuracy of segmentation.

Naturally, stemming in large-scale text data will produce certain computational
complexity, and the limitations of stemming tool itself also can produce some mistakes,
so it is difficult to improve the efficiency of Uyghur text retrieval system.

The main work of this paper is to implement two Uighur text retrieval systems
respectively use the open-source tool Lucene; one is a traditional system with stem-
ming and the other is a new system using the character-based N-gram model and the
corresponding smoothing algorithm without stemming. Experimental results on the
same dataset show that the new system has higher retrieval efficiency than the tradi-
tional system.

The main contribution of this paper is three-fold. First, we demonstrate that the
stemming process can be eliminated in Uyghur text retrieval system. Second, a
character-based N-gram IR model is proposed for Uyghur IR. Third, the suitable size of
N, the most suitable smoothing method, and the parameter settings are also investi-
gated. To the best of our knowledge, it is the first attempt to explicitly model the
Uyghur text retrieval system under the framework of N-gram model.

2 Related Work

In the study of the minority language full-text retrieval system, Laboratory of Multi-
lingual information processing of Xinjiang University has started and realized multi-
lingual text search engine which serves Uyghur, Kazak, and Kyrgyz text search service
also is a traditional system with stemming [2]. In their work, many technical problems
related to multilingual search indexing and query processing has been addressed and
improved the performance of this full-text information retrieval system by using VSM-
based improved document similarity measuring approach [3]. However, compared with
Chinese and English related work [4, 5], the research of Uyghur text retrieval
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technology is still in early age both in theory and specific technology, and need further
research and exploration.

Recently, the statistical language model has been applied to handle relevant
information retrieval tasks and contributed to making reasonable recall and precision.
In the statistical language model-based information retrieval, each text is regarded as a
small language model, and the last searching results are listed by comparing the
probability of generating specific query message of each model. For the application of
statistical language model, Ponte and Croft proposed a query probabilistic search model
in 1998 [6]. Miller used a two-state implicit Markov model and proposed a simple
language model in 1999 [7]. Berger and Lafferty used to associate query documents
and translation, put forward a statistical translation model [8]. Jin et al. proposed a
document title language model based on statistical translation model in 2002 [9].
A correlation model proposed by Lavrenko and Croft [10]. Ren [11], Li [12] and other
scholars applied statistical language models for Chinese information retrieval system
and achieved excellent results.

In this paper, we introduce the character N-gram model into the Uyghur text
retrieval system, by smoothing and selecting the best parameters, we get a better
retrieval efficiency than the traditional system.

3 N-gram Model for Uyghur Language

3.1 Traditional N-gram Model

Statistical Language model is a probabilistic model supported by the probability dis-
tribution of text corpus. The advantage of the statistical language model is that it is not
influenced by language, but the shortcoming lies in the lacking of expression at the
semantic level. N-gram model uses Markov chain to construct language model. In N-
gram model, a sentence is divided into corresponding units by particular word length,
and the generation probability of the sentence is calculated by the maximum likelihood
estimation. The simplicity and effectiveness of N-gram model are based on the
assumption that the probability of a word in this model is affected by the previous
word, except for the 1-gram model. The formula of N-gram model is usually written as:

P x1. . .xnð Þ ¼ P w1ð Þ � P w2 jw1ð Þ � . . .� Pðwn jwn�1Þ ð1Þ

In the study of N-gram model on Uyghur language, Ablimit et al. [13] proposed the
morpheme-based language model in Large-vocabulary Uyghur speech recognition
system and validated that it is resulting in a significant reduction of word error rate
without a drastic increase of the vocabulary size. For Uyghur N-gram model
smoothing, Zhang [14] compared the efficiency of several smoothing approaches on
Uyghur N-gram model, and the result was that the perplexity of statistic model is
decreased significantly by using the Kneser-Ney smoothing approach.
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It is simple in technique to build a word-based N-gram language model, and there is
no need to do prior stemming from samples. However, it is weak to build a language
model with low confusion for Uyghur which has vibrant morphological features,
random distribution of words in a sentence as well as the massive vocabulary of itself.
Therefore, it is always challenging to build an Uyghur 2-gram or 3-gram language
model with lower confusion.

3.2 Character-Based N-gram Model

Since the stem-based N-gram model has limited efficiency on Uyghur text search, this
paper used character-based N-gram model and experienced its efficiency. Considering a
regular Uyghur word consists three or more characters, the minimum value for N is
set as 3.

For English, Feisong applied word-based binary N-gram model and implemented
linear interpolation technique [15]. For the searching query of length 2, the following
formula was applied.

P ti�1; ti j dð Þ ¼ k� P1 ti j dð Þþ 1� kð Þ � P2ðti�1; ti j dÞ ð2Þ

Where P (ti-1, ti | d) represents the generation probability of 2-lengthed word by the
document d, P1(ti | d) represents the probability that document d generates the second
character of the word, while P2(ti-1, ti | d) represents the probability that document
d generates that word. He believes that in the information retrieval, the length of 2
corresponds to the majority of the word retrieval information, while the length of 1
corresponds to a smaller number of retrieval information. So, he set his score factor
P2(ti-1, ti | d) with higher coefficient when testing. He noticed the information retrieval
system performed best when the k = 0.9. His research proved the fact that word N-
gram model (N > 1) is not ideal for retrieval system and demands more time to be
established. Also, the often case of concatenating two words into one word in Uyghur
influences the accuracy of word N-gram model. So, this paper only applies the char-
acter N-gram model for the word 1-gram.

A character group of 3 or 4 (grouping 3 or 4 characters together) reflects the word-
stem or suffix of Uyghur words. In our approach, Segmenting character groups with the
length of 3 or 4, and in some degree, this equals to the segmentation of stem and suffix
with n-gram model. There is one problem has to be taken into account: if only one 1-
gram model with a length of 3 characters is created for retrieval, the search results will
appear in disorder. Because the document which includes this query character groups
much more has the high-ranking score and retrieval accuracy is wrongly influenced. To
avoid this situation, the ranking scores are averaged by creating 1-gram models with
longer character length. Of course, setting the length too long for character segmen-
tation will lead to a character group contains too much information, resulting in the
decline of retrieval efficiency and also occupy a lot of indexing space.
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3.3 Smoothing Approach

Smoothing corpus is the very first task to build N-gram language model. The absence
of specific words in corpus will cause the data sparseness, and the smoothing is a
necessary process to solve this case. Usually, word frequency is implemented as main
characteristics in building a language model.

Information retrieval system aims to find the corresponding document according to
the keywords and query phrases, however too much focusing on word frequency and
smoothing on it is not an ideal solution to get good retrieval results. For information
retrieval system, smoothing through corpus model is advisable for compensating the
data sparseness. According to the study of Zhai [16], the degree of smoothness between
document model and corpus model will affect search results. A higher degree of
smoothing is appropriate for longer sentences with more adjectives or adverbs and
reduces the effect of a single word on search results; while a lower degree of smoothing
is good for more accurate query statements, such as title, and strengthens the effect of a
single word to the ranking of search results.

With limited corpus resources, the selection of smoothing algorithm will directly
affect the retrieval results. The establishment of many language models also focuses on
the design of smoothing algorithm. In the study of Zhai, it is found that the smoothing
algorithm plays two essential roles in building a language model. One is that it makes
the language model more conformed to the characteristics of the corpus; The second is
that in adjusting query words, the sensitivity of different smoothing algorithms to the
proportional parameters of common words and stop words is different.

Suppose that a query phrase q is generated by document d through language model
so that the problem of information retrieval can be simplified into a simple probability
calculation using Bayesian formula, as shown in formula (3):

Pðd j qÞ / Pðq j dÞPðdÞ ð3Þ

In this formula, P (d | q) represents the probability of d can be an “ideal” document
for the query q; P (q | d) represents the probability of d would generate query q. P (d) is
the prior probability of a document and noted that all documents have same prior
probability. So, P (d | q) and P (q | d) are approximately equal.

After the query is split into character groups, the probability of generating query
q by document d can be converted as:

P q j dð Þ ¼
X

i
wi j dð Þ ð4Þ
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Then the maximum likelihood method is used to establish the 1-gram language
model, and the document model and corpus model are smoothed by two different
smoothing approach:

(1) Dirichlet smoothing

Ps w j dð Þ ¼ 1� kð ÞPml w j dð Þþ kP w j cð Þ ð5Þ

Where Ps(w | d) represents a smoothed document model, w represents a word,
Pml(w | d) represents the document model using maximum likelihood estimation,
d represents documents, c represents corpus, k is the main parameters of the algorithm.

(2) Jelinek-Mercer smoothing

Ps w j dð Þ ¼ c w; dð Þþ uPðw j cÞP
w c w; dð Þþ u

ð6Þ

Where Ps(w | d) represents smoothed document model, w represents a word, c(w;
d) represents all the w in a document, and u is the primary parameter of the algorithm.

Since models are built using a different length of character groups, the evaluation
score is averaged according to the number of the models with different lengths, as
shown in Eq. (7):

Sscore ¼ 1
n

Xn

i¼1
ðM1 þM2. . .þMiÞ ð7Þ

Where Sscore is the total score and Mi is the character model.

4 Experiments and Analysis

Text retrieval systems (stem-based traditional system and new system uses character-
based N-gram model) are realized using the open-source tool Lucene with version4.7.
System development and experiments are carried out on the environment of the
Windows10 operating system, supported by CPU of I5-4590 and frequency of 3.3 GH,
and with 4G RAM.

For the data set, there are currently no published Uyghur standard data sets for
comparison and analysis, so 15,000 news documents (61 MB) collected from Xinjiang
People’s Daily (http://uyghur.people.com.cn).

In our task, 20 different Uyghur words are selected for text retrieval test, and the
text retrieval systems are evaluated by the average precision of top 10 search results.
1-gram language models with different length of character segments are tested to check
their effect on search results. First, a model with a length of 3 is established and
checked, and then models with longer lengths are successively built on it and checked
for retrieval performance.
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The Dirichlet smoothing algorithm with k = 2000 is implemented for all tests. The
test results are shown in Tables 1 and 2:

The experimental results show that the model with the shortest length of 3 and the
most extended length of 4 produced the highest precision for searching. Models with
the shortest length of 3 and most extended length of 5 are also useful in the score.

A particular case has occurred in the model with a length of 3 characters. A doc-
ument in search result has been scored very high for it includes too much character
groups from query statement. The above situation indicates that only using one model
will have a certain degree of defects on searching and combination of multiple models
is recommended.

By comparing the modeling time and index size of different models with different
segmentation length, it can be found that the modeling time and index size increase as
model scale grows.

Then, based on the combination of 1-gram with segmentation length of 3 and 4, the
effects of smoothing parameters using Dirichlet and Jelinek-Mercer smoothing are
compared, as shown in Tables 3 and 4:

Table 1. Search precision of new models with different character lengths

Character length 3 4 5 6 7 8

Average precision 70.5% 73% 71% 69% 68% 68%

Table 2. Building time cost and index size of new models with different character lengths

Character length Building time Index size

3 15.8 s 107 MB
4 25.2 s 179 MB
5 34.8 s 242 MB
6 44.1 s 260 MB
7 51.9 s 326 MB
8 58.3 s 351 MB

Table 3. Average precision using different Dirichlet smoothing parameters

k 2000 3000 4000

Average Precision 73.5% 73.2% 73.2%

Table 4. Average precision using different Jelinek-Mercer smoothing parameters

l 2000 3000 4000

Average precision 71.7% 70.5% 70.3%
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The experimental results show that the smoothing effect of the Dirichlet algorithm
is better than that of the Jelinek-Mercer algorithm. It is also found that the retrieval
system is not sensitive to the parameter setting, which may be caused by the modest
volume of the corpus. It is worth to note that the precision rate of nouns is higher than
that of verbs, which may be because news corpus is more standardized for nouns.

To compare the effects of the new system with the traditional full-text retrieval
system, a tradition full-text retrieval system based on TFIDF model has been realized
using Lucene open-source toolkit. The new system was configured with parameters of
the shortest segmentation length of 3 and longest of 4 and the Dirichlet smoothing
value of 2000. Comparing test results are given in Tables 5 and 6.

Through comparison, the new retrieval system stands higher in average precision
than the traditional system by 3 points, proving that the method is feasible, and avoided
the problem of influenced retrieval result caused by the limited stemming effect in
traditional retrieval system to a certain extent. The proposed system proved that it costs
shorter time to build the search index than the traditional system, this can be attributed
as new system eliminated stemming and stem-matching procedures which always
generate massive time consumption for traditional systems.

Table 5. Average precision using new and traditional retrieval systems

Evaluation criteria Traditional retrieval
systems

New (character-based N-gram) retrieval
systems

Average precision of
Top10

70% 73.5%

Average precision of
Top20

67.7% 73.4%

Average precision of
Top40

65.8% 73.3%

Recall 52% 78%

Table 6. Other results using new and traditional retrieval systems

Evaluation criteria Traditional retrieval
systems

New (character-based N-gram)
retrieval systems

Average number of
documents

3343 12386

Number of searched
items

27091 389942

The time cost of index
building

260.4 s 25.2 s

Size of index 34.7 MB 107 MB
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When comparing the average precision of TopN retrieval results of these two
retrieval systems, it is found that the matching degree of the search results and query
words of the new system decreases with the increase of N, and the decrease is
smoother. The matching result of the traditional system and the matching degree of the
query word also decrease with the increase of N, but the reduction rate is relatively
large. This phenomenon is related to the retrieval method of the statistical language
model. In the proposed model, the search results are sorted by comparing the gener-
ation probability of query words by different documents, and this shows a gentler
change in ranking than TFIDF model. So, the two models have a different degree of
variations, shown in Fig. 1.

Fig. 1. Comparison of the average rate of change between the new system and the traditional
system.

Fig. 2. Retrieval examples in the new system.

686 T. Tohti et al.



When testing new system with query word رلاىچلوبتۇپ (football players), a
document which includes too much character groups from query word is got top
ranking, but the document which has same query word was ranked lower and listed in
following positions, as shown in Fig. 2. Although this phenomenon indicates the fact
that new system has certain limitations, considering this is the only case among all
tested query words, it is reasonable to say that the proposed system is still reliable in
most cases.

According to above search example, the new system has the following advantages
and disadvantages, compared with the traditional system.

(1) Some documents appear with many character groups (character N-gram) from
query word, as shown in the first item of a search result in Fig. 2, which result in
higher rankings for these documents than the more relevant ones.

(2) New search system segmented the query word by a certain length, so search
results return not only the documents containing same words but also more
documents include character groups from query word, result in that new system
has even higher recall rate than traditional one.

(3) In contrast, the retrieval system using the traditional stemming method can match
searching results according to the index items after stemming and cannot match
the documents with the same character groups.

5 Conclusions and Future Work

Compared to the stem-based traditional Uyghur text retrieval system, the new system
eliminated the needs for stemming and realized to create index directly through
character N-gram, it is improved not only the time efficiency of pretreatment and
indexing but also solved the low search efficiency caused by the stemming problem to a
certain extent. Above good results are obtained because this method indirectly extracts
the affix and stem of a word by dividing the text with an appropriate length of char-
acters, and constructs N-gram language model which is similar to morphemes, thus
obtained better search results than the conventional method. However, the above work
was done on a relatively small-scale text corpus. It is hoped that a large-scale search
test will be carried out in the future study and the enhanced language model will be
proposed to achieve better retrieval results in Uyghur.
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Abstract. Person re-identification (re-ID) has become increasingly popular due
to its significance in practical application. In most of the available methods for
person re-ID, the solutions focus on verification and recognition of the person
identity and pay main attention to the appearance details of person. In this paper,
we propose multi-task network architecture to learn powerful representation
features of attributes and identity for person re-ID. Firstly, we utilize the
semantic descriptor on attributes such as gender, clothing details to effectively
learn representation features. Secondly, we employ joint supervision of softmax
loss and center loss for person identification to obtain deep features with inter-
class dispersion and intra-class compactness. Finally, we use the convolutional
neural network (CNN) and multi-task learning strategy to integrate the person
attributes and identity to complete classifications tasks for person re-ID.
Experiments are conducted on Market1501 and DukeMTMC-reID to verify the
efficiency of our method.

Keywords: Person re-identification � Convolutional neural network
Multi-task learning � Person attributes

1 Introduction

Person re-ID [1] is a technique for searching the same person under different cameras
with a provided query image. It has received much attention because its significance in
fields of video analysis. Despite years of research, person re-ID is still a challenging task
due to the large variation in human body pose, illumination, occlusion and background
clutter. Moreover, person images captured by the surveillance video cameras usually
have low resolution and some facial detail components are indistinguishable [2]. For-
tunately, the application of the person re-ID task can use the constraint with respect to
time and spatial. Thus, the appearance and visual features of a person will not change
significantly in a certain period. This constraint condition inspired many researchers to
utilize visual appearance to extract distinctive features for person re-ID.

Most existing methods for person re-ID focus on extracting powerful representation
features to handle the variation of human body pose, illumination and background
clutter [3–5]. And some effective metric algorithms have been proposed to combine
with extracted features for improving performance of person re-ID [6–9]. Recently,
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deep learning methods have been popular in computer vision [10–12]. CNN-based
deep learning methods also have obtained outstanding performance in person re-ID
[13–15]. In the early days, since re-ID datasets only provide two images for each
person, some deep learning methods for person re-ID tend to learn an embedded
structure with representation and distance metric as the Siamese model [16–18]. Given
image pairs or triplets as input, the Siamese model methods directly learn image
representation through contrastive loss or triplet loss and use distance metric such as
Euclidean metric for comparison [17, 19, 20]. With the increasing sample size of re-ID
datasets, some research show that learning of features from multi-class person identi-
fication task are easier and superior than the Siamese models [13, 21]. Zheng et al. [22]
proposed the descriptor which is extracted features from person identification CNN
model as ID-discriminative Embedding (IDE). Zheng et al. [14] learned the IDE feature
for the video-based person re-ID. Xiao et al. [13] and Zheng et al. [15] learned the IDE
feature from an entire framework for pedestrian detection and person re-ID. Moreover,
person attributes are also used as auxiliary information for person re-ID [16, 23, 24].
Matsukawa et al. [24] improved the CNN features by embedding person attributes for
person re-ID. Lin et al. [25] also proposed effective method i.e. attribute-person
recognition (APR) network which combines person identification and attribute
recognition on the loss level can improve the performance of person re-ID.

In this paper, we propose multi-task network to learn powerful representation
features of attributes and identity for person re-ID. Firstly, we exploit some appearance
attributes such as age, gender, color and style of the clothes which are stable and
discriminate ability for learning representation features [26]. Secondly, we employ to
joint supervision of softmax loss and center loss for person identification to obtain the
deep features with inter-class dispersion and intra-class compactness which can achieve
improving performance [27]. Finally, we use CNN and multi-task learning strategy
[28] to integrate the person attributes and identity to complete classifications tasks for
person re-ID. Multi-task learning can improve the generalization capability of CNN by
sharing parameters among different learning tasks. Our work is similar to Liu et al.
[25]. Furthermore, we use joint super vision method to enhance the accuracy of person
identification task. The experiments results on Market1501 and DukeMTMC-reID
show that the methods we proposed for person identification can achieve better result
than APR for person re-ID.

2 Proposed Method

2.1 Baselines Model

In this paper, we focus on learning powerful representation features via person attribute
recognition and identification, and we employ Resnet50 [12] as the base network in our
paper. In this subsection, we present two baselines to describe two main features
learning tasks proposed in this work. And we will provide the comparative results
between baselines and our method for person re-ID in the subsequent experiment.
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Baseline1. The person identification feature extraction network for person re-ID task.
During training, we use a CNN embedding to learn the discriminate features, i.e.
learning IDE features. During testing, the IDE features are extracted from the last
hidden layer, pool5 layer of Resnet50, we employ Euclidean distance as similarity
calculation for person re-ID. We also propose two sub-baselines based on IDE, where
Baseline1-A is denoted that the single softmax loss function in CNN to learn the IDE
features and Baseline1-B is defined as the joint supervision loss function of softmax
loss and center loss in CNN to learn the IDE features.

Baseline2. The person attributes recognition feature extraction network for person re-
ID task. During training, we use a multi-task CNN architecture to learn M attributes
recognition. For multi-task attribute recognition CNN, we use softmax loss as loss
function and loss weight is set to 1=M for each attribute. During testing, features are
extracted from the last hidden layer, pool5 layer of Resnet50. Then we employ
Euclidean distance as similarity calculation for person re-ID.

2.2 Network Architecture

The outline of our method architecture is shown in Fig. 1. We use the Resnet50 as the
base network and the input images are resized as 224 � 224. From the figure of outline
CNN architecture, we can see the green dashed box is the full convolutional layers
connected to pool5, which is used to learn and extract common features. The red
dashed line indicates the loss function calculating for attribute recognition and person
identification of the entire network. We employ softmax loss for multiple attribute
recognition and joint supervision of softmax loss and center loss for person identifi-
cation. By setting hyper parameters, we can balance the contribution of multiple tasks
and optimize learning parameters of our method. Thus, the method we proposed can
achieve better results for person re-ID.

2.3 Loss Computation

In this part, we will propose the detail description of the loss function for our present
network. Assume there are n images of G person identities. Each person identity has
M attributes. We let Ti ¼ xi; gi; l

gi
if g represents the training set, where xi denotes the

Fig. 1. Multi-task representation feature learning network architecture
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i-th image, gi denotes the person identity of image xi, and lgii ¼ l1; l2; � � � ; lMf g is a
group of M attribute-labels of image xi. For person attribute recognition task, we
suppose one certain attribute Mc has m classes and use p ðj j x ) to denote the proba-
bility that image x belongs to class j 2 1; � � � ;m of attribute Mc, and cj means the output
from the corresponding attribute fc_AttrMc layer. So we can calculate pðj j x ) as
follow:

p j j xð Þ ¼ exp cj
� �

Pm
j0¼1 exp cj0

� � ð1Þ

The cross entropy loss function of each attribute can be formulated as follow:

LA f ; x; yMcð Þ ¼ �
Xm
j¼1

log p j j xð Þð Þð Þq j j xð Þ ð2Þ

When the given label of Mc is yMc , the ground-truth distribution qðyMc j xÞ¼ 1 and
qðj j xÞ¼ 0 for all yMc 6¼ j.

For person identification task, we employ joint supervision of softmax loss and
center loss to improve the accuracy of person identification. Softmax loss of person
identification is similar to the attribute recognition. We use p ðg j xÞ to denote the
probability that image x belongs to class g 2 1; � � � ;G of person identity, and zg is the
output from fc_ID layer. So we can calculate pðg j xÞ as follow:

p g j xð Þ ¼ exp zg
� �

PG
g0¼1 exp zg0

� � ð3Þ

And the softmax loss function of person identity can be formulated as follow:

LID f ; x; yIDð Þ ¼ �
XG
g¼1

log p g j xð Þð Þð Þq g j xð Þ ð4Þ

When the given label g is yID, the ground-truth distribution qðyID j xÞ¼ 1 and
qðg j xÞ¼ 0 for all yID 6¼ g.

Center loss can learn a center for each class and it can minimize the distances
between the deep features and their corresponding class centers. The center loss
formula is as follows:

LC f ; x; yIDð Þ ¼ � 1
2

Xb
i¼1

f � zgi
�� ��2

2 ð5Þ
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Where zgi denotes the feature center of gi person classes, and b is the batch size. It
calculates the center of the samples come from the same class for each batch, so that the
distance of image features for the same person identity is reduced, and the distance of
image features for different person identities is increased.

By using multiple attribute loss function and joint supervision of softmax loss
function and center loss function for person identification, our network is trained to
predict attribute and identity labels. So the final loss function is defined as:

L¼ 1
M

XM
i¼1

LA þ k 1LID þ k 2LC ð6Þ

Where hyper-parameter k1 and hyper-parameter k2 represent the contribution bal-
ance factors for the center loss and softmax loss for person identification in the entire
multi-tasks person re-ID network, respectively. Wen et al. [5] also mentioned to avoid
the perturbations caused by a few mislabeled samples, there is another hyper-parameter
a to control the learning rate of the centers, and in this paper we set hyper-parameter a
to 0.5. In addition, when we set hyper-parameter k2 = 0 it can be seen as the APR
method in paper [25].

3 Experiments

3.1 Datasets and Protocols

In this paper, we evaluate our proposed method on current largest person re-ID datasets
including Market1501 [7] and DukeMTMC-reID [18]. Market1501 contains 1,501
identities which captured by 6 cameras in Tsinghua Campus. There are 32,668 person
images in total. Each person has 3.6 images on average at each camera. Market1501
dataset provided 751 identities for training and 750 identities for testing. DukeMTMC-
reID contains 1,404 identities which captured by 8 cameras in Duke Campus. There are
36,361 person images in total. It also provided 702 identities for training and 702
identities for testing by manual annotation of person bounding boxes. Liu et al. [25]
provided the 27 manual annotation person attributes for Market1501, and provides 23
manual annotation person attributes for DukeMTMC-reID.

In our experiments, we extract a 2048-dims feature vector from pool5 layer. And
we calculate the Euclidean distance between the given query and gallery images’
features, before a ranking up. For each dataset, we adopt two evaluation protocols for
comparison. The first one is Cumulative matching characteristic (CMC) curve. The
second one is mean average precision (mAP). The detailed calculation process of mAP
is shown below. We first define average precision (AP) for evaluation single person
query ranking results as follow:

AP =
t1
loc1

þ t2
loc2

þ � � � þ tn
locn

� �
=n ð7Þ
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where ti represents the i-th image which is matching with the query image, loci rep-
resents the location of corresponding matching image ranking order and n denotes as
the number of matching images to the query image. Then when testing set has m query
images, we can calculate the mAP as follow:

mAP ¼ 1
m

Xm

i¼1
APi ð8Þ

3.2 Training Parameters

We adopt the Resnet50 network architecture which is pre-trained on ImageNet dataset.
The number of epoch is set to 55 and batch size is set to 20. We employ the multi-step
strategy for learning rate update. The initialized learning rate is 0.001 and we changed
it to 0.0001 after 45 epochs learning. During training, we randomly select 1 to 3 images
of each identity as the validation set for network parameter evaluation and update.

3.3 Parameter Adjustment

The hyper-parameter k1 dominates contribution weight of the person identity recog-
nition task in our proposed network architecture and hyper-parameter k2 controls the
intra-class variations of person identification. Both of them are essential to our model.
So we conduct the following experiments to adjust the appropriate values for our
network. For facilitating adjustment of parameter k1and parameter k2, we use the
training set of Market1501 dataset for model training and testing.

Table 1. Person re-ID accuracy of rank-1, rank-5, rank-10, rank-20 and mAP on Market1501
when parameter k2 = 0 and parameter k1 varies.

k1 Rank-1 (%) Rank-5 (%) Rank-10 (%) Rank-20 (%) mAP (%)

1 77.94 89.96 93.61 96.11 56.12
2 81.53 92.13 94.95 96.85 59.80
3 81.35 92.01 94.63 96.67 60.35
4 82.13 92.13 94.92 97.00 60.99
5 81.47 92.43 95.19 96.85 60.63
6 81.95 91.51 94.63 96.82 60.73
7 82.57 92.64 95.31 97.18 61.76
8 82.21 93.32 95.46 97.18 61.18
9 80.93 91.39 94.21 96.50 59.71
10 81.50 91.51 94.69 96.94 59.77
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To simplify the parameter adjustment process, we first set parameter k2 = 0. We
take the different values of parameter k1 for training models, and we evaluate the
corresponding results of rank-1, rank-5, rank-10, rank-20 and mAP. The results of
parameter k1 for person re-ID are shown in Table 1. It obviously that we set parameter
k1 = 7 the model on rank-1, rank-20 and mAP can get best results, and when parameter
k1 = 8, the model on rank-5 and rank-10 can get better results. Later, we fixed
parameter k1 = 7 and k1 = 8 respectively and choose the different values of parameter
k2 to evaluate the person re-ID task. The person re-ID result of parameter k1 = 7 and
various parameter k2 is shown in Table 2 and the person re-ID result of parameter
k1 = 8 and various parameter k2 is shown in Table 3. From the results of the tables, we
can find when parameter k1 = 7 and parameter k2 = 0.0005, our proposed network can
get the best result on rank-1 and mAP than others in Market1501 dataset.

3.4 Experiment Results of Person Re-ID

Based on our previous work results, we fixed parameter k1 = 7 and parameter
k2 = 0.0005 in our proposed network on Market1501, and fixed parameter k1 = 7 and
parameter k2 = 0.0001 in our proposed network on DukeMTMC-reID. Then we provide

Table 3. The re-ID accuracy of rank-1 and mAP on Market1501 when parameter k1 = 8 and
various parameter k2.

k2 Rank-1 (%) mAP (%)

0 82.21 61.18
0.001 83.11 64.04
0.003 83.61 63.82
0.005 83.28 63.86
0.008 79.60 58.57
0.0001 79.13 57.17
0.0003 83.40 62.79
0.0005 83.02 62.68

Table 2. The re-ID accuracy of rank-1 and mAP on Market1501 when parameter k1 = 7 and
various parameter k2.

k2 Rank-1(%) mAP(%)

0 82.57 61.76
0.001 83.91 63.39
0.003 83.31 63.90
0.005 82.48 62.89
0.008 81.95 60.73
0.0001 82.21 62.28
0.0003 82.19 62.31
0.0005 84.14 64.07
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re-ID results with the IDE features from Baseline1-A and Baseline1-B where the bal-
ance parameter between joint supervisor loss function of softmax loss and center loss is
also set to 0.003. Moreover, we compare re-ID results with the attributes features from
Baseline2 where parameter k1 = 0 and parameter k2 = 0 and APR [25] where parameter
k1 = 7 and parameter k2 = 0. We also proposed the comparison results with the state-of-
the-art methods on two datasets which are shown in Tables 4 and 5, respectively.

From the results, we can find the performance of joint supervision loss function of
softmax loss and center loss in CNN is much better than the single softmax as loss
function. The comparison between Baseline1-A and Baseline1-B further proves that
our proposed method in this paper will achieve better performance than APR. Fur-
thermore, by comparing with the experiments of APR, our method improves the per-
formance on rank-1 accuracy is 1.57% and 2.31% on Market1501 respectively, and our
method also improves the performance on rank-1 accuracy is 3.23% and 2.96% on
DukeMTMC-reID respectively. Our method obtains quite remarkable results. It is
verified that the joint supervision of softmax loss and center-loss can learn the more

Table 4. The comparison results with state-of-the-art methods on Marter1501.

Rank-1 (%) mAP (%)

S-CNN [17] 65.88 39.55
GAN [30] 84.29 64.67
PAN [31] 82.81 66.07
Triplet [14] 90.53 76.42
Baseline1-A 75.77 50.84
Baseline1-B 76.01 54.84
Baseline2 50.65 27.69
APR [25] 82.57 61.76
Ours 84.14 64.07
Ours+re-rank 86.02 77.90

Table 5. The comparison results with state-of-the-art methods on DukeMTMC-reID.

Rank-1 (%) mAP (%)

Bow+kissme [7] 25.16 12.17
LOMO+XQDA [6] 30.75 17.04
GAN [30] 67.68 47.13
PAN [31] 71.59 51.51
Baseline1-A 63.28 43.40
Baseline1-B 66.16 44.54
Baseline2 55.97 34.89
APR [25] 70.33 49.91
Ours 73.56 52.87
Ours + re-rank 77.69 68.93
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discriminative identity features than the single softmax loss for person re-ID, and the
powerful representation features can be learned from multi-task learning network via
person attribute recognition and identification.

We also used the person re-rank algorithm [29] to improve accuracy results for
person re-ID of our proposed network. For Market1501, we obtain the improvement
results after re-rank on rank1 = 86.02% and mAP = 77.90%. For DukeMTMC-reID,
we get impressive results after re-rank on rank1 = 77.69% and mAP = 68.93%. In this
sense, our method achieves the state-of-the-art performance. Despite our method is
simple, the experiment results further prove that the auxiliary attributes and identity
joint supervisor loss function are significant for learning the powerful representation
features.

4 Conclusion

In this paper, we propose the multi-task network architecture to learn powerful rep-
resentation features of attributes and identity for person re-ID. We employ person
attributes as auxiliary features and joint supervision of softmax loss and center loss for
person identification. Our method integrates the multi-task learning strategy to enhance
the generalization and performance with the single CNN for person re-ID. We achieve
very remarkable experiment results. We have further proved that the auxiliary attributes
and identity joint supervisor loss function are significant for learning the powerful
representation features.
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Abstract. As an important research direction in the field of biometrics, offline
signature verification plays an important role. This paper proposes BoVW based
on feature selection algorithm MRMR for offline signature verification. In this
paper, eigenvectors were formed by extracting visual word features and the
features were obtained by building a visual word bag of signature samples. In
order to improve the relevance between eigenvectors and categories, and reduce
the redundancy between features, the Maximum Relevance and Minimum
Redundancy algorithm was used to select features of visual word eigenvectors.
The algorithm can find the optimal feature subset. The experiments were con-
ducted using 1200 samples from in our Uyghur signature database, and com-
parison experiments were carried on selecting 2640 samples from CEDAR
database. It was obtained 93.81% of ORR from Uyghur signature and 95.38% of
ORR using Latin signature from CEADER database respectively. The experi-
mental results indicated the efficiency of proposed method in this paper.

Keywords: Offline signature verification � BoVW �MRMR � Feature selection

1 Instruction

As an important part of biometric research, signature verification has important
research value. The signature identification method studied in this paper is a biometric
identification method, which is mainly aimed at the verification of Uyghur signatures
commonly used by ethnic minorities in Xinjiang. And Uyghur signature verification
has a wide range of regional applications. Handwritten signature verification is mainly
divided into two types: online handwritten signature verification and off-line hand-
written signature verification. Offline signature samples lose the dynamic features of
signatures, and can only extract their static features. Through recent researches, offline
signature studies with common languages have come to perfection. But the research on
Uyghur signatures is still at a stage of development.

Maergner et al. [1] used the graph method to process the signature and extracted
endpoints, intersections, and points on the circular structure as key points for signature
samples. The method was matched by a bipartite graph to obtain good experimental
results. Ma et al. [2] used local binary patterns (LBP) to extract local texture features of
signatures in 2017 and classify them using a deep belief network (DBN) training
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model. The recognition rate error on the MCYT database was 9.3%. Zois et al. [3] used
the grid template to encode and divide the fine geometric structure of the signature to
form a 5*5 binary mask. The EER of the method was 9.42% on the GPDS300 data-
base. Okawa [4] published the latest research results in 2018. He extracted the signature
foreground image and background image, and used the Fisher vector model based on
KAZE feature to identify the signature. The EER was 5.47%. Kumar et al. [5] and
Hafemann et al. [6] systematically reviewed offline signature verification techniques in
recent years.

At the same time, the research, which is about the verification and recognition of
offline Uyghur handwritten signatures, has also made some progress. From 2012 to
2017, Ubul et al. [7–11] used local statistical features, such as local central line feature
and corner curve feature, to identify and recognize Uyghur handwritten signatures.
These experimental results were good and the total accuracy were above 90%. Gheni
et al. [10] proposed an improved 16-dimensional directional feature based on Uyghur.
And the ORR was the 92.58%. Yimin et al. [11] used 112-dimensional ETDT features
to extract features of Uyghur signature. And he used the cosine similarity measure to
recognize offline Uighur signatures. The recognition rate was 94.1%.

As a pattern recognition problem, a complete offline signature verification system is
mainly composed of four parts: signature sample collection, signature sample prepro-
cessing, signature sample feature extraction, and signature sample classification. The
main flow of the signature authentication system is shown in the Fig. 1.

2 Feature Extraction

2.1 Preprocessing

Preprocessing image can remove the interference factors in the image and preserve the
key information of the signature image more effectively. The preprocessing methods
used in this paper are the steps of normalized, graying, binarization, smoothing and
denoising. When the image is normalized, the size of the signature image is normalized
to 384*96 pixels. The weighted average method is used to grayscale the signature
sample, and the Otsu algorithm is used to convert the signature image into a binary
image. The bilateral filtering method is used to denoise the binary image.

Signature
sample

collection
Signature
database

Train
set

Test
set

Signature
preprocessing

Signature
preprocessing

Signature
feature

extraction

Signature
feature

extraction

Signature
training model 
establishment

Verification
and decision

Forged
signature

Genuine
signature

Fig. 1. Offline signature verification process
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2.2 The Bag of Visual Words

The bag of words was first used in the natural language processing and was a method of
describing text documents. In order to solve the semantic understanding of the image,
Fei-Fei et al. [13] used the bag of words to form the bag of visual words in the field of
image. And the method was used to extract the semantic features of the image. It is
widely used in image retrieval and image classification.

The model is mainly composed of three steps in the extraction of signature samples,
which will be described below.

Underlying Features Extraction. In order to build a more effective bag of visual
words with signature samples, visual words are formed by extracting the underlying
features of the image. This has a great influence on the quality of the extracted visual
word features. After analyzing underlying features extraction algorithms and charac-
teristics of feature descriptors, the SIFT operator is used to extract underlying features
[14].

The Bag of Visual Words Generation. After extracting the underlying features of all
training images, all the extracted features are encoded and quantified to form visual
word bags. The underlying local features are clustered to group the extracted under-
lying features into different categories. As shown in Fig. 2(a), the same shape in the
Uyghur handwritten signature can be used as a category of graphs. This process is
similar to the graph composed of different shapes in Fig. 2(b). By clustering, as shown
in Fig. 3(a), the same shape parts can be aggregated together. All visual words make up
the image form a bag of visual words, as shown in Fig. 3(b). This paper uses the k-
means clustering method to cluster Uyghur signature images. The visual words and
visual word bag generation process are shown in Figs. 2 and 3.

(a)                                                                          (b) 

Fig. 2. The underlying features of the image turn into visual word features

(a) (b)

Fig. 3. The Bag of Visual Word generated by clustering
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Visual Word Frequency Statistics. According to the extraction of visual word, the
semantic content of the training image and testing image can be described. Then the
visual word features of the image are constructed. After the Bag of Visual Words is
generated in the previous section, all feature points in each image will have unique
corresponding words in the Bag of Visual Words. Every feature points is used as a
visual word, and the number of all visual words in the bag of words is counted. Then a
K-dimensional word frequency statistic result can be obtained. These are the signature
visual words features.

2.3 Maximum Relevance and Minimum Redundancy

As a filter feature selection algorithm, the Maximum Relevance and Minimum
Redundancy algorithm was proposed by Peng [15] in 2005. The algorithm can get an
optimal feature subset for classification.

The maximum relevance refers to the maximum relevance between the feature
subset and the class which it belongs to. W is feature subset and c is the class, so
maxD W ; cð Þ is the maximum relevance.

Minimal redundancy refers to minimizing the relevance between all features in a
feature vector. Therefore, in order to ensure mutual exclusivity between features, the
feature of the minimum relevance between features is denoted by minQ Wð Þ.

In the Maximum Relevance and Minimum Redundancy algorithm, D and Q are
optimized at the same time, so as to obtain the optimal feature subset. If n-1 features are
selected from the feature vector W , the optimization criterion function for the n-th
feature is as follows. Then the best values of the formula is calculated, and the best
subset of features can be chose.

max
fj 62Wn�1

W fj; c
� �� 1

n� 1

X
fi2Wn�1

W fi; fj
� �" #

ð1Þ

3 SVM

The classifiers used for signature verification are mainly divided into two categories,
writer-dependent and writer-independent. The first method, writer-dependent, is
adopted in this paper. The classification method uses the writer’s genuine signature and
forged signature to train the writer’s verification model. This model is used to identify
the authenticity and forgery of the signature writer. In this paper, Support Vector
Machines are used for writer-dependent signature verification.

Support Vector Machine (SVM) is a highly efficient learning method [16] that is
used as the classifier to verify in this paper. This is a two-class problem classifier that
applies the principle of structural risk minimization in statistics. It has fast training speed
and strong generalization ability. SVM solves the optimal classifying hyper-plane in the
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high-dimensional feature space, and makes its classification accuracy optimal. The
optimal hyper-plane of SVM can be calculated and defined as follows:

min
1
2

wk k2 þC
Xl

i¼1

ni

s:t:
yi � w � u xð Þð Þþ bð Þ� 1� ni

ni � 0;
; i ¼ 1; 2; . . .; l

� ð2Þ

Among them, ni ¼ n1; . . .; ndð Þ is a slack variable and C is a penalty factor. u xð Þ is
a mapping function that maps the input feature vector to a high-dimensional feature
space.

The SVM model is commonly used for linearly separable classification problems. If
the classification problem to be solved is a linearly inseparable problem, it is necessary
to select a proper kernel function to process the feature vector. The kernel function
chosen in this paper is Gaussian Radial Basis Function (RBF). The formula is shown
below.

K x; zð Þ ¼ exp
� x� zk k

2r2

� �
ð3Þ

4 Experiment

4.1 Database and Evaluation Standards

In this paper, 20 individuals’ signature sample images were selected from the Uyghur
handwriting signature database. Each of them has 20 genuine signature sample images,
20 simple forged signature sample images, and 20 skilled forged signature sample
images. The total number of samples used for the experiment was 1200. The com-
parative experiment used the database CEDAR for Latin signature verification. The
database contains a total of 55 writers, each of whom had 24 genuine signatures and 24
forged signatures. In this experiment, 12 genuine samples and 12 forged samples of
each person were collected to form training set, and other signatures were test sets.

The False Rejection Rate (FRR) and False Acceptance Rate (FAR) were used to
evaluate the results of signature verification. The FRR represented the error rate of
which the genuine signatures were mistaken as forged signatures, and the FRR repre-
sented the error rate of which the forged signatures were mistaken as genuine signatures.
And the Overall Right Rate (ORR) were used to evaluation system performance here.
The formulas for calculating the three evaluation criteria are as follows.

FRR ¼ The number of genuine signature sample errors
The number of genuine signatures sample

� 100% ð4Þ
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FAR ¼ The number of forgery signature sample errors
The number of forgery signatures sample

� 100% ð5Þ

ORR ¼ 1� FRRþFAR
2

� �
� 100% ð6Þ

4.2 Experimental Results and Analysis

In this paper, the training set contained a total of 480 signature samples, and the rest of
the signature samples made up the test set. The training sets were used to extract
eigenvectors and train the classification model. The trained classification model can be
used to predict the type of test samples. In this experiment, when feature points were
extracted from handwritten signatures in different languages, the number of feature
points were different. In the experiment, different K values were used for feature
extraction of Uyghur and Latin signatures. Afterwards, MRMR was used to select
features. There were a total of 25 different size feature subsets. The results of the
feature vector selection method extracted by the BoVW algorithm were analyzed.

Table 1 can be seen, for offline Uyghur signature verification, when BoVW
algorithm extracted 600-dimensional visual word features, the best ORR was 92.08%.
At this time, the FRR was 4.38% and the FAR was 11.46%. The results of the CEDAR
signature verification in Table 2 achieved the best result when the K value was 100,
and the ORR was 91.29%. This was because the uncertainty of the number of extracted
feature points in different training sample sets.

The signatures obtained by the optimal feature subset were shown in Tables 3 and 4.
Compared with the data in Tables 1 and 2, the ORR with the different K values can
increase 1.63% on average in the Uyghur signature verification. When performing
feature selection experiments in the CEDAR database, the ORR increased by an average
of 5.63%. It was proved that this feature selection method MRMR was effective for

Table 1. BoVW based offline signature verification in Uyghur database

The number of visual words 200 300 400 500 600 700 800

FRR (%) 8.75 10.63 10.63 8.75 4.38 6.88 10.63
FAR (%) 11.96 12.86 13.75 15.36 11.46 11.79 11.43
ORR (%) 89.64 88.26 87.81 87.95 92.08 90.67 88.97

Table 2. BoVW based offline signature verification in CEDAR

The number of visual words 100 200 300 400 500

FRR (%) 7.73 8.18 10.76 11.21 11.21
FAR (%) 9.70 10.91 12.88 10.91 14.39
ORR (%) 91.29 90.45 88.18 88.94 87.20
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off-line signature verification. The result of the Latin signature using this method was
higher than Uyghur signature verification results. Finally, the FRR of 2.63% and FAR of
6.62% were obtained in Uyghur signature verification experiments. And the best Overall
Right Rate on the CEDAR database was 95.38%.

Table 5 shows the comparison between the proposed method and other research
methods. It can be seen that [10] used 16-dimensional Directional Features to
authenticate 10 Uyghur signatures, and the ORR obtained is 92.58%. Using the method
proposed in this paper, the ORR of 20 Uyghur handwritten signatures was 93.81%,
which was higher than that in [10]. Compared with [16], AER was also 2.37% higher
than 6.99% of [16]. It can be seen that this method can effectively improve the veri-
fication results of Uyghur and Latin.

Table 3. Using MRMR to Select Optimal Feature Subset in Uyghur database

The number of visual words 200 300 400 500 600 700 800

The best feature subset 56% 60% 84% 68% 80% 88% 72%
FRR (%) 5.63 8.75 8.13 3.13 3.58 6.13 7.74
FAR (%) 13.57 12.86 12.68 15.00 8.81 9.61 11.21
ORR (%) 90.40 89.20 89.60 90.94 93.81 92.13 90.52

Table 4. Using MRMR to Select Optimal Feature Subset in CEDAR

The number of visual words 100 200 300 400 500

The best feature subset 56% 72% 28% 32% 56%
FRR (%) 4.75 3.13 4.38 2.63 4.38
FAR (%) 6.97 6.88 5.93 6.62 5.93
ORR (%) 94.14 95.00 94.85 95.38 94.85

Table 5. Comparison of other research results

Method Database Train
and test

FRR
(%)

FAR
(%)

ORR
(%)

AER
(%)

EER
(%)

Fisher
vector + KAZE
[4]

MCYT Train:20
Test:10

– – – – 5.47

Gradient Features
[16]

CEDAR Train:16
Test:32

– – – 6.99 –

Directional
Features [10]

Uyghur Train:30
Test:30

5.75 9.09 92.58 – –

The proposed
method

Uyghur Train:24
Test:36

3.58 8.81 93.81 6.19 –

The proposed
method

CEDAR Train:24
Test:24

2.63 6.62 95.38 4.62 –

706 S.-J. Zhang et al.



5 Conclusion

This paper studied the application of the Bag-of-Visual-Word based on the Maximum
Relevance and Minimum Redundancy algorithm in Uyghur signature verification.
Using this method, experiments were performed in a Uyghur signature database con-
taining 20 people and a CEDAR database containing 55 persons. The ORR obtained
from the selected optimal feature subsets were 93.81% and 95.38%, respectively. Then
the results were better. In the future research work, the idea of feature fusion can be
added when generating the underlying features of the word bag model. And the feature
vectors can also be merged when extracting features. At the same time, different
classifiers are used to compare the classification performance of feature vectors.
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Abstract. With the continuous development of filtration technology for text
information, many criminal offenders made much harmful text information in
Uyghur involving extreme religion and terrorism information by image editing
software. In order to recognize the Uyghur text-images effectively, a scheme for
recognizing printed Uyghur based on the features extracted by histogram of
oriented gradient (HOG) and the multilayer perceptron (MLP) neural network is
put forward. Firstly, preprocess the Uyghur text-images to obtain the binary
images after eliminating noise. After that, segment the text-line by horizontal
projection integral method and segment the words and characters by vertical
projection integral method to obtain independent characters. Next, extract the
features of characters by HOG. Finally, recognize the characters through the
trained MLP neural network classifier and according to features extract by HOG.
The experimental results showed that we could recognize Uyghur characters
accurately by the method put forward.

Keywords: Printed Uyghur � Recognition � Character segmentation
Histogram of oriented gradient (HOG) � Multilayer perceptron (MLP)

1 Introduction

The Optical Character Recognition (OCR) is a research field crossed by image pro-
cessing, pattern recognition and machine learning, which is used to convert the doc-
ument characters on images to the editable electronic document format [1]. Due to the
continuous improvement of computer technology, OCR for printed text-image devel-
ops rapidly, which improves the efficiency to type characters greatly.

With the deepening of anti-terrorism, in order to avoid information filtering, many
criminals disseminate much harmful and sensitive Uyghur information containing
reactionism by image file [2]. For this purpose, an intelligent system to recognize and
extract Uyghur automatically is needed. At present, the recognition technology for
English, Chinese and some other majority languages has been researched much and
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maturing [3]. However, because Uyghur is an agglutinative language, which is different
from the languages composed of traditional characters obviously, the recognition
technology for Uyghur is not mature [4].

At present, some scholars have put forward some methods for recognizing printed
Uyghur. For example, a method for recognizing Uyghur based on template matching
was put forward in the literature [5]. With this method, people can extract the shapes
and structure features of the characters and match them with the characters in text-
image library to recognize them. However, the features extracted cannot express the
characters well. In the literature [6], people took the distribution density of characters
and their features of local direction to build a Uyghur character sorter by Hidden
Markov Model. However, people didn’t explain that how to get the single characters
from the text image.

For this purpose, a scheme for recognizing printed Uyghur based on the features
extracted by histogram of oriented gradient (HOG) and the multilayer perceptron
(MLP) neural network is put forward. In the scheme, people can segment the characters
in the images by projection integral method, extract the features of character by HOG,
and recognize the character by the classifier MLP trained by the character library. The
experimental results showed that this method was effective and feasible.

2 The Frame of the Scheme to Recognize Uyghur

Uyghur is an agglutinative language, which is different from English and other lan-
guages composed of mutually independent characters, and which is composed of
mutually connective characters [7]. Uyghur is composed of 32 characters and 20
additional strokes. In a Uyghur word, the additional stroke is above, under or in the
character body and is not connected with the body [8], as shown in Fig. 1. Moreover,
every character can be written by 4 different forms at most according to the location of
the Uyghur character in the word, and there are 126 forms in all.

Because of the uniqueness of Uyghur, it cannot be recognized by traditional
English recognition technology. For this purpose, a recognition method for printed
Uyghur based on character segmentation, HOG and MLP classifier has been put for-
ward. Its basic process as shown in Fig. 2, which is divided into 4 parts: preprocessing,
character segmentation based on the integral projection method, the features extracted
by HOG and character recognition based on MLP classifier.

Fig. 1. Uyghur words composed of characters and additional strokes
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The printed Uyghur text was converted into images by image scanner and other
equipment and uploaded into the recognition software in the computer as data input.
Because the image capture equipment is inconsistent with the environment, the text
image needs to be preprocessed.

The preprocessing process includes image binaryzation, noise reduction, angle
correction, normalization, etc. In the process of binaryzation, translate the pixel in the
text image into 0–255 grey level at first, and then convert the image into the black-
white binary image with 192 as the threshold value for judgment [9]. In the process of
noise reduction, take median filter to remove the noise points in the image. In the
process of angle correction, adjust the angle of the image according to the written base
line of Uyghur to avoid incline [10]. In the process of normalization, zoom image by
high-order interpolation algorithm to normalize the words.

3 Character Segmentation Based Projection Integral Method

Because in Uyghur, characters are agglutinative mutually, there are many similar
characters, and the width and height of the characters are not same, there is no obvious
boundary between characters. For this purpose, before recognizing the text, it is needed
to segment the characters in the words. In this article, we segment characters by pixel
integral projection method [11], including segmenting text lines, segmenting words,
and segmenting characters.

Fig. 2. The process flowchart of the method
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After preprocessing, the image become an noise-free binary image, on which, the
pixel value of the white background points is 0, and the pixel value of black character
points is 1. The expression of the pixel gði; jÞ located at row i and column j is:

gði; jÞ ¼ 0 background
1 other

�
ð1Þ

Step 1: line segmentation. Confirm the top and bottom boundaries by horizontal pro-
jection integral method according to the blank between lines to complete line seg-
mentation. The integral projection method of each line is expressed as follows:

FðiÞ ¼
XI

j¼1

gði; jÞ ð2Þ

In the expression, I means the number of pixel points.
To confirm the bottom boundary of the text, scan the image pixel from top to

bottom line by line through judging the threshold value. If there are continuous n lines
according with following expression, the line i is the bottom boundary of the text.

ðFðiÞ[ pÞ \ ðFðiþ 1Þ[ pÞ \ . . .\ ðFðiþ n� 1Þ[ pÞ ð3Þ

To confirm the top boundary of the text, scan the image pixel from bottom to top
line by line. If there are continuous n lines according with following expression, the
line i is the top boundary of the text.

ðFðiÞ\rÞ \ ðFðiþ 1Þ\rÞ \ . . .\ ðFðiþ n� 1Þ\rÞ ð4Þ

In this expression, the threshold values, p and r are confirmed by the experiment
effect. In this article, they are set as 2.

Figure 3 shows the results of horizontal projection and line segmentation of a text-
image.

Step 2: word segmentation. After line segmentation, implement word segmentation.
Namely, segment every word. Because there are obvious spaces between the words of
printed Uyghur, and the spaces between characters are bigger than that between words,

Fig. 3. The line segmentation of a text image based on horizontal projection integral method
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we implement word segmentation by vertical projection integral method. The seg-
mentation process by vertical projection is similar with that by horizontal projection.
Figure 4 shows the results of vertical projection and word segmentation of a text
image.

Step 3: character segmentation. Segment the characters of the words obtained after line
segmentation and word segmentation to get independent characters. Some characters in
the words are interconnected, but all these connected parts are on the base line.
Therefore, we can get the segmentation points according to the locations of vertical
projection and base line.

Firstly, segment the characters with spaces in the words by vertical projection
integral method. After that, set the base line of characters connected mutually in while,
namely base line whitening, and segment them by vertical projection. Figure 5 shows
the process to segment a connected character, in which, (a) is the word, (b) is the word
without base line, and (c) is the result of vertical projection and vertical segmentation.

After segmenting every character vertically, build the top and bottom boundary
frames by horizontal projection, and get the independent characters as shown in Fig. 6.

Fig. 4. The word segmentation of a text-image by vertical projection integral method

Fig. 5. The sketch map to segment the connected characters in a word
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4 Feature Extraction by HOG

Feature extraction is used to transform the character image input into a feature set,
which is an important part of Uyghur recognition system. We take (HOG) [12] to test
and extract the features of Uyghur characters, which is used to test the profile by
calculating the local gradient information of the image. Divide the characters seg-
mented into small connected units, generate a gradient histogram for every pixel in the
units, and then connect these histograms in series to form a rectangle, so as to get the
features characters by HOG.

Firstly, calculate the pixel gradient of the character image. Calculate the direction
and magnitude of the maximum strength change of the gradient by Sobel filter to get
the horizontal component (H) and vertical component (HT ) of the gradient. After that,
convoluted every pixel with H and HT to get the horizontal and vertical gradient
values, Gx and Gy. The expression is shown as follows:

Gx x; yð Þ ¼ H � I x; yð Þ
Gy x; yð Þ ¼ HT � I x; yð Þ ð5Þ

In the expression, I x; yð Þ is the single character segmented, so the magnitude value
of the character gradient, G x; yð Þ can be expressed as follows:

G x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x x; yð ÞþG2
y x; yð Þ

� �r
ð6Þ

The gradient direction is expressed as follows:

h x; yð Þ ¼ tan�1 ¼ Gx x; yð Þ
Gy x; yð Þ ð7Þ

Secondly, divide the text-image into the units in 8 * 8, and calculate the pixel
gradient in each unit through the histogram with 9 bins. The histogram is voted with the
gradient value of every pixel as the weight.

Finally, combine these units into a rectangle, and normalize the pixel gradients in
all overlapped rectangles. Next, aggregate the vector quantity of the histograms of all
rectangles, and form a big HOG feature vector finally.

Fig. 6. The final result to segment the characters in a word
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5 Character Recognition Based on MLP Classifier

In the scheme put forward, we build a classifier based on a type of the multilayer
feedforward artificial neural network (MFANN) [13]. After converting every character
extracted into rectangular HOG, there will be 576 values in the vector quantity of HOG
as the input features of the classifier. MLP is a common feedforward network. Its
typical frame is composed of input layer, hidden layer and output layer as shown in
Fig. 7, in which, x is the input vector, y is the output vector, and Dx is the weight
connecting the layers.

The neurons in the input layer are used to buffer the signals xi ¼ 1; 2; 3. . .; nð Þ, and
input these signals in classification into the neurons of the hidden layer. For each
neuron in the hidden layer, the input signal xi shall be weighted Dxji according to the
connection strength, and aggregated to form the output yi. The expression of output yi
is shown as follows:

yi ¼ f
Xn

i¼1
xjixi

� �
ð8Þ

In the expression, f can be a simple threshold function S-shape function or
hyperbolic tangent function.

Fig. 7. The structure of MLP neural network
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Back-propagation algorithm is a gradient descent method, which is used to adjust
the connection weight, Dxji between the neurons, i and j in MLP training process,
which is expressed as follows:

Dxji ¼ gdjxi ð9Þ

In the expression, g is a parameter of learning rule, and the feature d depends on the
type of the neuron j. For example, the corresponding dj of a hidden neuron or an input
neuron is:

dj ¼ @f
@netj

� �
y tð Þ
j � yj

� �
ð10Þ

dj ¼ @f
@netj

� �X
q
xjqdq ð11Þ

In the expression, netj is the weight sum from neuron j to input signal xi, and y tð Þ
j is

the target output of the neuron j. Because the neurons in the hidden layer don’t have
target output, the weight sum of dq is used to replace the difference between the neuron
j in the hidden layer and the actual output. In this process, calculate d of each neuron in
each layer, and update the weight of the connecting iteration one by one. The weight
updating process shall be implemented after every training model, which is model-
based training. The network training process can be spread by adding “momentum”
terms, which is expressed as follows:

Dxji Iþ 1ð Þ ¼ gdjxiuDxji Ið Þ ð12Þ

In the expression, Dxji Iþ 1ð Þ and Dxji Ið Þ are the weight change of Iþ 1 and I, and
u is the “momentum” coefficient.

6 Simulation and Analysis

In order to assess the performance of the recognition scheme for printed Uyghur, we
took tool Matlab8.0 to build the experimental environment. In the experiment, we took
4 pictures from Uyghur magazines as the examples, including 528 words and about
1762 characters in ALKATIP typeface. In addition, we took the standard Uyghur block
character library with additional strokes as the training set, and trained the MLP neural
network classifier by the features extracted by HOG.

Compare the scheme in this article with the scheme with structure features and
template matching put forward in literature [5]. Moreover, to verify the performance of
the MLP classifier, we compared it with the SVM classifier. Make statistics on FAR
(False Acceptance Rate), TAR (True Acceptance Rate) and FRR (False Rejection Rate)
recognized by characters to be the performance indexes.
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Table 1 shows the comparative results of the three methods. It is observed that the
scheme put forward has high performance, and the performance of the MLP classifier is
better than that of the SVM classifier. Because we segment Uyghur characters accu-
rately and expressed the features of the characters by HOG to provide efficient features
for MLP neural network classifier, it has a high correct recognition rate.

7 Conclusion

In this article, a recognition system for printed Uyghur is put forward. Firstly, segment
every character in the text-image by projection integral method to extract the HOG
features of every character, and then recognize the characters by MLP classifier. After
the experiment on some images taken from Uyghur magazines, the results showed that
the correct recognition rate in this scheme was 96.15%, so the scheme has high
practical value.
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A Study on the Printed Uyghur Script Recognition
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Abstract. This paper proposes a recognition technique which applies a combi‐
nation of image processing and pattern recognition to visual features of individual
words. Uyghur script is naturally cursive, and its characters have uneven width.
Therefore, in image format, precisely cutting Uyghur words into characters is
difficult. To avoid such problem, we use word models instead of character models.
Besides, this technique does not need a large amount of training samples: prepared
text samples are converted to image samples which are used to construct indi‐
vidual word models .

Keywords: Uyghur · Visual features · Recognition

1 Introduction

Uyghur, Kazak and Kirgiz scripts are based on Arabic and Persian characters, and widely
used in Xinjiang Uygur Autonomous Region of China. Arabic based scripts are used by
1/7 of the world population. Therefore, recognition technique of the Uyghur script has
significance in both theory and practice.

Uyghur characters have various shapes; characters have uneven width and height.
Besides, Uyghur script is naturally cursive because it is written by connecting characters.
Using structural and statistical features of characters will result in a low recognition rate
and slow speed. We studied the printed Uyghur script, and realized that using word
visual features has the following benefits. First, we can avoid the problem of traditional
techniques: using a large amounts of training samples. Our technique only needs a small
amount of training samples. Second, by focusing on words, it is easy to obtain visual
structural features such as the number of sub-words, the number of characters in sub-
words and others. Third, post-processing is simpler: n-gram is used to verify recognition
results. Figure 1 illustrates a method for Uyghur word recognition.
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Fig. 1. A Method for Uyghur Word Recognition

Chinese character recognition techniques are mature and already used in practice.
However, research on the recognition of Uyghur script is insufficient. Ding [1–4] and
other scholars studied the recognition of the printed Uyghur script with multiple fonts,
and achieved certain results. These works are applied the idea of the printed Chinese
and English recognition techniques: vertical projection extracts sub-words, then sub-
words are cut into characters, and word recognition is obtained using character models.
Kadier [5] created a statistical model of Uyghur and Arabic scripts using HTK, which
was used to improve the recognition results: the increment from 78.28% to 97.45% was
reported.

Most Uyghur script recognition techniques are based on the idea of “segment first
and then recognition”. However, it is not easy to have a clear segmentation of characters
in the case of Uyghur/Arabic scripts. There are two shortcomings. First, over-segmen‐
tation, which means that characters are cut into smaller blocks, so creating character
models is difficult. Second, spaces between sub-words are tend to falsely identified as
usual spaces: a single word is often recognized as several words which severely affects
post-processing.

Naz et al. [6] pointed out that the OCR of Latin and Chinese is mature unlike the
OCR of cursive scripts such as Arabic. However, segmentation techniques of Arabic
scripts generate inaccurate outputs. There are two kinds of work. The first kind is
segmentation-based approaches. Shatnawi et al. [7] compared the five skeleton extrac‐
tion algorithms in the pre-processing of Arabic recognition to find an efficient algorithm
which keeps the body shape of the Arabic script without generating redundant parts.
The second kind is segmentation-free approaches. These methods use a sliding window
to extract features in a local area, and HMM forms the basis of recognition. Maqqor
et al. [8] proposed to scans the lines of the input image text, then extracts the local density
statistical features through a sliding window. The recognition results are obtained
through Hidden Markov Model toolkit (HTK). In this case, it is difficult to use HMM
based technique because the shape of Arabic characters depend on their positions in a

720 H. Meimaiti



word which leads to a tremendous challenges in the parameter estimation of HMM.
Ahmad et al. [9] extracted sub-character features, re-grouped sub-characters by their
similarity in pattern thus greatly reduced the number of basic elements in the HMM.
Jiang et al. [10] use an improved bootstrap method to solve the difficulty of model
parameters training in HMM. The results show a significant improvement in Arabic
script recognition. Ait-Mohand et al. [11] use semi-supervised learning technique using
a small amount of tagged samples to improve and optimize model parameters and struc‐
ture of the existed HMM. Moysset et al. [12] segmented the text line images into non-
overlapping pieces in their multilingual OCR system A2iA, and then used the RNN
classifier for learning.

To sum up, more work are needed in the OCR techniques of Uighur/Arabic. One
point is that all these techniques tried to avoid the problem of segmentation. This paper
proposes a technique based on word recognition as shown in Fig. 1: (1) there are no
scanning a large number of samples for training. (2) Recognition focuses on words rather
than on characters, so avoids the segmentation problem. (3) Our post-processing tech‐
nique further improves the recognition accuracy.

2 The Research

2.1 Text Line Segmentation and Word Segmentation

Preprocessing removes noise from an input Uyghur text image, and identifies text area,
image area and others. The direct method of identifying gaps between lines is applying
horizontal projection. However, there are a large number of additional parts of characters
in the Uyghur text. Therefore, it is possible that white spaces between main body of
characters and additional parts of characters will be identified as blank between the lines.
That means a single line could split into two lines during the preprocessing. A threshold
is used to solve such problem: the width of an identified blank is larger than the threshold,
then such blank is a true blank between lines. Otherwise, ignored as a false blank.

Uyghur script, which has 8 vowels and 24 consonant characters, is written from right
to left, and characters are connected to each other on the baseline. According to its
position in a word, e.g. the first position of a word, in the middle of a word, or at the
final position of a word, each letter has a different shape. Some letters have only an
independent shape and a final shape. Many Uyghur characters have similar shapes, many
of these letters have the same main body but with different additional parts. For example,
common additional parts include a single dot, two dots or three dots over or below the
main body of characters. There are spaces between words.

Some characters have only an independent shape and middle shape. These characters
will split a word into sub-words because they don’t connect to other characters appearing
before and after them. The features of Uyghur scripts including uneven width of char‐
acters, cursive style, gaps between sub-words and gaps between punctuation marks bring
difficulty for the separation of the words and punctuation.

We use a method of dynamic threshold of word segmentation. First, calculate the
frequency of the uneven width of gaps between sub-words. Second, calculate the value
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of a threshold using the OTSU algorithm to identify space between words and space
between sub-words. Finally, use the threshold to figure out words and sub-words.

Figure 2 illustrates word and sub-word identification. In the figure, the horizontal
coordinates are the gap width between sub-words, and the vertical coordinates are the
gap frequency. When the width value is less than the obtained threshold, there are two
peaks. From left to right, the first peak area has higher frequencies, which is the most
wide value region between sub-words. The second peak area is the area of width between
the symbols and the word, and varies with the proportion of the punctuation. The
minimum values of the first peak area and the second peak area are set as the word
boundary value.

Fig. 2. Histogram of gap width (pixel) and frequency

To distinguish between words and punctuation marks, take out the left and right
boundary values of sub-words, analyze the word width frequency, and then use the
OTSU algorithm to calculate the width threshold as the boundary value of words and
punctuation marks, which is because the punctuation mark usually has only one sub-
word.

Figure 3 shows the results of the segmentation of words and punctuation marks. For
the first 2 lines in a scan image page, the red rectangle represents the external rectangle
of the word, the green rectangle inside is a sub-word, and the blue rectangle is the external
rectangle of the punctuation mark.

Fig. 3. Words and punctuation mark segmentation (Color figure online)

2.2 Word Parts and Word Feature Extraction

How to extract features from Uyghur script is one of the key problems, and the feature
extraction method needs to adapt to the cursive characteristics of Uyghur script. We
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propose a solution for extracting the global and local features based on the visual parts
of the word.

A Uyghur word is composed of one or several sub-words. Because of the uneven
width and its cursive connected feature, it is hard to draw a character border in a sub-
word. After applying further segmentation to a sub-word, most characters become a
single visual part, and several characters are divided into two or three visual parts. In
Fig. 4, (a) each character is a visual part, (b) segments each character into two parts, (c)
segments each character into three parts, and the visual component is extracted as the
basic unit of the word. Therefore, a word tag has a pair of multiple visual parts as shown
in Fig. 5.

Fig. 4. Character and the visual parts

Fig. 5. One-to-many multi-visual component words

Whether it’s printed or handwritten, characters are written and connected alongside
a horizontal line called baseline. Therefore, it is natural to find baselines first, and make
a vertical projection on pixels excluding the baseline, producing one or more detached
projection peaks [13], and a peak area is a part. A sub-word is segmented into parts,
there are two or four parts: independent part, starting part (from right to left), middle
part and end part. From these, we construct vertical position feature. By the text line,
the image is divided into upper, middle and lower regions, these describe the vertical
position of word parts. The number of sub-word segments, transverse position charac‐
teristics and longitudinal position characteristics of a word are considered as global
features. Each part includes contour, hole, corner point, and additional parts over or
below the baseline, these are called local features. Using the obtained the global and
local features of the visual parts, we formed a visual part based on word feature vector.

2.3 Word Recognition

How to transform Uyghur word feature vector into word text is a core issue. In this study,
we abandoned the traditional recognition method based on the segmentation of the
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characters. For large amount Uyghur script recognition problem, the solution is to use
statistical pattern classification method to establish the image words feature dictionary.

We use features which are easy to extract and have a high recognition rate as the
stable feature. According to the number of the most stable sub-words in words, divide
the feature dictionary into multiple subclasses with corresponding index tables. In the
test set, we sorted the word feature vectors in the subclass. Similar classification is also
applied word images, then find the corresponding subclasses in the feature dictionary
using their index. Using the similarity relationship between stable and unstable features
to some degree reduces the ill-effect instable features caused by noise thus could improve
the recognition rate. The similarity comparison of word features has 3 cases. (1) Both
stable and unstable features are similar; (2) the stable features are similar, and the
unstable features are not similar; (3) the stable features are not similar. The algorithm
is shown in Fig. 6, where WFi is the i-th image word feature vector and DWFj is the
feature vector in the j-th word dictionary.

Fig. 6. Word feature comparison algorithm

In this work, the feature dictionary has more than 28,000 sorted and compared words,
and the uniqueness of vector is verified.
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3 Virtual Sample Generation

The cost of obtaining training samples usually consumes a large amount of human
resources. Therefore, training samples tend to be small, lack of variety, and it is difficult
to reflect the changes of the printed script in practice. To solve such problem, we can
use virtual sample technology. The idea of the virtual sample technology is to combine
the prior knowledge on the research subject and specific techniques to generate virtual
samples of simulate real world situations.

The document image degradation model is as follows.

g(x, y) = h(x, y) ∗ f (x, y) + n(x, y) (1)

Where, f (x, y) is the original clear image, h(x, y) is the convolution template that
embodies the characteristics of the imaging process which is simulated by the two-
dimensional Gaussian function, ∗ is a convolution operation, and n(x, y) is additive noise.

The virtual sample generation is as follows.

1. Input the image IMG which is obtained from text and a specific system font mapping.
2. Apply binary processing to IMG;
3. Apply the two-Gaussian function to IMG to simulate the blur effect.
4. Apply N (x, y) to IMG to add noise.

As Fig. 7 shows, the algorithm simulates the effect of noise on the sample. For
example, two points of characters became one after treatment, and irregular gaps
occurred in some linear parts, which are common in the poorly printed scripts.

Fig. 7. Virtual sample generation instance

4 Conclusion

In this study, we introduce a technique to improve printed Uyghur script recognition.
We work on two main points. First, we use word models instead of character models.
Second, we opt for virtual samples to simulate real world situations, where text samples
are converted into image samples which are then used to train individual word models.
In the test with the small amount of samples, the recognition rate is about 90%, that is
due to the fact that authenticity of the virtual word samples needs to be improved and
perfected to closely resemble real word situation.
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Abstract. Signature recognition is an identity authentication method widely
used in various fields such as finance, judiciary, banking, insurance so on, and it
plays an important role in society as a behavioral trait. In order to improve the
accuracy of multilingual off-line handwritten signature recognition, this paper
was proposed the high-dimensional statistical feature extraction methods to multi
signature samples. The signature image is preprocessed firstly. Then, 128 dimen‐
sional local center point features and 112 dimensional ETDT features were
extracted from the mixture (English, Chinese and Uyghur) signatures, and a high
dimensional feature vector is formed after combining this two features. At last,
the different distance based metric learning methods were used to train and recog‐
nize the multilingual signature. It was obtained 91.50%, 95.75% and 97.50% of
recognition rates respectively using mixed Chinese-English signature dataset,
Chinese-Uyghur mixed signature dataset and the English-Uyghur mixed signa‐
ture dataset separately. The experimental results indicated that the algorithm
proposed in this paper can identify mixed signature effectively, and it is suitable
for identifying multilingual handwritten signature.

Keywords: Handwritten signature · Multilingual signature
Distance metric learning · Statistical features

1 Instruction

The design of a fast and effective signature recognition system has important application
value in various fields such as finance, judiciary, banking, insurance so on, and it plays
an important role in society as a behavioral trait. In the actual handwriting signature
recognition, the writer will be based on different countries, different regions and different
ethnic groups to write different kinds of signatures. Therefore, how to recognize the
mixed signatures of different languages is a difficult point in handwriting signature
recognition. According to the regional characteristics of Xinjiang in China, this paper
selects the Chinese, Uyghur and English languages to do the experiments of multi-
language handwritten signature recognition. The samples used for off-line handwritten
signature recognition are still images, which only have the static features such as the
shape and texture of the signature sample, which increases the difficulty of handwritten
signature recognition [1].
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Since handwritten signature recognition technology has undergone more than thirty
years of research and development, and identification of single languages signature such
as English, Chinese and Arabic has gradually matured. Marušić et al. combined feature
extraction of global feature, mesh feature and SIFT feature, using SVM for classification
and recognition with the highest accuracy of 88.97% [2]. Miah et al. used rotational and
size-independent feature extraction methods to identify numbers and signatures in check
information, and the correct recognition rate of signatures was 96% [3]. Mohammad and
Bharti have got better accuracy in recognizing off-line signatures using two different
feature extraction methods, DTW and MSER [4]. Daqrouq et al. proposed a signature
recognition method based on probabilistic neural network (PNN) and averaged frame-
forming entropy of wavelet transform (AFE), with the best recognition rate of 92% [5].
Ubul and others have achieved initial results [6–9] for Uyghur handwritten signature
recognition and verification. In 2016, the corner curve feature (CCF) and modified corner
curve feature (MCCF) of different 3D vectors were extracted from handwritten signature
[7]. Ubul et al. extracted the local centerline characteristics of two horizontal centers
(2LCLF-16H, 2LCLF-24H and 2LCLF-32H) and two vertical centerlines in 2017, and
used Euclidean distance for similarity measurement, with an accuracy rate of 96.8% [8].

In practical applications, a signature is usually written using a language that oneself
is good at, rather than one single type of text. Therefore, it is necessary to study the
recognition of multilingual signatures. In 2015, Ohyama et al. [10] extracted three gray
gradient features from the entire signature image and two segmented signature images,
left and right, to identify the signatures of both Chinese and Dutch languages, and the
recognition rate was high. Pan and Chen extracted global features and grid features from
the signatures of Chinese, Japanese and Dutch, and used SVM to verify them [11].
Experiments show that this method can better describe the effective information of the
above three languages and achieve better verification results. Xin et al. proposed a text-
independent grid-based microstructure identification method for handwriting Chinese,
English, Tibetan and Uyghur texts for handwriting recognition with an accuracy rate of
94.20% [12]. In 2013, Bhattacharya proposed a signature recognition method based on
improved mesh information features, which has good experimental results in multilin‐
gual hybrid signature recognition [13].

2 Feature Extraction

In order to reduce the influence of external factors, the local central point feature and
the ETDT feature are extracted in this paper [6, 14].

2.1 Preprocessing

It is necessary to remove the invalid information and noise in the image in, which is the
preprocessing step. In this paper, the weighted average method is used to grayscale the
signature samples, and then the median filter of the neighborhood 3*3 is used to smooth
the image. The global thresholding method is used to binarize the signature image.
Finally, the Hilditch refinement algorithm will refine the signature to extract the skeleton.
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2.2 Local Central Point Features

The process of extracting local central point features is mainly divided into the following
steps. The center point of the rectangular window is found out from the projection result
in the window, and the horizontal coordinate and the vertical coordinate of the 64 central
points are taken as the features respectively to form a 128-dimensional eigenvector,
which can be expressed as:

Xm

n
=
[
xm1, xm2,… , xmc

]
, m = 1, 2,⋯ , 10,⋯ , 32 (1)

where, m is refer to the writer corresponding to all training signature samples; c is the
dimension of the eigenvector. N represents the number of personnel involved in the
training. For the training signature sample, the feature vector is:

X = [Xm

1 , Xm

2 ,… , Xm

k
] (2)

where, k is the total number of training samples. Assuming that the size of signature is
h × w after segmentation, the horizontal and vertical projections of the signature curve
segment T(x, y) in the small window can be represented by Ts

[
y
]

and Tc[x]:

TS

[
y
]
=

h∑

x=1
blackpixel

[
T(x, y)

]

TC[x] =
w∑

y=1
blackpixel

[
T(x, y)

] (3)

Where, blackpixel represents the black pixel in the signature sample. It can be calcu‐
lated in each widget contains the center of the signature segment.

⎧
⎪
⎪
⎨
⎪
⎪
⎩

Zh =
h∑

y=1
(y.TS[y])

/
h∑

y=1
TS[y]

Zv =
w∑

x=1
(x.TC[x])

/
w∑

x=1
TC[x]

(4)

In formula (4), Zh and Zv represent the abscissa and ordinate of the center point,
respectively. Ts

[
y
]

and Tc[x] is the number of black pixels calculated by horizontal

Fig. 1. Feature extraction of 128 dimensional local center point
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projection and vertical projection of each small window respectively. The feature
extraction of 128 dimensional local center point indicated as the following Fig. 1.

2.3 ETDT Feature Extraction

The ET feature is a feature that describes the external shape information of the signature
image. In contrast, the DT feature describes the internal shape feature of the image.
Therefore, the ETDT feature can fully describe the features contained in the external
and internal shape information of the signature sample.

ET Feature. The ET feature extraction method divides the image into columns of the
same width K. For each part, the number of white pixels N in each column from the
upper edge to the first black dot is accumulated from top to bottom and N is divided by
the total number of pixels in each pixel to normalize them. By analogy, the same process
is done from the bottom to the top. Finally, 2*K features can be obtained, and 2*K is
the feature vector. Then the same signature image is divided into H sections with the
same height by rows, and the same operation as the column direction is performed from
left to right and from right to left. A total of 2*H features are obtained, forming a feature
vector. ET feature extraction is indicated as the following Fig. 2.

(a) from top to bottom                              (b) from bottom to top 

(c) from left to right                                   (d) from right to left 

Fig. 2. ET feature extraction from 4 direction

DT Feature. Firstly, the signature images are divided into K parts of the same width.
For each part, in accordance with the order from top to bottom, the number of white
pixels between accumulated in each column from the first black and white pixels to
second white black pixels, and then divided by the total number of pixels of each part
are normalized to. By analogy, the same processing can be done from the bottom to the
top, and a total of K*2 features are obtained and the feature vectors are formed. Then
the same signature image is divided into H sections with the same height by rows, and
the same operation as the column direction is performed from left to right and from right
to left. Finally, the features of the 2*H line direction are extracted. The DT feature
extraction of 4 direction is shown in Fig. 3.

In this paper, ETDT feature extraction is performed with K = 19 and H = 9, finally
forming eigenvectors of 112 dimensions (L*4 + H*4). In order to make the feature more
effective to display the valid information of the signature sample, the local center feature
and the ETDT feature are combined to form the high-dimensional feature library, and
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the classification and identification experiments are performed using different distance
and similarity measures.

3 Classification and Recognition

In this paper, training samples are trained using the KNN algorithm [15]. In order to
achieve the purpose of classification and recognition, this paper uses the commonly used
distance measurement methods (Manhattan distance, Euclidean distance) and similarity
measure (Cosine measure) to calculate the distance and similarity between training
samples and test samples.

Suppose that the eigenvector of a test signature sample is:

X =
[
x1, x2,… , xW

]
(W = 1, 2,… , N) (5)

The feature vectors of the training signature sample are:

Y =
[
y1, y2,… , yW

]
(W = 1, 2,… , N) (6)

In the above equation, N is the feature dimension contained in the independent
eigenvectors. The distance measures used to calculate the distance between them are as
follows:

• Manhattan distance:

d
(
Xi, Yi

)
=

W∑

i=1

||xi − yi
|| (7)

• Euclidean distance:

d
(
Xi, Yi

)
=

√√√√
W∑

i=1

(
xi − yi

)2 (8)

(a) from top to bottom                                 (b) from bottom to top 

(c) from left to right                                     (d) from right to left

Fig. 3. DT feature extraction from 4 direction
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In the above formula, xi is the data of each dimension of the test sample X, and yi
represents the various dimensions of the training sample Y, and the W is the dimension
of the eigenvector. Cosine similarity measure is:

cos𝜃 = d
(
Xi, Yi

)
=

W∑

i=1

xi.yi√∑W

i=1 x2
i

√∑W

i=1 y2
i

(9)

In the Cosine similarity measure formula, xi is the data of each dimension of the test
sample X, and yi represents the various dimensions of the training sample Y, and the W
is the dimension of the eigenvector.

4 Experiment Results

The database used in this experiment includes Uyghur handwritten signature database
of 50 people, Chinese signature database of 50 people and GPDS English database of
50 people. Each of them has 20 signatures, and each of language has 1000 signatures.
During the experiment, the handwritten signatures of the three languages were combined
into three experimental groups to form a mixed-signature experimental group in Chinese
and English, a mixed-signature experimental group in Chinese and Uyghur and a mixed-
signature experimental group in Uyghur and English. Each experimental group contains
100 people’s handwritten signature samples, a total of 2000 signature sample images,
and in which 16 signatures are selected for each person, a total of 1600 signature samples
are trained, and the remaining signature samples are used for testing. The 128 dimen‐
sional local center feature and 112 dimensional ETDT feature of each signature image
are extracted, and KNN classifier is used to identify it based on distance measurement
and similarity measure when the value of K is different. The experimental results of
signature recognition experiments on three experimental groups was indicated as the
following Tables 1, 2 and 3 separately.

Table 1. Recognition rates of Chinese and English handwriting signature

Chinese and English
Classifier The value of K

1 3 5
Training set 1600 Manhattan distance 91.50% 78.25% 75.00%

Euclidean distance 89.25% 74.25% 69.50%
Cosine angle metric 88.00% 72.75% 67.00%

As can be seen in Table 1, when randomly selected 1,600 signed samples in the
mixed experimental group of Chinese and English signatures for training, the 128-
dimensional local center points and 112-dimensional ETDT features of the signed
samples in the experimental group are extracted to construct a high-dimensional feature
vector library. In the case of different values of K, three distance measures and one
measure of similarity are used to calculate the distance and the similarity between the
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test sample and the training sample respectively. In the experiment, the values of K were
compared with the values of 1, 3, and 5. The average recognition rate under different K
values is obtained by a large number of statistical operations. It can be seen that when
K = 1, the recognition rate of Chinese-English handwritten signature images using
Manhattan distance is the highest, which is 91.50%.

Table 2. Recognition rates of Chinese and Uyghur handwriting signature

Chinese and Uyghur
Classifier The value of K

1 3 5
Training set 1600 Manhattan distance 95.75% 85.00% 80.50%

Euclidean distance 86.50% 76.25% 72.50%
Cosine angle metric 94.75% 79.75% 75.25%

Table 3. Recognition rates of English and Uyghur handwriting signature

English and Uyghur
Classifier The value of K

1 3 5
Training set 1600 Manhattan distance 97.50% 84.25% 80.25%

Euclidean distance 88.50% 73.50% 72.75%
Cosine angle metric 97.50% 78.50% 73.00%

The above Table 2 shows that the experimental group of Chinese and Uyghur mixed
signature randomly selects 1,600 signed images for training, and the different K values
was selected to recognition the mixed language handwritten signatures by distance
measure and similarity measure. The Manhattan distance, Euclidean distance and cosine
angle metric are used to classify and identify the signature samples. When K = 1, 2, 3
different values, the average recognition rate is also very different. It can be seen from
the data in the table that when K = 1, the Manhattan distance measure is used to recognize
Chinese and Uyghur handwritten signature recognition rate is higher than other metrics
algorithm, the average recognition rate of 98.75%.

It can be seen from the data in Table 3, the signature recognition results of the mixed
handwritten signature images of English and Uyghur are higher than the recognition
rates of the other two experimental groups. When the training signature samples are
extracted from the high-dimensional feature vector that combines the local center point
feature and the ETDT feature, the KNN classifier is used to classify the test signature
samples. Especially when K = 1, the highest recognition rate is reached, and the accuracy
of Manhattan distance measurement and cosine measurement method are the same,
which are all 97.50%. It can be seen that the algorithm of Manhattan distance measure‐
ment has more remarkable advantages than other distance measurement algorithms in
the multilingual offline handwritten signature recognition.

Multilingual Offline Handwritten Signature Recognition 733



5 Conclusion

The recognition of mixed offline handwritten signatures in three different languages of
Chinese, English and Uyghur was proposed in this paper. A feature vector is composed
of 128 - dimensional local central point feature and 112 - dimensional ETDT feature
extracted from the signature sample separately. The KNN classifier is used to classify
the feature vectors of the multilingual mixed handwritten signature training set, and the
identification experiments were performed respectively using distance metric learning
methods such as, the Manhattan distance, the Euclidean distance and the cosine angle
metric. Finally, It was obtained 91.50%, 95.75% and 97.50% of recognition rates respec‐
tively using mixed Chinese-English signature dataset, Chinese-Uyghur mixed signature
dataset and the English-Uyghur mixed signature dataset separately. It can be seen from
the experimental results that the proposed algorithm is an effective method for mixed
signature handwriting recognition in Chinese, English and Uyghur signature. In the
future work, in order to get a better accuracy of signature recognition, it can be combined
with other feature extraction methods and adopt different classifier recognition. The
signature will also expand the sample database, for more different languages mixed
handwritten signature recognition.
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Abstract. Signature as a new biometric-based feature, due to its convenience,
reliability, and non-invasion, signature recognition has been accepted by people.
It is widely used in many fields such as commercial, financial, judicial, insurance
and other aspects, so offline signature recognition has important theoretical
significance and practical value. In this paper, an offline signature recognition
system based on Hidden Markov Models is established to extract the DCT
features of off-line signatures. This method takes all the fonts in the offline
signature image as a whole, uses image processing techniques to segment the
entire font area, and then calculates the number of pixels in each font part. The
whole is modeled by a Hidden Markov Model, the best state chain is obtained
using viterbi segmentation, and the EM algorithm is used to train the model.
There are 2000 Uyghur signatures from 100 different people, 1000 English
signatures from 50 different people, the highest recognition rates were 99.5%
and 97.5%, respectively. The experimental results show that Hidden Markov
Model can accurately describe the characteristics of Uygur signatures.

Keywords: Offline signature � Hidden Markov Model
Discrete cosine transform

1 Introduction

Biometrics is a hot topic of research in recent years. It involves fingerprints, palm
veins, iris, face, and voice. Signature recognition can be divided into online and offline
categories. On-line signature requires a specially crafted tablet for signatures, it extracts
the dynamic characteristics of the signature, such as speed, acceleration, pressure and
direction of movement, etc., use dynamic programming [1] for training. Offline sig-
natures use a scanner to obtain electronic images, first graying, binarization, refinement
and other preprocessing operations [2], extract the location, shape, stroke and other
characteristics of the signature, then classify training through neural network and SVM.
For off-line signatures, it is difficult to obtain the dynamic characteristics of the sig-
nature, for example, the pressure of the signer’s writing, the sequence of strokes, the
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angle of holding the pen, and the personality of the author’s signature. Therefore,
offline signature recognition technology is difficult and the recognition rate is not high.

Ismail et al. proposed a new offline signature recognition method based on multi-
scale Fourier descriptors and wavelet transform, which has a better recognition rate [3].
Bernardete Ribeiro et al. proposed a deep learning model that can extract off-line
handwritten signature recognition from advanced representations and improved the
error classification rate in the famous GPDS database [4]. Zhang et al. proposed an
offline signature recognition method based on multiple features [5]. Przemysław
Kudłacik et al. proposed a new fuzzy method for off-line handwritten signature
recognition, which is based on feature extraction [6].

2 Introduction of Hidden Markov

The Hidden Markov Model [7] is a parametric model used to describe the statistical
characteristics of stochastic processes. Hidden Markov process is a dual random pro-
cess: one potential process is called “state” process, and the other observable process is
called “observation sequence”. Observed sequence is determined by implicit state
process.

The HMM can be expressed in the form of a parameter of k = (A, B, p). The
observation sequence is described by the most common mixed Gaussian probability
density function [8]:

bj oð Þ ¼
XM
m¼1

Cjmbjm oð Þ ð1Þ

Where M represents the number of mixtures of mixed Gaussian probability density
functions, the mixing coefficient satisfies:

XM
m¼1

Cjm ¼ 1 ð2Þ

Bj(o) is a single Gaussian probability density function for the mth component of the
jth state.

2.1 Determination of the Best State Chain

Payment one piece Observation hierarchy O = O1O2… OT Waki one piece HMM
number of participants k, how to choose a piece maximum condition Q = q1q2 … qt
coming visit observation ranking O, ordinary adaptive calculation method viterbi
algorithm. Definition:

dt ið Þ ¼ max
q1q2...qt�1

p q1q2. . .qt ¼ i; o1o2. . .ot j kð Þ ð3Þ
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Step 1: Initialization

d1 ið Þ ¼ pi � bi o1ð Þ 1� i�N ð4Þ
W ið Þ ¼ 0 ð5Þ

Step 2: guessing

dtðjÞ ¼ max
i

dt�1ðiÞaij
� �

bj otð Þ 2� t� T ; 1� i�N ð6Þ

Wt jð Þ ¼ argmax
1� i�N

dt�1 ið Þaij
� �

2� t� T; 1� i�N ð7Þ

Step 3: bundle

p� ¼ max
1� i�N

dTðiÞ½ � ð8Þ

q�t ¼ argmax
1� i�N

dðiÞt
� � ð9Þ

Step 4: Road diameter retrograde (Best condition definite)

q�t ¼ Wtþ 1 q�tþ 1

� � ð10Þ

The viterbi algorithm can not only determine an optimal state chain for the
observation sequence O, but also obtain the probability P(O|k) of the O of the
observation sequence at the same time.

2.2 HMM Parameter Estimation

The optimization problem of HMM parameters, that is, how to adjust the model
parameter k = (A, B, p), maximizes P(O|k). In fact, given any finite-length observation
sequence as a training number, it is impossible to obtain an optimal parameter estimate.
In general, use the EM algorithm to obtain a local optimal solution.

EM algorithm flow
Step 1: Initialize the distribution parameters
Step 2: Step E: Calculate the posterior probability of the implicit variable based on

the initial value of the parameter or the model parameters of the previous iteration,
which is actually the expectation of the hidden variable. Current estimate as a hidden
variable:

hi z
i

� � ¼ p z ið Þxi; h
� �

ð11Þ

738 L.-F. Mo et al.



M-step: Maximize the likelihood function to obtain a new parameter value:

h ¼ argmax
i

X
i

X
i

Qi z
i

� �
log

p xi; zi; hð Þ
Qi zið Þ ð12Þ

Through continuous iteration, the parameter h that maximizes the likelihood
function L(h) can be obtained.

3 Data Acquisition and Preprocessing

The Uyghur handwritten signature [9] database used in this paper includes 100 indi-
viduals (20 individuals per year) with a difference in age and a total of 2000 signature
samples. These sample signatures are scanned using a scanner (with a scanning
accuracy of 300 dpi), then stored on a computer in the BMP (256-bit bitmap) format
and the specified serial number, and collected into a signature image library. The main
purpose of preprocessing is to provide the feature extraction stage with valid infor-
mation contained in the sample image, removing invalid information and noise inter-
ference. Therefore, preprocessing the signature image is necessary. The preprocess of
the signature image is shown in the Fig. 1.

4 Feature Extraction Based on Discrete Cosine Transform

The DCT for Discrete Cosine Transform [10] is a transform associated with the Fourier
transform that is similar to the DFT for Discrete Fourier Transform but uses only real
numbers. The discrete cosine transform is equivalent to a discrete Fourier transform
that is approximately twice its length. This discrete Fourier transform is performed on a
real-even function (because the Fourier transform of a real-even function is still a real-
even function. In some variants, it is necessary to shift the input or output position by

Original signature

Grayscale

smooth

Binarization

Normalized 

Refinement

Fig. 1. Pretreatment process
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half a unit (DCT has 8 standard types, of which 4 are common). Discrete cosine
transforms are often used by signals and image processing to perform lossy data
compression on signals and images (including still and moving images). This is due to
the fact that the discrete cosine transform has a strong “energy concentration” char-
acteristic. Most of the natural signal (including sound and image) energy is concen-
trated in the third-order part of the discrete cosine transform, and when the signal has a
close Markov process In the statistical feature of (Markov processes), the decorrelation
of the discrete cosine transform is close to the KL transform.

For a M � N digital image f(x, y), the two-dimensional discrete cosine transform
formula is as follows:

Fðu; vÞ ¼ cðuÞcðvÞ
XM�1

x¼0

XN�1

y¼0

Fðx; f Þ cos ð2xþ 1Þup
2M

cos
ð2yþ 1Þvp

2N
ð13Þ

Among them, u = 0, 1, 2, …, M−1; v = 0, 1, 2 …, N−1. The corresponding two-
dimensional discrete cosine inverse transform (IDCT) formula is as follows:

f ðx; yÞ ¼
XM�1

u¼0

XN�1

v¼0

cðuÞcðvÞFðc; vÞ cos ð2xþ 1Þup
2M

cos
ð2yþ 1Þvp

2N
ð14Þ

Among them, x = 0, 1, 2, …, M−1; y = 0, 1, 2, …, N−1. F(u, v) in the above two
formulas is called DCT coefficient.

5 Hidden Markov Model Training

The training of Hidden Markov Models [11] is to determine a set of optimized HMM
parameters for each person. Each model can be trained with single or multiple blessing
images. The training flowchart [12] is shown in the figure below. The calculation is
performed as follows:

(1) Sampling the signature image and calculating the singular value of each sampling
window matrix, using the singular value vector as the observation sequence.

(2) A general HMM model k = (A, B, p) is established to determine the number of
states of the model, allowable state transitions, and the size of the observation
sequence vector.

(3) The training data is evenly divided, corresponding to N states, and the initial
parameters of the model are calculated. An initial distribution can be given, for
example:

P0 ¼ 1 0 0 0 0½ � ð15Þ
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Since the time length of the observation sequence in our experiment is T = 108.
The initial value of the observation probability matrix B can be calculated according to
the following formula:

bj oj
� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pð Þn Pl
j

			 			
r EXP � 1

2
oi � uj
� �TX�1

J
oi � uið Þ


 �
ð16Þ

Where Tj is the length of the sequence corresponding to each state after even
division.

(4) Replace the uniform segmentation with viterbi segmentation and re-initialize the
parameters.

(5) Baum-Welch algorithm is used to re-evaluate parameters. Iteratively adjust model
parameters to maximize

The HMM parameter [13] of this process is used to represent the signature in the
database. See the following figure for the flowchart of HMM training. The flowchart of
HMM training is indicated as the following Fig. 2.

Training image

 sam pling

Build model

Even division

 Viterbi segmentation 

parameter revaluation 

optimized λ

convergency 

Y
N

Fig. 2. The flowchart of HMM training
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6 Experimental Results and Analysis

There are three contents in this experiment. The first experiment is to use 1000 Uyghur
signature images to identify. The second experiment is to use 1000 English signature
images to identify. The third is to increase Uyghur database is a total of 2000 signa-
tures. The signature images are identified and the experimental results are as follows:

As can be seen from Table 1, the experiment uses a hidden Markov model to
extract the DCT features of the Uygur [14] handwritten signature image. When the
number of states of the model hidden Markov model is changed, different recognition
rates can be obtained. When N = 5, the highest recognition rate is 99.5%. As the
number of states decreases, the recognition rate gradually decreases.

As can be seen from Table 2, the experiment uses a hidden Markov model to
extract the DCT features of the Uygur [15] handwritten signature image. When the
number of states of the model hidden Markov model is changed, different recognition
rates can be obtained. When N = 5, the highest recognition rate is 99.5%. As the
number of states decreases, the recognition rate gradually decreases (Table 3).

Table 1. 1000 Uygur handwritten signature image recognition

State number Training time Recognition rate

N = 2 11.5 s 98%
N = 3 12 s 98%
N = 4 27.1 s 99%
N = 5 34 s 99.5%

Table 2. 1000 English handwritten signature image recognition

State number Training time Recognition rate

N = 2 6.81 s 95%
N = 3 6.94 s 96.67%
N = 4 7.8 s 97.5%
N = 5 8.27 s 97.5%

Table 3. 2000 Uygur handwritten signature image recognition

Training samples Test samples Recognition rate

700 1300 73.92%
800 1200 78.75%
900 1100 84.09%
1000 1000 87.7%
1100 900 85.89%
1200 800 83.88%
1300 700 79.57%

742 L.-F. Mo et al.



It can be seen from the above that when the number of Uyghur test and training
samples is changed, the recognition rate is different [16]. When the training set and the
test set respectively select 1000 signature samples, the highest recognition rate is
87.7%.

7 Conclusion and Future Work

Through the above three experiments, it can be found that for Uighur and English,
when the number of states gradually increases, the recognition rate gradually becomes
higher. When N = 5, the highest recognition rate is 99.5% and 97.5%. This method has
an effect on Uyghur. Better recognition effect. By increasing the Uighur database, the
recognition rate decreases. When the training set and the test set respectively select
1000 samples, the highest recognition rate is 87.7%.

In future work, on the basis of this article, we will increase the number of signature
types and the number of signature databases, find more features suitable for Hidden
Markov extraction, and change the parameters to perform more experiments.
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