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Preface

This book is part of the Analog Circuit Design series and contains contributions
by all the speakers at the 27th workshop on Advances in Analog Circuit Design
(AACD). The aim of the workshop was to bring together a group of expert designers
to discuss new developments and future options.

The 27th workshop was held in Edinburgh, Scotland, from May 14 to 16, 2018.
The local organizers were Jed Hurwitz (ADI), Paul Lesso (Cirrus Logic), Jim Brown
(Dialog Semiconductor), Emma Dixon (Technology Scotland), and Stephen Taylor
(Technology Scotland). Analog Devices, Cirrus Logic, and Dialog Semiconductor
were the platinum sponsors of the event.

Each AACD workshop is followed by the publication of a book by Springer,
which then becomes part of their successful series on Analog Circuit Design. A
full list of the previous books and topics covered in this series can be found on
subsequent pages. Each book can be seen as a reference work for students and
designers interested in advanced analog and mixed-signal circuit design.

This book is the 27th in this series. It consists of three parts, each with six
chapters, that cover the following topics that are currently considered of high
importance by the analog and mixed-signal circuit design community:

• Analog Techniques for Power Constrained Applications
• Sensors for Mobile Devices
• Energy Efficient Amplifiers and Drivers

We are confident that this book, like its predecessors, will prove to be a valuable
contribution to our analog and mixed-signal circuit design community.

Delft, The Netherlands Kofi A. A. Makinwa
Milan, Italy Andrea Baschirotto
Eindhoven, The Netherlands Pieter Harpe
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Part I
Analog Techniques for Power Constrained

Applications

The first part of this book is dedicated to recent developments in the field
of extremely low power circuits and systems. The first papers discuss energy
harvesting and power management circuits, followed by chapters on analog and
mixed-signal circuits and systems.

The first chapter from Baoxing Chen (Analog Devices International) describes
various kinds of energy sources that can be used for energy harvesting and gives an
overview of possible energy harvesting transducers, combined with their required
power conditioning circuits.

In the second chapter, Wim Kruiskamp (Dialog Semiconductor) presents an
example of an energy harvesting system that allows these IoT devices to be powered
by alternative energy sources like light, heat, or RF energy. Some circuits and
algorithms that are specifically important for energy harvesting are discussed in
more detail.

The third chapter by Vadim Ivanov (Texas Instruments) describes how to design
analog building blocks and DC/DC converters in a good way with a nanowatt level
of power consumption. Starting with a structured design approach, the author further
continues with practical design implementations and examples.

Maoqiang Liu (Eindhoven University of Technology) presents various low-
power Analog-to-Digital Converters in chapter four. In particular, the combination
of low-power references and ADCs is investigated. Various implemented examples
are discussed where the reference is co-designed, relaxed, or compensated by means
of the ADC.

In chapter five, Ming Ding (Holst Centre/imec) discusses the challenges of
low-power clock generation for duty-cycled Internet-of-Things radios. Two design
examples are discussed in detail: a nanopower sleep timer and a fast start-up crystal
oscillator.

The sixth chapter from David Blaauw (University of Michigan) presents circuits
for extremely low power sensor systems. A duty-cycled bridge-to-digital converter
for small battery operated pressure sensing systems is presented. Besides presenting
the circuit techniques and implementations, the circuit is also demonstrated inside
two complete microsystems.



Introduction to Energy Harvesting
Transducers and Their Power
Conditioning Circuits

Baoxing Chen

1 Introduction

Wireless sensor nodes are usually powered by batteries; however, maintenance for
them can become a significant hassle. Batteries have limited life span and they need
to be replaced. In some applications, the wireless sensor nodes can be installed
in a remote and tough-to-reach area. Maintenance-free wireless sensor nodes are
essential to drive the continuous adoption of wireless sensor network for wide range
of IoT applications, from machine health monitoring, building automation, to smart
wearables. Energy harvesting, i.e., harvesting energy from the ambient environment,
is an ideal solution to enable maintenance-free wireless sensor network. An energy
harvesting system for wireless sensors consists of the following as shown in Fig. 1.:
(1) one or multiple energy harvesters; (2) some kind of energy storage device; (3)
power management device to ensure efficient energy extraction from the harvesters,
to produce the output voltages suitable for use by other devices, and to manage
the storage device; (4) various sensors to sense a variety of environmental data
such as temperature, pressure, or gas; (5) the signal conditioning circuits and
microcontrollers to interface with the sensors,; and (6) the wireless transceivers.
In this chapter, we will mainly focus on 1, 2, and 3.

B. Chen (�)
Analog Devices, Inc., Wilmington, MA, USA
e-mail: Baoxing.Chen@analog.com

© Springer Nature Switzerland AG 2019
K. A. A. Makinwa et al. (eds.), Low-Power Analog Techniques, Sensors for Mobile
Devices, and Energy Efficient Amplifiers,
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Fig. 1 Typical energy harvesting system

Fig. 2 (a) Circuit model and (b) I-V curve for photovoltaic cell

2 Photovoltaic Harvesting

PV panels can usually generate around 100 W/m2 or 10 mW/cm2 outdoors with
10% solar cell efficiency, but this number can drop 2–3 orders of magnitude indoors
dependent on lighting condition. For area-constraint application, the solar cell
efficiency is key. Low solar cell efficiency is due to low quantum efficiency where
only the photons with energy bigger than the bandgap can be absorbed and excessive
photon energy above the bandgap is also lost to heat. The solar cell efficiency can
be improved with multi-junction device, where junctions with different bandgaps
are stacked so that photons with different energy are absorbed more efficiently by
different junctions.

Figure 2a shows the circuit model for a PV cell where the current through the
load is the short circuit current minus the diode current. Figure 2b shows typical I-V
curve where VOC is the open circuit voltage and ISC is the short circuit current. The
power it generates has a peak at certainly voltage VMP, fraction of the VOC, and this
is the maximum power point with Pmax. For the PV power conditioning circuit, it
is important that solar cell operates at this point. With low power application, we
need to balance the power gain from the additional efficiency gain from accurate
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Fig. 3 (a) Boost converter architecture (ADP5090) and (b) VOC sense implementation

maximum power point tracking and the power loss for implementing the MPPT
algorithms. One common approach is to approximate the point using some fraction
of the open circuit voltage (FOV). While the VOC changes with different lighting
conditions, FOV stays relatively constant. This can be easily implemented with a
comparator and voltage divider. The load can be either disrupted to get VOC or a
dummy reference cell is used to get VOC.

An example implementation for how VOC is sampled is shown in Fig. 3 [1].
Figure 3a is the overall circuit architecture for an ultralow power boost converter,
and Fig. 3b shows the VOC sampling method. In every 16 s, the converter is
interrupted for 256 mS to allow FOV to be sampled and stored in CBP through a
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Fig. 4 Cold startup circuit implementation

Table 1 Comparison for startup voltage and low load efficiency

Supplier ADI TI Linear Tech Maxim

features ADP5090 bq25504 LTC3105 Max17710

Start-up input
voltage

380 mV 330 mV ZSOmV 750 mV

Efficiency
(Vin@0.5 V;
Vout@3.0 V)

58% (10 uA)
79% (100 uA)

35% (10 uA)
75% (100 uA)

30% (10 uA)
50% (100 uA)

Not supported

lq ≈350 nA 570 nA 10 uA 625 nA

voltage divider of VOC. Since a single cell output voltage can be low, an important
piece of the PV harvesting is the cold startup circuit. An example implementation is
shown in Fig. 4 [2].

The first charge pump 10*VIN_CP is used to control a cascade device to protect
the 3 V medium VT startup switch MV from the switching node voltages, and a
comparator is used to make sure the second charge pump output voltage 4*VIN_CP
is good. Inductor current saturation is detected to minimize startup current as long
startup period from a regular oscillator can easily make inductor current saturated.
Table 1 is the summary of startup voltage and efficiencies for a few ultralow power
boost converters on the market. As much as 58% efficiency can be achieved with
only 10uA load, and the quiescent current is only about 350 nA.

3 Thermoelectric Harvesting

Thermoelectric harvesters rely on a temperature gradient to generate power based on
one of the thermoelectric effects, the Seeback effect, which is the direct conversion
of temperature differences to electric voltages. The efficiency for a thermoelectric
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generator depends not only on the temperatures at the hot side and cold side but also

on the figure of merit ZT for the thermoelectric material used, where ZT = S2σT
κ

.
S is the Seeback coefficient or the thermopower, σ is the electrical conductivity,
and κ is the thermal conductivity. The best bulk thermoelectric material at room
temperature is Bi2Te3, which has a ZT ∼1. Besides materials, there has been
progress in enhancing ZT using low-dimensional structures such as quantum wells
or nano-wires where larger S and/or lower thermal conductivity can be achieved.

Thermoelectric harvesters are scalable and are suitable for integration. The
efficiency of a thermoelectric element does not depend on the size, and the heat
that can conduct through a certain cross-section area for a given thermoelectric
element increases with the reduction in its length. However, the reduction in
length will lead to reduction in thermal resistance which can pose challenges in
applications with high external thermal resistances where the available temperature
gradient is divided between external and internal thermal resistances and only the
gradient across the thermoelectric element contributes to the power generation.
A thermoelectric harvester usually consists of multiple thermoelectric legs with
positive thermoelectric power (p-type) and negative thermoelectric power (n-type)
connected in series electrically, but in parallel thermally, to build enough voltage that
can be used. The voltage across a single element can be quite small, and in many
cases, a booster converter is used to further raise the voltage and ensures impedance
matching to extract the maximum power from the harvester. To reduce the thermal
shunt by the ambient air surrounding the P and N legs, wafer capping can be used to
seal the thermoelectric legs in a vacuum as shown in Fig. 5a [3]. To improve device
thermal resistance without the need for thick films, the thermoelectric films can be
deposited along a thick polyimide island as shown in Fig. 5b.

A thermoelectric harvester delivers the maximum power to the load when the
load resistance matches the internal device resistance. Similar circuit can be adapted
from FOV for the PV cell harvesting but setting FOV equal to 0.5. Besides load
matching for maximum power, another common need is the startup circuit due to
the low voltage output from the thermoelectric harvester with limited DT. Depleted
NMOS together with a step-up transformer can form self-oscillation to build up

Fig. 5 (a) Structure for a vertical thermoelectric harvester with vacuum capping (b) pyramid-
shaped thermoelectric harvester
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Fig. 6 Low voltage startup using step-up transformers

startup voltage as shown in Fig. 6 [4]. With 1:100 step-up transformers, the converter
can startup from input as low as 20 mV. In some applications, the harvester
also needs to harvest energy from both positive input voltages and negative input
voltages. For example, a ground spike can be used to harvest energy from the
temperature differences between the surface and the soil under, and the polarity
can change depending on the day or night. A full bridge circuit with parallel diodes
and switches can be used, and the switches are turned on or off by looking at the
voltage polarities at the input. For bipolar startup, two startup transformers can be
used [5].

4 Vibrational Harvesting

Vibrational harvesters usually rely on certain mechanical structures to convert
external vibration to the kinetic energy, and the mechanical structures are cou-
pled to energy transducers, such as piezoelectric transducers or electromagnetic
transducers, to convert kinetic energy to electricity. Figure 7a shows a typical
cantilever-based piezoelectric harvester. The beam operates in a bending mode,
strains the piezoelectric films, and generates charges from the piezoelectric effect.
While a cantilever provides low resonant frequency, a proof mass at the end
further reduces the resonant frequency, more suitable for low-frequency vibrational
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Fig. 7 (a) Piezoelectric harvester (b) electromagnetic harvester

Fig. 8 (a) Piezoelectric harvester model (b) full bridge rectifier for the harvester

harvesting. Figure 7b shows an example MEMS electromagnetic harvester [6]. The
magnets mount on a silicon spring, and the magnetic field will cut across the coils
mount above and below the magnet once the spring oscillates. Vibrational harvesters
can be analyzed using damped mass-spring systems [7]. It is desired to maximize
the mass displacement with the power increasing with the square of the amplitude
but the mass displacement is limited by the size of the system.

Equivalent circuit model for a piezoelectric harvester is shown in Fig. 8a. Its
source impedance is equivalently a serial RLC network [8], where RS = η/�2,
LS = M/�2, CS = �2/K. η is the mechanical damping coefficient, � is the
piezoelectric coefficient, M is the mass, and K is the effective stiffness. This can
be derived from the vibration and transducing equations. The dotted line represents
electromechanical interface. To extract maximum power into the electrical domain,
it is desired that the loading impedance ZL = RL + jXL be the complex conjugate of
the source impedance, ZS

* = RS−jXS, where XS = ωLS−1/(ωCS). With conjugate
matching, the source basically sees source impedance RS and RL, and current and
voltage waveforms are synchronized. In principle, ZL can be adjusted with variable
LC and RL but LC can be large, tens to hundreds of Henry. In many practical
systems, simple full bridge rectifier is used without conjugate matching as shown in
Fig. 8b; however, the efficiency can be low as its ideal efficiency is only 4/πQP,
where QP = ωPCPRP and QP is usually bigger than 10. Its efficiency can be
improved to 8/πQP with a bias flip switch without inductors, and the harvesting
efficiency can be dramatically boosted with synchronized switching harvesting on
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Fig. 9 (a) SSHI diagram (b) SECE diagram

inductors (SSHI) [9, 10] or synchronous electrical charge extraction (SECE) [11] as
shown in Fig. 9.

SSHI adds an inductive switch path, L and S, to avoid the energy wasted for
charging and discharging internal capacitance CP. SECE has a switch S that will
turn on each time the rectified voltage reaches maximum and turn off each time
it reaches 0. This allows the stored charge to be removed completely and for the
transducer to deliver the power to the load through L. Full wave rectified diodes,
as shown in Fig. 9, can lead to significant rectification loss with the finite diode
drop. Active NMOS with cross-coupled PMOS or active PMOS with cross-coupled
NMOS can be used to reduce rectification loss considerably. With limited harvested
energy, the comparators used to control the active switches need to be designed with
low quiescent power.

While synchronized switching can boost harvester efficiency, it relies on the
harvesters operating at resonant frequencies. However, the manufactured harvesters
can have certain percentage of variations in their resonant frequencies because of
manufacturing tolerances, and extracted power can be significantly lower if these
resonant frequencies do not match those of the vibrational sources. Off-resonance
efficiency can be improved by introducing switching delays for synchronized
switching techniques based on the conjugate impedance matching principle [12].

As shown in Fig. 10a, synchronized switching can be analyzed with a simple
current source with parallel capacitance in parallel with a serial-connected inductor
and switches. At zero crossing of the source current, the switch turns on for half of
the period of the LC resonance to allow VS to be flipped. VS is not an ideal square
waveform with the loss in switches and inductors. Similarly, the synchronized
switching waveforms with delays can be shown in Fig. 11. If the delay is positive,
the load appears capacitive as shown in Fig. 11a, and if the delay is negative, the
load appears inductive as shown in Fig. 11b. A delay to the voltage waveform
basically introduces a quadrature term besides the fundamental term. The equivalent
impedance seen at the electromechanical interface becomes complex. By adjusting
the delay, the equivalent complex impedance can be tuned to match the conjugate
source impedance for maximum power transfer.
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Fig. 11 Synchronized switching with (a) positive delay (b) negative delay

5 Conclusions

Various energy harvesting transducers and their power conditioning circuits have
been reviewed and discussed. Both the transducers and power conditioning cir-
cuits need to be optimized to maximize the power delivered to the load. While
nonlinear harvesting circuits such as SSHI and SECE can significantly boost the
output available to the load, it is important to minimize the circuit overhead for
implementing these techniques. To accommodate manufacturing tolerances of the
resonant frequencies for the vibrational harvester, off resonance output power can
be improved through conjugate impedance matching or through introducing delays
in synchronized switching.
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From Bluetooth Low-Energy
to Bluetooth No-Energy: System
and Circuit Aspects of Energy Harvesting
for IoT Applications

Wim Kruiskamp

1 Introduction

The Internet of Things (IoT) is the network of physical devices, vehicles, home
appliances, and other items embedded with electronics, software, sensors, actuators,
and network connectivity which enables these objects to connect and exchange data
[1]. The “Things” in IoT can be anything and the variety in implementations is
enormous, but many of them can be simplified to the system as depicted in Fig. 1.
On the left side, there is the “Thing,” which often is a small battery-powered device
that includes a transceiver to connect wirelessly to the internet. It also often includes
a sensor and some processing power.

The radio connection can be Bluetooth low-energy (BLE), Wi-Fi, cellular, or
any other wireless standard. The main topic of this chapter is the energy supply of
the IoT devices. The majority of today’s devices are powered by a battery, either
a 3 V coin-cell or a rechargeable battery. These batteries usually do not contain
enough energy to supply the IoT devices for their entire lifetime, so they must be
replaced or recharged on a regular basis. That might be acceptable today with only
a few devices per person, but with the expected fast growth of the IoT, this will
not be rational anymore in the near future. Either the power consumption of IoT
devices needs to be reduced in orders of magnitude or they need to be powered by
alternative sources. This is where energy harvesting will come into play. The only
realistic scenario for everyone having tens of IoT devices will be that these devices
are self-sustainable. This can be done by making use of available ambient energy
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Fig. 1 Internet of Things device

like light, heat, movement, or RF energy. Thus the main driver for energy harvesting
will not be cost or an environmental reason, it will be ease-of-use and install-and-
forget.

The remainder of this chapter is structured as follows: In Sect. 2, we will look
into the average power consumption of a typical BLE IoT device. In Sect. 3, we will
briefly discuss alternative energy sources that can deliver this power. In Sect. 4, we
will propose a power management unit (PMU) to connect these sources to an IoT
device.

2 Average Power Consumption

A popular battery for IoT devices is a 3 V CR2032 coin-cell battery containing about
225mAh of charge. For applications that consume in the order of 5μW, this results
in a battery lifetime of well over 10 years:

lifetime = 225mAh × 3V

5μW × 24 hours × 365 daysμWd
= 15 years

This kind of battery lifetime is long enough for an acceptable product lifetime
without the need to replace the battery. For such applications, there is hardly any
reason not to use a coin-cell primary battery; they are reliable, cheap, and relatively
small.

However, the majority of today’s IoT devices consume at least an order of
magnitude more power. This power consumption of an IoT device is due to the
following actions:

• Sensor data acquisition and processing.
• Wireless communication to a host.
• Timekeeping during sleep.
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Each of these components will be discussed in the next sections, followed by two
application examples.

2.1 Sensor Data Acquisition and Processing

The power consumed to acquire and process information is very application
dependent. For functions like temperature measurement, sensors are available which
consume less than 1 μW [2–4], and more power-hungry temperature sensors
can be operated at a low duty-cycle to achieve similar power consumptions. For
applications that only perform these kinds of measurements, the power consumption
for data acquisition and data processing will not be the limiting factor for a 10-year
battery lifetime. For BLE beacons and tags, there is no sensor available hence no
power consumption associated with it.

There are, however, also measurements that consume significantly more power.
A well-known example is location via GPS which typically consumes in the mW
range. Also optical heart-rate monitoring typically consumes a significant amount
of power; today ranging from more than 100 μW [5, 6] to several mWs. These kinds
of measurement functions dominate the total power consumption of fitness trackers
for example.

2.2 Wireless Communication (BLE)

Wireless communication from an IoT device to a host (i.e., a smartphone) via BLE
consumes a significant amount of energy. A typical power profile, measured on a
DA14580 chip [9], known to be best in class for power consumption, is depicted
in Fig. 2. A connection event consists of a receive action and transmit action plus
some overhead for processing and startup of the crystal oscillator. The total energy
associated with a connection event is about 14 μJ measured at the battery. With
a connection interval of 1 second, that would correspond to an average power
consumption of 14 μW, plus 1–3 μW associated with the power consumption during
sleep between the connection events.

2.3 Timekeeping During Sleep

BLE devices are usually asleep most of the time, counting to the next communi-
cation event. In order to maintain a synchronous BLE link, the timing accuracy
needs to be better than 500 ppm. Traditionally, this timekeeping is done with a
32.768 kHz Quartz oscillator. Such an oscillator plus counter can easily be achieved
with a power consumption below 1 μW and can have an accuracy in the single-digit
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Fig. 2 Typical BLE power consumption

ppm range. Academic research has even reported a power consumption of only 2
nW for a Quartz oscillator [7]. Apart from this low-frequency reference, a BLE chip
also needs a reference for the 2.4 GHz RF signal. This is typically done with another
Quartz oscillator, operating at a higher frequency, usually 16 MHz or 32 MHz. The
power consumption of this higher frequency oscillator is in the order of 100 μW and
is therefore only enabled when the radio is active and can therefore unfortunately
not be used for timekeeping. For that reason, BLE devices traditionally used to have
two Quartz oscillators.

Despite their very good accuracy, very good stability and low power consump-
tion, there is a clear trend in BLE to replace the low-frequency Quartz oscillator by
an on-chip relaxation oscillator. These oscillators can also be designed with a power
consumption of less than 1 μW [8] and reasonably good accuracy. The accuracy
over temperature of such oscillators is usually not sufficient for the 500 ppm BLE
requirements, but by calibrating against the high-frequency Quartz oscillator each
time the radio is active, a timing accuracy of better than 500 ppm can be achieved.
The benefit of this configuration over the traditional two-crystal configuration is
lower cost and smaller size.

Although the power consumption of a 32 kHz relaxation oscillator in itself
is comparable to a 32 kHz Quartz oscillator, the limited accuracy of relaxation
oscillators comes with a power consumption penalty at a system level. If the
BLE device is synchronized with a smartphone, the receiver must be enabled at
the moment the smartphone is transmitting its data. With a very accurate Quartz
oscillator, this is not a problem and can be done just in time. In case of a relaxation
oscillator, this might vary by 500 ppm, the receiver must be enabled early enough
not to miss the smartphone signal. This is depicted in Fig. 3. The power penalty will
be equal to:
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Pextra = (�F)max

F
· PRX

This extra power consumption is independent of the connection interval: If the
connection interval is larger, the absolute time the receiver has to be enabled is
larger, but it happens less often.

When we consider a typical receiver power consumption of 10 mW and a relax-
ation oscillator with a maximum inaccuracy of 500 ppm, the power consumption
penalty is:

Pextra = 500ppm · 10mW = 5μW

This 5 μW is about equal to the maximum allowed power consumption if we
want to operate for more than 10 years on a coin-cell battery and is therefore a very
significant contribution.

2.4 Application Example: BLE Beacon

A BLE beacon is like a lighthouse. It repeatedly transmits the same signal to
surrounding BLE-enabled devices such as smartphones and tablets. The transmitted
data includes a unique identifier of the beacon and might also include a small
amount of other data like a link to a website. The signal is transmitted multiple
times a second on each of the three advertisement channels of BLE. For a
beacon, there is no power required for sensor or data-processing, and inaccuracy
of the sleep-timer is irrelevant since a beacon is only one-way communication and
therefore not synchronized to a smartphone. The power consumption is therefore
dominated by the advertisement event (today, typically 20 μJ for advertising in
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Fig. 4 BLE beacon: Typical power-consumption and battery-lifetime

all three advertisement channels [9, 10]) with a power consumption between the
advertisement events in the order of 2 μW. Due to this, the battery lifetime is
proportional to the advertisement interval as depicted in Fig. 3. In its iBeacon
specification, Apple recommends an advertisement interval of 100 ms in order to
have high chances that a passing smartphone will catch the beacon signal. This
performance might not be needed in all applications and often beacons have longer
advertisement intervals, in the order of 300 ms, to save power.

As can be seen in the Fig. 4, the battery lifetime of beacons with the recom-
mended 100 ms advertisement interval is currently well below 1 year. Even if
the advertisement interval is stretched to a questionably long interval of 500 ms,
the batteries will have to be replaced every 2 years. This power consumption will
decrease in next generation BLE devices but is still far away from the 5 μW power
consumption target to run for more than 10 years on a coin-cell battery.

2.5 Application Example: Fitness Band

Fitness bands and activity trackers are often powered by a rechargeable Li-ion
battery with a battery lifetime ranging from less than a week to more than a month.
If we assume a battery lifetime of 1 month from a 60 mAh Li-ion battery, we can
calculate that the average power consumption has to be in the order of 300 μW.

These activity trackers are synchronized with the smartphone with one up to a
few connections per second. With an energy consumption of 15 μJ per connection
event [9], the radio connection only explains about 10% of the total energy
consumption. Power consumption due to inaccuracy of the timer is in the order of 5
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μW and is therefore negligible compared to the 300 μW total power consumption.
We can therefore conclude that the power consumption is dominated by the sensors,
the data-processing, and notifications to the user via a display and/or buzzer. This
power consumption per function is expected to decrease in next-generation devices,
but most likely new features will be added to bring the power consumption back up
again. Today, we are still far away from the 5 μW target to run many years on a
small primary battery, and this is not expected to change in the near future.

3 Alternative Energy Sources

In the previous paragraphs, we learned that there is a need for alternative energy
sources with an average power in the order of several 10s to several 100 s of μW.
The possible options are light, movement, heat, RF-energy, and bio-fuel.

One of the easiest sources to use is light. Photovoltaic (PV) cells are cheap and
thin and the available power ranges from 15 μW/cm2 indoors to 15 mW/cm2 in
full sunlight. Even indoors, a few cm2 could already be sufficient to power an IoT
device.

Another option is human body heat. An average human consumes in the order
of 2000 kcal per day, which is equal to an average power consumption of 100 W.
This power is eventually transformed into heat, and with a typical skin area of about
2 m2, this results in an average thermal power of 5 mW/cm2. With a Thermo Electric
Generator (TEG), this thermal power can be converted into electrical power. The
efficiency of this power transfer has a theoretical upper limit equal to the Carnot
efficiency:

ηCarnot = 1 − Tcold [K]

Thot [K]

This means we can only achieve 0.3% efficiency per degree Celsius temperature
difference over the TEG. Practical TEGs are often made from the material Bismuth
Telluride and can achieve an efficiency up to 18% of the theoretical limit. This
results in an average electrical power from human heat in the order of 3μW/cm2

per degrees Celsius temperature difference. Another option might be ambient RF
energy. However, this is only useful in the near vicinity of an RF source (Table 1).

3.1 Maximum Power Point

In order to harvest as much power as possible from an alternative energy source,
the voltage across the source must be kept at the value corresponding to the
maximum power point (MPP). For a TEG that is half the open-clamp voltage (VOC),
for a PV-cell it is somewhere between 70% and 80% of its open-clamp voltage.
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Table 1 Typical characteristics of alternative energy sources

Source Conditions Harvested power Open-clamp voltage

Light Outdoors, sunny
Outdoors, shade
Indoors

15 mW/cm2

500 μW/cm2

15 μW/cm2

0.6 V
0.5 V
0.4 V

Human heat �T = 5 ◦C
�T = 1 ◦C

15 μW/cm2

3 μW/cm2
0.4 V
80 mV

RF (20 dBm)
(=100 mW)

Distance = 0.3 m
Distance = 1 m

9 μW/cm2

0.8 μW/cm2

Voc1 Voc2 Voc3 Voc1 Voc2 Voc3

MPP3
MPP3

MPP2

MPP1

MPP2

MPP1

V

Power

V

Power

Heat Light

Fig. 5 Maximum power point of TEG (left) and PV-cell (right)

A practical challenge for an energy-harvesting system is the fact that the power
density of alternative energy sources depends on environmental conditions such as
illumination density and temperature. Therefore, a maximum power point tracking
(MPPT) system is needed to constantly harvest the maximum amount of energy
(Fig. 5).

A popular way to do MPPT is to periodically sample the open-clamp voltage
and regulate to a fixed fraction of that voltage [13, 14]. The main drawback of this
approach is that the energy harvesting must be interrupted periodically to measure
the open-clamp voltage.

Another option is to measure the harvested power and apply a search algorithm
(perturb and observe) to stay close to the MPP [15, 16]. This approach does not
require the harvesting to be interrupted but does require additional circuitry to
measure the harvested power.

4 Proposed Architecture

To supply an IoT device from alternative energy sources, the architecture as depicted
in Fig. 6 is proposed. The main task of this circuit is to transfer energy from the
sources to a storage capacitor or rechargeable battery connected to pin STORAGE.
Like many other harvesting circuits [12, 13, 15, 16], this is done by an inductive
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Fig. 6 Proposed architecture

boost converter. The control circuits for this boost converter are supplied by the
other output of the boost converter: pin SUPPLY. This voltage at the output of the
boost converter is not yet available during startup. Therefore, a charge pump is added
to allow cold-start at voltages as low as 230 mV.

The system includes a digitally implemented MPPT at each of the three inputs
as well as a digitally implemented Constant-Current Constant-Voltage (CCCV)
charging algorithm at the output.

In the next sub-sections, the circuits and aspects which are typical for energy
harvesting systems are discussed in more detail.

4.1 Startup Circuit

The startup circuit consists of a 7-stage ring-oscillator, clock-buffers, and a 14-stage
charge-pump. The charge-pump stage is a modified version of the two-phase voltage
doubler, presented in [11] and shown in the right-hand side of Fig. 7.

The chip is processed in standard TSMC 55 nm technology, without using low
threshold voltage transistors. This process choice was made for easy integration in
a BLE chip but is not the ideal choice for extremely low-voltage operation. In order
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to use the circuit of Fig. 5 at input voltages as low as 230 mV, reverse body biasing
was applied to lower the threshold voltage. Furthermore, each transistor is assisted
by a transistor with a bootstrapped gate voltage. This is depicted in Fig. 8.

Each nMOS transistor (M1 in Fig. 8) gets a parallel connected transistor M1b, of
which the gate is connected via a capacitor C1. Capacitor C1 is charged via transistor
M1c and acts like a floating voltage source, increasing the value of Vgs. While
the gate of M1 is switching between 0 V and VDD, the gate of M1b is switching
between VDD and 2xVDD. The same is done for each pMOS transistor (M2 in
Fig. 8). Furthermore, the bulks of all nMOS transistors are connected to the higher
rail and the bulks of all pMOS transistors are connected to the lower rail. These
techniques are applied in the ring-oscillator, the buffers, and in the charge-pump
stages.

Initially the bootstrap capacitors are uncharged and the circuit will operate at
a very low frequency with very low drive capability. This slow oscillation will
however be sufficient to charge the capacitors in the bootstrapped transistors, which
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will give these transistors an increased conductivity. This will cause the frequency
of the oscillator to rise significantly and will also lower the on-resistance in the
switches of the charge-pump stages significantly.

The drawback of this modification, apart from increased complexity, is increased
leakage in the off-state and the need to limit the input voltage of the charge pump.
This is overcome by disabling the circuit when cold-start is completed and by adding
a voltage limiter in front of the startup circuit.

4.2 Boost Converter

The boost converter is operating in discontinuous conduction mode (DCM) as
depicted in Fig. 9. In order to reduce pcb space, a small inductor of 1 μH is used,
which is an order of magnitude smaller than most other energy-harvesting chips [13,
15, 16].

The control of the boost converter is done by comparators: The input and output
voltages are monitored by dynamic (clocked) comparators, which does not consume
static power. If both the input voltage is available and the output voltage is below
its maximum, a DCM-pulse is started. The inductor is connected to ground and the
inductor current will rise linearly, storing energy in the inductor. When a continuous
comparator detects that the current has reached a certain value Imax, the inductor is
connected to the output and the inductor current drops linearly, releasing its energy
to the output. When another continuous comparator detects that the current is zero,
the output switch is opened and the procedure starts all over again. The DCM-mode
is very suitable for multiple-input operation, since after each DCM-pulse, the boost
converter returns to its idle state with zero current in the inductor, which is an ideal
situation to change to another input.

SOURCE

Vin

IL

Imax

Vout

IL
slope = Vin/L [A/s] slope = (Vin-Vout)/L [A/s]

T1 = L Imax/Vin
T2 = L Imax/(Vout-Vin)

Fig. 9 DCM-mode operation of boost converter
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For cost and size reasons, the used inductor is a small 1μH inductor. The
consequence of this small inductor value is short ON-times of the switches: With
the used Imax of 280 mA, the ON-time (T2) of the output switch can be as low
as 70 ns. The two comparators (peak-current detection and zero-cross detection)
need to react significantly faster than the ON-time and yet be accurate. To keep
the quiescent power of these comparators within acceptable levels, automatic
calibration is applied as described in [9], and the comparators are only enabled when
needed.

4.3 MPPT Algorithm

The applied MPPT algorithm is “perturb-and-observe”: The input DAC is set to
a certain value and the harvested energy is measured for a fixed amount of time.
Then the DAC is changed by a small amount and the harvested energy is again
measured for a same amount of time. If the harvested energy has increased, the
DAC is again changed in the same direction, otherwise, the DAC is changed in the
opposite direction.

The measuring of the harvested energy is done by counting the DCM pulses to
the output and digitally scaling that number by a factor EDCM, which is an estimate
of the energy per DCM pulse. The factor EDCM can be estimated from Fig. 8 as
given below:

EDCM = V · I · T ≈ L · (Imax)
2

2
· VSTORAGE

(VSTORAGE − Vin)

In which L and Imax are known constants, Vin is set by the DAC and therefore
available in a digital form, and VSTORAGE is a slowly changing voltage that is
measured by a SAR ADC each time the DAC is updated. Therefore, this algorithm
can be implemented with little analog overhead; mainly a slow and low-resolution
ADC.

This MPPT algorithm has several advantages over the more commonly used
fractional open-clamp-voltage approach, mentioned in Sect. 3.1:

1. The harvesting process does not have to be interrupted to measure the open-
clamp voltage. This interruption would typically be in the order of 2% of the
time, reducing the harvested energy by the same amount.

2. This MPPT algorithm searches for the maximum energy transferred to the stor-
age and therefore automatically takes into account voltage-dependent efficiency
of the boost-converter. The boost-converter is less efficient at very low input
voltages, so the overall optimal voltage from an output power perspective might
be higher than the optimal voltage for maximum power delivered by the source.
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3. The MPP voltage is by definition lower than the open-clamp voltage. The fact that
this algorithm does not need to measure the open-clamp voltage therefore allows
the use of better transistors (with lower voltage rating) or to accept sources with
higher open-clamp voltages.

4.4 Low-Power DAC

The boost-converter is only enabled when there is energy to be harvested and
therefore does not have to be designed for very low quiescent power while active.
The DACs which set the MPP threshold for the input voltages are always on and
therefore has to be very low power, especially since there are three of them, one for
each input.

The DACs are realized as switched capacitor circuits, with a single transistor
(M1) as gain-stage, biased with 10 nA as depicted in Fig. 10. The capacitors C1 and
C2 are made of 0.6 fF units, C1 being 100 units and C2 scalable from 0 to 255 units.
During the beginning of phase 2, voltage over C1 makes a step equal to the reference
voltage (1 V). The current to charge C1 flows through C2, therefore increasing the
voltage over C2 with a voltage equal to the reference, multiplied by the capacitor
ratio. This voltage is sampled on a capacitor and used as reference for the input
comparators.

The bias current can be as low as 10 nA since the speed of the DAC can be low.
The MPPT algorithm updates the DAC value at a rate of several 10s of Hz, so a
clock speed for the DAC of 1 kHz is more than sufficient.

C2

C1

10 nA

M1

VDAC

M2

φ1 φ2

φ1
φ2

φSH

φ1

φ1

φ2

1V

2.5V (SUPPLY)

Fig. 10 Low-Iq DAC
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4.5 CCCV Charging

In case a Li-ion battery is used for energy storage, charging should be done
according to the well-known Constant-Current, Constant-Voltage (CCCV) profile
as depicted in Fig. 11. Four different phases of the charging profile can be
recognized: “pre-charge,” “constant-current (CC),” “constant-voltage (CV),” and
“end-of-charge.”

When the battery is almost empty, it is pre-charged by a small current until its
voltage reaches a certain level. As soon as the battery voltage has reached that level,
the charge current limit is increased to a maximum value and charging continues in
CC-mode. The battery voltage will rise further and eventually reach its maximum
allowed level. The charging will then be done with a current at which the battery
voltage does not exceed the maximum voltage (CV mode). The charging current will
drop and eventually falls below the end-of-charge limit. Charging will be stopped
completely until the battery voltage has dropped below a certain threshold.

In order to charge a battery according to a CCCV charging profile, the charge
current must be controlled and measured. In this proposal, it is done in a digital
way. The charge current can be limited by setting a minimum time between each
boost-converter DCM pulse relative to the time the inductor is connected to the
output (P-switch closed). This is depicted in Fig. 12.

By measuring the on-time Tout of the output switch with an oscillator and a
counter, the minimum period TCC to meet the maximum constant-current limit ICC

can be calculated as follows:

TCC = Tout · Imax

2 · ICC

In the same way, the period Tend corresponding to an end-of-charge current Iend
can be calculated:
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Fig. 12 Boost converter current limit

Tend = Tout · Imax

2 · Iend

The procedure to meet the CCCV charging curve is now as follows: If the output
voltage is below its maximum allowed level and the time from the previous DCM
pulse has exceeded the time TCC, a next DCM pulse is allowed. When a DCM pulse
is blocked by the condition that the output voltage is above the maximum allowed
level for more than Tend, the end-of-charge condition has been reached and charging
is stopped completely. In order to reduce large ripple currents into the Li-ion battery,
an external RC filter with typical values of 1 	 and 10 μF is added as depicted in
Fig. 12.

5 Measurement Results

The chip was fabricated in TSMC 55 nm. The output multiplexer and the boost-
converter switches consume a large part of the area due to their relatively high
voltage tolerance to allow the use of Li-ion batteries. The charge pumps also
consume a significant amount of area due to the many stages and on-chip capacitors.
The input multiplexer and the digital control are relatively small (Fig. 13).

The chip was tested with a voltage source with fixed source resistance. Even
though the input circuits cannot withstand more than 2.5 V, the chip can be used
with sources with a much higher open-clamp voltage as depicted in Fig. 14. The
MPPT algorithm will set the input threshold at a value between 0 V and 2.5 V,
which makes the boost converter under normal conditions to prevent the inputs to
rise too high. Internal clamp circuits are added to prevent over-voltage at the input
when the boost converter pulses are blocked by the CCCV algorithm.
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Fig. 13 Die photo and floorplan (1.5 × 2 mm)
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6 Conclusions

Many of today’s IoT devices consume too much power to run on the same
nonrechargeable battery for the entire product lifetime. It is not to be expected
that this will change in the near future. With the anticipated growth in number of
IoT devices per person, changing batteries or charging batteries regularly is not
a practical situation. Alternative energy sources are available that can deliver the
required amount of power. Since these sources are not present continuously, it might
be needed to use more than one of these sources and to add a rechargeable battery
to the system to bridge longer periods without available energy from the sources.

This chapter shows an example of a power management system that is required
for such an energy-harvesting IoT device. It includes circuits that can operate at low
voltages, circuits that operate with very low quiescent power, and control algorithms
to maximize the harvested power and to guarantee safe charging of batteries.
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Design of Powerful DCDC Converters
with Nanopower Consumption

Vadim Ivanov

1 Introduction

Design of the integrated systems with nanopower consumption is quite different
from the standard practice and by no means is business as usual. It starts with
process selection that often require unusual options; use of altered system structure
and operation manner; meticulous attention to the secondary procedures like startup,
power sequencing, etc.; transistor sizing and new nano-specific circuit cells. Power
management of such systems should be equally efficient when it is sleeping and
when it is operating at full throttle and with instant switching from one mode to
another at unpredictable timing. Common concept of operation mode switching is
very inefficient: every additional operation mode triples design labor, as we have
to create two systems instead of one along with transition procedure; production
testing becomes a nightmare; operation and behavior of such systems is almost
impossible to explain to customer or somebody without years of deep dive in the
subject. Hence, choice of operating mode is narrow. We have to move away from
digital options with high-frequency clocks from fixed-frequency DCDC converters
and instead concentrate on variable-frequency operation modes with new techniques
of the adaptive error- and load-dependent biasing. Another limitation specific to
industrial design is selection of external components—such DCDC converter should
be operational with cheapest monolithic inductors and ceramic capacitors, which
vary 70–90% in current and voltage range [1], as well as operation temperature
range from −40 to 85, 125, or even 150C, and robustness to process variation of
component parameters.
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New applications and requirements demand new, nano-specific circuit techniques
and cells. Cells shown below are created with structural design methodology [2]—
powerful tool in any design. Viability of methodology, cells, and structures has been
proven by multiple ICs in mass production.

2 Structural Design Methodology of Analog Circuits

There are 18,000 different amplifiers that can be created from just two transistors.
This number is derived from a multiple of options: NMOS/PMOS, common
gate/source/drain, four kinds of feedback for each transistor, and for the amplifier
as a whole. With the typical analog circuit containing more than a 100 transistors,
the number of variants is greater than the number of atoms in the galaxy—and only
a few can solve a designer’s problem. As a result, most of analog designers are
using a cookbook approach, creating a new circuit from the existing one with the
fewest changes possible. Radically new solutions are rare, and they are considered
to be the major intellectual property by designers and their employers. A method to
invent circuit solutions is needed. The structural methodology is one such technique
that can be deployed to find a set of acceptable application solutions to weed out bad
or inferior circuits instantly. It has a long success record in the design of operational
amplifiers, references, power amplifiers, and DCDC converters. By following the
steps described below, a designer can find a set of satisfactory solutions, some of
which are known and some are new. Then designer can finally choose the one based
on personal preference and secondary parameters of importance.

2.1 Graphic Presentation of the System

The first step in the circuit design should be a presentation of the problem to be
solved in a graphic form. The graphical representation is much more informative
and easier for comprehension then text description or set of equations. The most
common language for such presentation is a structural diagram. Another option
is the signal flow graph, which has the advantages of existing formal rules
for equivalent transformations [3] and drawing simplicity. Almost forgotten, but
preferred by founders of the control theory, like Mason or Bode, the signal flow
graphs have recently started to gain popularity [4].

An example of signal flow graphs of the differential pair is given in Fig. 1. The
differential stage can be presented in the simple form of a single gm link or in
more details as illustrated in Fig. 1. Graph in Fig. 1 includes the transconductance
of each transistor and a common-mode feedback. The graph in Fig. 1 is called
the “general structure with common-mode feedback.” Properties of this graph can
be extrapolated to any multiloop, multidimensional structure (or multidimensional



Design of Powerful DCDC Converters with Nanopower Consumption 33

I0

M0 M1
V0 V1

Vs

δVIN δIOUTgm

V0

V1

Vs

gm1

gm0 Is0

Is1

1

1

1

1

1

1
I0

RI0

Id0

Id1

-1

-1

Vgs0

Vgs1

Fig. 1 Signal flow graph of differential stage

structure can be equivalently transformed to this graph), just as complex numbers
represent properties of the n-dimensional space.

An analysis of the differential structure with common-mode feedback [2,
supplement A] is instrumental in the design of circuits with multiple input/output
variables, such as class AB stages or multiple output DCDC converters. It also helps
in the single-glance estimation and selection of the circuit within the set of possible
options.

2.2 Dedicated Feedback Control for Each Important Parameter

The next step in the circuit design is a transformation of system structure to the form
where every important variable is controlled by a dedicated feedback loop. Circuits
without such feedbacks should be weeded out without any further consideration.
The advantage of the system where all significant parameters are controlled is
obvious; however, the main obstacle to the universal application of this rule is the
problem of stability in the resulting multiloop structure.

Although not necessary, but sufficient, the condition for the whole system’s
stability is the stability in each and every loop within this system [5]. A feedback
loop can be unconditionally stable (with any load and signal source impedance) if its
open-loop transfer function has only one pole. Consequently, the easy way to ensure
system stability is designing each loop with the single-stage (single-pole) amplifiers
only.

This approach to stability immensely simplifies the design process. Although in
some cases the exclusive use of the single-stage amplifiers is not possible; here,
conventional compensation techniques need to be applied and stability has to be
carefully verified.

Standard verification of the stability using the merit of phase margin requires
a break in the feedback loop and is not suitable for the multiloop system (which
one of the loops to break?). Method of the multiloop system small-signal stability
verification by using AC simulations has been described in [6]. Due to the
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unavoidable presence of the nonlinear effects in the circuit, the small-signal only
stability verification is not sufficient. The small- and large-step response transient
simulations followed by extraction of the overshoot and damping factor could be
used instead.

2.3 Library of Elementary Cells

The next design step is implementation of the system structure with elementary
cells. The library of these cells includes circuits described in every textbook on
analog design, as shown in Fig. 2.

It also includes lesser known cells of the current-input amplifiers shown in Fig.
2h, i, which should be a part of every designer’s arsenal. In the circuit of Fig. 3a, M0
and M1 currents are matched, as well as the currents of M2/M3. Consequently, input
currents do not depend on the common-mode input voltage, so the common-mode
input impedance is high. The differential input impedance is small and equals to
1/gm. Dependence of the output current vs. input voltage (Fig. 3c) is similar to the
standard differential stage of Fig. 2f.

The single-output version of this amplifier is shown in Fig. 3b. In this cell, the
current sinking from output is unlimited and output current vs. input voltage curve
(Fig. 3d) is nonsymmetrical.

Use of the current-input amplifier cell inside the local feedback loops improves
the speed of these loops at least five times for any given current budget. It simplifies
the frequency compensation, allowing replacement of the common-source gain
stages in the signal path with the common-gate ones, which have much smaller
delay.
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Fig. 3 The current-input amplifier cells

The elimination of all or most compensation capacitors becomes possible. For
example, an operational amplifier described in [7] comprises more than 25 feedback
loops, but the only compensation capacitors on its chip are the two Miller capacitors
in the main signal path.

2.4 Features of a Good Circuit

With structural methodology, we restrict a set of circuits to be considered “good”
circuits only.

Features of the Good Circuit
1. Good circuit has a dedicated feedback loop controlling each parameter which is

important for the reaching of system goals.
2. Dynamically each local loop and system as a whole are stable and their step

response looks like the response of the system with first- or second-order transfer
function.

3. Good circuit is robust to the variation of the component parameters, process, and
temperature.

4. Nonlinear effects (startup, power glitch, input/output overload, etc.) have been
considered and necessary clamps/limiters added.

5. For being embedded in SoC designs, a good circuit should not be sensitive to
substrate noise.
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Acceptable application solutions can and sometimes do exist outside of the
“good” circuit domain. However, after 30 years of experience, these “no good”
circuits could never outperform circuits from the chosen set.

Nesting of the feedback loops inside the system has been discussed above, as
well as the requirement of stability in the each loop. Requirement of the circuit
robustness makes parametric optimization efforts practically useless. If optimum of
the goal function is smooth, then based on a common-sense choice, the parameters
should be good enough; if this optimum is sharp, then this circuit is not robust and
consequently is inadequate.

Designing a circuit for a nominal mode of operation normally occupies no more
than 20% of total design time. The rest is taken up in consideration of nonlinear
effects and in creation of various protective measures. There is no general way to
predict such effects. All we can do is study the application and play multiple “what
if?” scenarios.

In the SoC design, interaction of different units through substrate and supply
should be taken into account from the very beginning. The taken measures can
be in the layout and process (unit placement, isolation rings, double-well process,
separate supply wiring, and wirebonds), in the choice of components not sensitive
to substrate noise, in the circuit techniques (differential signal processing), and in
the choice of the system architecture.

The problem-solving approach in structural design is close to the one described
in [8] and to the modern philosophy called “systems thinking” [9].

3 Process Choice and Transistor Sizing

Nanopower IC design poses few requirements to the process:

1. The most important and obvious requisite is availability of the low-leakage
transistors. In some cases, it is feasible to decrease leakage by transistor body bias
outside of supply rails (NMOS below VSS, PMOS above VDD) with dedicated
charge pumps, but this significantly complicates design and may create startup
and dynamic problems.

2. In nanopower design, we do not need large resistors—we need huge ones. 100–
200MOhm per die is the necessity; 5–10 GOhm is desirable. Hence, process
should provide high sheet R and narrow resistors.

3. During process development, transistor’s parameters are usually measured very
thoroughly and at wide range of bias currents starting in fA values. But typical
models are fitted to measure data at the commonly used range of bias starting
from tens of nA; therefore, the model’s parameter adjustment is necessary for
better nA-current fit. The only parameter which is assessed poorly at low currents
is noise—for ease of measurement, it is normally taken when transistors are
biased in very strong inversion. Flicker noise in weak inversion can be 100 times
lower than strong inversion estimation, so these measurements—and models—
have to be retaken for correct design of noise-sensitive circuits.
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Fig. 4 Low-Vth NMOS at the edge of regular NMOS

4. Often forgotten during process development, we need component for the bias
startup. All existing bias cores require some small trickle current to guarantee
operation at low temperatures, after supply glitch, etc. Capacitive startup, very
popular in university papers, is no good for industrial part. This trickle current
should be larger than leakage but much smaller than IC bias budget. Depletion-
mode device, FET, leaky low-Vth transistor can be sufficient—but should be
available on the process.

5. The matching of PMOS transistors at very weak inversion and small currents
is in line with anticipations. But NMOS devices very commonly can have
unexpected—and very large—mismatch due to process flaw: presence of natural
low-Vth NMOS micro fractions at the edge, as shown in Fig. 4.

Problem can be solved by slight change in design rules so the shallow trench
isolation (STI) edge would not be coinciding with the NMOS gate edge.

3.1 Transistor Sizing

It is long known that Vgs matching and transconductance at the given bias current
are best when transistor is operating in weak inversion [10], Fig. 5.

Less known is the fact that flicker noise is also significantly smaller in this region.
As a general guideline, every MOS device should operate in weak inversion in
almost any circuit; fortunately, in nanopower design, there is no choice and transistor
will be in weak inversion with any realistic W and L.
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Fig. 5 Gain and Vgs matching vs. (Vgs – Vth)
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Main objection to weak inversion is in current mirror design. Vgs mismatch
is low, but transconductance gm is high; hence, the current mismatch in mirror
operating in weak inversion is higher than when inversion is strong. Solution is
to add degeneration resistors as shown in Fig. 6.

As a result, weak inversion mirror with resistors has much better accuracy
(resistor matching is ∼100 times better than transistor matching for the same area)
and much less noise as smaller transistor noise is further attenuated by smaller
transconductance (1/R instead of gm). Resistor voltage dropout should be at least
50–70 mV; transistor mismatch becomes insignificant for mirror current mismatch
when dropout exceeds 100 mV. Transistor in weak inversion starts trioding when
Vds ≤ 4Vt = 100 mV at room temperature. In strong inversion, trioding Vds ∼
(4Vt + (Vgs – Vth)), thus the minimum output voltage is approximately the same
for both mirrors.

This technique should be used in every mirror where accuracy is important; its
only drawback is requirement of very large resistors: 100 mV dropout with 1 nA
bias means 100MOhm resistor.
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When sizing transistors in mirror, another consideration is Vgs = Vds of the diode-
connected device (Fig. 7).

When Vgs is ≤ saturation Vds, current ratio of the mirror becomes unpredictable,
consequently W/L of transistors in the mirror should ensure Vgs > 150 mV vs. all
temperatures and process corners.

Another consideration in transistor sizing and bias current selection is leakage:
when completely OFF, transistor of the picked size should leak at least 10 times less
than its minimum bias current at highest operating temperature and strong process
corner. Actual bias current value varies from process to process; the lowest unit
current used by author in industrial 5 V IC on 0.35 μm process was 0.5 nA.

4 Nanoampere-Specific Cells

Some circuit blocks cannot be adjusted from traditional designs by usual way of
parametric optimization and resistor’s value increase. These include:

• Biasing core and mirror tree.
• Very large ratio current mirrors (up to 10,000).
• Power-on reset (POR) circuits.
• Current-efficient oscillators.
• Accurate and low noise voltage references with nA consumption.

4.1 Biasing and POR

The largest problem of the nanoampere biasing is reliable startup. Each and every
existing bias core has at least two stable operating points, where the first one is
what this core was designed for and second when all currents are very close to
zero. To prevent operation at the second point, some small current should be added
to the core, usually disconnected after core starts operating normally. This small
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current should be larger than core transistor leakages at all operating points. In
usual circuit, we can use large resistor for this startup current, but for nanopower
ICs value of this resistor becomes unacceptably large. Here we can use depletion
MOS transistor, FET, and leaky low-Vth device (i.e., natural NMOS). In absence
of these components, the MOST structure with accelerated leakage (Fig. 8) can be
implemented.

In this structure, the leakage current Is from n-well to substrate is multiplied by
the lateral PNP β and amended by the increased, due to the body bias by Vbe of PNP,
drain to source leakage current of PMOS. Resulting Istrt is guaranteed to be larger
than similar-sized MOS leakage, but it is very much dependent on temperature and
needs to be characterized.

Temptations to use capacitive startup should be avoided as supply ramp rate and
its glitch behavior are unknown.

Simplest nanoampere biasing cores with PTAT and zero-TC output are shown in
Fig. 9.

M5 provides startup; feedback loop controlling M5 current has only one inversion
and is unconditionally stable. Stability in startup loop is often overlooked and is
critically important as its oscillations are very hard to reveal in simulations but very
often show up in silicon. In the left circuit, voltage drop across R1 should be large
enough to completely shut down M5 during normal operation.
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The difference of the current distribution mirror tree in nanopower circuits is
addition of the capacitors at the tree gates (Fig. 10a).

Every fast voltage transitions at one of the current source drains propagates to the
gate through parasitic gate-drain capacitance; with the initial tree current I0 being
large, this charge would be attenuated by low impedance at the M0 gate (1/gm) and
would not affect tree operation. With 1–2 nA I0, impedance of M0 is large (10–
20 MOhm), thus every fast voltage transition can propagate to the rest of current
sources. Capacitors C1/C0 of Fig. 10a (∼ 0.5−1 pF) filter these charges and prevent
parasitic signal propagation between legs of the bias mirror tree.

These capacitors are initially charged by tiny I0, thus delaying the bias startup
by 100–200 μs, and plenty of catastrophic things can happen in power management
system during this time. System should be disabled as long as it takes to start biasing,
which can be detected with N-side/P-side current comparator as shown in Fig. 10b.
Its BiasOK signal is an additional condition for power-on reset (POR) and enabling
of the system operation. Another POR condition is the value of supply, which should
be large enough for logic operation (most critical is operation of flip-flops containing
T-gates).

In addition to the nA range constantly running currents, bias cell should provide
periodically enabled much larger currents in tens of μA range, for example,
reference for current limit, inductor current hysteresis, etc. Scaling by 10,000 with
traditional current mirror having 1× M0 and 10,000× M1 (Fig. 11a) would be very
large in size and inaccurate due to the M0 small size.

Accuracy and area could be dramatically improved when implementing M0 as
series and M1 as parallel connection of identical cells (Fig. 11b). In the example
shown, the area decreases 50 times and matching improves by

√
200 ∼ 14 times.

This technique works as long as M1 drain voltage is low and short-channel effects
are insignificant.
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4.2 Current-Efficient Oscillators and Logic Supply

An oscillator is an essential part of any nanopower system required, among other
functions, for timing of sleep and activity periods. Its achievable accuracy is
limited by temperature and time drift of available components; when using gate
oxide capacitors and poly-Si resistors, frequency variation can be as large as 30%.
Anything better would require trim and/or use of the off-chip components like
quartz, MEMS, BAW, etc.

Frequency of this oscillator should be as low as possible, as every switching
means energy loss for recharging of gate capacitors, logic shoot-through currents,
etc. In RC oscillators, we have the choice between ring and relaxation oscillators.
Ring oscillator takes less design effort but its efficiency is impaired by shoot-through
currents in invertors during slow signal edges. The relaxation oscillator consists
of current source, capacitor, and comparator. To save energy, charge-in capacitor
should be recycled and comparator should be powered only when needed, that is,
when its input voltages are getting close to each other. Such oscillator is shown in
Fig. 12a. Recycling of the capacitor charge is provided by its flipping with S0−S3,
comparator bias current increases exponentially with voltage on its input (M0−M1
mirror).

Oscillator frequency is fosc = I0/C0V0. V0 can be implemented as comparator
input transistor mismatch (PTAT) which in combination with PTAT I0 from bias core
ensures zero-TC fosc. This oscillator should be aided by a startup circuit preventing
VCMP being high for more than few ns. Efficient comparator design is discussed
in the next chapter. When implemented on 0.35 μm process, such comparator
consumes ∼ 4 nA/kHz including 1 nA I0, comparator, and digital consumption.
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Consumption of the digital cells is proportional to fclk(DVDD – VthNMOS –
VthPMOS)2, hence digital supply LDO can significantly decrease overall system
consumption. At low side, this LDO should keep DVDD above (VthNMOS – VthPMOS)
to support operation of T-gates inside flip-flops. One of the simplest circuits
for such LDO is shown in Fig. 12b, which keeps supply just right combining
minimal consumption of the digital cells while supporting flip-flop operation, as
defined by its reference consisting of M5−M6 diodes. Single inversion feedback
loop (Mpass−M6−M0−Mpass) improves stability, and this LDO may not need any
compensation, which ensures the fast load current step response while consuming
very small current of 5−6 nA.

4.3 Voltage Reference

The PM system includes multiple voltage references, that is, reference for error
amplifier, reference for under-voltage lockout, etc. In high-current systems, ref-
erence of choice is bandgap having untrimmed accuracy of 2–3%, which can be
improved below 1% if trimmed. Current consumption of such bandgap should
be 0.5 μA and above. Attempts to get accurate bandgap operational in industrial
temperature range with consumption below 100 nA were not successful due to large
noise, slow startup, and poor power supply dynamic rejection.

CMOS voltage references use poorly controlled and modeled process parameter
(Vth), thus have 5–10 times worse accuracy than bandgaps, while having similar
noise and dynamic problems if designed with low Iq.

Another option are floating gate voltage references [11], which can be accurate
and low consuming but are not feasible on the most existing processes.

High accuracy, low noise, and very low average consumption can be achieved
with structure of Fig. 13.
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During operation, bandgap reference with 1−2 μA Iq is periodically enabled. Its
output is scaled up and divided to create replicas of all required voltages: output
voltage of the PM DCDC converter or LDO, reference for under-voltage lockout,
etc., which are then sampled on capacitors. Capacitors hold charges till the next
bandgap enable period. The average consumption of the sampled reference with
100 μs/10 μA enable period and 1 s hold time is only 1 nA—good enough for any
nanopower system while supporting the industry-standard accuracy and temperature
range.

Key cells for such reference are bandgap with fast (2–4 μs) startup and
sample/very long hold unit. Example of bandgap with fast startup is shown in Fig.
14, where compensation capacitor C0 is overcharged during OFF period. When
enabled, charge in C0 jumpstarts bandgap core with large currents and large output
voltage. Settling of the bandgap to nominal value is accelerated due to large gain
and bandwidth of the amplifier M1−M4.

Figure 15 presents evolution from simple sample/hold cell of Fig. 15a, having
few ms before sampled across C0 voltage changes by 5–10 mV due to the drain-
source and drain-body leakage of M0, to the circuit with control of the voltage across
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Fig. 15 Sample/long hold cells

M0 of Fig. 15b. Now, voltage across M0 is only few mV = offset of A0. It improves
hold time to 10’s or even 100’s of ms, depending on sampling capacitor size and
process.

During sampling time, amplifier A0 is idle and this time can be used for its
autozeroing, integrating offset on CAZ through M4 (Fig. 15c). This circuit can hold
C0 charge for 10s of seconds. During such a long time, temperature of the power
management IC providing high load current can significantly change, causing C0
voltage to shift due to its temperature coefficient. Hold time of 0.1–0.2 s is large
enough to ensure few nA average reference consumption while avoiding large errors
from die temperature change.

5 Amplifiers with Adaptive Consumption and Unlimited
Output

Clearly, current in the nanopower system’s cell should be consumed only where
necessary and when it is necessary. The main continuous current user in power
management system is the error amplifier or comparator. Speed of this amplifier
or propagation delay of the comparator defines system stability and dynamics of
reaction on the load change (undershoot/overshoot after load step, etc.). At small
LDO or DCDC converter load current, output is supported by the load bypass
capacitor CL, change rate is low, and error amplifier or comparator can be slow



46 V. Ivanov

M0 M1
in1 in2

OUT

Itail

M2 M3

M0

M4

in1

OUT

Itail/2

M2 M3

in2

Itail/2

M0 M1

OUT

M2 M3

in2

M0A M1A

M0A M1A

Itail Itail

M5AM5M4
M6

M7 M8

M9

M10
M11

M4A

a

c

b d

a

b

c

c'

M5 M6 M7

in1

M1

Cp δIOUT

δVin

Fig. 16 Amplifiers with error-dependent gain and consumption

to decrease consumption and small-load efficiency. At high IL, the speed and Iq of
error amplifier can be increased as its consumption is still a small fraction of the
total load current. Adaptive load-dependent biasing [12] has been used in multiple
industry designs and can be instrumental to keep dynamic error small—but only
when load current is large enough. Common problem of these circuits is large error
when load steps from zero to high value.

Adaptive biasing is more beneficial when it is dependent on the error (input
voltage of the error amplifier). This error increases during rapid changes and at
large load currents—exactly when high speed is needed and when high Iq is not an
issue.

Bandwidth of the simplest error amplifier in Fig. 16a, consisting of differential
stage M0, M1, and current mirror M2, M3, is equal to gm/2πCp, where gm is
proportional to Itail (assuming transistor operation in weak inversion) and Cp is the
total capacitance at its output. To increase speed, we have to increase Itail. Output
current is limited by Itail value (curve a at Fig. 16d).

Amplifier with error-dependent biasing in Fig. 16b [13] has negative feedback
loops controlling minimum current through each of input devices: M0A−M4−M5
for M0 and M1A−M7−M6 for M1. It has the same transconductance gm when
δVin = 0, but at larger δVin gm (and bandwidth) increases and output current is
unlimited (curve b at Fig. 16d).

Adaptive bias amplifier of Fig. 16c also has feedback loops controlling mini-
mum of M0, M1 currents, employing the minimum current selector M7−M8−M9:
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Fig. 17 Amplifier with large gm, nA-range consumption and unlimited output

M0A−M8−M10/M11 for M0 and M1A−M9−M10/M11 for M1. It has the same gm at
δVin = 0, but nonlinearity and gm rise at larger δVin are stronger due to larger gain in
feedback loops (curve c at Fig. 16d). This nonlinearity can be sharpened by a weak
positive feedback (M4A and M5A) which increases the minimum current of M0/M1
with δVin rise as well. Curve c’ of Fig. 16d shows the output current nonlinearity
with width of M4A/M5A sized at ¼ of M4/M5. Another advantage of this amplifier is
the wider common-mode input range, starting at Vgs from negative supply.

Amplifiers in Fig. 16 have push-pull outputs and are perfect to drive large gate of
LDO pass device. In the current-mode DCDC converter, output signal of the error
amplifier is subtracted from the output of inductor current sensor. This current flows
in one direction, so there is no need in symmetric push-pull error amplifier. Also,
it may require much larger values of gm (see Chap. 7) not achievable in differential
stage when running nA-range bias.

In the amplifier of Fig. 17 both input devices M0/M1 are in feedback loops which
keep their current stable: M0−M2 and M1−M3−M4. As long as these loops keep
control, VgsM0 = VgsM1 and voltage VR0 = (Vin1 – Vin2); therefore, currents of M2
and M4 are equal to (Vin1 – Vin2)/R0. Output current can be mirrored from M4 or M2
and equivalent gm = 1/R0.

Bandwidth of this amplifier is defined by lowest bandwidth of the feedback loops
gM0/2πCgM2 and gM1/2πCgM4, where CgM2 and CgM4 are total capacitances at M2
and M4 gates. With 50 nA Iq and when implemented on 0.35 μm process, such
amplifier has 10–20 kHz bandwidth.

6 Efficient Comparators

Every DCDC converter comprises multiple comparators. Comparator in the error
amplifier signal path is always on and its consumption is a large part of no-load
system Iq, which makes traditional multistage comparators [14] improper due to
low speed vs. consumption ratio.
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Propagation delay of the comparator is dominated by (VswingCp)/(δVINgm),
where gm is the transconductance of the input stage, Vswing is the voltage swing
at the output of input stage required to flip the comparator output, δVIN is input
overdrive, and Cp is the total parasitic capacitance at the output of input stage. Input
stage gm is proportional to its tail current (Iq), minimum possible Cp is limited by
a process, and the only circuit technique to improve Iq/propagation delay ratio is to
decrease Vswing to as small as possible value. The minimal denomination of Vswing
to turn on or off comparator output devices is Vth. Note that correctly designed
comparator should have hysteresis.

The comparator input stage in Fig. 18a is close to ideal: it is simple, has Vth swing
of the voltage at its output nodes V0/V1 and has hysteresis which is defined by the
area ratios of M2/M3 and M4/M5.

To convert V0/V1 to rail-to-rail swing, currents of M5 and M3 can be mirrored
around [15], but this would double consumption and multiply propagation delay. To
avoid these problems, circuit in Fig. 18b [16] is using the series connected M5/M5a
and M3/M3A with latch M6/M7, which is controlled by M3A and M5A. In order to
flip latch M6/M7, current of M3A or M5A should be stronger than fully on M6 or
M7. When comparator output Q is high, M3 and M3A form a diode whose size in
relation to M2 defines input hysteresis in the same way as in Fig. 18a. When Q is low,
transistor M3 is off, consequently V1 is not limited by Vth and VgsM3A can become as
large as necessary to flip over the M6/M7 latch, regardless of how small is I0. V0/V1
voltage swing becomes larger by 200–300 mV, slightly increasing propagation delay
but to much less extent than a mirror-based level converter [14].

Static consumption of this comparator is equal to the tail current I0. Its propaga-
tion delay on 0.35 μm process with 1 nA I0 and 50 mV input overdrive is 10–20 μs
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and decreases to 10–20 ns when tail current is raised to 1 μA. This is 10–100 times
better than traditional multistage [14] or mirror-based [15] comparators.

When used in the error amplification path of DCDC converter, this comparator
can be adaptively biased by the replica current of M4 from Fig. 17. Thus, its
propagation delay can be longer (μs’s) when load is small and converter VOUT
changes are slow, decreasing to ns’s when load (and error) rise and faster dynamics
is necessary.

Another essential comparator for DCDC converters is the one in synchronous
rectifier. It is enabled only as long as inductor current flows through rectifier
switch and its consumption does not affect no-load Iq. It may have some built-in
offset to compensate for inductor current change during its propagation delay. This
propagation delay should be at least 10 times less than minimum ON time of the
rectifier, that is, less than 10 ns for 100 ns minimum pulse width of the DCDC.
To decrease it, this comparator should have current inputs—on the same process
and with the same consumption, current-input comparator is 5 times faster than
voltage-input one due to larger power consumption from the inputs. For 10–20 μA
Iq and on 0.35 μm process, propagation delay is 7–10 ns and can be 3–5 times less
for 130 nm implementation.

Comparator in Fig. 19 has current input stage on low voltage fast transistors
M0/M1, protected from large VL by extended-drain M7/M8. Swing of V0 at the
M0/M1 stage output is limited to ∼Vth by limiting current through M2 with R1.
Comparator is enabled with some delay after power switch MLS is turned ON (by EN
signal) to allow inductor current to switch and VL to swing below GND. I1R0 creates
the pre-determined comparator offset to compensate for propagation delay. After
comparator flips, D0/M4/M5/M6 turns it off till the next DCDC switching cycle.
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7 Inductor Current Measurement

The current-mode operation dramatically improves dynamics of DCDC converter
[17]. Required for this mode, measurement of the inductor current can be done with
resistor connected in series with inductor (Fig. 20a) or with power switches MH and
ML, by integration of the voltage across inductor (Fig. 20b) or by mirroring current
though power switches (Fig. 20c).

Days when the external low-value resistor for current measurement was accept-
able in DCDC design are over, thus circuit of Fig. 20a can be ruled out.

Circuit of Fig. 20b became quite popular recently (gms is often replaced with
resistors [19]), but it has unsolvable flaws:

• It does not work when supply voltage is very close to VOUT due to error from
voltage drop on inductor resistance, gms offset, etc.

• It severely underestimates Iind when inductance value varies significantly with
Iind (low-cost monolithic inductors drop by up to 80% with current increase
in datasheet range, as shown in Fig. 21 [1]), it cannot be used for DC Iind
measurements required for current limit, which is the part of every DCDC
converter.
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It leaves us with circuit on Fig. 20c. It comprises power switches with built-
in sensors MH/MHs and MN/MNs with large area ratio 1/N (10,000 or more). To
improve accuracy while having large ratio, multiple sense cells distributed inside
power switch can be connected in series similar to mirror in Fig. 11b. Operation of
the MHs−G0−M0 and MLs−G1−M1 feedback loops guarantees equality of the Vds

between power switch and its sensor, hence currents of M0 or M1 are equal to Iind/N.
By summing M0 current with replica current of M1, continuous-time measurement
of Iind is achieved. In some designs, in order to decrease die area and cost, ML is
undersized, its Vds can exceed Vbe and body diode can get active. For such cases,
continuous current measurement with the Fig. 20c circuit is not possible.

Settling time of MHs−G0−M0 and MLs−G1−M1 feedback loops should be 5–
10 times faster than the minimum DCDC switching pulse duration. That is, in
converters operating from Li battery the minimal pulse width is 100 ns, thus,
settling time should be 10–20 ns.

Simple and fast loops can be created with current-input amplifiers as shown
at Fig. 22. G0 consists of M1/M2 with current sources I0/I1 and G1 consists of
M3/M4 with current sources I2/I3. Gates of the sense transistors MHs/MLs can be
constantly connected to the subsequent gate drive supplies, decreasing switching
losses. Switches M8−M11 disable current measurement when subsequent power
switch is off, therefore, current is consumed only as long as there is an inductor
current.

Feedback loops using single-pole amplifiers G0 and G1 are unconditionally
stable with any biasing and do not require compensation capacitors and are fastest
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possible for any chosen I0−I3 values. Bandwidth of these loops is equal to
gm2/2πCp2 and gm4/2πCp4, where Cp2/Cp4 are parasitic capacitances at M2/M4
drains. On 0.35 μm process, I0−I3 values for 10 ns settling are ∼ 5 μA. At nm-
scale processes, switching frequencies are higher, pulse width smaller, and settling
time should be shorter. But Cps are also decreasing with process scaling and loop
bandwidth increases, hence consumption of the current measurement circuit stays
approximately the same independent on the process. At no load state Iind = 0, both
switches are off and current measurement loops are off as well. Current consumed
by this circuit affects DCDC converter efficiency but does not affect its Iq.

Current measurement error of this circuit is ∼ 20%. At low currents, error is
dominated by G0/G1 offset, at large currents by ML−MLs and MN−MNs mismatch.
This accuracy is sufficient both for use in current-mode compensation and in
inductor current limit.

8 Selection of the DCDC Converter Operation Mode

Despite of large number of existing DCDC operating modes [17], choice for
converters with nanopower consumption is very limited. First, we have to rule out all
voltage-mode variants as these are not only slow but also require continuously on,
power-hungry active filters for compensation. All fixed-frequency DCDC converters
constantly waste energy on switching, which is prohibitive for low-load efficiency.
The idea of the mode switching between high- and low-power triples the design
effort—and circuit complexity—as both modes and transition procedure have to be
well thought-out. Operation in the discontinuous-only mode limits output current
range, decreases efficiency, and increases die size/cost due to larger Iind ripples (see
Fig. 23).

Iind

ILmax ILmax

Iindmax

t t

Continuous mode Discontinuous mode

Iripple

T T 2T2T

TON TOFF TON TOFF

Fig. 23 Inductor current and power loss in continuous/discontinuous modes
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In continuous-mode, DCDC converter and at maximum load, the DC power loss
is PDC ∼ I 2

L maxRON, assuming ILmax > Irpl, and RON is the power switch ON
resistance. In discontinuous mode, Irpl » ILmax due to strong L(Iind) dependence (Fig.

20), which increases DC power loss PDC = RONfsw

∫ T

0 I 2
inddt and demands larger

switches, occupying larger die area and consuming more energy for switching.
Inductor sizes for both modes are close, as for continuous mode inductance value
is larger but ILmax is smaller, vice versa for discontinuous mode. Ideally, converter
should transfer from continuous to discontinuous operation without any structural
or compensation changes.

With these considerations, we can choose between:

• Voltage hysteretic mode.
• Fixed timing (fixed TON, fixed TOFF or minimum TON and TOFF).
• Current hysteretic mode.

The voltage hysteretic mode is applicable for control of buck converters only; it
is also relatively high consuming as it requires continuously on comparator of the
Vout ripples with small (3–5 mV) amplitude.

Fixed-timing current modes can be very efficient with both low- and high-current
load but require high-cost wire-wound inductors. Such DCDC converter, perfectly
operational in the lab, loses efficiency or even fails when customer uses the low-
cost chip inductor having enormous L variation vs. Iload (Fig. 21) due to the Iindmax
violation (similar to Fig. 23).

The only operation mode which can be used in any kind of DCDC converter
(buck, boost, buck-boost, inverting, single inductor-multiple output, etc.), very
efficient with low Iload and tolerant to the L variation, is the current hysteretic mode.

It does not require any mode switching when moving from continuous to dis-
continuous operation. High Iload, when Iind is approaching the maximum datasheet
value, can cause only some increase in switching frequency (Fig. 24). It also
can be very simply implemented (see below). Switching frequency in continuous
mode is defined by L, Ihyst and input/output voltages. If the constant switching
frequency is required, Ihyst value can be controlled by phase-locked loop. Frequency
in discontinuous mode is defined by Iload.
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Low-cost L
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Ihyst

Ihyst
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Iindmax

Fig. 24 Current hysteretic mode operation
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9 Design Example

The circuits and structures described above have been used in many industrial
designs: boost battery charger from energy harvesters [18], stand-alone buck
converters, and embedded power management units. The depicted below buck
converter with 100 nA no-load consumption and > 80% efficiency in 10 μA to
30 mA load range was done on 130 nm process for IoT radio PM.

Structure of this converter is in Fig. 25. It comprises:

• Always-on error amplifier Gm0 from Fig. 17, R0 = 300 ohm, amended by 3 μA
current limit for Ie (total 60 nA Iq budget).

• Error comparator A0 of Fig. 18b biased by the Ic replica of Ie plus another 10 μA
through Sc when S0 is ON (2 nA no-load Iq).

• Power switches S0, S1 (∼ 3 ohm when ON) with inductor current sensor of Fig.
22 with N = 10,000.

• Synchronous rectifier S1/A1 with comparator A1 from Fig. 19.
• Time-dependent current source Ih with 1 μA value, defining N*Ih = 10 mA Ihyst,

connected to error summing point by Sh when S0 is ON (Fig. 26).
• Sampled voltage reference VREF as described in chap. 4 (30 nA Iq budget

including biasing core and POR).

Time limit of Ihyst is required to eliminate the only problem of the current-
hysteretic mode: when input and output voltages are close to each other, ON time is
undefined. This may become a problem in scenario of VIN glitch to Vout or below as
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Fig. 25 Structure of the buck converter in current hysteretic mode
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Fig. 27 Buck converter response on 0-10 mA load step

S0 would turn ON during a glitch and never turn OFF if Iload < Ihyst since inductor
current will be equal to Iload.

In the 10,000 ratio current mirror of Fig. 26, Ih is turned ON as soon as A0 flips
high and stays ON as long as Sh gate is above Vth, which is defined by RhCh time
constant and supply voltage.

Figure 27 depicts this buck converter step response on 0–10 mA load step with
10 μH inductor and 10 μF CL, illustrating fast first-order dynamics, equivalent to
the best large-Iq counterparts.

Power measurements show 80–85% efficiency of the converter from 10 μA to
the maximum current of 30 mA (Fig. 28). Even at 5 μA load efficiency is above
70%.
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Fig. 28 Buck converter efficiency versus load

10 Conclusions

Design of systems with nanopower consumption does require special approach and
different circuit techniques. There is an intensive university research in this area
as well as numerous industrial parts. When thinking in nanopower space, one can
find out that almost every existing IC or electronic system consumes more power
than necessary by orders of magnitude—this approach can save enormous amount
of energy when extrapolated outside of IoT-only area.

Structural design methodology is a very efficient tool to create solution to almost
every task in hand or significantly improve existing circuits. All circuits above
have been originated from this methodology. Apply feedback loop to control every
important parameter, use current-input amplifiers wherever possible, make local
feedback loops unconditionally stable which ensures the overall system stability.
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Nanopower SAR ADCs with Reference
Voltage Generation

Maoqiang Liu, Kevin Pelzers, Rainier van Dommele, Arthur van Roermund,
and Pieter Harpe

1 Introduction

SAR ADC has been extensively acknowledged as a very power-efficient architec-
ture. However, most SAR ADC publications do not take the power consumption
of the reference voltage generation into consideration, which can be much higher
than the SAR ADC itself [1, 2]. Power supply is frequently used as the reference
in publications while this solution suffers from an instable power supply and
interference from other blocks through the shared power supply. One example of
a SAR ADC with integrated reference generation is shown in Fig. 1. A voltage
reference generates a well-defined stable voltage to be multiplied by a LDO or buffer
to drive the DAC in the SAR ADC.

In terms of voltage reference, bandgap reference (BGR) circuits based on BJTs
are favorable thanks to their high accuracy over process corners as the output ref-
erence voltage is determined by the bandgap voltage of silicon. Conventional BGR
generates a reference voltage around 1.2 V and requires a power supply above 1.4 V
[3], making it incompatible with low-power sub-1 V systems. Alternatively, CMOS
voltage references can more easily operate at sub-1 V VDD and consume low
power. However, the output reference voltage of many CMOS voltage references
[4, 5] highly depends on the absolute value of the MOSFET threshold voltage, quite
sensitive to process variations. It is claimed that a DTMOST-based voltage reference
could reduce this dependency by a factor of two [6], this advantage may become
smaller with technology scaling as the back gate tends to have less impact on the
MOSFETs depletion region.
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Fig. 1 Architecture of a SAR
ADC with reference
generation
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Since the generated voltage by a voltage reference usually does not have driving
capability, a LDO is needed. Due to the frequent DAC switching steps in one SAR
conversion, the bandwidth of the LDO has to be high enough to recover the reference
voltage in a short time, consuming significant energy consumption (>9× the power
of SAR ADC in [1, 2]). Alternatively, a large decoupling capacitor can be used to
stabilize the reference voltage at the expense of a large chip area (200× the area of
SAR ADC in [7]).

In order to achieve an overall low-power operation of a SAR ADC with reference
generation, the power of the SAR ADC should also be optimized. In a SAR ADC,
the power consumption is usually dominated by the comparator and DAC [8, 9]. Due
to the noise requirements, the power of above two sub-blocks has to be quadrupled
when increasing the resolution by 1 more bit. In the popular dynamic comparator
[8], the parasitic capacitances are pre-charged to VDD and discharged to ground for
each comparison while only one of these two processes is used for comparison. In
many DAC schemes for SAR ADCs, the reset operation consumes similar or even
two times the energy during conversion [10–12] while most works only focus on the
reduction of conversion energy.

In this chapter, corresponding to Fig. 1 and above discussion, different low-
power techniques are introduced to realize low-power operation from three aspects:
the voltage reference, the SAR ADC, and the LDO. In Chap. 2, a 106nW 10b
80 kS/s SAR ADC with duty-cycled reference generation is presented [13]. A
0.62 V-VDD 25nW CMOS voltage reference is introduced for the SAR ADC.
In order to reduce the static power, the voltage reference is duty-cycled with a
three-stage sample-and-hold. A low-power bidirectional comparator is presented to
reduce the SAR ADC power consumption. The overall SAR ADC with reference
voltage generation achieves a FoM of 2.4fJ/conv.-step. In Chap. 3, the energy-free
“swap-to-reset” scheme is illustrated to eliminate the large reset energy existing in
many DAC switching Schemes [14]. Instead of the conventional “switch-to-reset,”
which releases the charge in the DAC and draw new charge from the reference
voltage, consuming significant energy, the DAC can be reset by swapping the
positions of capacitors between P and N sides while the charge can be preserved.
In Chap. 4, a discrete-time passive DAC driving scheme is presented where a
decoupling capacitor is pre-charged to the reference voltage during tracking phase
and drives the DAC passively during conversion [15]. The signal-dependent energy
consumption of each DAC switching causes nonbinary steps due to the charge
sharing between the DAC and the decoupling capacitor, which is compensated by a

http://dx.doi.org/10.1007/978-3-319-97870-3_2
http://dx.doi.org/10.1007/978-3-319-97870-3_3
http://dx.doi.org/10.1007/978-3-319-97870-3_4
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small auxiliary DAC. The discrete-time passive driving avoids an always-on power-
hungry buffer or a large decoupling capacitor, achieving low power, and small chip
area simultaneously.

2 A 106nW 80 kS/s SAR ADC with Duty-Cycled Reference
Generation

This chapter presents a low-power SAR ADC with duty-cycled reference genera-
tion. The architecture of the overall circuit blocks is shown in Fig. 2 [13].

The whole system operates at 0.8 V VDD. The CMOS voltage reference
generates 0.4 V reference voltage. The reference voltage is sampled and held by
the three-stage duty-cycling block and then multiplied to 0.6 V to drive the DAC in
the SAR ADC by the LDO. An off-chip capacitor is used in the LDO to stabilize
the reference voltage. A low-power bidirectional comparator is adopted in the SAR
ADC.

2.1 Low-Power Low-VDD CMOS Voltage Reference

A voltage reference is required to output stable voltage over process, power supply,
and temperature, of which the process-independence is the most challenging as
process variations are usually inevitable and there is not much to do about it from the
aspect of circuit design. For CMOS voltage references, an obvious voltage unit is the
threshold voltage of MOSFETs, which has a poor process-dependency. As shown in
Fig. 3, the process variation of different voltage units is simulated at three corners
(typical, slow, fast) and is divided by the average value to evaluate the effect of
process variations for various transistor sizes. The absolute threshold voltage reveals
the largest variation (15%) over corners in the adopted 65 nm CMOS technology.

Voltage
reference

VDD = 0.8V

VREF = 0.4V VDDA=VDDD= 0.6V

Duty-Cycle CLK1

Duty-Cycle CLK2

LDO
Off-chip

capacitor

Duty-cycle
block

VREF = 0.4V

10-bit
SAR ADCAnalog Input

Dout[9:0]

Fig. 2 The presented SAR ADC with duty-cycled reference generation
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Fig. 3 The process variations
of different voltage units in
CMOS technology
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It is claimed that DTMOS (a MOS with the back gate connected to the gate)
could improve the threshold voltage stability over process corners by a factor of 2 in
[6], but in the simulations based on the utilized 65 nm technology, the improvement
is only about 20% (Fig. 3, Vt, DTMOS). In many technologies, the foundry provides
transistors with higher or lower threshold voltage by an extra ion-implantation step
while maintaining the same oxide thickness. The threshold voltage increment by
the ion implantation is easier to control so that it has much smaller process variation
[16]. As shown in Fig. 3, �Vt (=Vt, hvt – Vt, nvt) reveals five times smaller variations
than the absolute threshold voltage. It can be concluded that the threshold voltage
difference is a more suitable voltage unit for CMOS voltage references thanks to the
excellent process stability.

The temperature dependency of �Vt is also investigated in [17]. For a shallower
implanted depth than the depletion edge, �Vt is CTAT (Complementary To Absolute
Temperature). A temperature-insensitive voltage can be generated by summing a
PTAT (Proportional To Absolute Temperature) voltage with �Vt. As shown in
Fig. 4, M2 and M1 are high-Vt and nominal-Vt transistors, respectively. They are
diode-connected and biased in sub-threshold region. The drain-source current can
be expressed as follows when VGS > > VT (thermal voltage):

Id = μnCox
W

L
(η − 1) V 2

T exp

(
VGS − Vt

ηVT

)

(1)

where μn is the carrier mobility, COX is the gate-oxide capacitance, W and L are the
width and length of the transistor, respectively, η is the sub-threshold slope factor,
VT is the thermal voltage, VGS is the gate-source voltage, and Vt is the threshold
voltage. Hence, the gate voltage difference of M1 and M2 could be expressed as:

�VG = (
Vt,hvt − Vt,nvt

) + ln

(
I2

I1
· μn1

μn2
· (W/L)1

(W/L)2

)

· ηVT (2)
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where the first term is CTAT and the second term is PTAT. By tuning the current
ratio I2/I1, the TCs (Temperature coefficient) of these two terms can cancel out each
other, leading to a temperature-insensitive �VG.

Now that a process- and temperature-insensitive �VG can be achieved, the next
step is to generate a reference voltage relative to ground. As shown in Fig. 4, the
negative feedback loop using the OPAMP forces VP to equal VG2, hence applying
�VG to the terminals of R1. By copying I1, a reference voltage relative to ground
can be realized:

VREF = I0 · R0 = I0

I1
· R0

R1
· �VG (3)

where R0 equals the sum of R0a and R0b.
The temperature performance of the voltage reference at five process corners is

simulated and shown in Fig. 5. The VREF only has a variation range of ±1.5% over
process corners, well corresponding to Fig. 3.

2.2 Three-Stage Duty-Cycling Technique

In order to reduce the power consumption, the voltage reference can be duty-cycled.
In this work, the LDO is always on, hence requiring a continuously stable reference
voltage. One-stage sample-and-hold can be used to sample and hold the reference
voltage and feed it to the LDO. As shown in Fig. 6, the voltage reference and the
switched capacitor network (SA, CA) are duty-cycled by the same clock, CLK1.
This scheme suffers from two aspects. When CLK1 switches everything on, VA
will experience a large startup ripple of the voltage reference. When CLK1 switches
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Fig. 6 Architecture and waveforms of a one-stage sample-and-hold

everything off and CA begins to hold the sampled voltage, the large voltage drop
over the NMOS switch, SA, will cause a leakage current through SA, leading to the
drop of VA. The instable reference voltage VA will degrade the performance of the
SAR ADC.

To solve above two problems, a three-stage dual-clock sample-and-hold is
presented as shown in Fig. 7. Compared with Fig. 6, two more switched capacitors
are inserted between node A and the LDO, controlled by CLK2. CLK1 and CLK2
have the same frequency but different pulse width. CLK1 switches the voltage
reference and CA on as before and VA will be stable after some startup ripples. After
that, CLK2 switches CB and CC on to refresh the voltage on them. In this way, VC
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Fig. 7 Architecture and waveforms of the three-stage sample-and-hold

is isolated from the startup behavior of the voltage reference. Subsequently, CLK1
and CLK2 switch everything off and the holding phase begins. Leakage through SA
still exists and causes VA drop. However, the voltage drop over SB is much smaller
than SA, leading to a more stable VB than VA. Furthermore, the voltage drop over
SC is smaller than SB, leading to a more stable voltage at node C. As a result, VC
is stable throughout the entire clock period. The simulated maximum ripple of VC
is merely 0.1 mV. For the targeted 10b SAR ADC with an LSB of 1 mV, this small
voltage drop is totally acceptable.

In this work, the duty-cycling clocks, CLK1 and CLK2, are generated from an
FPGA externally. The frequency is 20 Hz and the pulse widths are 5 ms and 2.5 ms,
respectively. Since the frequency is low and the accuracy requirement for the pulse
width of the clock signals is relaxed, the clock signals are also be generated on-chip
with little power consumption. The simulated power for the clock generator is only
2nW, occupying a chip area of only 50 μm × 12 μm.

2.3 Low-Power Bidirectional Dynamic Comparator

The typical dynamic comparator [18] is shown in Fig. 8. It comprises an integration-
based preamplifier and a latch. During the reset phase, the parasitic capacitors CPP,
PN are charged to VDD. The comparison starts when CLK goes high. CPP, PN are
discharged and VAP, AN will drop according to the input voltages VINP, INN. In time,
the common mode of VAP, AN gradually decreases while the differential input signal
is gradually amplified. When the common mode of VAP, AN reaches the threshold
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Fig. 8 Typical dynamic
comparator [18] and the
waveforms of key nodes CLK
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of the latch, the latch will take over and output the comparison result. Next, CLK
will go low, and the preamplifier and latch are reset to their initial conditions. The
preamplifier dominates the noise and power efficiency of the comparator due to
the amplification. The equivalent input noise of the preamplifier can be expressed
as [18]:

σv ≈ k · T ·
√

8

q
· 1√|CPP · (Vthlatch − VDD)| ∼ 1√

QC

(4)

where Vthlatch represents the threshold voltage of the latch and QC is the absolute
value of average transferred charge on parasitic capacitor CPP, PN before the latch
takes over. The preamplifier energy dissipation of one comparison can be expressed:

EC = 2 · CPP · V 2
DD (5)

It can be observed from (4) and (5) that the noise performance and the energy
consumption have to be traded off. In order to reduce the noise by a factor of 2, the
energy consumption has to be quadrupled.

Figure 8 illustrates that only the discharging phase is used for the comparison
while the charging is just to reset the parasitic capacitance. The presented bidirec-
tional comparator makes use of both the charging and discharging slopes to perform
the amplification and thus can improve the energy efficiency.

As shown in Fig. 9, a pair of PMOS (M3,4) is inserted. Before the comparison
starts, VAN,AP is reset to ground. When the comparison starts, M3,4 are enabled first
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Fig. 9 Bidirectional dynamic comparator and key nodes waveforms

by switching on the current tail (M5) and VAN,AP starts to increase according to
the inputs. An OR gate is detecting when VAP or VAN reaches half VDD. At that
moment, M3,4 are switched off and M1,2 are enabled together with the latch. From
this point onward, the comparator operates as the typical structure and achieves the
same gain. Another advantage of this architecture is that VAN,AP returns to ground
inherently after each comparison while a reset signal (RST) is still present to avoid
floating. For this bidirectional comparator, the sum of the absolute value of average
transferred charge on CPP, PN during charging and discharging equals:

QCB =
∣
∣
∣
∣CPP ·

(
VDD

2
− 0

)∣
∣
∣
∣ +

∣
∣
∣
∣CPP ·

(

Vthlatch − VDD

2

)∣
∣
∣
∣ = CPP · (VDD − Vthlatch) = QC

(6)

which means that the bidirectional comparator achieves the same noise performance
with the typical architecture, while CPP, PN are only charged to about half VDD. The
energy consumption of the presented comparator can be expressed:

EB = 2 · CPP · VDD

2
· VDD = CPP · V 2

DD (7)

which is only half of (5).
For the comparator in the work, the power consumption ratio between the

preamplifier and the latch is 3:1, if typical dynamic comparator architecture is used.
By replacing the preamplifier with the presented bidirectional preamplifier, 37.5%
of the comparator power is saved. In practice, the additional logic introduces 4.5%
overhead, which is mostly the short circuit current in the OR gate, thus saving 33%
overall.
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Fig. 10 Die photo in 65 nm
CMOS technology
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Fig. 11 (a) Measured VREF versus VDD. (b) Measured current consumption versus VDD

2.4 Measurement Results

The SAR ADC with duty-cycled reference generation is implemented in 65 nm
CMOS technology and occupies a chip area of 0.266mm2 due to the large resistors
used in the CMOS voltage reference and the LDO as shown in Fig. 10. Both the
stand-alone voltage reference without duty-cycling and the SAR ADC with duty-
cycled reference are measured.

A total of 15 voltage reference samples are measured. The minimum operational
VDD is within the range of 0.60–0.62 V at room temperature. The VREF and current
consumption of one sample are displayed in Fig. 11 as a function of VDD. The line
sensitivity is 0.07%/V from 0.62 V to 2.0 V. At 0.8 V VDD, the measured power
consumption is only 38 nW. At the minimum 0.62 V VDD, the power consumption
is 25 nW.

The PSRR of the voltage reference is also measured at 0.8 V VDD and maintains
less than -49 dB up to the near Nyquist frequency as shown in Fig. 12.

Figure 13 shows the temperature dependency of the 15 samples. From −25 ◦C
to 110 ◦C, the temperature coefficients vary from 44 to 248 ppm/◦C with an average
TC of 108 ppm/◦C. At room temperature, the average VREF is 389.9 mV with a
standard deviation of 4.0 mV. According to Monte-Carlo simulations, the dominant
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reason for part-to-part variation is mismatch in the OPAMP and the current mirror
M3–5, 7–9. Table 1 summarizes the presented voltage reference and compares it
with other low power works. The power consumption of the reference voltage
can be further reduced with duty-cycling technique. Besides, the sample-to-sample
variation of this work is comparable to BJT voltage references and substantially
better than Vt-based CMOS voltage references.

The power breakdown and the ENOB of the reference-included ADC with
different duty-cycling rates are shown in Fig. 14. At 10% duty-cycling of the voltage
reference, the power consumption is only 3.7 nW, which is far less than that of the
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Table 1 Voltage reference performance summary and comparison

[19] [20] [21] [4] [5] This
work

Type BJT BJT BJT Vt Vt �Vt

VDDmin 0.75 0.7 0.5 0.9 0.45 0.62
Area(mm2) 0.070 0.025 0.026 0.045 0.043 0.077
TC(ppm/◦C)
[T range (◦C)]

40
[−20:85]

114
[−40:120]

75
[0:100]

10
[0:80]

165
[0:125]

108
[−25:110]

Power (nW) W/o DC 170 52.5 32 36 2.6 25
With DC – – – – – 2.5

Sample-to-
sample VREF
variation: σ/μ
(%)

1.0 1.05 0.67 3.1 3.9 1.0

Line sensitivity
(%/V)

0.005 – – 0.27 0.44 0.07

PSRR
@100 Hz (dB)

– −62 – −47 −45 −62
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Fig. 14 (a) Power breakdown and (b) ENOB versus duty-cycling rates

SAR ADC core. Meanwhile, the ENOB with near Nyquist input remains 9.1bit
regardless of the duty-cycling, resulting in a FoM of 2.4 fJ/conv.-step. The always-
on LDO and the drop-out loss take about one-third of the total power consumption.
The spectrum and the INL/DNL at 10% duty-cycling are shown in Figs. 15 and 16.
At near Nyquist input, the SNDR is 56.6 dB and the SFDR is 65.0 dB.

Compared with other low-power SAR ADCs (Table 2), this work is the only one
to integrate the reference generator and LDO with an ADC. Meanwhile, it has a
comparable ENOB and FoM.
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Table 2 SAR ADC performance summary and comparison

[22] [12] [23] [24] [25] This work

Technology (nm) 90 40 90 65 65 65
Resolution (bit) 10 10 10 10 10 10
VDD (V) 0.4 0.45 0.4 0.6 0.6 0.8
Sampling rate (S/s) 250 k 200 k 500 k 40 k 100 k 80 k
Area (mm2) 0.04 0.065 0.042 0.076 0.053 0.26
INL (LSB) 0.67 0.45 0.62 0.48 0.87 0.60
DNL(LSB) 0.43 0.44 0.34 0.32 0.96 0.94
Power (μW) 0.2 0.084 0.5 0.072 0.088 0.106
Including reference No No No No No Yes
ENOB (bit) 8.6 8.95 8.72 9.4 9.2 9.1
FoM (FJ/conv.-step) 2.02 0.85 2.47 2.7 1.5 2.4

2.5 Conclusions

In this chapter, a 10b SAR ADC with duty-cycled reference generation is presented.
The low-VDD low-power CMOS voltage reference is based on the threshold
voltage difference between high-Vt and nominal-Vt transistors, which has 4x better
process stability than the absolute threshold voltage of a single transistor or a
DTMOS. The subthreshold operation enables the low-power (25 nW) low-VDD
(0.62 V) operation at room temperature. Besides, the power supply and temperature
dependency of the voltage reference are also small. The power consumption of the
voltage reference is further reduced by a three-stage dual-clock duty-cycling block.
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The multistage architecture reduces the leakage and enables 10% duty-cycling
of the voltage reference. In the SAR ADC, a low-power bidirectional dynamic
comparator is utilized which makes use of both the charging and discharging phase
to perform the comparison, achieving better power efficiency. Compared to a typical
architecture [18], this bidirectional comparator reduces the power by 33% while
maintaining the same noise performance. With the above techniques, the SAR ADC
with reference generation achieves a FoM of 2.4fJ/conv.-step.

3 Energy-Free “Swap-to-Reset” for the DAC in a SAR ADC

3.1 DAC Energy Consumption in a SAR ADC

Charge-redistribution DAC in a SAR ADC usually consumes significant energy, and
many switching schemes are presented to reduce the energy consumption [10–12,
26–28]. As shown in Fig. 17, assuming the same total capacitance, [26–28] can save
conversion energy compared to conventional switching scheme while bringing new
problems like DAC output common mode shift or a third reference required. The
common mode shift introduces signal-dependent offset errors, and a third reference
voltage increases the energy consumption of the reference generation and circuit
complexity. [10–12] can also reduce conversion energy without above problems.
However, they require a large reset energy that is 1∼2× the conversion energy,
which diminishes the total energy saving.

Take the split monotonic as an example [11], where one pair of differential
capacitor is split into two pairs. The two pairs are reset differentially and at each
side, the two capacitors are connected to VREF and GND, respectively, as shown
in Fig. 18a. For the i-th switching during conversion phase (Fig. 18b), one of the
two pairs will be switched differentially, causing DAC output voltage shift and
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Fig. 17 Normalized energy consumption of different switching schemes
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Fig. 18 (a) Tracking phase,
(b) conversion phase, and (c)
reset phase of a split
monotonic DAC
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charge redistribution. Assuming all the codes have the same probability, the average
conversion energy consumption can be derived:

EConversion ≈ 0.33CT · V2
REF (8)
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Fig. 19 Operation and charge flow of the “swap-to-reset” scheme

After each conversion, the DAC needs to be recover to the original configuration,
and the conventional way to realize this is simply to switch the DAC conversely
with the conversion phase (Fig. 18c), which consumes significant energy. It can be
derived that the reset energy equals:

EReset ≈ 0.5CT · V2
REF = 1.5 · EConversion (9)

3.2 Energy-Free “Swap-to-Reset”

From the previous discussion, it is noted that the number of capacitors and the
total capacitance value connected to VREF always remains the same. Each time a
capacitor is disconnected from VREF, its opposite element will be connected to VREF.
Due to the fully differential architecture, the DAC outputs converge to VCM at the
end of each conversion. Based on the above observations, the energy-free “swap-
to-reset” can be introduced as shown in Fig. 19. The first step is to disconnect CPL
and CNH from the DAC outputs. Subsequently, the P/N connections of CPL and
CNH are swapped by connecting them to the opposite sides. Since the DAC outputs
are both VCM, the swap operation causes no charge redistribution and the DAC is
reset successfully without any energy consumption. In the very next tracking and
conversion phases, the previous CPL/CNH will act as the new CNH/CPL.

The energy-free “swap-to-reset” can be adopted in such switching schemes that
are reset and switched differentially and the DAC outputs converge to VCM at the
end of each conversion. For instance, [10–12] can be swapped to reset.
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Fig. 20 Architecture of the 12b SAR ADC with “swap-to-reset” and rotation

3.3 A 12b SAR ADC with 2b “Swap-to-Reset”

The “swap-to-reset” is used for the 2 MSBs in the DAC of a 12b SAR ADC where
the rotation [29] is also adopted for the 2 MSBs to enhance the linearity as shown
in Fig. 20. The swap logic controls the swap operation based on the connections of
the 2 MSBs after the very previous conversion. The swap operation is realized with
bootstrapped switches for the sake of a good linearity. A pseudo random number
generator (PRNG) and the rotation logic control the rotation operation. Furthermore,
the bidirectional comparator is adopted to reduce the power consumption.

3.4 Measurement Results

The prototype is implemented in 65 nm CMOS technology and occupies a chip
area of 0.105 mm2. The SAR ADC operates at 40 kS/s and the power consumption
is shown in Fig. 21. By enabling “swap-to-reset,” 33% of the DAC power is saved
while the remainder of the SAR ADC consumes 7% more power due to the auxiliary
circuits for the “swap-to-reset,” resulting in a total power saving of 18% for the
SAR ADC. Since rotation has no impact on power saving, similar power saving is
achieved when repeating above measurements with enabled rotation despite the little
additional power of the rotation logic. The near Nyquist spectrums with different
“swap-to-reset” and rotation setup are shown in Fig. 22. Regardless of “swap-to-
reset,” rotation maintains the same SNDR (∼64.2 dB) and improves the SFDR by
around 15.5 dB. Regardless of rotation, enabling “swap-to-reset” will maintain the
same SNDR and SFDR.
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3.5 Conclusions

Some DAC switching Schemes [10–12] save conversion energy while bringing
significant reset energy. In this chapter, energy-free DAC switching schemes are
presented that can eliminate the large reset energy for [10–12]. The swap operation
has no impact on the dynamic performance of the SAR ADC. Along with rotation,
a DAC is realized where each capacitor of the 2 MSBs can change position between
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P and N sides (swap-to-reset) and along P or N side (rotation). This improves the
SFDR (+15.4 dB) and the energy efficiency (18%) of the SAR ADC at the same
time.

4 A Low-Power and Area-Efficient Discrete-Time Reference
Driver

4.1 DAC-Compensated Reference Driver

For a charge-redistribution SAR ADC, the DAC is usually binary scaled and
the reference voltage needs to be constant to perform an ideal binary search as
shown in Table 3 (leftmost three columns). Considering a decoupling capacitor
(CDEC) pre-charged to VREF driving the DAC of a SAR ADC passively, the charge
sharing between the DAC and the CDEC will cause signal-dependent VREF drop and
nonbinary searching steps (�VDAC) as shown in Table 3 (middle three columns).
For a given switching scheme, the energy consumption for each code is predictable.
As a result, the DAC switching steps can be made binary again by switching extra
compensation capacitance (Ca2, a3) as shown in Table 3 (rightmost three columns)
[15]. The first step consumes constant energy and fixed VREF drop (Table 3),
regardless of the code for a symmetric DAC. Hence, �VDAC of the first switching
can be used as the reference for the later compensated steps. The capacitance of the
compensation capacitors needs to be calculated before implementation and chosen
to switch according to a certain code. During tracking phase, the CDEC should be
pre-charged to VREF.

The SNDR and SFDR of a 10b SAR ADC driven by different CDEC with different
number of compensation bits are simulated in Matlab and shown in Fig. 23. Without
compensation, the CDEC has to be larger than 29CT to achieve 62 dB SNDR,
occupying significant chip area. With more and more compensated bits, the required
CDEC for 62 dB SNDR can be reduced greatly. Furthermore, the passive driving
does not require an always-on power-hungry buffer, achieving low power at the
same time.

Table 3 First three DAC switching steps with different drivers

Ideal reference driver Passive driver w/o compensation Passive driver with compensation
VREF Ci �VDAC VREF Ci �VDAC VREF Ci �VDAC

1 8C 0.5 1➔ 0.96 8C 0.48 1➔ 0.96 8C 0.48
1 4C 0.25 0.96➔ 0.89 4C 0.21 0.96➔ 0.90 4C + Ca2 0.24
1 2C 0.125 0.89➔ 0.84 2C 0.10 0.90➔ 0.85 2C + Ca3 0.12
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Fig. 23 SNDR/SFDR of a 10b SAR ADC driven by different CDEC with different number of
compensation bits

4.2 10b SAR ADC with DAC-Compensated Reference Driver

The above reference driver is adopted for a 10b SAR ADC, where the first three
switching steps are compensated. As shown in Fig. 24, an on-chip CDEC equal to
20CT (CT ≈ 1 pF) is used to drive the DAC passively. It is pre-charged by a pre-
charger during tracking phase, controlled by the sampling clock. The compensation
DAC is connected in parallel with the binary DAC, controlled by a logic block to
select the correct compensation capacitor. The total capacitance of the compensation
DAC is only 1% of CT, introducing little hardware overhead.

4.3 Experiment Results

The prototype is implemented in 65 nm CMOS technology and occupies a chip area
of 0.076mm2 (Fig. 25), where only 10.1% is occupied by the reference driver (pre-
charger, CDEC, compensation DAC, and logic). The SAR ADC operates at 20 MHz
sampling frequency. The spectrums before and after enabling the compensation is
shown in Fig. 26. After enabling 3b compensation, the SNDR/SFDR are improved
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by 2.7 dB/11.6 dB, respectively. The power breakdown is shown in Table 4. After
enabling the compensation, the power consumption of the DAC is only increased
by 3% due to the small compensation capacitance. The extra digital logic adds only
1.6% more power. The pre-charger consumes 7.8 μW, and 4 μW is lost due to
the dropout. In total, the DAC-compensated driver consumes 10.8% more power
compared with external VDD driving.

4.4 Conclusions

Charge-redistribution SAR ADCs are energy-efficient while the reference driver
can consume significant power or occupy a large chip area. In this chapter, a low-
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Table 4 Power breakdown of the SAR ADC with/without compensation

Power (μW) External VDD CDEC w/o comp. CDEC with comp.

Ppre-charger 0 7.8 7.8
PDAC 36.7 36.7 37.9
Pdropout 0 4.1 4.2
PDIG 99.8 99.8 101.4
Ptotal 136.5 148.4 151.3

power and area-efficient passive DAC-compensated reference driver is presented.
The continuous-time buffer is replaced to save power. Moreover, the DAC switching
can be compensated with small capacitance to reduce the chip area of CDEC substan-
tially. The presented driver combines the advantage of a charge-redistribution DAC
(simple and insensitive to parasitic capacitance) and a charge-sharing DAC (only
using reference driver during tracking).

5 Conclusions

SAR ADCs are well known for their power-efficiency while the power and chip area
of the reference driver must be taken into account as well in practice. In this chapter,
several low-power techniques for nanopower SAR ADC with integrated reference
driver are presented and validated by experiments from three aspects: the voltage
reference, the SAR ADC, and the driver. First, A 0.62 V-VDD 25 nW CMOS voltage
reference is presented in 65 nm CMOS based on the threshold voltage difference
between different types of transistors, achieving much better (>4×) process stability
that other CMOS voltage reference topologies. In combination with a three-stage
sample-and-hold, the power of the voltage reference can be further reduced (by
10×) while providing an accurate continuous-time reference voltage. Second, as the
DAC and comparator usually dominate the total power of SAR ADCs, an energy-
free “swap-to-reset” scheme is presented to eliminate the large reset energy existing
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in many DAC switching Schemes (33% DAC energy saving in the prototype), and
a bidirectional dynamic comparator is presented to reduce the comparator power
(by 33%). Finally, a discrete-time passive reference driver is introduced where a
small capacitor driving the DAC is tolerated by compensating the DAC switching
steps, consuming low power (10.8% of the ADC core) and occupying small area
(0.007mm2).
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Ultra-Low-Power Clock Generation
for IoT Radios

Ming Ding, Pieter Harpe, Zhihao Zhou, Yao-Hong Liu, Christian Bachmann,
Kathleen Philips, Fabio Sebastiano, and Arthur van Roermund

1 Introduction

Many remote wireless-sensor-nodes (WSNs) in Internet-of-Things (IoT) applica-
tions are battery supplied. Since replacing the batteries frequently increases the
cost and is not convenient or not possible for many applications, it is crucial to
reduce the power consumption of the WSNs to extend battery lifetime. Wireless
radios often consume in the order of a few mW or beyond and dominate the power
consumption of the WSNs. In the past decade, significant efforts have been made to
successfully reduce the power consumption of the wireless radios. For example, the
power consumption of Bluetooth/Bluetooth Low Energy (BT/BLE) radios has been
reduced by more than 10× in the past 10 years, down to only a few mW [1, 2].
However, this is not sufficient because the battery for IoT applications is often very
small for better integration and, consequently, has a small capacity. As shown in
Fig. 1, for a coin cell with 100 mAh capacity, the overall power consumption of
a radio has to be as low as a few μW to enable a 10-year lifetime. This requires
that power consumption of wireless radios should be reduced by more than 1000×
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Fig. 1 Estimated relationship between system average power consumption and lifetime for a
100 mAh coin cell

without sacrificing their performances, which is very difficult. As a result, burst-
mode operation has been introduced to reduce the average power consumption of
wireless radios while maintaining the communication quality.

In a burst-mode operated radio, the radio is only activated when needed and
disabled most of the time to save power. In this way, the total system power
consumption is averaged down to the μW level, thus meeting the required battery
lifetime. In some event-driven applications, the wake-up function is performed by
a wake-up receiver [3, 4], while in many other duty-cycled IoT applications, the
wake-up function is performed by a sleep timer [5–9]. In a duty-cycled IoT radio,
there are three clocks in total as shown in Fig. 2: a system clock, a sleep timer, and a
high-frequency oscillator, such as a DCO (digitally controlled oscillator) or a VCO
(voltage-controlled oscillator). The system clock operates as the frequency reference
for the phase-locked loop (PLL), as sampling clock for the data converters, and as
clock for the digital circuits. The sleep timer is continuously running and performs
the wake-up/sleep control. The DCO/VCO outputs an RF frequency and is less
relevant for the duty-cycling operation. In this work, the performance requirements
for system clock and sleep timer are discussed. In addition, the possible candidates
for the clock generation circuits are also provided and discussed. Furthermore, two
low-power circuit examples are provided, respectively: one system clock and one
sleep timer.

2 Requirements for IoT Clock Generation Circuits

Overall, the system clock must be an accurate, low-noise, and stable frequency
reference (∼MHz), which is used as reference clock for the phase-locked loop (PLL)
to synthesize the RF carrier (Fig. 2) and to derive clocks for all other parts of the
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Fig. 2 Simplified block diagram for a wireless radio in IoT applications

transceiver SoC, e.g., the ADC and the digital baseband section. The sleep time is
in the order of hundreds of ms or even longer, and therefore, the sleep timer requires
low-power, long-term stability, and small frequency variations against temperature
and supply variations. The detailed design considerations for the two circuits are
discussed in this section.

2.1 Design Considerations for the Sleep Timer

As discussed, in many duty-cycled IoT radios, a sleep timer is always on to
synchronize the transmitting and receiving burst. The frequency of the sleep timer
is typically in the kHz range due to the long sleep time, and the power consumption
has to be in sub-μW range to enable the long battery lifetime (Fig. 1). The main
radio is disabled to save power when no data is transmitted and only active when
receiving the wake-up signal generated by the sleep timer. In this case, it is important
that the receiver and the transmitter are well synchronized; otherwise the transmitted
information can be lost. In practice, any clock generation circuit, including the sleep
timer, has frequency errors. Constant frequency error is relatively easy to correct.
However, frequency errors due to jitter or frequency variations due to environmental
changes are more difficult to tackle. As a result of the frequency error in the sleep
timer, the wake-up signal might be generated too late. Consequently, the receiver
will be switched on too late and fail to receive the transmitted packet. To avoid
this situation, the receiver has to be activated for a longer time (the so-called guard
time), ensuring that the transmitted packet can be received (Fig. 3). This, however,
degrades the overall power efficiency. The average power consumption of a duty-
cycled radio can be estimated as:

Pavg = PslpTslp + Pon(Ton + Tgt)

Tslp + Ton + Tgt
, (1)
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Fig. 3 Illustration of a duty-cycled transceiver with guard time

Fig. 4 One advertising event of a BLE radio

where Pslp and Pon are the power consumption in sleep state and active state and
Tslp, Ton, and Tgt are the sleep time duration, the transmitting/receiving duration,
and the guard time duration, respectively. To minimize the overall average power
consumption, the power consumption and the frequency stability of the sleep timer
should be properly optimized.

To have a better overview for the requirement of the sleep timer, a power
consumption analysis of a popular BLE radio for IoT applications is provided. In
a typical BLE advertising scenario, one sensor node is broadcasting as shown in
Fig. 4, and the other nodes are listening without acknowledgment. The time interval
between two consecutive advertising events ranges from 20 ms to 10.24 s, during
which the main radio is switched off to save power. The main radio is only switched
on during each advertising event, where the advertising packet is transmitted three
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Fig. 5 The overall power consumption of a duty-cycled BLE radio [10] as function of the sleep
timer timing accuracy for various duty-cycling ratios

times over three advertising channels, respectively. In sleep mode, the total power
consumption of the RF transceiver comes from the sleep timer’s power and the
leakage of the whole chip. Noting that the leakage of the chip can be reduced down
to a negligible level using techniques such as power gating [6], the sleep timer’s
power can be the biggest contributor to the total power budget in the sleep state.

As shown in Fig. 5, the system average power consumption can be reduced
proportionally to the duty-cycling ratio up to a certain extent (0.01%). When the
duty-cycling ratio further reduces below 0.01%, there is limited additional reduction
of average system power. If the sleep timer is sufficiently accurate, with a very
low duty-cycling ratio (0.0001%), the system average power consumption will be
limited by the total power consumption of the chip blocks in the always-on domain,
which consists of the sleep timer and the leakage of the chip. In practice, a guard
time is required due to the sleep timer’s timing inaccuracy (Fig. 3). As mentioned,
the resulted guard time degrades the power efficiency of a duty-cycled radio.
Therefore, a small timing error is crucial to reduce the overall power consumption
as shown in Fig. 5. The more accurate the sleep timer is, the shorter the guard time
will be. Since the sleep time duration is in the order of hundreds of mini-seconds
or even longer, the long-term stability of the sleep timer (typically limited by the
flicker noise) dominates the timing error. In addition, due to the long sleep time,
the frequency of the sleep timer could fluctuate due to environmental changes (e.g.,
temperature, supply voltage). This also results in timing error for the sleep timer.

The key requirements for the sleep timer can be summarized as ultra-low-power
(sub-μW), and small timing error ensured by good long-term stability and frequency
stability over temperature and supply changes.
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2.2 Design Considerations for the System Clock

To meet the requirements of IoT radios, high performance is desired for the PLL
and thus also for the system clock. To meet the requirement of adjacent channel
interference and also transmission modulation quality, low-phase noise is required.
In a PLL, the phase noise of the system clock is up-converted and contributes to
the total phase noise of the PLL (Fig. 6). The out-of-band phase noise of the PLL is
usually dominated by the VCO, because the phase noise of the system clock at these
frequencies is greatly attenuated. However, the in-band phase noise of the PLL can
be dominated by the system clock because it cannot be attenuated. The contribution
of the in-band PLL phase noise due to the system clock can be described by Eq. 2,
in which PNpll,in−band and PNref,in−band are the PLL and reference in-band phase
noise, and N is the ratio between the PLL frequency and reference frequency. To
ensure that the phase noise of the system clock will not dominate the PLL in-band
phase noise, the frequency of the system clock is usually in the order of a few MHz
to tens of MHz, so as to keep N in (2) below 100.

PNpll,in−band = PNref,in−band + 20log10(N) (2)
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In addition, the jitter of the system clock has to be sufficiently low to meet the
requirement for the ADC sampling. The jitter of the system clock is calculated as
the root-mean-square (rms) of the integrated phase noise. The jitter of the ADC
sampling clock results in a sampled voltage error, thus degrading ADC performance.
The impact of the system clock jitter on the ADC SNR can be described by Eq. 3,
where SNRadc is the ADC signal-to-noise ratio, fin is the frequency of the ADC
input signal, and σjitter is the jitter of the system clock. For an ADC with 80 dB SNR
and 1 MHz bandwidth, the required jitter for the sampling clock should be smaller
than 10 ps. In many applications, this requirement can be easily achieved and is not
a limiting factor.

SNRadc = −20log10(2πfinσjitter) (3)

Besides the phase noise and jitter requirement of the system clock, the frequency
offset error of the system clock is also important. A frequency offset in the system
clock results in a frequency error of the PLL. This is harmful because the transmitter
and the receiver are expected to communicate in the same frequency channel.
BLE standard requires that the transmission frequency error should be within
±41 ppm of the desired frequency [11]. Thus, this frequency offset error should be
small and stable over environmental variations to ensure a robust communication.
Furthermore, the power consumption of the system clock should be relatively small
compared to the total power of the RF transceiver, which is in the order of a few
mW [1, 2, 10].

In addition, to support the duty-cycling operation to reduce the average power
consumption, additional challenges exist for the system clock. As mentioned, in a
duty-cycled radio, the transceiver is only activated when transmitting or receiving
and disabled to save power when not needed. This requires swift start-up behavior
for the whole transceiver. This is not a problem for the transmitter/receiver, the
phase-locked loop (PLL), and the power management unit (PMU), whose start-up
times are typically below a few μs [10]. But this can be a problem for the system
clock, since it often uses a crystal oscillator (XO) as shown later because of the
high performance required. Due to the high-quality factor of the quartz crystal,
the start-up time of the crystal oscillator is relatively long (namely, ∼ms). In a
duty-cycled application where the sleep time interval is similar to the XO start-
up time, the XO can therefore not be switched on and off in time. Thus, it has to
be always active, thereby significantly increasing the off-state power of the whole
system significantly. In some duty-cycled applications, the XO can be switched on
and off, but the extra power due to the start-up process cannot be neglected, e.g., in
a duty-cycled radio with a relatively short packet length, the packet length can be
as short as 128 μs in BLE and the power overhead due to the XO start-up process
can go beyond 25% [12]. Therefore, a reduction of the start-up time of the XO is
necessary, and at the same time, the energy overhead to enable a fast start-up should
be minimized in order to reduce the overall energy consumption.

The key requirements for the system clock in a IoT radio are low-power, low-
noise, stability, small frequency error, and fast and efficient start-up.
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2.3 Candidates for Clock Generation

The typical performance of the system clock and the sleep timer is shown in
Table 1. The frequency of the sleep timer is in the kHz range, with sub-μW power
consumption and with relaxed noise and stability performance. It is continuously
running. The frequency of the system clock is in the MHz range, with tight
requirement for noise and stability, and also relatively higher power consumption.
It is duty-cycled, and the start-up time of the system clock should be minimized to
μs level to enable the burst-mode operation.

Once the requirements for the system clock and the sleep timer are clear,
their circuit implementation should be chosen. The popular candidates for clock
generation circuits are summarized in Table 2. Overall, they can be divided into
six categories: LC-based, TD-based (thermal-diffusivity), RC-based, MOS-based,
MEMS-based (microelectromechanical systems), and XO-based oscillators, which
will be discussed below.

LC-based oscillators are widely used in RF circuits with GHz frequency, e.g.,
PLLs [10]. They consist of an on-chip LC resonator tank, which defines the
resonance frequency, and an amplifying circuit, which compensates the loss in the
LC tank and assures the oscillation. The typical frequency of LC-based oscillators
is between few hundreds of MHz and few GHz. When implemented for lower-

Table 1 The typical performance for the system clock and the sleep timer

System clock Sleep timer

Frequency ∼MHz ∼kHz

Power consumption Sub-mW Sub-μW

Temperature stability (l∼tens of) ppm (1∼hundreds of) ppm

Jitter ∼ps ps∼ns

Long-term stability ∼ppb ∼ppm

Start-up time Tens∼hundreds μs –

Power state Duty-cycled Always on

Table 2 The popular architectures for clock generation circuits
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frequency oscillators, the inductor size will be too large to be acceptable. Moreover,
the quality factor of an on-chip inductor is usually small (∼10) compared to that
of a quartz crystal (tens of thousands). Consequently, the resulting phase noise is
relatively poor. This is not a problem if it is used as the RF oscillator in a PLL,
because its noise is greatly reduced by the closed-loop operation of the PLL and
is usually not dominant, as shown in Fig. 6b. However, if it is used as the system
clock, it will degrade the jitter performance of a PLL, because the in-band noise
of the reference clock cannot be reduced at all. Therefore, it is not suitable for the
system clock, and neither it is for the sleep timer.

TD-based oscillators utilize the effect of the thermal diffusivity of IC grade
silicon to generate a well-defined frequency [13], where an FLL locks the frequency
of the oscillator to a process-insensitive phase shift of an electrothermal filter. The
TD oscillator frequency is in the MHz range with an acceptable chip area. However,
it usually consumes more than 1 mW of power and has a poor jitter performance
(∼hundreds of ps), which is too high for a wireless radio. Therefore, it is also not
preferred for the system clock nor the sleep timer.

RC-based oscillators can be fully integrated on-chip. The frequency of the
oscillator is determined by the product of the resistor R and capacitor C value. The
frequency range can vary from the kHz to the MHz range, with a corresponding
power consumption from nW to mW. The disadvantage of this oscillator is that
the noise performance is poor. As mentioned, the system clock requires low noise
and high stability. This leads to a great challenge for on-chip RC oscillators, since
the noise performance is several orders worse [14, 15] compared to that of a
crystal-based oscillator [16]. To improve the performance, significant more power
consumption (∼mW) has to be put [17], which is too much for an IoT radio [10].
Therefore, an RC-based oscillator is not a good candidate for the system clock.
However, it can be a candidate for the sleep timer, which has a relatively relaxed
noise performance requirement.

A MOS-based oscillator can be integrated on-chip. Similar to the RC-based
oscillator, the noise performance is not sufficient for system clock. Its frequency
can range from Hz to GHz. Therefore, it can be a candidate for the sleep timer
[5, 18, 19], but not for the system clock.

MEMS-based oscillators [20–22] show better performance than the aforemen-
tioned oscillators because they adopt an off-chip MEMS resonator with a high-
quality factor (>10,000). As a sleep timer, the MEMS-based oscillators manage
to achieve comparable frequency stability performance to crystal-based oscillator
[20, 22] while consuming few μW power. As a system clock, the phase noise of the
MEMS-based oscillators is much better than the aforementioned oscillators [21]
but still lower than that of a crystal-based oscillator [16]. Therefore, a MEMS-
based oscillator is suitable to be used as a sleep timer clock if the system allows to
integrate an off-chip MEMS device. It can be used as a system clock in applications
where the phase noise requirement is less critical.

XO-based oscillators [16, 23] have better phase noise performance compared
to MEMS-based oscillators and are easily accessible. This makes them currently
the best candidate for the system clock, which requires low-noise performance. The
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frequency range can vary from kHz to MHz, with a scaled power consumption from
nW to hundreds of μW. This makes them possible for both the system clock and the
sleep timer. At the moment, XO-based oscillators are the most popular choice for
the system clock in an IoT radio as it is most mature and easily accessible. It can
also be used as a sleep timer because of its good performance, if the system allows
to integrate an additional off-chip quartz crystal.

For many IoT sensor nodes, it is preferred not to have two quartz crystals as it
increases the cost. Therefore, in our case study, the system clock will use a crystal-
based oscillator to assure sufficient noise performance for communication [16, 23],
while the sleep timer uses a fully integrated RC-based oscillator with a relaxed
performance.

3 Low-Power Sleep Timer

This section reviews the design of a low-power sleep timer, which was published in
[24]. Aiming at designing a fully integrated ultra-low-power sleep timer operated at
a low-supply voltage, a 0.7 V 0.43-pJ/cycle bang-bang digital-intensive frequency-
locked loop (DFLL) for IoT applications is presented. First, the architecture of this
design will be introduced. After that, the implementation details of the circuit will
be provided, to show how the challenges are addressed. Measurement results will
also be shown.

3.1 Introduction

As mentioned, for IoT applications with size, cost, and power limitations, RC
oscillators are a preferred choice. However, convectional RC relaxation oscillators
require continuous-time comparators, of which the delay is sensitive to PVT
variations [6, 25, 26]. This limits their frequency stability. It has been shown in
[13, 27] that frequency-locked loops (FLL)-based RC oscillator can overcome this
limitation by avoiding the continuous comparator. However, it still requires analog-
intensive circuits (e.g., operational amplifier), and thus, they are not friendly to
technology scaling in terms of area and required supply voltage.

Alternatively, in this work, a digital-intensive FLL (DFLL) architecture is
introduced for sleep timer, allowing low area, low power, and low-supply voltage.

3.2 Architecture of the Sleep Timer

Figure 7 shows the architecture of the proposed DFLL, and Fig. 8 illustrates its
timing diagram. The DFLL consists of a frequency detector (FD), a dynamic
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Fig. 7 Architecture of the proposed DFLL wakeup timer

fosc,nom=32fnom

Fig. 8 Timing diagram of the DFLL and its frequency-locking behavior

comparator, a digital loop filter (DLF), a DCO, and two clock generation circuits.
The FD, the comparator and the DLF operate at a clock frequency fclk=fosc/32
derived from the output frequency of the DCO fosc. In the FD, during phase 1,
the capacitor Cud is charged to Vud = Vud+ − Vud− = VDD and during phase
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2 [27] discharged via resistors Rref. At the end of 2, the FD output voltage can
be calculated as Vud = VDD[1 − 2e−1/(4RrefCreffclk)]. This equation indicates the
relation between the clock frequency fclk and the FD nominal frequency fnom =
1/(4RrefCref ln 2). For example, as shown in Fig. 8, when fclk < fnom, Vud will
be positive and otherwise negative. The sign of the FD output Vud is detected by
a dynamic comparator. The DLF accumulates the comparator output and generates
the 11b output driving the DCO. When the DFLL reaches its stable state through
the negative feedback loop, Vud = 0 and fosc/32 = fnom.

3.3 Circuit Implementation Details

Thanks to the digital-intensive architecture, the only analog components in the
DFLL are a switching passive RC network for the FD, a comparator and a
DCO. Such analog circuits can be implemented using switches and inverter-based
structures, so that they can be easily integrated in a nanometer CMOS process with
a low-power consumption, a low-supply voltage, and a small area.

A multiphase clock divider generates all the clocks required in this self-clocked
FLL from the DCO output (Fig. 8). In addition, a frequency division factor (32×)
is adopted in the divider. Thanks to the multiple phases, this assures that 2
and, consequently, the output frequency (fosc) can be accurately set. Also, most
of the circuit in Fig. 7 runs at a 32× lower frequency, which greatly reduces
the power consumption. Moreover, by operating at a lower frequency, the design
requirements for the analog circuits are relaxed. For example, a fixed and relatively
long comparator delay (≈4.8 μs) can be allowed compared to the ∼ns delay of
continuous-time comparators [6]. This enables the comparator to be optimized for
power instead of speed.

According to fosc,nom = 32fnom = 8/(RrefCref ln 2) ≈ 417 kHz, the DFLL
output frequency is set. Rref = 5.5 M	 and Cref = 5 pF are chosen to minimize the
required area. For the resistor Rref, a series combination of non-silicided p-poly and
n-poly resistors is used with opposite temperature coefficients (TC). This provides
a first-order compensation of the TC of fosc as shown later.

The comparator is implemented as a dynamic StrongARM latch to save power.
However, the offset and flicker noise of the comparator can still result in a PVT-
dependent frequency offset error and degraded long-term stability, respectively. To
cope with these two effects, the dynamic comparator is chopped at a frequency of
fosc/256 and then processed by a DLF. The chopper consists of an analog and a
digital modulator at the comparator input and output, respectively. Thanks to the
single-bit comparator output, the DLF is implemented in a compact and low-power
form by a bit-shifter and an up/down counter. In addition, the gain of the DLF
(KDLF in Fig. 7) can be programmed. This allows the possibility to easily configure
and predict the overall bandwidth of the DFLL to flexibly trade-off bandwidth and
noise for different IoT scenarios.

Due to the bang-bang operation of the DFLL, the DCO output frequency is
continuously toggling in the steady state. Ideally, when the random noise in the
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Fig. 9 Illustration of the frequency error due to the DCO finite resolution

Fig. 10 Implementation of the self-biased � � DCO

loop is not considered, the DCO control word will toggle between two consecutive
values as shown in Fig. 9. Since such a locking condition is satisfied for any fnom
between f1 and f2, this results in a frequency offset error fos (Fig. 9). In the worst
case, this frequency offset error |fos | is close to f1−f2

2 = fres
2 , where fres is the

DCO resolution. Although this inaccuracy can be partially mitigated by the dithering
effect of random noise, it is important to improve the DCO resolution not to degrade
the timer accuracy. Moreover, lower DCO resolution gives better long-term stability
as shown in Fig. 11 [24]. Consequently, fres = 250 Hz was chosen for the DCO.

Figure 10 shows the circuit of the DCO. An ultra-low-power leakage-based delay
cell is used to construct a four-stage differential ring oscillator [28]. Thanks to
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Fig. 11 Impact of DCO resolution on the Allan deviation

the low-power delay cell, the oscillator power consumption is kept below 60nW.
However, the frequency drift of the nW oscillator over PVT is also quite large.
For this reason, the DCO also requires a sufficient tuning range to tackle its
frequency drift over PVT. As a result, a large dynamic range for the DCO is
required. This is very challenging with the very limited power budget in the wake-up
timer (�1 μW). To cope with this difficulty, a temperature compensation technique
facilitated by a local proportional-to-absolute-temperature (PTAT) current bias is
introduced (Fig. 10), which successfully reduces the temperature drift by 5× and so
that smaller DCO range is required. In addition, a �� DAC is employed to improve
the DCO resolution. The �� DAC consists of 255 + 7 = 262 unary elements: an
integer 8-b thermometric DAC and a 3-b fractional thermometric DAC. The integer
DAC is clocked at fosc/32, while the fractional DAC is processed by a 3rd-order
digital �� modulator clocked at fosc/2. In this way, an oversampling ratio of 16×
is achieved to further improve the DCO resolution from 2 kHz to below 250 Hz. The
enhancement in resolution given by the �� operation improves the Allan deviation
floor in the same way as a standard DCO with the same equivalent resolution, as
illustrated in Fig. 11. Thanks to the feedback loop, no strict linearity requirements
are required for the DAC other than the monotonicity necessary for loop stability,
which is ensured by the unary-coded DAC.

3.4 Measurement Results

The prototype was fabricated in 40-nm CMOS technology, and it occupies 0.07-
mm2 (Fig. 12). Operated at 0.7 V, the DFLL consumes 259 nA at 417 kHz, whereas
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Fig. 12 Chip micrograph

Fig. 13 Measured DFLL settling (KDLF = 1/8) (a) and open/closed loop performance (b)

Fig. 14 Measured long-term stability

32% is consumed by FD/comparator, 38% by digital, and 30% by DCO. This
corresponds to a state-of-the-art energy efficiency of 0.43 pJ/cycle.

The settling behavior of the timer is shown in Fig. 13a, where it can be
clearly seen that the frequency increments or decrements toward the steady-state
frequency due to the bang-bang operation. The measured DCO output frequency
over temperature drift in open-loop and closed-loop configuration are compared as
shown in Fig. 13a, which confirms the locking of the DFLL. As shown in Fig. 14, the
measured long-term stability (Allan deviation floor) is improved by 10×, resulting
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Fig. 15 Measured DFLL frequency stability against temperature and supply voltage variation

Table 3 Performance summary and comparison

in a 12 ppm beyond 100 s integration time. When enabling the chopping and the ��

modulation, DCO resolution and the comparator offset-induced error are mitigated.
As a result, the temperature sensitivity of the output frequency is improved from 134
to 106 ppm/◦C. When operated from 0.65 to 0.8 V supply voltage, the measured
frequency deviation is ±0.6% (Fig. 15). Although such temperature and supply
sensitivities are sufficient for typical IoT applications and are on par with state-
of-the-art designs (see Table 3), simulations show that they are limited by the
on-resistance of the FD switches at such low supply, and this can be improved by
proper redesign.

The performance of the timer is summarized and compared with other sub-μW
state-of-the-art designs in Table 3 [6–8, 25–29]. This work achieves the best power
efficiency (0.43 pJ/cycle) at the lowest operating supply voltage (0.7 V) among state-
of-the-art sub-μW timing references.



Ultra-Low-Power Clock Generation for IoT Radios 99

4 Fast Start-Up Crystal Oscillator

This section reviews the design of a low-power fast start-up technique for crystal
oscillators, which was published in [30]. Aiming to reduce both the start-up
time and start-up energy, a dynamically adjusted load (DAL) is proposed with
negligible overhead in power and area. First, the concept of the proposed DAL will
be described and analyzed together with a few other prior works. After that, an
implementation of the method will also be provided. Thanks to the proposed DAL,
the negative resistance is boosted, achieving a >13 start-up time reduction and 6.9×
start-up energy reduction and an overall power of 95 μW at 1 V.

4.1 Background for Fast Start-Up Crystal Oscillator

The start-up time of the crystal oscillator (Ts) is determined by many factors, among
which the quality factor of the crystal oscillator is an important one. As shown in
Fig. 16, the crystal quartz can be modeled with lumped Lm, Cm, Rm, and Cp as the
motional inductor, capacitor, resistor, and parallel parasitic capacitor. The quality
factor of a quartz crystal can be estimated as ωoscLm/Rm, where ωosc is the angular
resonance frequency of the quartz crystal. Besides the quality factor of the crystal
oscillator, there are a few more factors that can influence the start-up time of a
crystal oscillator, as shown in Table 4. Some of them are fixed by the system (ωosc
and CL) or the technology (VDD),where CL is the load capacitance, which equals
to C1C2/(C1 + C2), while others are not fixed and can be optimized for a shorter
start-up time. In [16], the start-up time of a crystal oscillator was calculated as:

Ts = − 2Lm

Rm − RN
ln

(
0.9ωosc(CL + Cp)VDD

|iM(0)|

)

, (4)

where RN is the negative resistance and iM(0) is the initial state current that flows
into the quartz crystal at the beginning of the start-up. Over the past decades, efforts

Fig. 16 A simplified crystal
oscillator with a lumped
model for the quartz crystal
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Table 4 The factors that can influence the start-up time of a
crystal oscillator

to reduce the start-up time of a crystal oscillator have been put into two aspects,
increasing gm for higher |RN| and increasing iM(0), which we are going to be
discussed respectively in the following.

4.1.1 Higher gm Based Fast Start-Up Method

The negative resistance |RN| of a popular Pierce crystal oscillator can be calculated
as [31]:

|RN| = gm

(gmCp)2 + ω2(C1C2 + C2Cp + C1Cp)2 . (5)

where gm is the transconductance of the NMOS. To increase |RN|, increasing gm
has been widely used [16, 32]. Higher gm can be achieved in two ways: putting
more bias current in the NMOS or reducing the gate length of the NMOS device.
Since reducing the gate length of NMOS will increase the flicker noise, putting more
bias current has been more popularly used. However, a higher bias current increases
the current consumption at the same time. As a result, although the start-up time
is reduced, the start-up energy, which is the product of start-up time and power
consumption, is not reduced (Fig. 17). This is not desired for many IoT applications
in which low power consumption is crucial.

4.1.2 Frequency Injection-Based Fast Start-Up Method

It has been shown that frequency injection method can effectively reduce the start-
up time of a crystal oscillator by increasing iM(0) [12, 16, 33, 34]. In this method,
certain energy is injected into the quartz crystal at the beginning of the start-up by
adopting a separate oscillator (Fig. 18). However, it requires accurate calibration for
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Fig. 17 Illustration of start-up time reduction techniques: increasing gm

Fig. 18 Illustration of start-up time reduction techniques: increasing iM(0)

the injection oscillator frequency and the injection time duration. Otherwise, the
start-up time reduction will not be optimal.

Constant frequency injection (CFI) has been proven to effectively reduce the
start-up time in [33]. A separate oscillator injects certain energy into the quartz
crystal at the beginning of the start-up. The frequency of the injection oscillator is
calibrated within the required accuracy using the crystal oscillator clock. This is not
convenient for many applications since frequent calibration is needed to cope with
the time-varying temperature-induced frequency drift.

To relax the frequency calibration requirement for the injection oscillator, a
dithered frequency injection (DFI) method has been introduced [12]. Instead
of injecting a single tone, the injection frequency is dithered around the crystal
oscillator frequency with 1LSB of the injection oscillator tuning step. In this way, as
long as the crystal oscillator frequency is within the dithered frequency window, the
start-up time can be reduced. This is more robust against PVT variations compared
to CFI. However, once the frequency variation exceeds the dithered frequency range,
it cannot recover, and calibration for the injection oscillator is needed again.

To make the frequency injection method effective, not only the frequency of the
injection oscillator has to be accurate, but the injection time duration also has to be
accurately controlled [34]. If the injection time duration is too short or too long,
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Table 5 Comparison of fast start-up techniques for crystal oscillators

the start-up time cannot be optimally reduced. The work in [34] uses a constant
frequency injection method with a precisely timed injection (PTI) control. Thus, it
also suffers from the frequency variation due to PVT variations. In addition, the
power consumption of the start-up circuits is too high (>10 mW), degrading the
start-up energy.

To further relax the frequency calibration requirement of the injection oscillator
to make it more robust against PVT variations, a chirp injection method was reported
in [16]. It adopts a voltage-controlled oscillator (VCO) as the injection oscillator,
of which the frequency is swept at the beginning of the start-up with an even
larger range by tuning the control voltage of the VCO. In this way, it is much
more robust against temperature and supply voltage variations compared to the
abovementioned three-frequency injection techniques. However, by using the CI
only, the reduction of the start-up time is very limited (2.3×). Moreover, due to the
power hungry injection circuits, although the start-up time is reduced, the start-up
energy is increased.

As shown in Table 5, the higher gm method compromises between power
consumption and start-up time. As a result, although the start-up time is reduced,
the start-up energy is not reduced. The injection method is not very power efficient
due to the extra injection oscillator. Besides, the calibration overhead cannot
be neglected since the frequency of the injection oscillator is sensitive to PVT
variations. Therefore, the requirements for the desired start-up method for low-
power low duty-cycled IoT applications are effective reduction of start-up time and
low-power, robust, and low calibration overhead.

4.2 Proposed Method: Dynamically Adjusted Load (DAL)

There are roughly two phases for the start-up process of a crystal oscillator: start-
up phase and stable phase. In the start-up phase, the amplitude of the oscillator
increases gradually. In the stable state, the performance of the crystal oscillator
(e.g., frequency error, phase noise) should be sufficient for the RF blocks. In this
work, to reduce both the start-up time and the start-up energy without affecting
the performance in the stable phase, a dynamically adjusted load (DAL) method is
proposed as follows.
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The negative resistance RN can be computed according to Eq. 5. Since for most
quartz crystals, C1(2) �Cp, RN can be approximated by:

|RN| ≈ gm

(2ωCL)2
, (6)

where ω is the oscillation angular frequency and CL equals 0.5C1(2). It is obvious
that RN is approximately quadratic to 1/CL. Thus, reducing CL seems very attractive
to obtain a high |RN | at start-up. In addition, according to [31], the required
minimum gm for a crystal oscillator to start-up is proportional to Rm(2ωCL)2. This
indicates that for crystal oscillators with smaller CL, less power is sufficient to
maintain oscillation. Therefore, in the start-up phase, a smaller CL is desired for
both start-up time reduction and low power consumption.

In the contrary to the start-up phase, in the stable phase, a large load capacitance
CL is desired, as it gives more stable operation. According to [31], the frequency
pulling factor (∼ Cm

2Cp+2CL
) indicates the difference between the real oscillation

frequency and the intrinsic resonant frequency of a quartz crystal. A large CL results
in a small frequency pulling factor and thus a small frequency error, which makes
the crystal oscillator less sensitive to environmental variations.

In this work, to optimize both the performance at start-up phase and stable phase,
an XO with a dynamically adjusted load (DAL) technique is proposed, minimizing
the CL in the start-up phase at first for fast start-up and thereafter incrementing CL
for stable operation in the stable phase. Thanks to the proposed method, both the
start-up time and energy are greatly reduced, while the overhead is minimized as
shown later.

4.3 Circuit Implementation

Figure 19 shows the block diagram of the fast start-up XO with the proposed DAL
as well as an illustration of its start-up behavior in the time domain. The core
of the oscillator is a Pierce oscillator, and the bias current can be reconfigured
to achieve various gm values. The load capacitors are implemented through two
switched capacitor banks (C1(2)).

The proposed dynamically adjusted load method works as follows (Fig. 19). C1(2)

is minimized to boost the negative resistance RN, facilitating a fast start-up. A
feedback loop, which includes an envelope detector, a comparator, and a finite-state
machine (FSM), is continuously monitoring the amplitude of the oscillator. Once
the crystal oscillator has a sufficient output swing, a finite-state machine (FSM) will
automatically increment C1(2) to the nominal value. During this start-up process,
the frequency of the crystal oscillator first deviates from the nominal frequency
(maximum hundreds of ppm as shown later) because of the frequency pulling effect
due to the varying capacitor value (C1(2)) and settles to the desired value eventually.
All the digital circuits are clocked at a relatively lower frequency (divide by four),
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a

b

Fig. 19 Block diagram of the crystal oscillator with autonomous dynamically adjusted load (DAL)
(a) and an illustration waveform (b)

and the 6b capacitor banks are thermometer-encoded, to assure a smooth transition
when the load capacitors are varying.

The whole start-up process is fully autonomous without requiring an extra
oscillator nor sequence, making it possible to implement the DAL method with
only an enable signal. In addition, the proposed DAL is compatible with the
implementation of a digitally controlled XO (DCXO) thanks to the switched
capacitor banks. These features are desired for many IoT applications.
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Fig. 20 Chip photo

4.4 Measurement Results

The prototype of the test chip is implemented in 90 nm LP CMOS as shown in
Fig. 20. The core area is 0.072 mm2, including the load capacitor (84%) and the
feedback loop to implement the DAL method (10%). A 24 MHz quartz crystal is
used to verify the functionality of the chip. At 1 V, the chip consumes 95 μW in the
steady state, and the circuits to implement the DAL method consume 9 μW extra at
the start-up.

Figure 21 shows the measured amplitude (left part) and frequency (right part)
of the XO output CLK−OUT during the start-up. The start-up time is defined as
the duration for the frequency to settle within ±20 ppm from the target frequency,
which is well within the requirement of many IoT standards, e.g., BLE (±41 ppm)
and IEEE802.15.4 (±40 ppm) [11]. Without any start-up technique, the oscillator
takes 2.66 ms to start up. With the DAL technique only, 7× Ts reduction start-up
time is achieved. Thanks to the low-power start-up circuits, the start-up energy is
reduced with a similar factor (6.5×). By slightly increasing the power to 146 μW
for higher gm, the start-up time reduction can be further improved to 13.3× Ts.

In addition, the start-up time measurements are repeated with temperature
variations, supply voltage variations, and load variations (Fig. 22). Relatively stable
performance is achieved for temperature variation (13%) and supply voltage
variation (66%). It also achieves very stable start-up performance (3%) against load
capacitance variation.

This work achieves a state-of-the-art start-up time reduction ratio (13.3×) while
showing the best start-up energy reduction ratio (6.9×) among prior art (Table 6).
In addition, the overhead of the DAL circuitry in area and power consumption
is negligible since no extra injection oscillator is needed. More importantly, the
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Fig. 21 Measured start-up behavior in three scenarios: without, with DAL, and with DAL and gm

Fig. 22 Measured start-up time with respect to temperature, supply voltage, and load capacitance
variations

whole circuit is operating fully autonomous with only an enable signal, avoiding an
additional calibrated higher frequency oscillator or a foreground control sequence,
reducing the system complexity significantly.
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Table 6 Performance summary and comparison with state-of-the-art

5 Conclusions

In this work, the requirements and challenges of the clock generation circuits
for IoT applications have been discussed. To enable μW system average power
consumption by aggressive duty-cycling, it requires a ultra-low-power sleep timer
with good frequency stability and a low-power system clock with very short start-up
time. In addition, two low-power clock generation circuit examples are provided: a
ultra-low-power DFLL-based sleep timer and a low-power fast start-up technique
for crystal oscillators.
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Low-Power Resistive Bridge Readout
Circuit Integrated in Two
Millimeter-Scale Pressure-Sensing
Systems

Sechang Oh, Yao Shi, Gyouho Kim, Yejoong Kim, Taewook Kang,
Seokhyeon Jeong, Dennis Sylvester, and David Blaauw

1 Introduction

Pressure-sensing systems have applications in a broad range of fields, such as
automotive, industrial [1, 2], and medical [3, 4]. Each application is associated
with a different pressure range. For medical applications, the pressure is typically
low to medium (1–100 kPa), whereas the hydraulic pressure in automotive and
industrial applications can be as high as 100 MPa. Piezoresistive strain gauges,
which are often configured as a Wheatstone bridge (Fig. 1), are most commonly
used to sense pressure because of their simplicity, high sensitivity, and low cost [5].
Various piezoresistive bridge sensors that have diverse pressure ranges with similar
resistance are available, and hence the same sensor readout circuit can be used for
various applications. When the external pressure changes, the sensor transduces the
mechanical strain into a resistance change of the bridge sensor. Their resistance is
typically 1–10 k	 and their size is approximately 0.5–3 mm.

Recently, small Internet of Things (IoT) systems [6–9] have become popular,
and incorporating pressure sensing into these devices would open up many new
applications. One unique element of millimeter-scale systems is that they have a
very small battery. Typically, these small batteries have a capacity in the range of 10
μAh, and their internal resistance can be 10 k	 [10]. A common method to realize a
digital output from the piezoresistive MEMS bridge involves biasing the bridge with
a DC voltage source and using a low-noise amplifier followed by an ADC. This
bridge measurement is very power hungry because of the low bridge resistance.
Moreover, critical battery IR drop will prevent the circuit from being functional,
because the small battery resistance is comparable with the bridge resistance.
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Fig. 1 Piezoresistive MEMS bridge sensor

Fig. 2 Conventional bridge
readout interface
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Therefore, a pressure readout circuit needs to have low power consumption to enable
long battery lifetime, and it must maintain a low instantaneous current to avoid
dangerous battery IR drop.

In the following sections, a low-power resistive bridge readout circuit is intro-
duced and demonstrated in millimeter-scale systems. Section 2 introduces a con-
ventional bridge readout interface circuit and discusses problems associated with
employing it in small systems. Section 3 introduces the proposed duty-cycled
bridge-to-digital converter (BDC) and describes the detailed design implementation.
Section 4 discusses the BDC measured results. Millimeter-scale system integration
for barometric pressure range and hydraulic pressure range are described in Sects. 5
and 6, respectively. Finally, Sect. 7 concludes the chapter.

2 Conventional Bridge Readout Interface Circuits

Figure 2 shows a conventional BDC scheme. An external DC bias excitation voltage
is provided to the bridge, and a small differential voltage proportional to the pressure
is built up. The differential input voltages are amplified in the preamp and digitized
in the ADC [4, 11–13]. A conversion time in milliseconds is desirable to achieve
the proper circuit power level when excluding the bridge. However, the excitation
current is high because of the low bridge resistance, and combined with the
millisecond conversion time, the BDC will consume micro joules per conversion,
which is quite high for mm-scale IoT systems. In addition, the battery resistance of
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these small systems is comparable to the resistance of the bridge. Therefore, there
will be a very large voltage drop, approximately half of the battery open circuit
voltage, during bridge biasing. Both the high energy and large voltage drop make it
unsuitable as a sensing interface in miniaturized microsystems.

3 Duty-Cycled Bridge-to-Digital Converter

Duty-cycled excitation was proposed in [2] to reduce power in moderate dynamic
range (DR) applications, lowering bridge excitation by up to 125× compared to
static biasing. However, the excitation energy consumption (∼250 nJ) is still much
larger than the interface circuit conversion energy and therefore limits overall
sensor energy efficiency. To address this challenge, we propose a BDC that uses
an extremely duty-cycled excitation [14] (Fig. 3). The BDC energy consumption
is lowered by having a very short excitation, and the sampling switches are ON
only during the 170 ns. Instantaneous battery current is reduced by using an on-
chip decoupling capacitor. In the sampling phase, VIN and VEX are placed on the
capacitors, and the large current of the bridge sensor is drawn from the decoupling
capacitor instead of from the battery. In the A-to-D phase, the ADC operates based
on the sampled voltages, and the decoupling capacitors are recharged from the
battery. As a result, the proposed BDC consumes 6000× less excitation energy than
conventional DC biasing and maintains low instantaneous battery current.

3.1 Sampling Pulse Generation

Figure 4 shows a more detailed BDC circuit implementation. A sampling pulse
generator drives the sensor excitation and sampling switches. The design samples
not only the inputs (VIN+/−) but also VEX since this voltage will differ from the
battery voltage. The values of CS and SPL pulse width are determined by the input
resolution requirement. We target 200 μV VIN+/− resolution at 3.6 V VEX. CS is

Fig. 3 Duty-cycled
bridge-to-digital converter
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Fig. 4 BDC circuit implementation

Fig. 5 Sampling pulse generator implementation

set to 4 pF so that kT/C noise is <50 μV, and hence, the RC time constant of the
bridge and the sampling capacitor remains small at 12 ns. The SPL width is set
to 170 ns to satisfy >16 bit sampling resolution with the RC settling of VIN+/−.
The bridge is exposed to the supply voltage for only 170 ns within the 1 ms total
conversion time, enabling bridge power consumption to be 6000× less than that
obtained with conventional DC biasing. The sampling generator is shown in Fig. 5
and is composed of an inverter delay chain that is 4-bit programmable from 60 to
240 ns. Once propagation reaches a selected stage, the remainder of the delay chain
is gated to reduce energy consumption.
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Fig. 6 VH drop during
excitation
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Fig. 7 Detailed implementation of VDAC generation

3.2 DAC Reference Voltage Generation

Due to the high battery resistance, the current through the bridge sensor is pulled
almost exclusively from the 1.2 nF on-chip decoupling capacitor, whose voltage
drops ∼100 mV during excitation and is then slowly recharged by the battery
between sensor readings (Fig. 6). To avoid accuracy degradation due to this supply
voltage fluctuation during ADC operation, we need to dynamically adjust the DAC
reference voltage (VDAC) to the reduced VEX at the end of excitation. To achieve
this, we use a VEX sampling circuit and a reference buffer (Fig. 7). In the VEX
sampling circuit, VDAC_REF is multiplied by 10/11 through charge sharing to provide
more than 200 mV VDS to ensure all transistors are in the saturation region within
the amplifier that generates the final regulated output VDAC. The simulated amplifier
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PSRR is −56 dB. The amplifier is designed for 25 kHz bandwidth and 50 μV
integrated noise and draws 170 nA to achieve 12 b accuracy with the SAR ADC
load at 1 kS/s. By sampling the excitation voltage in this way, the BDC is also
insensitive to supply variation, which is important for sensor nodes operating on
small batteries and hence often unstable supplies. Since VEX is at ground for most
of the conversion time, and its large VSD and VGD incur significant GIDL current,
these circuits use GIDL reduction devices G1 and G2 [15] (Fig. 7). The BDC timing
diagram is shown in Fig. 8. After ST_SPL pulses, PREP_VDAC is on and acts to
multiply VDAC_REF by 10/11. VDAC settles during the on period of PREP_VDAC,
after which the bit cycle phase is entered.

3.3 ADC Implementation

Figure 9 shows the proposed SAR ADC with input range matching and offset
calibration features. In conventional SAR ADCs, the input voltage is sampled to
a binary DAC array. However, in this implementation, such an approach would
require VIN+/− to drive >12 pF, increasing the sampling time constant and VEX
energy by 3×. Targeting a 4 pF sampling capacitor instead (as determined by kT/C
constraints), we separate CS from the DAC [16] as shown. By doing so, VIN+/−
do not have to drive the full DAC load in the left, and the excitation time and
energy improve. It also reduces VDAC amplifier current, which is proportional to
the total DAC capacitance load for the same bandwidth constraint as the DAC
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settling constraint. Bridge sensor resistance changes at most a few % at full-scale
input. To match the input range of the bridge, we use an additional programmable
MSB DAC. To accommodate an input range from ±50 to 100 mV, the MSB DAC
is implemented with 31-bit unary capacitors with selection switches. The MSB
DAC uses a split-DAC structure [17] to reduce total DAC capacitance and further
improves the excitation time and energy.

During the sampling phase, the DAC purges all its charges while the input
is sampled on CS. The DAC uses only VDAC and ground to avoid the power
consumption of a common mode reference voltage generation, which requires very
high bandwidth because of the short sampling time. At the beginning of the bit-
cycling phase, the MSB of the main DAC flips, so VX′ goes to half of VDAC. In the
MSB DAC, CM is selected by the MSEL amount and flipped by M amount (Figs.
10 and 11). Also, the DAC top plate (VX) connects to the left plate of CS (VY). As
a result, CS charge is conserved during the bit-cycling phases, and VY change is
directly coupled to the comparator input. The remainder of the conversion process
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is identical to that of a conventional SAR ADC. The comparator operates at 1.2 V
(V1P2) to reduce power, while the DAC operates at 3.3 V (VDAC). The comparator is
a conventional two-stage clocked comparator with 400 fF internal loading capacitor
to enhance noise performance. Across all the phases, VZ needs to stay between 0 and
1.2 V, and the common mode voltage can be tuned by adjusting the M code of the
MSB DAC. The BDC can optionally run offset calibration. It operates with shorted
inputs (SHRT = 1) and BOS = 512 during the calibration, and its output is set
as BOS during normal operation. To accommodate multiple applications that require
different resolutions, the BDC conversion can be oversampled with an oversampling
rate (OSR) of 1–256. This approach repeats the entire conversion process OSR times
and accumulates the output codes.

4 Measurement Results of Stand-Alone BDC Circuit

The BDC was fabricated in 180-nm CMOS technology and has an active area
of 1.6 mm2 (Fig. 12). The on-chip decoupling capacitor is made up of M1-M4
MOM and MIM, and its area is 0.48 mm2. There is an RC-relaxation oscillator
that generates an internal 17.2 kHz clock and a bus controller [18] that connects the
chip to other chips in the overall sensor system. The input range was measured at
different MSEL codes that set the DAC gain in the main DAC (Fig. 13). Across a
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Fig. 12 BDC die photo
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Fig. 13 Measured results of Code vs. VIN at different MSEL

range of MSEL from 12 to 31, the input range changes from 45 to 110 mV with
the slope changing accordingly, and the measured SNR is between 46 to 51 dB, as
shown in Fig. 14. The BDC was then tested across 100–900 mmHg at 4, 3.8, and
3.6 V VH (Fig. 15). The pressure sensitivity is 0.41 code/mmHg, and the pressure
resolution is 2.2 mmHg, which is sufficient for many implantable applications. The
code shift due to a VH voltage shift from 4 to 3.6 V is 0.6, which can be readily
calibrated out. Figure 16 shows the linearity error after code shift from VH is
calibrated and two-point calibration across pressure with 3.8 V VH is applied. The
maximum linearity error is 0.9 code. The total BDC conversion energy is 2.5 nJ at
1 ms conversion time, and its breakdown is shown in Fig. 17. Due to the duty-cycled
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Fig. 15 BDC pressure test
results at 4.0, 3.8, and 3.6 V
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excitation, the excitation energy is greatly reduced such that it is similar to that of
the other components. The BDC core conversion energy is 1.9 nJ when excluding
the RC clock generator and bus controller. Figure 18 summarizes the BDC and
also compares it with previous related BDC work. It draws 0.65 μA at 1.2 voltage
domain and 0.52 μA at 3.6 voltage domain, which is significantly less than that
obtained with prior designs and important for miniature sensor systems. Unlike
other works where energy is dominated by the bridge excitation, the excitation
energy of this work is just 20% of the total energy. That allows the overall energy to
be the lowest among those listed in Fig. 18. To compare the BDC performance, two
well-known ADC FOM metrics are redefined with energy/conversion including the
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Fig. 16 BDC linearity error
after code shift from VH
calibration
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bridge excitation (Fig. 18). This work achieves the best reported FOMW in bridge
interface circuits and also records a very high FOMS when compared with reported
moderate SNR range bridge circuits.

5 System Integration for Barometric Range

The BDC was incorporated into an M-cube millimeter-size sensor system [19,
20], providing a pressure sensing capability of 0–900 mmHg. The M-cube sensor
uses a stacked die composed of a MEMS pressure sensor, a battery, and 6 IC
layers: radio, decap, processor, energy harvester [21], photovoltaic cells [22],
and power management unit [23] (Fig. 19). The overall system dimensions are
3.9 × 1.7 × 1.9 mm3. The system is powered by two 8-uAh thin-film batteries
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Fig. 18 BDC performance summary and comparison

with 3.6–4.1 V output voltage, which is down-converted to 1.2 V and 0.6 V by
the switched-capacitor power management unit [23]. The system includes 8-kB
SRAM and an ARM Cortex-M0 processor, which controls the BDC operation. The
MEMS pressure sensor [24] is on top of the entire stack with a pressure-sensitive
top diaphragm. The four electrodes are directly wire-bonded to the proposed BDC
chip.

The complete system was tested in a pressure chamber controlled by a pressure
calibrator (Fig. 20). Figure 21 shows the serial bus clock and data waveform and VH
during system operation. As needed, the system wakes up from a sleep mode and
enters an active mode by releasing power gates and isolation gates, turning on its
RC clock and operating the BDC. After the BDC execution, it returns to the sleep
mode by enabling the isolation gates and power gates in the reverse order of waking
up. The data are saved in retentive SRAM and later read out with the radio. The
system is completely functional in stand-alone wireless operation.

6 System Integration for Hydraulic Pressure Range

A slightly larger system for hydraulic pressure sensing was fabricated (Fig. 22). The
system uses a pressure sensor [25] with a range of 0–10,000 PSI, powered by a 1-
mAh coin cell battery. The other layers are stacked in the same order as described
for the previous system. The system is hermetically sealed by black and clear epoxy.
The black epoxy covers the IC layers, whereas the clear epoxy allows light on PV
cells for recharging and optical communication. The overall system dimensions are
5 × 5 × 3 mm3.
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Fig. 19 Stacked-die system for barometric pressure sensing

The encapsulated system was initially programmed optically [26] and tested in
a high-pressure chamber, as shown in Fig. 23. The system periodically recorded
ambient hydraulic pressure in the SRAM according to a scenario similar to the
barometric range system. After pressure testing, the system was unloaded from the
chamber and was triggered to transmit the SRAM data wirelessly. Figure 24 shows
the data collected by a software-defined radio receiver. The top shows three different
sensors over time and the bottom shows one of those three relative to a reference
gauge after linear calibration.
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Fig. 20 System on PGA in
barometric pressure chamber
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Fig. 21 Serial bus clock and data waveform and VH during system operation
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Fig. 22 Stacked-die system for hydraulic pressure sensing with and without encapsulation

Fig. 23 Testing setup for the hydraulic pressure sensing system
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Fig. 24 Hydraulic pressure test results: three different sensors (top), one of them relative to a
reference gauge after linear calibration (bottom)

7 Conclusions

In conclusion, we proposed a low-power, highly duty-cycled BDC that reduces
excitation power by 6000× compared to conventional DC biasing. It consumes
just 2.5 nJ per conversion and achieves 10.6 pJ/conversion-step FOMW. We also
demonstrated a complete small form factor pressure sensing system including a
pressure sensor, processor, memory, battery, power management unit, solar cell, and
radio for different pressure applications.
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Part II
Sensors for Mobile Devices

The second part of this book is dedicated to recent developments in the field
of sensors for mobile devices. The first chapter provides a general overview
of capacitive sensing systems, while the remainder discuss recent advances in
microphones, gyroscopes, CO2 sensors, and optical time-of-flight sensors.

Hans Klein et al. (Cypress Semiconductors) provide an overview of the tech-
nology behind capacitive sensing systems. Such systems have to detect small
capacitance changes ranging from pico-Farads to atto-Farads, while also rejecting
display and power-supply interference. Challenges and solutions for sensors, archi-
tectures, algorithms, and circuit technology are discussed.

Luca Sant et al. (Infineon) discuss the challenges involved in designing compet-
itive MEMS microphones, which requires the co-design of the capacitive sensor,
its package, and its readout circuitry. As an example, they present the design of a
state-of-the-art digital microphone system that achieves 140 dB SPL full scale and
an SNR of 67 dB at a 94 dB SPL reference level.

Zhichao Tan et al. (Analog Devices) present a readout ASIC for dual-axis (pitch
and roll) MEMS gyroscopes. The ASIC also includes the sensor’s high-voltage drive
circuitry, digital filters, on-chip regulators, and a temperature sensor and occupies
7.3 mm2 in a 0.18 μm CMOS technology. It consumes 7 mA from a 3 V supply.
Over a 480 Hz signal bandwidth, the ASIC achieves a noise floor of 0.0032◦/s/

√
Hz

and a bias stability of 2.5◦/h in a full-scale input range of 500◦/s.
Burak Eminoglu and Bernhard Boser (UC Berkeley) describe an FM gyroscope,

which, in contrast to vibratory gyroscopes, measures rate directly as a frequency
variation. As a result, its scale factor can be accurately defined by a reference clock.
Rate chopping is employed to reject drift, while symmetric and asymmetric readout
modes enable a trade-off between long- and short-term errors without changing the
transducer or its readout circuitry. When chopped at 10 Hz, a prototype achieves
40 ppm scale-factor accuracy, 1.5◦/hr1.5 rate-random walk in symmetric mode, and
0.001◦/s/

√
Hz Angle Random Walk (ARW) in asymmetric mode.

Zeyu Cai et al. (TU Delft) describe a CMOS-compatible CO2 sensor. It consists
of a suspended hot-wire transducer, whose heat loss is related to the CO2 dependent
thermal conductivity of air. Only a single extra etch step is required to realize the
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transducer in the tungsten via layer of a standard CMOS process. Together with its
interface electronics, the resulting sensor achieves a state-of-the-art resolution of 94
ppm, while consuming 12 mJ per measurement.

Neale Dutton et al. (ST Microelectronics, University of Edinburgh) discuss the
challenges involved in developing optical time-of-flight sensors based on the Time
Correlated Single Photon Counting (TCSPC) technique. They describe a proof-of-
concept sensor with a 10 GS/s folded-flash time-to-digital converter (TDC) and
on-chip histogram generation. Fabricated in STMicroelectronics’ 130 nm SPAD
foundry process, the sensor consumes 178.1 pJ per photon at 899 M photon/s, while
the TDC achieves state-of-the-art 0.48 pJ/S energy efficiency.
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D. O’Keefe, and P. Walsh

1 Introduction

Capacitive touch-sensing technology has existed for over 60 years, and with
the progress of integrated semiconductors, it has become one of the dominant
technologies in human–machine interfaces. Nowadays, most electronic interfaces
utilize “Cap-Sense” technology in the form of buttons and sliders, arrays in touch
pads or touch screens, and, more recently, fingerprint readers.

Indeed, Cap-Sense technology has very attractive attributes: it is low power, it
is physically very thin and small, and it can be made very robust to real-world
interferences. In addition, it can be made “smart”—allowing it to respond to changes
in its use-case environment in sophisticated ways.

But with such a broad application space, challenges are abundant, and some of
the most common ones will be presented in this chapter. They include dealing with
a very large signal range, overwhelming noise levels, and spatial resolution.

In this chapter, we will start with simple buttons and show that they are not so
simple after all. The techniques and solutions shown will lay the foundation for
subsequently discussing more complex systems, like touchscreens and fingerprint
readers.
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2 Buttons and Sliders: The pF Domain

2.1 The Basics of Capacitive Sensing

As the name suggests, capacitive sensing uses a capacitive element and an electronic
read-out circuit to sense capacitance changes of the sensor. While there are many
different shapes of capacitive sensors possible [2], the underlying concept is the
same for all: detecting change in capacitance as an object approaches the sensor.
The capacitance of a basic two-plate element can be calculated as:

C = ε0 εr A

d
(1)

Here, the capacitance is a function of the permittivity of the dielectric material
between two plates with area A and the distance d between them. An approaching
object (such as a finger) changes the electric field between the electrodes, and thus
the above parameters, thereby altering the capacitance. An illustration of a co-planar
capacitive sensor is shown in Fig. 1.

A finger-touch of a simple capacitive “button” sensor creates a signal typically
in the single-digit pF range and a variety of circuits exist to sense such change
in capacitance. Simple solutions may be based on a time-delay circuit (using a
comparator to detect the delay period) or an RC-oscillator to create a proportional
frequency, as illustrated in Fig. 2. The capacitive sensing element is CS.

As is apparent, the circuit complexity for the approaches shown is low, which
generally translates into low cost and low power consumption, both very desirable.
In practical applications, however, these basic solutions are generally not sufficiently
robust against variations in temperature, component tolerances, power-supply vari-
ations, and various noise sources—to name a few factors. Furthermore, to make a
product broadly applicable, it is advantageous to support a wide range of component
values, especially for CS.

Fig. 1 Basic capacitive touch sensor with field lines (left) and an approaching finger (right) [4]
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Fig. 2 RC delay circuit (left), RC-oscillator approach (right)

Fig. 3 Charge-based
Cap-Sensing architecture
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As an alternative to simple RC-based circuits, a charge-based architecture can
be used; one example is shown in Fig. 3. Here, sense capacitor CS is periodically
discharged and then linearly recharged via a constant-current source.

The time required to reach a reference threshold VR is proportional to the
capacitor value CS:

Tout = CS VR

IB
(2)

where IB from the current source may be internally derived from a reference voltage
VR and an internal or external resistor R:

IB = k
VR

R
(3)

As capacitance CS changes, Tout reacts proportionally. If the comparator output
signal is used to reset sense capacitor CS, a proportional output frequency can be
generated just as easily.

Circuit elements such as switches, current sources, resistors, comparators, and
a bandgap reference are all easy to implement in silicon. And more importantly,
all these components can be designed to support a wide range of operating
requirements, by giving them programmable characteristics. For example, current
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Fig. 4 Output signal from a Cap-Sense circuit

source IB would in practice be a current-mode D/A converter, the reference voltage
VR would have multiple settings that may be derived from a bandgap or the power-
supply, and the frequency may be selectable too.

One of the biggest challenges in real Cap-Sense applications is the presence of
external noise. Especially for small signals (say, <1 pF), a sensing circuit becomes
highly sensitive to noise coupling. An example for a touch event in the presence of
noise is shown in Fig. 4.

The vertical axis in Fig. 4 is the “raw count” of the circuit, essentially a digital
number representing the total capacitance measured. Without touch, the output value
is referred to as “baseline capacitance” ( 5925 counts in the example). The noise
contained in the signal amounts to about 30 counts. When touch occurs, the average
count changes, in this case by 140, a little over 2% of baseline capacitance. To
obtain robust detection (i.e., no false touches reported), the SNR should be 5:1. In
the scenario shown above, this is nearly achieved. But in many applications, the
SNR situation can be much more challenging.

An attractive option to combat often unknown noise is to narrow the channel’s
bandwidth. One concept for this is illustrated in Fig. 5.

The architecture shown here utilizes a passive large capacitor as a “low-cost
integrator” (CINT >> CS). It serves as a “reservoir” for the charge subtracted by
sensing capacitor CS and the charge added back by the IDAC, which is gated by the
comparator output. Of course, active integrator circuits are an option as well, but the
large size of the integrator capacitor is a cost penalty for on-chip implementation.

A “single-shot” capacitance measuring method has limitations, in that it pro-
cesses a short sample, corresponding to a wide bandwidth system response to noise.
By contrast, integrating over a longer period of time (multiple samples) will result
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Fig. 5 Cap-Sensing utilizing an integrator and a Sigma-Delta feedback loop

in narrower bandwidth and can be achieved by simply adding up multiple digital
samples in a counter.

One can use the simple architecture of Fig. 3 to achieve this. However, quan-
tization errors occurring in each single-shot conversion do not average out. The
architecture in Fig. 5 has an advantage here: As the IDAC reaches the rebalance
point, current stops flowing, and then resuming after CS subtracts the next charge
packet, and so on. This continuous closed-loop operation can occur over an extended
period of time, thereby essentially functioning as an integrator with a long-time
window, with its desirable low-pass filter properties. Noise disturbances coupling
into the signal path as well as individual quantization errors all average out, until
the overall integration finally ends.

The only disturbance that will not get corrected occurs at the instant when the
window closes and downstream counter stops accumulating. Thus, conversion errors
due to noise and quantization will accumulate in CINT and thus average out over the
entire integration period.

The noise-transfer function NTF (for capacitively coupled noise onto the signal
path), including the downstream digital accumulator, is shown in Fig. 6, below.
Blue identifies the NTF for the accumulation approach, whereas the orange line
corresponds to the simple “one-shot” approach.

For this scenario, AC-coupled noise (sine wave) is swept from DC to 1 MHz. The
transfer functions reflect the converters behavior for a 300 kHz switching frequency.
For the accumulation converter, the longer the integration time, the narrower the
main lobe. Since noise can be injected into the touch-sensor only capacitively, there
is a transfer-function “zero” at DC. The square-wave nature of the demodulation
method (essentially polarity switches) explains that the spectrum repeats at uneven
harmonics.
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Fig. 6 Noise-transfer function for single-shot and accumulation conversions

Fig. 7 Concept of “self-capacitance,” where a finger adds field lines/charge

2.2 Button and Slider Design

One of the most popular applications of Cap-Sense technology is in as buttons. Two
basic principles are used to sense the presence of a finger; they are based on sensing
self- and mutual-capacitance. Sensing self-capacitance is illustrated in Fig. 7. There,
we measure the change in capacitance from one plate to the sum of its environment
(generally Ground or virtual Ground). A fingertip placed on the sensor pad will
increase the element’s total self-capacitance CS to ground. The finger basically adds
more field lines. This creates a “positive” signal.

In the case of mutual-capacitance, one of the electrodes is now driven with
a stimulus (TX) signal, and the charge transferred through the sense capacitor
is measured on the opposite plate, hence the term “mutual” capacitance. In the
example shown in Fig. 8, the driver (TX) electrode is a ring surrounding the sensor
pad (RX), similar to the layout in Fig. 7. Placing a fingertip near the capacitor
will redirect field lines away from the signal path (and toward ground) and thus
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reduce the mutual capacitance. This creates a “negative” signal. As a rule of thumb,
a mutual-cap signal is smaller than a self-cap signal by 5 to 10×.

Both sensing methods have useful features and often both of them are used in
actual applications. Fortunately, measuring self-capacitance and mutual-capacitance
can be achieved with the same sense circuit. Simply applying a TX signal on one of
the sensor electrodes and measuring the response on the other enables mutual-cap
sensing. This is illustrated in Fig. 9.

Note that the mutual-cap approach always requires a “TX” signal which, for
simplicity, is often simply a square wave, derived from a chip-internal clock.
However, an extra pin is required for each capacitor driven in such manner.
The benefit of this approach will become apparent later, when button arrays are
discussed.

Another popular Cap-Sense application which expands on the single-button
concept is a multi-button “slider” (e.g., useful for volume control or any other such
proportional control function). One can think of them as a one-dimensional array of
individual buttons, often self-cap based for simplicity. The sensing elements can be
arranged in a straight fashion, angled, curved, or circular, as indicated in Fig. 10.

The figure also illustrates the change in signal magnitude across the various
slider segments caused by finger touch. As the finger slides along the sensor array’s
segments, the signal magnitude for the approaching segment increases while it
decreases on the departing one. Finger position and motion speed calculations
are possible by interpolating across multiple segments. With sufficient SNR and
resolution, achievable position accuracy is quite high, just fractions of a mm.
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Fig. 10 Examples of linear and circular “slider” sensors

Fig. 11 Layout of Cap-Sense “buttons” optimized for self-capacitance (left) and mutual-
capacitance (right)

2.3 Sensor Optimization

Given that SNR is one of the biggest challenges, the sensor should be optimized to
maximize the useful signal. For that reason, sensors for self- and mutual-sensing are
constructed differently.

For a self-cap type button sensor, one would maximize the area touched by
the finger with minimal stray capacitance to its environment (generally Ground).
Conversely, for a mutual-cap type button one would maximize the peripheral
capacitance between the two plates in such way that an approaching finger could
steal away as many field lines as possible. This is illustrated in Fig. 11.

Touch signals produced by the various capacitive sensors are roughly in the
0.1–1 pF range. Nearby noise sources can couple very strongly into the signal
path and greatly disturb these small signals. This drives the need to optimize the
sensor design, including layout, material choices, and layer thickness. Such sensor
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Fig. 12 Dimensions subject to optimization for two Cap-Sense button design examples

optimization can easily increase system SNR by 2–3×; and that is a critical factor
toward making touch systems robust.

If the buttons are constructed by copper traces on the same PCB as the rest of the
electronic circuit, the choice of material and their properties may not be on option.
Even so, layout optimization is still critical and can be quite challenging. Figure
12 illustrates two different button designs with their various layout dimensions,
demonstrating a rather complex optimization space.

In many cases, design experience provides good rules of thumb for layout
optimization. However, as Cap-Sense structures are used not only in basic finger-
touch applications but also liquid/solid-level detection, high-sensitivity proximity
detection, and many others, the motivation for optimal sensor design is compelling.

To illustrate this, Fig. 13 shows the sensitivity exploration study of different
square-layout sensor designs, all based on the same “stack-up” of layers of multiple
materials. Each dot in the graph represents a particular sensor’s response. The
layouts illustrate how the sensors were modified (# of fingers, width, spacing). All
these sensor designs have their respective pros and cons and clearly the choice is
quite complex.

For example, the graph shows the mutual-capacitance change (dCm) of a touched
sensor vs. its baseline capacitance Cm, for various sensor shapes and dimensions.
The “sweet spot” in that graph appears to be the top-left corner, where a large
dCm touch signal can be generated by a small Cm sensor (having a small baseline
capacitance) which would suggest a clear winner. However, the structures shown
also exhibit different sensitivity to power-supply coupling or injected-noise coupled
to the routing path of the final system. Additional factors are introduced when the
sense-electronics path is considered (e.g., noise gain) and the type of noise. For
these reasons, structures other than the ones in the top-left corner of the graph may
likely be a better choice. Quickly, the optimization challenge can be overwhelming.

To address this complex challenge, we created a front-to-end system simulator
and coupled it to an AI system based on neural-networks, along with an appropriate
learning algorithm to train it on ∼100,000 data points.
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Fig. 13 Impact of layout and dimensions on the sensitivity for various mutual-cap sensor elements

Fig. 14 Font-to-end Cap-Sense system-simulator architecture

The system-simulator architecture is illustrated below in Fig. 14. Multiple tools
are integrated to achieve full front-to-end coverage: 3D simulations for the sensor’s
physical and electrical properties, frequency-domain and time-domain simulators
for the signal path, and calculation of spacial (position, jitter) information.

The front-to-end system simulator comprehends all key parameters that deter-
mine the physical and electrical properties of the sensor in response to finger touch,
noise-coupling effects from the environment, behavior of the sensing channel with
its programmable parameters, subsequent algorithms for filtering, interpolating,
motion vector extraction, and so forth, running on the embedded CPU of the
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Fig. 15 System Simulation and an AI Learning Loop, utilizing cloud-based resources

Cap-Sense chip. A comprehensive performance report is generated including all
the position and linearity errors, position jitter, drop outs, detection errors, and so
forth.

With such system in place, it is possible to execute a large number of experiments
in a reasonable time frame, using cloud-based resources. This allows to run a
comprehensive set of design-of-experiments batch-producing a very large number
of results which are then fed into the AI system’s database for training. This general
approach is shown in Fig. 15.

Upon completion of the system’s training, a user can simply input various
application constraints (input parameter sets). The neural network will then identify
the best-suited solution: For a given chip, this normally means the best-suited sensor
along with key operating (“tuning”) parameters.

To identify a “near-optimum sensor design,” such system can find a solution to
a very complex optimization problem in a matter of seconds, rather than weeks
previously. Of course, novel and the most-challenging cases still require highly
skilled experts, but for most other cases, the system’s suggested solution is very
close to optimum and entirely sufficient.

One additional advantage of such AI-based approach is that new knowledge and
new solutions identified by the experts can be added to the system over time, making
it even more helpful to all nonexpert users.

3 Touchscreens: The fF Domain

Touchscreens can be considered a more sophisticated version of a Cap-Sense button
array. Substantial complexity is introduced by the need for fine spacial resolution,
often down to 0.1 mm. This necessitates size reduction of the sense elements
(finer pitch), which in turn reduces the input signal. Interpolating the position of
a finger covering multiple sensor elements accurately also demands high signal
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Fig. 16 Touchscreens layout examples: “Manhattan” (left) and “Diamonds” (right)

resolution (typically, 10–12 bits) for each scanned element. Furthermore, some
high-end touchscreen controllers (TSCs) support the use of gloves and even fine-
tip pencils. These bring the useable signal levels into the low fF range.

For example, a 10–15′′ touchscreen on a tablet may need 1000–2000 sense
elements with a 4–5 mm grid pitch. For such large arrays, only mutual-cap sensing
is practical, allowing for profound reduction in wires and channels. For example, a
two-layer grid of lines running in X and Y direction can be constructed, this is also
referred to as “Manhattan” layout. One axis then serves as TX lines, the other as RX
lines, with mutual-capacitance created between those RX and TX lines. A finger
touch creates a signal typically around 1–100 fF.

“Diamond” structures are similarly popular, and they can be constructed much
the same way or in a quasi-single layer with little “bridges” at all the intersections.
Example layouts utilizing mutual-cap sensing are shown in Fig. 16.

For an example touchscreen with 30 by 50 sensor rows/columns, the total wire
count for mutual-cap mode would be N + M = 80 compared to a nonpractical
N*M = 1500 wires in self-cap mode.

In addition, only the mutual-cap mode allows for supporting multi-finger touch
as each intersection of RX and TX lines can be individually measured. This is not
practically achievable with self-capacitance methods.

3.1 Sense Channel Architecture

While an N*M sensor structure is very compact and cost-friendly, all individual
RX/TX intersections have to be measured, resulting in a large combined measure-
ment time for the entire panel, corresponding to a low frame rate.



Advanced Capacitive Sensing for Mobile Devices 143

However, to support gesture detection like “flicks,” the need arises for scanning
rapidly (e.g., 10 ms for a complete frame). A single Cap-Sense channel scanning
across N*M intersections will not acquire the signals fast enough. A multichannel
(parallel-scanning) approach is required which increases the measurement time per
intersection proportionally without sacrificing frame rate.

Because of the many sense channels involved, it is also no longer practical to
operate with an external integration capacitor for each channel. Rather, a fully
integrated channel is required.

Unfortunately, incoming charge from a touchscreen can be quite large (such
as from large noise spikes), saturating even the largest on-chip capacitors; but
saturation must be avoided for downstream filtering to be effective. Thus, a signal
attenuator is required, resulting in an architecture like in Fig. 17.

As screen size increases, so does the dynamic range requirement. After all, the
finger signal remains the same, whether it is a small or large screen. Yet, external
noise (e.g., from an LCD) couples into the sense path proportional to the length
of the sensor strip, which grows with the size of the panel. Given the need for an
attenuator at the channel input (largely due to noise reasons), the sought-after finger
signal is attenuated as well. To maintain the same target SNR as before, the noise
floor of the channel must now be reduced, and even after circuit optimization, this
requirement often costs extra power. An example architecture for the attenuator is
shown in Fig. 18 below, which is based on a transconductance amplifier with a
programmable replica output stage.

Fig. 17 Example architecture of a fully integrated sense channel for touchscreens

Fig. 18 Example architecture of a programmable active attenuator
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Fig. 19 Example circuit implementation for the programmable attenuator

For simplicity, VTX, Cm, and Cp on the left represent the excitation signal
source and one element of the sensor array, each having mutual and parasitic
capacitance. The sense circuit’s feedback loop creates a virtual ground node at the
sensor’s output, and the charge needed to keep that node steady is attenuated at
the programmable replica output stage. The circuit can be implemented with an
approach such as in Fig. 19.

Another interesting aspect of the overall architecture (Fig. 17) is that it features
two integrator capacitors. This dual-integrator approach allows both positive (QIN+)
and negative (QIN-) input signals to be accumulated in a sequential “ping-pong”
fashion, produced by the positive and negative TX pulse transitions. After subtract-
ing these positive and negative charge packets, such “full-wave” operation not only
produces twice as much signal but also any common-mode content gets subtracted
out:

Qout = (QIN+ + QCM) − (QIN− + QCM) = 2 |QIN| (4)

Common-mode signal QCM is the result of offsets in the attenuator and compara-
tor and also from low-frequency (near DC) injected noise (e.g., from AC mains). To
put all signal levels in perspective, the table below identifies the main contributors
to the incoming signal:

The signal levels in Table 1 indicate the challenge: the finger signal is 20–40 dB
below noise levels. The main noise sources include the LCD display (coupling
across the entire area) and charger noise, discussed further in [3]. But additional
noise sources exist and must be dealt with in many applications, such as finger/palm-
coupled noise from CFL lamps, AC mains, and any nearby electrical objects.
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Table 1 Typical signal and noise signals encountered in a touchscreen application

Item Signal level Comment

Baseline capacitance ∼1000 fF This is DC offset
Touch signal 10–100 fF The “useful” signal
1 LSB (at 10b resolution) 10 . . . 100 aF 10b for good position accuracy
LCD noise 10–100 fF Magnitude similar to finger signal
Charger noise Up to 1000 fF 10× larger than finger signal
Channel self-noise <1 fF Allows high-sensitivity modes

Therefore, multiple methods to boost SNR must be applied. High TX frequencies
(= large number of charge packets) would be very helpful, but touchscreen layers
have limited bandwidth. This is due to the resistive nature of the ITO sense layers
(k	 range) and their self-capacitance, resulting in a panel signal-path bandwidth of
generally <300 kHz, and even <100 kHz for large touchscreens. However, slowing
down integration time (i.e., frame rate) to collect many charge samples is not
acceptable, as was mentioned before.

One measure to boost the finger signal is the use of charge pumps for the TX
drivers, and this can double or quadruple the finger signal. And while charge pumps
add to chip size and power consumption, this brings back 6–12 dB in SNR. Yet more
must be done.

A multichannel approach is another SNR-boosting technique. High-performance
TSCs provide up to 60 channels, corresponding to the size of the targeted touch
panels. The signal integration (measurement) time available for each intersection
increases proportional to the channel count, correspondingly narrowing the noise
bandwidth of the channels. A high channel count boosts the SNR enough to even
allow for high-sensitivity modes, such as “Proximity” or “Hover” detection. There,
a hand/finger is away from the surface by some distance, decreasing finger signals
yet another factor of 10 or more.

All techniques combined can result in significant die size. Examples of fully
featured 14-channel and 60-channel chips are shown in Fig. 20, where larger chips
reach ∼20mm2 die size.

4 Fingerprint Readers: The aF Domain

One of the latest achievements in capacitive sensing with growing popularity is
fingerprint (FP) scanning. While several sensing approaches exist in the market
(such as thermal or optical imaging), capacitive sensing is attractive due to its low
cost, low power, and compatibility with Silicon technology, including packaging.
Only capacitive FP sensing is discussed here.
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Fig. 20 Example layouts of a 14-channel and a 60-channel TSC (Cypress Semiconductor)

Fig. 21 Raw image from a
FP scan

Figure 21 shows an image from an actual FP scan1 without any image post-
processing. Note the fine features where adjacent ridges may touch each other via
thin “bridges” and other minutiae, such as skin pores. This level of detail is critical
to robust detection by a FP matching algorithm. Robustness here means a low
probability of “false rejection” of a valid FP image, and likewise a low probability
of accepting a similar—but invalid—image (“false acceptance”). Thus, FP readers
must deliver high spacial and signal resolution and still scan a complete image
quickly.

1Source: Cypress Semiconductor.
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4.1 Fingerprint Sensors

Capacitive FP sensors can be based on self-cap or mutual-cap methods. One can
view such sensors as dramatically scaled-down versions of a touchscreen.

The periodicity of human-skin FP ridges is around 300–500 μm. Thus, the pitch
of the RX/TX grid is driven by that dimension and the need to resolve minutiae,
such as pores, bridges, and gaps. As a result, a typical sensor pitch size is 75 μm,
which is a 75× reduction in each dimension compared to a touchscreen sensor.
Given such >>2000× scale-down in area-per-sensor, each capacitive sensor element
now operates in the fF..aF realm. Such tiny signals naturally present a new set of
challenges. In addition, to cover an image size of 5 × 5 mm2, approximately 4000
“pixels” are required and proportionally more for larger sensor areas.

Sensors using the self-cap method could be constructed from an array of
capacitive plates right on silicon (see Fig. 22 as an example2). The CMOS sense
electronics can be placed underneath each plate (“pixel”). Basically, for a sensor
with about 4000 sensor elements, such chip would comprise of 4000 sense-channel
front ends.

One of the downsides of such approach is that for each different FP sensor, a
different chip must be created. Furthermore, for the more-desirable “large-area”
sensors (e.g., 10 × 10 mm2 or larger), chip cost grows proportionally, making a
sensor-on-silicon approach commercially unattractive.

A more desirable alternative is enabled by a mutual-capacitance approach, utiliz-
ing a “Manhattan”-like sensor structure, similar in concept to that in touchscreens.
Such an approach allows the sensor and the FP readout chip to remain separate
items, connected by an N + M bus (amounting to 130 connections for a 5 × 5 mm2

sensing area). That separation allows a variety of FP sensors to be supported by
the same small FP chip. On the downside, mutual-cap sensing typically creates just
∼10% of the signal compared to self-cap and that makes the SNR challenge that
much greater.

Fig. 22 Silicon-based FP
sensor2, showing the “sensing
plates”

2© System Plus Consulting, France.
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Fig. 23 Concept of a capacitive FP sensor based on mutual capacitance

Fig. 24 A FP reader’s sensing side (left), chip + component side (center), and complete module
(right)

For the mutual-cap approach, a “Manhattan”-type FP sensor concept is shown in
Fig. 23, with an enlarged segment on the right, illustrating the touch of a finger.

The “ridge” and “valley” labels reflect a human finger’s skin topography.
Indicated by the red arrows, electric-field lines are affected more strongly by a
nearby ridge and less so by a more distant valley. This creates a difference in mutual
capacitance at each of the sensor intersections (pixels).

A complete FP module, utilizing such sensor principle, is shown in Fig. 24.
The left-most item shows the top-side of the sensor which is exposed to the finger
(sensing side). In the middle, the bottom-side of the sensor is shown with the
separate FP readout chip near the center, connecting to the sensor elements by
N + M vias. A few passive components (e.g., power-supply bypass caps) are also
placed on that side. “Bumps” allow connection to a flex cable, for connecting
the digital interface and power supply lines. The item on the right shows a fully
integrated and coated “module,” along with a metallized bezel—ready for easy
connection and integration for a final product.
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Fig. 25 A FP-Reader System Architecture: integrated FP module (top) and the Host (bottom),
connected by a flex cable

4.2 Fingerprint-Reader System Architecture

A system architecture that can connect to an off-chip, separate FP sensor is
illustrated in Fig. 25. The system comprises of a complete FP Module (top) and
a Host (bottom), which could be a cell-phone’s application processor.

The system is partitioned such that the FP module acquires the image and
performs most of the image pre-processing and encryption, whereas the Host runs
the matcher software and provides other system-level functions. Note, the FP
image that comes off the module and is sent to the host should be encrypted, an
increasingly important privacy and security requirement.

The FP Sensor is based on a Manhattan structure, thus N + M wires (typically
part of the package) connect the sensor array to the TX drivers and RX channels of
the FP chip. In Fig. 25, everything to the right of the sensor (in green) is integrated
in the FP reader chip. Details of the RX channel are elaborated next.
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4.3 Fingerprint Sense-Channel

As was mentioned, the sensor elements are typically sized in the 75 × 75 μm2

range. Because of such small size, the mutual-cap signals (dCM) produced by ridges
and valleys are about 1000 times smaller than touchscreen signals, falling into the
100aF range. For the matcher software to do a good correlation against a set of
stored images, simple “black & white” FP images don’t suffice. Therefore, high-
quality FP matching requires a gray-scale image resolution of at least 8 bits. This
leads to a self-noise requirement for the sensing channel <<10aF.

A complete FP image must be produced typically within <100 ms, so that the
total system time (touch➔scan➔match➔report) is less than 200 ms, a generally
accepted response time for human–machine interaction. Thousands of pixels must
be scanned within this 100 ms budget, allowing just 20 μs or so per pixel. Unlike
in touchscreen controllers, a multichannel parallel scan is not economical for a FP
chip because a channel with extremely low noise floor is costly—both in power and
area.

Fortunately, given the low resistivity of the FP sensor (metal) array, and the
small capacitance of the sensor elements, it is possible to drive the sensor at much
higher frequencies than touchscreens. In case of FP sensors, bandwidths can easily
exceed 10 MHz. This allows for high TX frequencies resulting in charge packet
accumulation at much higher rates than for touchscreens, an important factor for
building up a usable pixel signal. As a side benefit, at such high frequencies, it is
also possible to differentiate human-skin from rubber or most other materials an
impostor might use to clone a FP image.

Thus, one approach to sensing FP signals is a single, high-performance channel,
and then scan the entire image by multiplexing TX and RX lines. The corresponding
channel architecture is shown in Fig. 26.

Key building blocks in the signal path are the low-noise amplifiers (LNA),
followed by a chain of programmable-gain amplifiers (PGAs), quadrature demodu-
lator, filter, and ADC. Typical for very small signal processing, the entire signal path
is fully differential. For offset to not be amplified throughout the high gain path, the
amplifiers are AC-coupled.

Fig. 26 Example architecture of a sense channel for capacitive FP sensing
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This single RX channel is preceded by a wide “RX multiplexer,” which connects
the LNA to each of the sense lines in the sensor array. To achieve sufficient signal
gain, the LNA is followed by multiple amplifiers with programmable-gain which
accommodates a wide range of sensors and manufacturing tolerances. The overall
signal-path provides a gain of up to 5000. After reaching a magnitude of a few
hundred mV, the signal is demodulated, and many RX charge pulses are then
averaged by a LPF before conversion by a 12bit ADC. A quadrature approach to
demodulation removes the challenge of amplitude detection “at the right moment”
for non-square wave signal shapes, and the I and Q results are easily combined into
a single magnitude value by the downstream digital process.

4.4 The LNA

The LNA is perhaps the most critical building block in the RX path. It needs to have
>250 MHz of gain-bandwidth, while containing its self-noise to the equivalent of
<10 aF which corresponds to a noise floor of <10 nV/

√
Hz. Furthermore, there is

significant common-mode signal riding on the small dCm FP-signal, which requires
CMRR around 60 dB in the first amplifier.

The ideal LNA should be simple and robust, with little or no need for feedback
loops or compensation. A good approach to the problem is the circuit shown in
Fig. 27. Other topologies are possible, such as in [1].

This circuit is based on a “gmR” approach. The gm of the input transistors
MP_IN produces a signal current through load resistors R1 thus setting the gain
to gm*R. The bias for the LNA is derived from a self-regulated bias circuit on
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Fig. 27 Example of an efficient LNA Circuit
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Table 2 Key performance
specifications of the
combined LNA cascade

2-stage Amp Min Max Units

IDD 1.4 1.9 mA
3db_Freq 81 120 MHz
GBW 430 665 MHz
GAIN_9MEG 26.6 28.2 dB
GAIN_Tempco 7 20 mdB/degC
GAIN variation vs supply 0.2 4.2 mdB/mV
LINEARITY −0.116 0.004 %
CMRR_9MHz 57 104 dB
PSRR_9MHZ 28 65 dB
ATT_9MHz 0.90 0.91 V/V
NOISE 7.4 9.0 nV/rtHz

the right and mirrored to the LNA’s current sources on the left. SNR/power/area
optimization resulted in an amplifier gain target of ∼5, with a >50 MHz bandwidth
(i.e., >250 MHz GBW) under worst case conditions, which is easily achievable in a
130 nm CMOS process. Two such LNA stage are cascaded for a combined gain
of 25×. Table 2 summarizes some of the key performance specifications of the
cascaded LNA.

This approach to the single-channel mutual-cap architecture has been proven to
be very robust in production and has demonstrated its flexibility by successfully
connecting to a large variety of FP sensors. Of course, for the actual chip imple-
mentation, additional functions are required, such as self-test, calibration sources,
biasing, and an entire micro-controller subsystem with memory, encryption, etc.,
none of which are discussed here. The important point of this is that with large
amounts of noise-generating digital circuitry surrounding the low-noise channel and
its >140 input pins, extreme care must be taken to achieve highest levels of noise
isolation for bias lines, supply lines, control signals for the RX muxes and other
analog switches, and of course substrate isolation.

5 Conclusions

Cap-Sensing is a highly popular method in many types of products for implementing
electronic buttons, sliders, touchscreens, and fingerprint readers. In this chapter, we
have covered a broad range of sensors, architectures, circuits, and presented key
challenges and proposed solutions.

While buttons and sliders produce signals in the low pF range, solution chal-
lenges are lowest-possible cost, low power, and robust system behavior. For
touchscreens, the complexity of the sensor array increases, while the signal mag-
nitudes available to receive channels are much smaller. In some applications, the
signals drop into the low fF range. Finally, in FP readers, sensor complexity goes up
again by another 100×, while area of sensing elements drops more than 5000 times,
and to satisfy the required resolution, the signals of interest are now in the aF range.
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Despite the many challenges associated with Cap-Sense technology, industry has
found ways to expand its use beyond mobile devices. The technology is already
ubiquitous in industrial equipment, home appliances, and many other consumer
items, and it is also present in every modern cars. So although its large-scale
introduction was only some 15 years ago, Cap-Sense technology might just stay
with us forever.
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MEMS Microphones: Concept
and Design for Mobile Applications

Luca Sant, Richard Gaggl, Elmar Bach, Cesare Buffa, Niccolo’ De Milleri,
Dietmar Sträussnigg, and Andreas Wiesbauer

1 Introduction

In the recent past, MEMS microphones have gained a significant market share
in the area of consumer applications. Heavily driven by the need to achieve the
highest possible audio quality when making phone calls in adverse conditions, such
as windy weather and, in more recent times, by the need to correctly distinguish
audio commands made to mobile devices placed in a very noisy ambient or at
very large distances, specifications for MEMS microphone systems have become
tougher. There is a clear trend toward significant increases both in the desired
Signal to Noise Ratio (SNR) as well as in the Acoustic Overload Point (AOP,
i.e., the sound pressure level at which the total harmonic distortion reaches 10%).
Challenges like the miniaturization of the package size allowing placements in
extremely thin bezels, as well as the request for adaptive power modes to limit
the current consumption in battery powered devices contribute to an increasingly
demanding system design. To keep up with the tight time schedules of the mobile
phone market while guaranteeing the highest possible quality for the product, a
structured approach in the development of both MEMS and readout electronics
is mandatory. As an example, accurate modeling of the major electroacoustical
effects in the sensor can highlight weaknesses in the early stages of its development,
allowing modifications in a timely manner. It also enables a tailor-made design of
the readout electronics leading to an optimum system performance. In the following
sections, an insight to the proposed approach to structured development of a digital
microphone from concept to implementation is given.
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Fig. 1 Microphone system

2 System Overview

The micrograph of a microphone system where the lid has been removed is shown
in Fig. 1. Both the readout Application Specific Integrated Circuit (ASIC) and the
sensor are glued on a Printed Circuit Board (PCB) that provides mechanical support
and electrical connectivity. The ASIC can be covered by an epoxy bubble to prevent
environmental influences. A metallic lid that is glued to the PCB makes sure that
the system is sealed and sound can only reach the sensor through the sound port
opening. The acoustical response of the system can thus be tweaked by selecting
different package sizes, sound port diameters, or positions.

3 Capacitive MEMS Microphones and Read-Out Methods

The sensor translates a variation of atmospheric pressure into an electrical quantity.
A MEMS microphone generally consists of two conductive plates at a certain
distance that form a parallel plate capacitor, as shown in the cross section in Fig. 2.
One electrode, the back plate, is perforated but rigid enough not to move even when
sound waves are applied. The perforation holes inside the back plate transmit any
acoustical stimulus toward the second electrode, the membrane. The membrane
is flexible and thus moves proportional to the amplitude and frequency of the
impinging sound. The nature of sound can be described by a longitudinal wave,
thus the readout of the transducer needs to sense the displacement of the membrane.
The sound pressure varies the distances between the membrane and the back plate
causing a change of capacitance that can be written as Eq. (1).

C (PS) = ε0 · A
x (PS)

= ε0 · A

x0 + �x (PS)
(1)
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Fig. 2 Cross section of a
single back plate MEMS

Fig. 3 Block diagram of a typical microphone system

where A is the area of the capacitor plates, ε0 the vacuum permittivity, x0 the gap
between the plates with no acoustical perturbation, and Δx(PS) the displacement of
the membrane when a sound pressure PS is applied.

There are two possible ways to convert the sound-related capacitance variation
into an electrical signal [1]. If a constant charge is applied to the MEMS capacitance
by applying a high voltage biasing to the membrane and by isolating the back plate
with a high impedance termination, the voltage change at the back plate electrode
caused by any MEMS capacitance variations has a linear relation to the sound
pressure level. If instead a constant voltage is applied and maintained across the
MEMS capacitor, any acoustic perturbation will result in a charge difference that is
this time inversely proportional to the displacement.

To achieve the highest possible linearity, the constant charge readout is the
preferred solution. A typical block diagram of the interface electronics is shown
in Fig. 3. The membrane bias voltage is generated by a charge pump as its value can
be in the range of 10 V to achieve sufficient sensitivity. The back plate is terminated
by high-ohmic impedance that sets also the correct input common mode for the
preamplifier. Depending on the analog or digital nature of the system, a Delta-Sigma
modulator converts the amplifier output into a pulse density-modulated data stream.
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4 True Differential MEMS Microphone

The performance of the MEMS microphone suffers from the typical limitations
of a single-ended system. Its most prominent imperfection is its limited linearity
at medium to high signal levels. The request to handle higher acoustical levels at
lowest possible distortion levels has led to the industrialization of a true-differential
microphone [2] in dual back plate technology. Figure 4 presents a cross-sectional
view with a bottom back plate as first signal electrode, a top back plate as second
signal electrode, and a flexible membrane between the two electrodes. This dual
capacitive construction provides two symmetrical 180◦ phase shifted signals when
the membrane is moving stimulated by sound.

The advantages in terms of THD performance can clearly be noticed in Fig. 5a.
Signal levels are expressed in dB Sound Pressure Level (dB SPL) with respect to
the human hearing threshold at a sound pressure of 20 μPa corresponding to 0 dB
SPL. The green and blue lines represent the THD of a single-ended configuration
using only the top or bottom electrode for signal processing, while the red line uses
the differential signal across both back plates. In the latter configuration, the THD
is significantly reduced from 2% to less than 0.2% at 125 dB SPL. Also, the AOP
is shifted by approximately 3 dB toward higher sound pressure levels reaching a
distortion of 10% at an SPL of 136 dB. For both improvements, the underlying
cause is a cancelation of even order harmonics in the differential output signal.

The benefits in terms of SNR might not appear obvious. At first glance, a second
back plate with perforation holes adds an additional source of acoustical noise. On
the other hand, the symmetric capacitive configuration can handle higher biasing
voltage. Analytical investigations on the so-called pull-in voltage [3] show that a
dual back plate MEMS sensor can allow 30% higher biasing voltages compared to a
single-ended microphone. This increase in bias voltage can be leveraged to achieve
higher sensitivity without any compromise on biasing stability. Figure 5b shows the
measurement of sensitivity and SNR versus biasing voltage for a dual back plate
microphone. As a result of the increased biasing voltage, a 4 dB higher sensitivity
and a 1.5 dB higher signal-to-noise ratio can be obtained.

Fig. 4 Cross section of a dual back plate MEMS
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a

b

Fig. 5 (a) THD of single-ended versus differential MEMS. (b) SNR and sensitivity versus bias
voltage across back plates

5 Modeling of a MEMS Microphone

MEMS and packaging modeling is an important step when designing MEMS
sensors and systems. The models must take into account different physical effects in
order to accurately predict the behavior of the physical systems within the frequency
range of interest and in the needed application cases.

A first example of simple MEMS microphone model approximates the motion
of the membrane and the stator with a piston behavior. This analogy allows the two
electrodes of the variable capacitor, to be modeled as rigid flat plates that have only
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Fig. 6 Main electroacoustical analogies: (a) impedance and (b) mobility

one degree of freedom. The simple relation for the capacitance showed in Eq. (1)
can be exploited to model its variation due to instantaneous pressure changes. The
dynamic behavior of such a system follows the equation of motion given in Eq. (2)
and can be conveniently approximated with a classic second-order system

[M] · d2U

dt2 + [D] · dU

dt
+ [K] · U = Fext(t) + Fel (U, t) (2)

where U represents the motion matrix (i.e., the position), M is the membrane mass
matrix, D is the damping matrix, K is the stiffness matrix, and Fext and Fel are the
acoustic and electrostatic forces applied to the structure.

By exploiting an electroacoustical analogy, a typical behavioral model that
follows Eq. (2) is constituted by an RLC resonator tank. There are two main ways
to build up the analogy between acoustical and electrical world, depending on the
mapping of the two independent variables of the system: the impedance analogy or
the mobility analogy, both shown in Fig. 6. In the first, the pressure is related to the
voltage of the electrical system while the velocity is represented by the current, and
as a consequence, the energy storage elements, that is, compliances and masses,
are represented by capacitors and inductors, respectively, while the damping of
the system is linked to electrical resistors. The second analogy is nothing more
than the dual of the one described above. The choice between the two depends
on the complexity as well as on the field of application. As a general concept,
the impedance analogy keeps a direct relation between acoustical and electrical
impedances while the mobility equivalence keeps the topology unchanged between
the two domains.

The described model can be successfully used in almost all small signal
applications (AC responses, noise analysis, etc.), but its accuracy tends to decrease
when large signals are applied to the system (e.g., when analyzing linearity and
distortion of the system). In those cases, more complex models need to be built,
and usually a proper discretization of both the membrane and the stator is needed
in order to better capture the different membrane oscillation modes. Considering
that each node of the discrete system has three degrees of freedom as per Eq. (2),
the complexity of such models dramatically increases. The reduction of the order
of such a system can be achieved by different means; the most immediate one
relies on the cylindrical symmetry of the structure, which allows the substitution
of the classical 1-D nodes with an entire concentric annulus that moves as a whole.
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Fig. 7 Simulation of the modes of oscillation of a membrane

In addition, more sophisticated methods for order reduction can be applied; such
techniques usually rely on the extraction of the eigenmodes of the system with
higher energy content and the successive reduction of the required eigenfunctions
to accurately describe the motion of the structure. Figure 7 shows the extraction
of the first three modes of oscillation of a membrane obtained through simulation.
Typically, the first mode is sufficient to accurately model the microphone at small
pressures up to the clipping point of the microphone, while a combination of the first
three (or more) modes is needed when describing the behavior of the diaphragm at
high pressure levels that bring the device above the clipping threshold.

The convenience and accuracy of the mentioned models can be appreciated in
Fig. 8, which shows some typical membrane motion half shape cross sections in
the case of homogeneous applied pressure. The ideal stress-dominated (i.e., thin)
diaphragm shows a parabolic relation with respect to the radial coordinate, and
the structure-dominated case (i.e., a thick diaphragm) exhibits a biquadratic shape.
For a direct comparison, the reduced order model shape of a real stress-dominated
membrane is plotted. It shows some noticeable deviation from the analytical ideal
cases, but significantly decreases the CPU time required to predict the linearity of a
microphone system.

6 Modeling of Package Effects

As a first approximation, the microphone package can be modeled with simple
lumped element networks that exploit mechanical acoustical to electrical analogies.
These models are valid only if the frequencies of interest are low enough and the
system dimensions are small enough. As a rule of thumb, the smallest wavelength
of an input signal must be 10 times larger than the characteristic dimension
of the modeled system. The typical audio band means a dimensional limit of
roughly 1.7 mm. When particularly large packages need to be analyzed or high
frequencies are involved, the modeling efforts have to include distributed elements
approximations making use of the transmission line theory.
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Fig. 8 Comparison between ideal and reduced order model of membrane motion

Fig. 9 Lumped element model of a microphone package

A typical lumped element model for a mic package is shown in Fig. 9. The system
can ideally be divided into two main parts that interact with the MEMS device: the
Helmholtz resonator, a second-order system formed by the sound port and the air
in the front cavity and the air in the back cavity. Applying the motion analogy in
the lumped element model of the package, the air masses can be represented as
inductors and their compliances as capacitors while the damping is modeled with
resistors. The frequency response of such a MEMS plus package system can be
appreciated in Fig. 10.

It can be seen how the first resonance of the system is determined by the
aforementioned Helmholtz resonator that becomes a decisive portion of the design.
Usually, the resonance needs to be shifted above the audio band by properly
dimensioning the structure, in order to avoid unwanted increase of in-band noise
and distortion effects.
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Fig. 10 – Typical frequency response of a microphone package

A further assumption that allows a considerable simplification of the package
model is to assume that all the processes in the system are adiabatic (i.e.,
lossless). Applying the impedance analogy then allows us to model the cavities’
compliances with capacitors that depend uniquely on the modeled volume of air and
its compressibility, avoiding complex frequency-dependent acoustical impedances.
The adiabatic approximation starts to fail when the package dimensions are shrunk;
in such cases, more complex acoustical models are needed to account for the losses
of the cavities and the nonidealities of the propagation of waves.

7 Design Example: A 140 dB SPL Digital Microphone
with a 67 dB SNR

The chosen design example intends to highlight a selection of circuit design
techniques that were needed to handle the demanding sound pressure requirements.
Considering a typical sensitivity of −38 dBV/Pa at 94 dB SPL, differential signal
swings up to 2.5 Vrms at 140 dB SPL must be processed by the readout electronics
being supplied with 1.8 V ± 10% [4].

The architecture of the microphone system depicted in Fig. 11 is similar to the
general block diagram already shown in Fig. 3. The MEMS biasing includes a
high-voltage ripple optimized charge pump and an input buffer with high-ohmic
termination. A third-order feed-forward 6b switched capacitor �� modulator with
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Fig. 11 Block diagram of proposed design example

high input impedance feeds the digital post processing that equalizes the MEMS
resonance peak and filters the modulator quantization noise. A fifth-order digital
noise shaper derives the single-bit pulse-density modulation (PDM) output. To avoid
signal swing limitations, the MEMS interface buffer and parts of the �� modulator
are supplied with a 2.7 V supply generated by an on-chip voltage doubler.

The charge pump can generate up to 14.5 V using a two-phase 10-stage Dickson
structure and is designed without dedicated high-voltage transistors. Its output ripple
is attenuated by a 10 Hz low-pass filter comprising PMOS diodes forming a larger
than 1 G	 resistor in series to a 10 pF metal capacitor.

Noise optimum PMOS source followers can be used to buffer the MEMS outputs,
as the �� modulator has high input impedance. Two 150 G	 termination resistors
built as antiparallel branches of stacked PMOS diodes provide the DC operating
point for the buffer. As the MEMS attenuates frequency components above 40 kHz,
a weak 3 MHz cutoff anti-alias filter is added as a gm-C filter at the source follower
output.

The readout IC’s signal flow diagram is depicted in Fig. 12. Conventional ��

modulators implement the subtraction of the feedback signal from the input signal
in the current [5] or charge domain. This example shows a subtraction in the
voltage domain enabling a high input impedance of the modulator using a low
power concept for the DAC that acts as a floating voltage source. The modulator
feedback controls the value of the floating voltage source VFB based on the quantizer
output. The additional ADC buffer reduces loading effects on the MEMS buffer and
the floating voltage source. That enables the use of a Resistive-DAC (R-DAC) to
generate the required voltage offset VFB between the modulator input VSDM and the
loop filter input VLF. To support large input signal swings, the R-DAC is operated
from the 2.7 V supply. ADC buffer, loop filter, and quantizer can operate under a
low supply voltage as the signal swing is already limited.

A draft schematic of the analog readout circuit is shown in Fig. 13. The buffered
MEMS output is applied to the center tap of two parallel resistor strings that form
the R-DAC together with two sets of switches and current sources. The switches
are controlled by a 64b one-hot code generated by the quantizer. As the R-DAC
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Fig. 12 Signal flow diagram of proposed design example

has a constant current consumption, a voltage doubler can be used to derive the
2.7 V supply. The loop filter is driven by a NMOS source follower to isolate the
load of the first integrator from the R-DAC. Hence, the input impedance of the
�� is determined only by the impedance of the R-DAC current sources and is
independent of the input signal level over a wide range. The first integrator uses a
telescopic gain-boosted OTA to obtain lowest possible noise with a 7.5 pF sampling
capacitor. The second integrator is a standard folded-cascode design, while the third
integrator uses a two-stage Miller OTA to drive the 2 Vpp-diff input range of the
quantizer. The latter has been chosen to have an output of 6b, considering the trade-
off between DR, quantization noise, unit resistance in the R-DAC, and dynamics
inside the loop filter. The quantizer is designed as a tracking architecture comprising
five comparators [6] to save area and power.

In terms of noise analysis, the R-DAC can be modeled as a programmable
resistor between MEMS and ADC buffer. Hence, the DAC noise is a function of
the signal level. At low signal levels, that is, in single-bit mode, only the inner
taps of the R-DAC are used and the optimum THD and noise performance can
be achieved. Approximately, 40% of the modulator’s noise is due to the thermal
noise of the R-DAC resistors and the ADC buffer. 1/f noise is a negligible part
in the overall modulator noise due to application of correlated double sampling in
the first integrator. At higher signal levels, multiple unit resistors are connected in
series, increasing noise and degrading THD by INL limitations due to unit resistor
mismatch. This is shown in Fig. 17 comparing the SNR and SNDR of the readout
circuit to the microphone, showing that the electronics are not limiting the system
performance. A reduced THD is acceptable for audio application as requirements
relax with increasing SPL.

8 Digital Signal Processing

The third main block in the signal path (in addition to the analog front-end amplifier
and to the ADC) is represented by the digital signal processing, whose main task
is not only to convert the ADC multi-bit stream into a single-bit data stream (only
one DATA pad is allowed due to area and package limitations), but also to shape
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Fig. 14 Block diagram of the digital post-processing

Fig. 15 Lattice Wave Digital Filter (LWDF): example of implementation of a low-pass filter cell

the frequency response of the microphone with SNR and bandwidth optimization.
Figure 14 reports the block diagram of the overall digital filter chain which samples
the signal at the output of the six-bit quantizer. A second-order programmable
digital low-pass filter attenuates the mechanical resonance peak of the MEMS
and improves SNR and a fifth order digital modulator implemented in cascade of
resonators with feed-forward (CRFF) topology provides a single-bit PDM signal,
typically required for these applications.

To implement the low-pass filter, the well-established wave digital filter (WDF)
structure is used [7]. WDFs are highly efficient recursive IIR filters derived from a
continuous time equivalent, and they are available in different types. The Lattice
topology is used for this design as shown in Fig. 15. In general, WDFs have
excellent stability properties under finite arithmetic conditions and show very
low coefficient sensitivity. The number of coefficients is determined by the filter
order; therefore, the low computational complexity enables area and power efficient
implementations. In this design, two first-order low-pass filters are cascaded,
because with lattice topology only odd order low pass-filters are available.
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Fig. 16 Digital modulator: fifth-order CRFF topology with single-bit quantizer

The last block of the digital processing chain is a digital modulator, whose block
diagram is shown in Fig. 16. This block is a modulator with two resonator poles, one
integrator pole, and a one-bit quantizer. Integrator stages with optimized saturation
levels are designed to meet high sound pressure level THD specifications. To avoid
unwanted audible tones caused by the feedback structure of the modulator at the
input of the quantizer, a pseudo random single-bit signal, which acts as a dither, is
added.

9 Measurement Results

All system level measurements are performed in an anechoic box using a reference
speaker to generate the acoustical stimuli driven by an R&S UPV audio analyzer.
The characterization of the standalone readout circuit is performed using an APx525
audio analyzer. Two low-leakage capacitors of the same value of the MEMS rest
capacitances are soldered at the circuit inputs to mimic the noise transfer function
properly. The input signal is calibrated according to the target system sensitivity
time window. Figure 17 reports SNR and SNDR measurements, while a 1 kHz
sinusoidal input signal had been applied for ASIC only and for the fully system
comprising the MEMS. A system SNR of 67 dB-A can be achieved with the
proposed ASIC architecture and a MEMS SNR of about 74 dB-A.

On average, a sensitivity of −45.95 dBFS (nominal target is −46 dBFS) is
reached over 120 samples with a system noise performance of 67.03 dB-A (Fig. 18).
The signal to noise ratio is calculated according to

SNR = Signal power at 1Pa

A − weighted noise power in [20 . . . 20k] Hz
(3)
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Fig. 17 Measurement results comparing SNR and SNDR of readout IC versus system

Fig. 18 Sensitivity and SNR distribution for 120 system samples measured with 1 kHz sinusoidal
signal

Finally, Fig. 19 shows the THD + N plot of 120 samples with a negligible
distortion at 94 dB SPL and a typical distortion of 1% at 130 dB SPL. The Acoustic
Overload Point (AOP) of 10% THD is above 135 dB SPL and typical distortion at
full scale of 140 dB SPL is less than 20%.
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Fig. 19 THD + N versus sound pressure level of 120 system samples

10 Communication and Control Interfaces

The Latest MEMS microphones are equipped with a communication interface,
which is used to program the memory registers (both volatile and nonvolatile) and
to access the chip for testing and internal diagnostics. A few bytes of nonvolatile
memory are typically integrated in microphones to support several audio full-scale
and gain adjustments, trimming of the reference circuitry, and programming of
the main charge pump to properly bias the sensor and compensate pull-in voltage
production spread.

The main constraint for the communication interface is definitely represented
by area (a lower complexity interface typically corresponds to a lower amount
of gates to be synthetized) and pad limitations: standard acoustic packages for
digital microphones have only five pins (VSS, VDD, CLK, L/R, and DATA pads).
The DATA pad is used for the main data stream, transmitting a PDM signal from
the microphone to the codec synchronous to the master clock CLK. The L/R pin
(left/right) is used to enable stereo application by defining the time slot used for
transmitting the PDM data stream on a shared DATA bus for two time-interleaved
microphones. During normal operation, the L/R pin is connected either to GND
or to VDD depending on the desired channel, but the same pin can be used in the
calibration/debugging mode to establish a communication with the ASIC master
logic using a one-wire protocol.

The one-wire interface is a full-duplex bidirectional programming, testing, and
debug interface, allowing data rate up to about 500 kbit/s in a robust way through a
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Fig. 20 – One-wire interface principle

Fig. 21 One-wire interface: examples of transmission of a “1” and a “0”

single pin. It is meant to be available during the whole product lifetime; it features a
low-voltage transmission (0 V–VDD) requiring an open-drain drive and it is based
on a PWM modulation. In Fig. 20, a sketch of this interface concept is shown, where
all four options to transmit a bit in both directions are visible.

The microphone RX channel (shared with the TX) senses the voltage and sends
information by current impulses.

The bit period must stay constant during a read/write cycle and its duty cycle
determines the transmission of a high or low signal: in order to communicate a “1,”
the duty cycle is 66% and in order to transmit a “0,” the duty cycle is set to 33%. An
example of a RX and TX communication is reported in Fig. 21: two bits are used to
decode the command (read or write), seven bits dedicated to the address, and eight
bits for the data; the communication is concluded with a 0-stop bit.
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Fig. 22 One-wire and DATA/CLK versus MIPI SoundWire interface pinouts

Future microphone generations are expected to integrate the MIPI SoundWire1

protocol, since this standard strives to be adopted as the main communication chan-
nel in mobile systems for audio applications. The SoundWire protocol is a digital
interface whose specifications and versions are driven by MIPI Alliance; it supports
bidirectional digital communication with the focus on being attractive for mobile
audio systems and, therefore, facilitating low complexity and a minimum number
of gates. It allows adding intelligence to audio peripherals, increasing the number
of peripherals attached to a link and optimizing their implementations without
compromising product cost, pin count, power consumption, software complexity, or
key audio metrics. MIPI SoundWire provides built-in synchronization capabilities
and optional multilane extensions, and it supports Pulse-code modulation (PCM)
and PDM, multichannel data, and isochronous and asynchronous modes. Figure 22
compares the pinout of a current digital microphone where an auxiliary one-wire
control interface is integrated together with the DATA/CLK lines with one where
the SoundWire is adopted taking advantage of its low power, low latency, two-pin
multidrop bus that allows for the transfer of multiple audio streams and embedded
controls and commands. Thus, compared to the current solution, a saving of one pad
is possible with the additional benefits listed earlier.

11 Conclusions

The silicon microphone market has been growing in recent years and faces new
challenges, driven by the beamforming and wind suppression applications that
require high SNR with an acoustic overload point of 135 dB SPL. To cope with
such scenarios, a digital microphone based on a dual back plate MEMS has been
fabricated using standard CMOS MEMS technologies. Measurements show that it
achieves 67 dB SNR with an AOP of 136 dB SPL. The architecture which enables

1SoundWire is a copyright of MIPI Alliance (www.mipi.org).

http://www.mipi.org
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Table 1 Digital microphones supporting high SPL: overview and comparison of specifications

Parameter This work
InvenSense
INMP621

ST Micro-
electronics
MP34DB02

Knowles
SPH1668LM4H

Microphone type Bottom Port Bottom Port Bottom Port Bottom Port
Package size [mm] 4 × 3 × 1 4 × 3 × 1 4 × 3 × 1 3.5 × 2.65 × 0.98
Sound port diameter [mm] 0.35 0.5 0.25 0.325
Supply voltage [V] 1.8 1.8 1.8 1.8
Clock [MHz] 3.072 3.072 2.4 2.4
Sensitivity 1 kHz sinusoidal
® 94 dB SPL [dBFS]

−46 −46 −26 −29

Full-scale acoustic level
(0 dBFS output) [dBSPL]

140 140 120 123

SNR A-weighted 20 Hz to
20 kHz [dB-A]

67 65 62.6 65.5

Dynamic range [dB] 113 111 88.6 94.5
Acoustic overload point
(10% THD) [dBSPL]

136 133 120 122

THD 1 kHz sinusoidal @
115 dB SPL [%]

<0.2 0.9 <5 –

THD 1 kHz sinusoidal
@125 dB SPL[%]

<0.5 2 N.A. N.A.

THD 1 kHz sinusoidal @
140 dB SPL [%]

20 24a N.A. N.A.

Frequency response [Hz] 40–20 k 45–20 k 80a–20 k 80a–20 k
Current consumption [μA] 1200 1200 650 626

N.A.: not applicable
–: data not provided in datasheets
aExtrapolated data from charts available in datasheets

these specifications is based on a six-bit switched-capacitor �� modulator, with a
voltage mode summing DAC combining low power and high DR requirements. The
readout IC has been implemented in a standard 130 nm CMOS technology with
1.8 V supply. Table 1 lists other digital microphones based on MEMS technology,
which are currently on the market, comparing their performance to that achieved in
this work.
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High-Performance Dual-Axis Gyroscope
ASIC Design

Zhichao Tan, Khiem Nguyen, and Bill Clark

1 Introduction

Gyroscopes are widely used in motion sensing applications such as automotive
safety, gaming, navigation, and so on [1–3]. High-performance gyroscopes are
particularly important for new industry applications such as electronic stability
control (ESC) systems, which improve vehicle safety [4, 5], or in optical image
stabilization (OIS) systems that compensate for camera movement while a picture
is taken [6, 7].

1.1 Sensor Physics

Sensors rely on the transduction of a desired measurand to a more easily measured
and quantified electrical property [8, 9]. This may be a multistep process. In inertial
MEMS, the final transduction step is most commonly capacitance. For example the
displacement of a MEMS sensor will result in a change of capacitance and hence
charge, and the voltage applied to a capacitor will result in an electrostatic force,
which can also be springlike (a force that varies with displacement). As shown in
Fig. 1, arrays of capacitors can be used to sense the displacements of, or apply forces
the proof mass of a vibratory rate gyroscope.

The relevant capacitive transductions are below. Equation 1 expresses the change
in capacitor charge resulting from either a change in voltage across the capacitor
or from a change in capacitance in the presence of a constant voltage. The force in
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Fig. 1 MEMS gyroscope sensor transducer

the presence of a static voltage is also approximated below, showing both a constant
force plus two springlike forces. A further approximation provides the linearized
model of force electrostatically transduced in the presence of a large bias voltage Vb.
Transduction of capacitance change is done to assess a change in sensor geometry
due to the measurand, e.g. acceleration. Force transduction is generally used to
counteract the measurand using a feedback to achieve force balance [3].

�Q = C�V + �CV ≈ C�V + ∂Cx

∂x
�xV b + . . .

Fx =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

= ∇
[

1
2C (x, y) V 2

]

x

≈ −
[

∂C
∂x

+ ∂2C
∂x2 �x + ∂2C

∂xδy
�y + . . .

]
V 2

2

≈ −
[

∂C
∂x

+ ∂2C
∂x2 �x + ∂2C

∂xδy
�y + . . .

]
VbV

(1)

In a vibratory rate gyroscope, the transductions above respond to Coriolis
acceleration (Eq. 2) where a rotation rate 	z interacts with the amplitude and
frequency of oscillation of a proof mass X0 and ωx, respectively. The input rotation
rate is assumed to be about the Z-axis and a vibration or sustained oscillation is
along the x-axis (or more correctly, in the x-mode) and the response to Coriolis
acceleration is in the mutually orthogonal y-axis/mode.

ÿCoriolis = 2X0ωx	z (2)

In an open-loop configuration, the deflection amplitude that results from the
Coriolis acceleration YCoriolis is detected. The magnitude of the response, shown
in Eq. (3), is also a function of the resonant frequency of the Coriolis mode ωy. Two
simplifications of the Coriolis response amplitude are included for cases where the
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Table 1 Possible representations of input ratio rate based on transduction

	EST
z /	z

Resonator deflection
transduction

Resonator force
transduction

Coriolis deflection transduction
2Qy

ωx

∂x

∂Cx

∂Cy

∂y

Vb

Vb

or

1

| ωy − ωx |
∂x

∂Cx

∂Cy

∂y

Vb

Vb

2QyQx

Mxω3
xCref

∂Cx

∂x

∂Cy

∂y
V 2

b or

2QyQx

Mxω2
x | ωy − ω | Cref

∂Cx

∂x

∂Cy

∂y
V 2

b

Coriolis force transduction 2MyωxCRef

∂Cx

∂x

∂Cy

∂y
V 2

b

2Qx

ωx

My

Mx

∂Cx

∂x

∂y

∂Cy

Vb

Vb

resonant frequencies are matched or near matched. In a closed-loop configuration,
an electrostatic force is generated to balance the Coriolis acceleration and resulting
inertial force scaled by the mass of the Coriolis mode My. For completeness, the
magnitude of the force used to generate the driven oscillation is also included in
Eq. (4).

YCoriolis

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

= 2X0ωx	z√(
ω2

y−ω2
x

)2+
(

ωy
Qy

ωx

)2

= 2X0Qy
	z

ωx
when ωx = ωy

≈ X0
	z

|ωy−ωx | when 1 � Qeff = ωx

2|ωy−ωx | � Qy

(3)

FYCoriolis = 2MyX0ωx	z

FX0 = X0Mxω2
x

Qx

(4)

The open-loop deflection responses to rotation rate are summarized in Eq. (3).
These can be transduced to charge using the relationship in Eq. (1). The closed-
loop forces applied are captured in Eq. (4) and can also be transduced to voltage
as described in Eq. (1). Given the transduced properties in the electrical domain
identified earlier, there are fundamentally four options to quantify the rotation rate
Ωz. These are characterized in Table 1 as either displacement or force transduction
for the Coriolis and resonator axes.

These relationships are related to the sensitivity of the sensor. Ideally, the
resulting sensor will have a stable and predictable sensitivity. For best stability
and predictability, ratios of similar parameter sets are preferred, as in the upper
left and lower right of the table. The mass of the sense elements is arguably the
most stable of the parameters shown, while the resonant frequencies of MEMS
structures are also considered to be stable and easily measured. Typically, Qx will
vary significantly over temperature and time leading to instability. Mismatched
elements as found in the lower left and upper right of Table 1 are less stable and
this may be exacerbated by the 1/f noise-induced stability limit of the bias voltage
Vb. Due to its simplicity, predictability, and stability, most commercially available
gyroscopes use the frequency mismatch version of the upper left table entry.
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In addition to simple sensitivity errors, there are a number of offset errors that
can be identified in a vibratory rate gyroscope. Typically, the largest of these occurs
when the resonator mode x is not orthogonal to the Coriolis sense capacitor (i.e.,
∂Cy

∂x
�= 0). This will result from an error in the manufacture of the Coriolis sense

capacitor with respect to the manufacture of the spring/mass system, which defines
the resonator mode. The error signal from this mechanism is proportional to the
resonator displacement rather than resonator velocity and is therefore in quadrature
with the Coriolis acceleration. This error can be detected in a manner similar to
the rotation rate by demodulating the quadrature signal in addition to the in-phase
signal. The relative signal magnitude resulting from this error mechanism is given
by Eq. (5) in terms of both displacement and force equivalents. By design and with
quality manufacture, the error source ( ∂Cy

∂x
) is quite small, but the final quadrature

error is still large, if only because the gain term of the ratio of resonant frequency to
rotation rate is very large.

YQuadrature
Y	z

= ∂Cy

∂x
∂y
∂Cy

|ωy−ωx |
	z

FQuadrature
FYCoriolis

= ∂Cy

∂x
∂y

∂Cy

ωx

2	z

(5)

The stability of this error term relies on the geometry of the sense capacitors and
the geometry and the springs that define the resonator mode and can be reliably
stable provided the geometry of the structure does not change (e.g., due to stress).
Even if stable, the magnitude of this error source can be much larger than full-
scale Coriolis signals and swamp the Coriolis signal path. The signal levels can be
managed by injecting a counteracting charge into the signal path, for example. This
generally involves dissimilar elements which, while reducing the signal content,
can introduce additional sources of error to the signal path. In the system described
below, an additional electrostatic trim is introduced.

A gyroscope sensing element along with electrostatic quadrature trim electrodes
are shown in Fig. 1. Application of bias voltages on these electrodes results in
precision cancellation of the quadrature error source. Electrostatic quadrature trim is
used to accurately reorient the driven resonator mode to be orthogonal to the Coriolis
sense electrode. This is accomplished using capacitors that have a deliberately large

cross-axis component ∂2CQ

∂x∂y
. The force generated by the quadrature electrode is

given by Eq. (6) along with the quadrature error we expect to cancel. Both terms are
proportional to the displacement of the resonator mode in both magnitude and phase.
By trimming or by continuously adjusting quadrature voltage VQ in a feedback loop,
this error trim can be eliminated in a phase accurate manner. Because this correction
electrostatically manipulates a cross-axis spring, there will be subtle changes to the
observed resonant frequencies of the two modes ωx and ωy, which are now aligned
to the Coriolis sense capacitor.

FQ = ∂CQ

∂x∂y
X0VbVQ = − ∂Cy

∂x
∂y
∂Cy

X0Mxω2
x (6)
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1.2 Sensor Electronics

There are two primary signal-processing subsystems in a MEMS gyroscope readout
ASIC, namely the drive and sense channels. The drive channel maintains a
sustained oscillation of the proof mass (sensor disc) at resonance, thereby creating
velocity, which combines with rotation rate to generate Coriolis acceleration. The
sense channel senses the Coriolis acceleration centered at the resonant frequency,
demodulates that to baseband to extract the rotation rate information, and finally
converts that to either analog [10] or digital output [11–14]. The drive channel is
usually implemented as a closed loop topology system that can sustain an oscillation
of fixed amplitude. The sense channel can either be an open or closed loop system.
In the case of a closed-loop system, electronic force feedback is used to null Coriolis
acceleration [15, 16]. An open-loop topology, on the other hand, directly converts
motion-induced capacitor changes to voltage or current for further processing.
Open-loop sense channel topology is more popular due to its stability, robustness,
and straightforward implementation [11–14].

This chapter describes a dual-axis (pitch and roll) MEMS vibratory gyroscope
readout ASIC [17]. The readout ASIC includes complete signal chains of the drive
channel, sense channels, and other signal-processing channels. An on-chip charge
pump is also implemented to create a high-voltage supply for the sensor driving
signal. The high voltage has two benefits: to drive the MEMS sensor disc with
larger amplitudes and to yield larger displacement sensing signals in both the drive
and sense channels, which lead to high signal to noise ratio (SNR). A regulator
and temperature sensor are also integrated to give the analog building blocks better
power supply rejection ratio (PSRR) and temperature monitoring capability.

This chapter is organized as follows: Sect. 2 describes the gyroscope ASIC
design and some important circuit building block implementations. Sect. 3 presents
measurement results. The chapter concludes in Sect. 4.

2 ASIC Design

Figure 2 shows a top-level diagram of the proposed gyroscope ASIC. The ASIC
mainly consists of one drive channel, which drives the sensor at its resonant
frequency, and two sense channels for pitch and roll sensing, which convert physical
rotation information into digital output. The charge pump is built in to create
gyroscope high drive voltage for high output signal level from the MEMS sensor.
Detailed system and circuit design are presented below.
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2.1 Coriolis Channel Design

Figure 3 shows a block diagram of the sense channel. There are two identical sense
channels in the proposed ASIC for the pitch and roll axes. Each sense loop contains
a transimpedance amplifier (TIA) to convert a displacement-induced current from
the sensor to a voltage. To convert such small currents, the transimpedance needs
to be in the hundreds of M	. This is achieved by using PMOS devices in weak
inversion region, which saves lots of area compared with standard solution.

Figure 4 shows the diagram of the transimpedance amplifier used in the design.
The AC signal gain is set to be 1/(sCf ), which is around 22 M	. The low-frequency
components pass through the Gm cell, setting the DC bias for amplifier OTA1.
To balance the DC handling capability and noise performance, a MOS pseudo-
resistor current divider [18] is used as depicted in Fig. 4b. The advantage of this gm
structure is high linearity and rail-to-rail swing due to negative feedback. Including
the resistor Rin, the equivalent transconductance is:

gm,dc = Iout

Vin
= 1

Rin
Wmp1
Wmp2

(7)
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Fig. 2 Gyroscope ASIC top level diagram
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Fig. 3 Sense channel and drive channel detailed diagram

Fig. 4 Transimpedance amplifier (TIA) used in the design

If Rin = 8 M	, Wmp1/Wmp2 = 100, Gm,dc = 1/800 M	. However, the noise from
Rin is attenuated by (1/100)2, with an equivalent Rnoise of 80 G	. Thus, the noise is
dominated by mp2, which operates in either subthreshold or drain-well diode mode,
depending on the input low-frequency current direction. Choosing a long length
ensures that its noise is not dominant. The capacitor Cf can be selected from either
100 fF or 200 fF, depending on the input range setting.

An anti-aliasing filter (AAF) follows the TIA to filter out the unwanted out-of-
band high-frequency signals that might alias back in to baseband by the sampling
action of the subsequent discrete-time bandpass filter (BPF). The anti-aliasing filter
is a continuous-time, low-pass filter. Its cut-off frequency is determined by the pole
formed by a resistor and a capacitor. Signal gain is also added at this stage to
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Fig. 5 2–1 MASH delta-sigma modulator

relax the switched-capacitor sampling noise (kT/C) requirement of the following
bandpass filter.

The subsequent bandpass filter (BPF) is designed to filter out unwanted signals
outside the band of interest close to the resonant frequency. Thus, the center
frequency of the bandpass filter is at f0 or approximately 72 kHz. The BPF is a
four-pole switched-capacitor biquad circuit. The sampling frequency is 6.91 MHz,
which is 96 times the center frequency. The gain of the BPF can be trimmed for
different input range selections.

A demodulator (DM) is placed between the bandpass filter and the analog to
digital converter (ADC) to demodulate the high-frequency input signal down to base
band. Demodulation to baseband prior to the ADC eases the requirements for the
ADC.

The delta-sigma ADC is widely used in sensing applications; it is particularly
suitable for low speed and high-resolution applications such as humidity, temper-
ature, and inertial sensors [14, 19, 20]. A switched-capacitor (SC) MASH 2–1
delta-sigma modulator is adopted in this design. Figure 5 shows the diagram of
the 2–1 MASH delta-sigma modulator used. Both the second-order first stage and
first-order second stage modulators have one-bit quantizers. The digital combination
logic and digital filter are also integrated to process output of the delta-sigma
modulator. The one-bit quantizer is adopted for its inherent linearity and also
simplifies the backhand digital processing design [21].

To suppress the quantization noise down to the required level, third-order
noise shaping is required. Compared with a single-loop design, the 2–1 MASH
topology is chosen for its higher stability and larger input range. A folded cascode
amplifier ensures sufficient DC gain of the integrator, which minimizes leakage of
quantization noise of the first stage. The input of the second stage is taken from
the output of the second integrator. This arrangement benefits from the fully feed-
forward structure of the first stage, which ensures that the loop filter only processes
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Fig. 6 Detailed drive loop diagram

the quantization noise [22]. The sampling clock for the ADC is 144 kHz, which is
twice the resonant frequency. The oversampling ratio (OSR) is 128, which leads to
an input bandwidth of 562.5 Hz.

2.2 Resonator Channel Design

Figure 6 shows the detailed diagram of the drive channel in the proposed ASIC.
In the drive channel, an on-chip phase lock loop (PLL) produces a clock signal,
which is level shifted to 31 V. This is sufficient to electrostatically actuate the sensor
mass. The 31 V is generated on-chip by a high-voltage charge pump. The high-
voltage clock signal then drives the MEMS sensor mass, whose motion is detected
by a set of variable capacitors, which yields a displacement charge when biased at
31 V. That charge creates an output current from the sensor, which is sensed by
the trans-impedance amplifier (TIA) in the drive channel. The TIA converts this
charge into a sinusoidal voltage and passes it to a second-order bandpass filter
to filter out unwanted out-of-band signal. The bandpass filtered output sinusoidal
signal is then converted to a digital clock signal through a comparator, which has
the same frequency as the drive stimulus, but a phase which is determined largely
by the relative spacing separation between the drive frequency and the resonant
frequency of the sensor. Using this signal as the reference to the same PLL, the
driving clock signal from the PLL and the motion of the sensor form a loop which
settles at the resonant frequency of structure at approximately 72 kHz (f0). The PLL
produces clocks for the entire ASIC, including both the analog and digital sections.
The highest clock produced by PLL is around 27 MHz, which is used in the digital
section.
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Fig. 7 ADC reference

The drive loop also provides the reference voltage of the on-chip analog to digital
converter (ADC) in the sense channel. As shown in Fig. 7, the output of the bandpass
filter is also picked up by a block called amplitude detector (AmpD) which captures
the amplitude of the input sinusoidal signal and converts it to a DC voltage with
a preset gain. This DC voltage will be used as the reference voltage of the ADC.
Compared to using a static voltage reference for the ADC, using the sensor drive
amplitude can improve the sensitivity accuracy of the gyroscope during transient
events. This signal can also be used to monitor whether the resonator amplitude is
within prescribed limits.

To maintain constant sensitivity of the gyroscope readout chain, the resonant
amplitude of the sensor must be constantly monitored—either controlled or used to
adjust the signal path gain. The monitoring can be done by checking the output value
of amplitude detector as shown previously. The control can be done by comparing
the bandpass filter output amplitude with a predefined reference voltage and further
adjusting the gain of high-voltage driver, which drives the resonator as shown in Fig.
8. If the output of BPF is higher than the reference voltage, the gain of high-voltage
driver will be adjusted to the small value to decrease the drive voltage, and a further
decrease in resonate amplitude, the gain will be adjusted to higher value if output of
BPF is smaller than the reference voltage. By doing so, the resonant amplitude of
the sensor is controlled relatively constant which make sure gyroscope output have
constant sensitivity against environment change or during resonator start-up.
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Fig. 8 Amplitude control loop

Fig. 9 Quadrature correction loop

2.3 Quadrature Correction Loop

The demodulation process yields the in-phase signal content at the resonator
frequency, which contains the desired input rotation rate information. A quadrature
demodulation of the same signal yields an error signal, quadrature error, resulting
from nonideal motion of the sensor resonator with respect to the Coriolis sense
detectors. This error signal can be many times larger than the desired in-phase
signal. Thus, it is desirable to cancel this error at source. Shown in Fig. 9, a
quadrature correction loop is included to track and correct the quadrature error. It
samples the quadrature error at the output of the bandpass filter in the sense loop and
accumulates it on an integrator. The integrator output is amplified by a high-voltage
amplifier and fed back to the sensor to correct the quadrature error via quadrature
correction electrodes on the MEMS sensor.
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Fig. 10 Micrograph of the prototype gyroscope ASIC

3 Measurement Results

The proposed dual-axis gyroscope ASIC is fabricated in 0.18 μm CMOS IC
technology. The ASIC includes all necessary function blocks to give the digital
output of the input angular rate. Figure 10 shows a chip photo of the implemented
ASIC, which occupies an area of 7.3 mm2. The ASIC can work with a supply
voltage from 2.7 V to 5 V. An integrated LDO supplies 1.8 V to all the major analog
and digital building blocks. The whole ASIC draws 7 mA during measurement
mode. For the measurement ranges of 500◦/s and 2000◦/s, the ASIC achieves
noise floor of 0.0032◦/s/

√
Hz and 0.0061◦/s/

√
Hz, respectively, in an output signal

bandwidth of 480 Hz.
Figure 11 shows the noise floor of the gyroscope ASIC at 2000◦/s mode. Figure

12 shows the measured Root Allan Variance (RAV) of the proposed design. It
achieves 2.5◦/h stability in the 500◦/s mode.

A performance summary and comparison with other recently published state-
of-the-art works are presented in Table 2. The table includes dual- or three-axis
digital output gyroscope ASIC which integrated complete signal chains such as
drive channel, sense channel, high-voltage driver, and analog to digital converter.
Our work achieves similar performance compared with [4] at lower power current
consumption although [4] have three-axis outputs. Compared with other open-loop
works, our work improves noise performance by more than 5× compared with [12,
13]. Sun et al. [10] has better energy efficiency which demonstrates low power
potential of open sense channel topology.
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Fig. 12 Measured bias instability of propose gyroscope ASIC
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Table 2 Performance summary and comparison with other state of the arts

This
work

JSSC16
[4]

ISSCC15
[10]

ISSCC11
[12]

JSSC11
[13]

Sense channel
transduction Displacement Force Displacement Displacement Displacement

Supply (V) 3 3 3 3 3 3
Current (mA) 7 7 8.8 0.85 6.1 2.2
No. of axis 2 2 3 3 3 2
Signal BW
(Hz)

480 480 80 520 50 160

Full scale (◦/s) 500 2000 630 2000 2000 1000
Noise floor
(◦/s/

√
Hz)

0.0032 0.0061 0.0038 0.007 0.03 0.028/0.032
(X/Y)

Bias instability
(◦/h)

2.5 5.5 1.2 N/A N/A 18/22
(X/Y)

4 Conclusion

A dual-axis (pitch and roll) MEMS vibratory gyroscope readout ASIC has been
presented. There are several signal channels surrounding the MEMS sensor. The
sense channel converts a small output current from the sensor into voltage and passes
it to an anti-aliasing filter and a bandpass filter. The output of the bandpass filter is
demodulated to baseband and fed to an analog-to-digital converter for digitization.
The drive channel is a closed-loop signal path around sensor, which drives the sensor
at its resonant frequency, which is around 72 kHz. The motion of the sensor creates
a velocity of the sensor disc to generate a Coriolis force during angular rotation. The
design achieves noise floor of 0.0032◦/s/

√
Hz and 0.0061◦/s/

√
Hz in the full-scale

input range of 500◦/s and 2000◦/s, respectively, over the signal bandwidth of 480 Hz.
The bias instability is measured as 2.5◦/h at input range of 500◦/s. The whole ASIC
consumes 7 mA from a single 3 V supply and occupies an area of 7.3 mm2.
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Direct Frequency-To-Digital Gyroscopes
with Low Drift and High Accuracy

Burak Eminoglu and Bernhard E. Boser

1 Introduction

Present implementations of MEMS gyroscopes measure rate indirectly by first
converting it to a displacement [1, 2]. In this case, the scale factor is a complex
function of the transducer and readout circuits. Changes of any of the underlying
parameters result in measurement errors.

The solution presented here measures rate directly as frequency and converts
it to a digital output by comparing it to a precision clock reference [3]. Figure
1 illustrates the principle. The transducer proof mass consists of two orthogonal
resonators excited at their resonant frequencies fo by two sustaining circuits. For
a 90◦ phase shift in the displacements of the x- and y-channels, the motion of the
proof mass follows a circular pattern. An observer in the rotating frame perceives
a rate input as a shift of the observed oscillation frequency of the proof mass. The
scale factor equals αz, where αz is the unitless transducer gain. It can be measured
accurately with a frequency-to-digital converter with an explicit reference input fref.

2 Rate Chopping

The transducer resonance fo appears as a huge offset in the output. Environmental
variations preclude straightforward subtraction from the rate output. Instead, the
direction of the circular path is altered periodically to modulate the sign of the rate
sensitivity corresponding to rate being shifted to the modulation frequency. It is
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Fig. 1 Simplified block diagram and rate chopping for FM and AM channels

accomplished by deliberately mismatching the resonances fox and foy of the two
axes by a small amount �f (typically <100 Hz). Now, the relative phase xy of the x-
and y-channels changes continuously, passing through 90◦ and 270◦, corresponding
to FM gains +1 and − 1. This is equivalent to chopper stabilization and rejects
drift at frequencies below the modulation rate. At 0◦ and 180◦, the rate modulates
the amplitude rather than the frequency of the x- and y-displacements. The force
equations illustrate that the rate signal 	z and the quadrature error 	q modulate
the effective stiffness (k) and damping (b) terms with time-varying xy (=2π�f •t).
Consequently, rate appears in the output both as a frequency shift (FM channel)
and a change in the oscillation amplitude (AM channel). FM and AM signals are
modulated at �f with sin(xy) and cos(xy), respectively.

As in conventional AM gyroscopes, reducing the split �f between the modes
improves the ARW of the sensor [1, 4]. Since both modes are continuously driven,
the split is observable and electrostatically tuned to 10 Hz in the prototype. The
ability to accurately set the split frequency is an important advantage of FM over
AM implementations and a consequence of both axes being driven.
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3 Implementation

Figure 2 shows the readout circuits consisting of differential oscillators with
amplitude control. It consists of a transcapacitance amplifier followed by a phase
shifter, amplitude detector, and VGA. An active biasing circuit with long-channel
transistors having less than 5 fA/rt-Hz current noise is used to provide the DC
feedback in the front-end amplifier which has, in total, 17 fA/rt-Hz input-referred
current noise. An SC peak detector is clocked at the zero crossings of the
differentiator output to sample the oscillation amplitude. Unlike other options, this
solution does not require a low-pass filter which would limit the measurement
bandwidth (Fig. 6). The VGA ensures a stable oscillation amplitude and rejects the
amplitude variations from the AM channel.

For testing, the circuit was connected to the symmetric quad mass gyroscope
(QMG) (Fig. 3) with nominal fo = 24 kHz and Q = 100 k. The frequency-to-digital
conversion (FDC) is performed off-chip by digitizing two oscillator outputs and
extracting the frequency with a software PLL. The output from the AM channel is
obtained from the amplitude detector and also digitized off-chip.

Fig. 2 Circuit schematic of a single oscillator with active biasing and SC amplitude controller
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Fig. 3 Chip micrograph and SEM image of the MEMS gyroscope

4 Measurement Results

Figure 4 shows the measured linearity and scale factor stability. The sensitivity
of conventional AM gyroscopes is determined by transducer bias, electrode gaps,
oscillation amplitude, and VGA gain, which are difficult to control accurately.
In contrast, FM sensitivity is set by an external reference clock and proportional
to the slip factor αz set by transducer geometry and the sum of the reciprocal
velocity ratios (vx/vy + vy/vx). For best stability, the velocities are chosen to be
equal, contributing only a 1 ppm error to the scale factor for as much as 1400 ppm
velocity mismatch [5]. For this prototype, the AM and FM linearity over ±300
dps are 1830 ppm and 110 ppm, respectively. Measured over a 24-h period in
an uncontrolled environment, the individual FM channels exhibit considerable
fluctuations dominated by temperature variations. Summing the two outputs reduces
this variation to ±150 ppm, a more than order of magnitude improvement over the
AM performance. Also shown is a first-order compensated result which reduces the
magnitude of the error to less than 40 ppm. The temperature of the sensor is obtained
without extra circuitry from the FDC based on the transducer TCF of −30 ppm/◦C.

Figure 5 shows the measured Allan variance for sensors operated at equal
oscillation amplitudes and hence nearly identical velocities in both channels and
with a deliberate amplitude mismatch. The mismatch increases the scale factor
of the sensor, thereby reducing the noise contribution of the FDC. Note that the
only change between the two measurements is a different setting in the amplitude
controller. The possibility to dynamically adjust long- versus short-term stability
without increased power dissipation is a unique feature of the FM gyroscope.
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Fig. 4 Scale factor tests of FM and AM channels

These results were achieved with a transducer with parallel plate transduction,
which due to its inherent nonlinearity results in noise folding, impairing the ARW.
The 1 mdps/rt-Hz obtained with a transducer with comb-drive actuation confirms
this hypothesis. Furthermore, comb drives enable to operate the transducer with a
larger oscillation amplitude which minimizes the Brownian noise to less than 0.2
mdps/rt-Hz. Unfortunately, because this design has not been optimized, it exhibits
poor long-term stability.

The noise is a function of �f, and ARW of 1 mdps/rt-Hz at 10 Hz is achieved
in the asymmetric mode, where total noise is dominated by the electronics. Below
5 Hz close-to-carrier phase noise dominates the ARW. Consequently, the mode-split
of the gyroscope is tuned to 10 Hz with a servo loop with 20 ms settling time. Tuning
accuracy is not critical, since the FDC extracts the instantaneous phase between the
x- and y-axis motion for demodulation.

While reducing the mode-split is advantageous for noise, this also lowers the
useful bandwidth since the input is chopped at this rate. Since the outputs from the
FM and AM channels are in quadrature, the bandwidth of the sum of these outputs
is limited only by the bandwidth of the amplitude controller. Figure 6 illustrates the
summing process and the spectrum for a 25 Hz rate input. To show the effectiveness
of the technique, these measurements have been performed with �f tuned to 5 Hz.
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Fig. 5 Allan deviation of the FM channel, ARW versus mode split, and automatic mode split
tuning

The tone at 20 Hz is due to transducer nonlinearity and can be reduced with an
improved mechanical design. The image is the result of imperfect gain matching of
the AM and FM channels. As expected, it disappears after trimming the AM scale
factor.

5 Conclusion

Table 1 compares this result to solutions reported earlier. The FM gyro achieves
competitive or better performance in all categories. Note that these results have been
achieved without calibration. Not usually reported, but, a significant error source for
applications such as navigation is scale factor accuracy. By relying on an explicit
reference supplied in the prototype by an external (precision) clock, the FM gyro
scale factor stability is better than the typical AM gyro accuracy. Further, significant
advantages include the continuously tuned mode-split and the asymmetric mode of
operation used to trade off long- and short-term stability without circuit changes.
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Fig. 6 Image rejection in combined FM and AM readout

Table 1 Performance summary and comparison table

This Work
ISSCC’17 [1]
Marx

ISSCC’15 [2]
Ezekwe

ISSCC’08 [4]
Ezekwe

ARW [dps/rt-Hz] 0.001a 0.0014 0.0049b 0.0028b

Bias stability [deg/h] 1.2a 0.9 n.a n.a.
RRW [deg/ha, c] 1.5d 3.8 n.a. n.a.
FS [dps] 1000d,e 800 2000 n.a.
Bandwidth [Hz] 1900f 50 520 50
Number of axes 1 1 3 1
Supply [V] 1.8 3.3 1.71–3.6 3.3
Power [mW] 0.45c 1.71 0.37/axis 1g

FoMh for ARW
[dpsd/Hz × W]

0.45na 3.4n 8.9n 7.8n

(continued)
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Table 1 (continued)

This Work
ISSCC’17 [1]
Marx

ISSCC’15 [2]
Ezekwe

ISSCC’08 [4]
Ezekwe

Read-out features Simultaneous
FM and AM

�� with tuned
cont. time BPF

Open loop
With HV

Closed loop

Bias stability
methods

FM readout
Symmetric
transducer and
readout

Manual
quadrature
tuning

Background
phase error
correction over
temperature

n.a.

Mode split sensing Direct readout
of resonance
frequencies

n.a.
(initial tuning)

n.a. Tone injection

aAsymmetric FM
bRate noise density reported. ARW = Rate Noise Density/

√
2

cPower does not include off-chip ADCs and DSP
dSymmetric FM
eCircuit full-scale. Tested up to ±300dps (rate table limitation)
fTested up to 25 Hz
gDrive electronics power not included
hFOM = Power × ARW2 (per axis)
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CMOS-Compatible Carbon Dioxide
Sensors

Zeyu Cai, Robert van Veldhoven, Hilco Suy, Ger de Graaf,
Kofi A. A. Makinwa, and Michiel Pertijs

1 Introduction

CO2 sensors can provide important information for indoor air-quality monitoring,
given that CO2 concentration in the air is highly correlated with the occupancy of
a building [1]. As this increases, human-related pollutants such as bacteria, molds,
and volatile organic compounds also increase, meaning a heightened risk for the
health of the occupants. On the other hand, the more people there are in a building,
the higher the CO2 concentration will be as a by-product of human respiration,
implying that CO2 concentration can be used as an indicator for air quality. To do
so, concentrations of up to 2500 ppm need to be measured with a resolution of
better than 200 ppm [1]. Currently available sensors that meet these requirements are
optical sensors based on nondispersive infrared absorption (NDIR) [2–4]. Despite
their merits of being accurate and selective, optical CO2 sensors also have several
considerable downsides. They require a cavity or tube for optical waveguiding,
making them relatively bulky and expensive. Moreover, the infrared source typically
consumes a significant amount of power [2–4].

Z. Cai (�)
Delft University of Technology, Delft, The Netherlands

NXP Semiconductors, Eindhoven, The Netherlands
e-mail: zeyu.cai@nxp.com

R. van Veldhoven
NXP Semiconductors, Eindhoven, The Netherlands

H. Suy
ams AG, Eindhoven, The Netherlands

G. de Graaf · K. A. A. Makinwa · M. Pertijs
Delft University of Technology, Delft, The Netherlands

© Springer Nature Switzerland AG 2019
K. A. A. Makinwa et al. (eds.), Low-Power Analog Techniques, Sensors for Mobile
Devices, and Energy Efficient Amplifiers,
https://doi.org/10.1007/978-3-319-97870-3_11

199

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97870-3_11&domain=pdf
mailto:zeyu.cai@nxp.com
https://doi.org/10.1007/978-3-319-97870-3_11


200 Z. Cai et al.

Alternatively, CO2 concentration can be determined indirectly by measuring the
thermal conductivity (TC) of the air [5–8]. This approach exploits the fact that the
TC of CO2 is lower than that of the other constituents of air, and thus the thermal
conductivity of the air is CO2 dependent. Therefore, when a resistive transducer is
suspended in ambient air and heated up, its temperature rise is CO2 dependent. This
temperature rise can be detected as a change of the transducer’s electrical resistance.
Since the required transducer can be realized with minimum post-processing in
standard CMOS technology, this approach has important cost and miniaturization
advantages compared to NDIR-based sensors. However, as the difference in the
thermal conductivities of the air and CO2 is very small, tiny changes in resistance
need to be sensed (e.g., 1.5 μ	 change per ppm change in CO2), making the
measurement extremely demanding [5].

To perform accurate measurement, a proper reference must be chosen. Further-
more, the dynamic range (DR) requirement of the readout circuit must be signif-
icantly reduced to achieve energy-efficient measurements. This chapter presents
two different designs, implemented in the amplitude domain and time domain,
respectively. In the first approach [5], the steady-state temperature rise and power
dissipation of the transducer are measured relative to those of a capped reference
transducer. The sensor achieves a CO2 resolution of about 200 ppm (1 σ) in a
measurement time of 30 s. In the time-domain approach [9], the CO2-dependent
thermal time constant is measured using a low-noise PD��M. This sensor achieves
a CO2 resolution of 94 ppm while dissipating only 12 mJ per measurement, which is
best in class in both resolution and energy consumption for CO2 sensors in CMOS
technology.

This chapter is organized as follows: The analysis, design, and measurement
results of the amplitude-domain approach will be introduced in Sect. 2. The
operating principle and design of the time-domain approach are explained in Sect.
3, together with its measurement results. The pros and cons of these two approaches
are analyzed in Sect. 4 and the chapter ends with conclusions in Sect. 5.

2 CO2 Sensor Based on Amplitude-Domain TC
Measurement

2.1 Operating Principle

2.1.1 Thermal Resistance Measurement Using a Resistive Transducer

Figure 1a shows a hot-wire resistive transducer realized in a VIA layer in the metal
stack of a standard CMOS process. When power is dissipated in such a transducer,
it loses heat through two main paths, both of which can be modeled as thermal
resistances, as shown in Fig. 1b: one to the surrounding air (Rth_air) and the other
to the substrate through the anchor points (Rth_sub). The temperature rise (�T)
of the transducer relative to the ambient temperature (Tamb.) caused by the power
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Fig. 1 Amplitude-domain TC sensing principle: (a) cross-sectional view of a suspended hot-wire
resistive transducer and its heat loss paths; (b) the equivalent model in both electrical and thermal
domains [5] (reproduced with permission)

dissipated in the transducer (P) is directly proportional to the parallel combination
Rth of Rth_air and Rth_sub:

�T = P · Rth = P · (
Rth_air ‖ Rth_sub

)
(1)

Since the TC of CO2 is lower than that of the other constituents of air, Rth_air
is CO2 dependent, and so �T can be used to determine the CO2 concentration in
air. To maximize sensitivity, heat loss to the substrate must be minimized, which is
usually achieved by employing suspended transducers [10, 11], realized in our case
by a single release etch step.

While �T in (1) can be measured using a dedicated temperature sensor (e.g.,
thermopiles; [7]), the use of the electrical resistance of the heater to measure its
temperature greatly simplifies the fabrication process, allowing a single resistive
transducer to be used as a heater, as shown in Fig. 1a [12].

To a good approximation, the resistance of the tungsten transducer is a linear
function of temperature:

R = R0 · (1 + α · (T − T0)) (2)
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Fig. 2 (a) CO2-sensitive and
(b) reference transducer
alternately biased at two
different current levels [5]
(reproduced with permission)

where R0 is the nominal electrical resistance of the transducer at room temperature
T0 and α its temperature coefficient. For our transducers, the nominal resistance R0
and temperature coefficient α are 110 	 and 0.0017/K, respectively. The nominal
resistance R0 is set by the aspect ratio of the resistor and was designed to allow
sufficient power to be dissipated in the resistor at the available voltage headroom.

To generate �T, the transducer is alternately biased at a low current Ic and a
high current Ih (Fig. 2a) corresponding to a “cold” and a “hot” state. The power
dissipation in (1) then becomes the difference in power dissipation between these
two states (�P), and Rth becomes:

Rth = �T

�P
= Th − Tc

Ph − Pc
= Rh − Rc

R0α
(
I 2

h Rh − I 2
c Rc

) (3)

In order to accurately measure Rth, both �T and �P need to be accurately
measured. The nominal Rth of our tungsten transducer (i.e., at 400 ppm CO2 and
25 ◦C) is about 53,500 K/W. A change of 200 ppm CO2 results in about 80 ppm
change in the thermal resistance of air. Taking account of the substrate heat loss,
a 200 ppm change in CO2 only corresponds to a relative change of Rth of about
50 ppm. This implies that the power levels and temperature measurement should be
stable to within ±25 ppm, making the measurement very challenging.

2.1.2 Ratiometric Thermal Resistance Measurement

Measuring the thermal resistance of a CO2-sensitive transducer relative to that of a
(CO2 insensitive) reference transducer, rather than measuring the absolute thermal
resistance of one transducer, greatly relaxes the power stability and temperature
measurement requirements, as the absolute accuracy requirement is replaced by a
matching requirement of the CO2-sensitive and reference transducers. The reference
transducer is biased in the same way as the sensitive transducer (Fig. 2b). Their
thermal-resistance ratio can be derived from (3) and expressed as a multiplication of
two ratios: the ratio of the temperature difference of the sensitive transducer (�Ts)
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and the temperature difference of the reference transducer (�Tr) and the ratio of
their power differences (�Pr/�Ps):

Rths
Rthr

=
(

�Ts
�Tr

) (
�Pr
�Ps

)
=

(
Rhs−Rcs
Rhr−Rcr

) (
n2I 2

c Rhr−I 2
c Rcr

n2I 2
c Rhs−I 2

c Rcs

)

=
(

Vhs−nV cs
Vhr−nV cr

) (
nVhr−Vcr
nVhs−Vcs

) (4)

where n = Ih/Ic, Vhs = n · Ic · Rhs, Vcs = Ic · Rcs, Vhr = n · Ic · Rhr, Vcr = Ic ·
Rcr, and the transducers are assumed to have identical R0 and α, which therefore
cancel out. The last term in (4) shows that the thermal-resistance ratio can be
written as a product of two voltage-difference ratios, which in this work are
digitized sequentially by a dual-mode switched-capacitor incremental �� ADC and
multiplied in the digital backend.

2.1.3 Ratiometric Readout with Transducer Pairs

With the sequential readout of hot and cold states, the voltage drop across the
transducers varies significantly between the two states. Consequently, to avoid
clipping, the following ADC must have a large dynamic range. To relax the
dynamic range, a pair of CO2-sensitive transducers (Rs1, Rs2) and a pair of reference
transducers (Rr1, Rr2) are employed (Fig. 3).

Package-level sealing ensures that both reference transducers are isolated from
the ambient air. In each pair, the transducers are alternately biased at Ic and Ih = n ·
Ic, generating simultaneously “hot” and “cold” voltages for both sensitive (Vhs, Vcs)

Fig. 3 Block diagram of the ratiometric thermal-conductivity sensor readout with transducer pairs
for baseline-resistance cancellation [5] (reproduced with permission)
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and reference transducers (Vhr, Vcr). The current ratio n is chosen to optimize the
signal-to-noise ratio (SNR). For a given power consumed in biasing the transducers,
a smaller n gives smaller signal amplitude, while a larger n reduces the current
in the “cold” state, thereby increasing the noise level associated with that state.
Therefore, SNR degrades for small and large values of n and an optimum can be
found for which the SNR is maximized. A parametric simulation of our design
shows that this optimum is reached at a ratio of n = 5. Mismatches are averaged
out, as the transducers in each pair are periodically swapped by the chopper switches
around them. The “hot” and “cold” voltages are simultaneously sampled by scaled
switched-capacitor circuits and merged together (detailed in the next subsection).

2.2 Design and Implementation

2.2.1 Charge-Balancing Incremental �� Modulator

To obtain a CO2-sensing resolution of the order of 200 ppm (corresponding to
50 ppm or 14.3 bits resolution in the Rth ratio), we digitize each of the voltage
ratios in (4) with a resolution better than 15.3 bits (equivalent to 100 ppm CO2). An
incremental delta-sigma ADC is suitable, as CO2 concentration tends to change
relatively slowly. A charge-balancing �� modulator is used that operates in
two modes: temperature mode and power mode. First, in temperature mode, it
produces a bitstream bs proportional to the first voltage ratio in (4), which equals
the temperature-difference ratio. Then, in power mode, it produces a bitstream
proportional to the second voltage ratio in (4), which equals the power-difference
ratio. These bitstreams are decimated by an off-chip decimation filter and the results
are multiplied in the digital domain to obtain the thermal-resistance ratio.

Figure 4 shows the switched-capacitor implementation of the modulator. It con-
sists of a switched-capacitor integrator, with four parallel input branches connecting
to the four transducers and a clocked comparator. The sample and hold circuit uses
a double-sampling scheme, which doubles the signal amplitude compared to the
single-sampling scheme used in [12]. The integrator employs a gain-boosted folded-
cascode OTA with a unity-gain bandwidth of about 2.5 MHz and a nominal DC gain
of 140 dB, to make sure that the settling is accurate and to prevent integrator leakage
from limiting the resolution [13]. The comparator is a latched comparator using a
preamplifier to reduce the kick-back effect of the positive feedback latch [14]. To
minimize charge injection, minimum size switches (W/L = 0.8 μm/0.16 μm) are
used. In order to obtain accurate CO2 measurements, accurate matching is required
for the capacitors, especially for the current sources.

2.2.2 Dynamically Matched Current Sources and Current Trimming

Errors in the 1:n bias current ratio lead to errors in the measured Rth ratio. According
to system-level simulations, in order to reduce the resulting error in the measured
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Fig. 4 Simplified circuit diagram of the switched-capacitor delta-sigma modulator in both
temperature and power modes [5] (reproduced with permission)

CO2 concentration to less than 200 ppm by a one-point offset trim, the error in
current ratio should be less than 0.06%. To achieve this, dynamic element matching
(DEM) is applied (Fig. 5).

Each transducer is associated with a set of five unit-current sources, each of
which can be connected to the transducer through a switch. These switches are
digitally controlled according to the DEM timing diagram shown in Fig. 5. When
one sensitive transducer is biased by all five unit current sources (in the hot state),
the other sensitive transducer is sequentially biased by one unit current source (in
the cold state), generating an accurate average current ratio of five. The same biasing
approach is applied to the reference transducers. It should be noted that the current-
domain chopping (indicated in Fig. 3) is also implemented by this switching scheme
(switching between Ic and 5Ic).

In principle, the periodic chopping of the transducers modulates the errors due to
transducer mismatch to an AC signal. However, it may still be necessary to trim the
initial mismatch, so that the ripple caused by the mismatch at the output of the first
integrator will not overload the �� modulator. As shown in Fig. 6, the two currents
IOUT1 and IOUT2, biasing the sensitive transducers Rs1 and Rs2, are generated using
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Fig. 5 Dynamically matched current sources and associated timing diagram (same algorithm
applies to the current sources for the reference transducers) [5] (reproduced with permission)

Fig. 6 Circuit diagram of the current sources with a 6-bit current trimming DAC (LSB cur-
rent = 0.5% × Ic; the current sources as well as the current trimming DAC for the reference
transducers are identical, not shown here; cascode transistors omitted for simplicity) [5] (repro-
duced with permission)

PMOS current mirrors (an identical circuit, not shown, is used for the reference
transducers). A 6-bit binary-weighted current DAC (LSB current = 0.5% · Ic),
embedded in the current source circuit, is used to trim the input current of these
current mirrors, thus effectively compensating for the resistance mismatch between
Rs1 and Rs2. Note that the current ratio between IOUT1 and IOUT2 does not need to
be accurate, as long as both IOUT1 and IOUT2 provide an accurate 1:n current ratio
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sequentially to the individual transducers, which is ensured by the current-source
DEM (Fig. 5). In this way, the measured thermal-resistance ratio is a ratio between
the averaged thermal resistances of the two sensitive transducers and that of the two
reference transducers.

2.3 Measurement Results

The readout circuit as well as the tungsten-wire transducers have been designed
and fabricated in 0.16 μm CMOS technology [5]. Figure 7 shows the layout plot
and micrographs of the integrated readout circuit and one of the transducers. The
active die area of the circuit equals 0.7 mm2, of which 0.37 mm2 is occupied by
the current sources and 0.33 mm2 by the switched-capacitor �� modulator. The
transducers are on another chip for flexibility, fabricated using the same CMOS
process followed by an etch step to release the wires.

To demonstrate the insensitivity of the ratiometric measurement to the absolute
current and power levels, Fig. 8 shows the measured temperature, power, and

Fig. 7 (a) Layout plot and micrograph of the integrated readout circuit and (b) micrograph of a
CMOS-compatible tungsten-wire transducer [5] (reproduced with permission)
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Fig. 8 Variations in temperature, power, and thermal-resistance ratios between the sensitive and
reference transducers as a function of the bias current at “cold” state (Ic) [5] (reproduced with
permission)

thermal-resistance ratios as a function of Ic (the bias current at the “cold” state). For
a ±10% change in Ic, the power ratio only changes by about ±10 ppm. For our CO2
sensor, a 200 ppm change in CO2 will result in about a 50 ppm change in thermal-
resistance ratio, which requires the errors of power ratio to be within 25 ppm. Thus,
the measured results indicate that the ratiometric measurement effectively alleviates
the dependence on the stability of the power dissipation. The measured thermal-
resistance ratio also varies by about ±10 ppm, which could be due to the secondary
temperature dependence of the thermal conductivity of air.

Figure 9 shows the thermal-resistance ratio of the tungsten transducers measured
using the single-sampling readout circuit described in [12], while the CO2 concen-
tration was changed stepwise from 500 ppm to 9000 ppm. Like other TC-based
CO2 sensors [5–7], the readings of the sensor are affected by variations in ambient
conditions, which need to be compensated for in a final product. In our experiment,
ambient temperature, humidity, and pressure sensors were applied to facilitate cross-
sensitivity compensation. To lower the noise level, a measurement time of 70 s was
used for this experiment, at which the measured resolution is equivalent to 228 ppm
CO2 (1σ). The thermal-resistance ratio measured using the readout circuit has a
sensitivity of 0.29 ppm/ppm CO2, and shows good correlation with the CO2 level
measured using an NDIR-based reference sensor.

The improvement of the double-sampling readout circuit (Fig. 4) has also been
validated with discrete heaters Figaro TGS-8100 [15]. These discrete devices have
similar electrical and thermal properties to the tungsten transducers and are more
readily sealed manually at the package level, so they are used here as a substitute
for the tungsten transducers. The results are shown in Fig. 10. Four different
CO2 levels (500 ppm, 2500 ppm, 4500 ppm, 9000 ppm) and a baseline (pure



CMOS-Compatible Carbon Dioxide Sensors 209

Fig. 9 Thermal-resistance ratio measured using the tungsten-wire transducers in combination with
the single-sampling readout circuit [12], for stepwise changing CO2 concentration with compen-
sation for temperature, humidity, and pressure cross-sensitivity, along with CO2 concentration
measured using an accurate reference NDIR sensor [2, 5] (reproduced with permission)

Fig. 10 Thermal-resistance ratio measured using the double-sampling readout circuit (Fig. 4) in
combination with Figaro TGS 8100 transducers, with compensation for temperature, humidity, and
pressure cross-sensitivity, for stepwise changing CO2 concentration, along with CO2 concentration
measured using an accurate reference NDIR sensor [2, 5] (reproduced with permission)
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air) were used in this experiment. The thermal-resistance ratio measured has a
sensitivity of 0.27 ppm/ppm CO2, and shows good correlation with the reference
CO2 measurements. In these experiments, a measurement time of 30 s was used.

3 CO2 Sensor Based on Time-Domain TC Measurement

3.1 Operating Principle

3.1.1 Time-Domain TC Measurement

An alternative to measuring the steady-state temperature rise of a hot-wire is to
characterize its thermal time constant τ th, which is the product of the wire’s ambient
thermal resistance (Rth) and its thermal capacitance (Cth) [6, 7, 16]. When the wire is
driven with a current Id pulsed at a frequency fdrive and is thus periodically heated,
its temperature transients are delayed relative to the driving pulses. The delay is
determined by the thermal time constant τ th, which in turn depends on the TC of
the surrounding air (Fig. 11).

Such a TC sensor can be modeled as a first-order low-pass filter. Using a fixed
driving frequency will then result in phase-delayed temperature transients relative
to the driving pulses, from which τ th can be derived. The optimal driving frequency
equals the filter’s pole frequency, i.e., 1/2πτ th, at which the sensitivity of the phase
shift to the changes of τ th is maximized. For our devices, τ th ≈ 17 μs, leading to an
optimal fdrive around 9–10 kHz.

Earlier TC sensors based on transient measurements use separate resistive heaters
and temperature sensors, either thermistors [6] or thermopiles [17], which are

Fig. 11 Transient thermal-resistance (thermal delay) measurement principle [9] (reproduced with
permission)
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mounted together on a thermally isolated membrane. This separates the temperature
transients from the electrical transients and thus simplifies the readout at the cost
of fabrication complexity and hence cost. Since resistive transducers can be used as
both a heater and a temperature sensor, the heating and sensing functions can, in
principle, be combined in a single resistor, provided an appropriate readout scheme
is devised. This will challenge the design of the readout circuit but will greatly
reduce the fabrication cost.

In earlier work, both a sine wave [6] and a square wave [17] were used to drive
the heater. The benefit of sinusoidal driving is that it contains only a fundamental
frequency without harmonics, and thus the readout circuit can directly measure the
phase shift of the temperature signal by filtering and zero-crossing detection [6].
In contrast, a square-wave driving signal will generate a sinusoidal fundamental
signal and a series of odd-order harmonics. The phase shift of the fundamental can
be detected using synchronous detection [17]. In terms of circuit implementation,
a square-wave excitation is much easier to generate than a sine wave. The phase-
domain delta-sigma modulator (PD��M) enables the use of square-wave excitation
of the sensor [18, 19], which greatly simplifies the design of the driving source.

3.1.2 Phase-Domain Delta-Sigma Modulator

The phase shift φsig of the transducer’s temperature when it is driven at fdrive can
be found by coherent detection, that is, by multiplying with a reference signal at the
same frequency fdrive with phase φref, as illustrated in Fig. 12a. Assuming sinusoidal

Fig. 12 (a) Phase detection by means of coherent detection. (b) Phase detection using a delta-
sigma feedback loop [9] (reproduced with permission)
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signals for simplicity, the result is a DC component proportional to the cosine of the
phase difference and a component at 2 fdrive that can be removed by a low-pass filter:

A · sin
(
2πfdrivet + φsig

) · sin (2πfdrivet + φref) =
0.5 · A · [

cos
(
φsig − φref

) − cos
(
4πfdrivet + φsig + φref

)] (5)

As shown in Fig. 12b, the coherent detector can be embedded in a delta-sigma
(��) loop, where an integrator serves as a low-pass filter and feedback is applied
in the phase domain, by toggling φref between two phase references φ0 and φ1
depending on the bit-stream output bs [18, 19]. The feedback loop, on average, nulls
the input of the integrator and thus ensures that the average phase reference tracks
the phase of the input signal, which can therefore be derived from the average value
of the bit-stream.

From (5), it can be seen that in order to allow the �� modulator to track
φsig, the reference phase φref should toggle between two values such that the term
cos(φsig – φref) presents inverse polarity. This implies that the two reference phases
(φ0 and φ1) should be located on both sides of the 90◦ phase shift of the input
signal. The resolution with which the phase shift can be determined depends on
the number of clock cycles N that the �� modulator is operated per measurement,
that is, the oversampling ratio (OSR), and equals (φ1 – φ0)/N for a first-order ��

modulator [19].
Simulation shows that the phase shift induced by a 1 ppm change in CO2

concentration is roughly 7 μ◦. This can be used to estimate the required OSR to
arrive at a desired CO2 resolution. For example, for a full scale φ0 – φ1 = 4◦, the
required OSR for a quantization step equivalent to 100 ppm CO2 is about 6000.

3.2 Design and Implementation

3.2.1 Dynamic Range Requirement Reduction

While the voltage across the transducer in Fig. 11 contains temperature information,
its sensitivity to temperature will change with the current level. To mitigate this,
an additional sense current Is, switched at a much faster rate fsense, produces a
modulated voltage proportional to R(t) with a fixed sensitivity to temperature,
independent of the drive current (Fig. 13a).

To make it easier to detect this voltage in the presence of the large voltage
transients at fdrive (about 300 mV peak-to-peak), a pair of transducers are heated
simultaneously by pulsed currents Id (=2 mA) and read out differentially by out-of-
phase sense currents Is (=0.5 mA), switched at fsense = 15 × fdrive (Fig. 13b). Thus,
the signal at fdrive is converted into a common-mode signal and can be rejected
by the differential readout circuit. Each transducer is also biased by an additional
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Fig. 13 Sensing the temperature-induced resistance changes using (a) current modulation and (b)
differential sensing

constant sense current Is (=0.5 mA) to provide a voltage signal to be sensed when
Id is switched off.

An odd ratio of 15 between the fsense and fdrive is chosen here to prevent errors
due to the down conversion of harmonics of the drive signal. Due to mismatch of
the drive signals, a fraction of the common-mode drive signal will be converted to
a differential-mode signal. If fsense was an even multiple of fdrive, the odd harmonics
of this differential-mode signal would be down converted to fdrive by the chopper
demodulation at fsense, and would then be detected by the PD��M, affecting the
decimated results. As fsense is chosen to be an odd multiple of fdrive, the down-
converted harmonics end up at DC and are rejected by the PD��M.

Even with this arrangement, a large dynamic range is still required, since the
temperature-induced resistance increase (�R ≈ 3 	) is small compared to the
baseline resistance (R0 = 110 	), while the variation in �R as a result of variations
in CO2 concentration is even smaller (about 1.5 μ	 per ppm CO2). To cancel the
voltage steps associated with R0, two poly resistors Rp (= R0) are connected in
series with the transducers and the sense currents are routed such that the additional
voltage drop Is Rp cancels out Is R0 (Fig. 14). The remaining differential signal Vs is
ideally equal to Is �R and reflects the transient temperature change, which is about
1.5 mV, 200× smaller than the initial 300 mV transients.
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Fig. 14 Baseline resistance
compensation using a pair of
poly resistors

Fig. 15 Circuit diagram of the proposed readout circuit [9] (reproduced with permission)

3.2.2 Phase-Domain Delta-Sigma Modulator

The phase shift of the temperature-related differential signal Vs (≈Is �R) is digitized
by a low-noise phase-domain �� modulator similar to that described in [20]. As
shown in Fig. 15, before demodulation by fsense, a low-noise transconductor gm

converts the differential voltage Vs into a current. This current passes through a
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chopper switch, which serves the dual purpose of demodulation by fsense (i.e., down
converting the desired phase information at fsense + fdrive to fdrive), and multiplication
with the phase-shifted versions of fdrive as a function of the bit-stream (as in Fig.
12b). This combination is realized by multiplying the phase-shifted versions of
fdrive with fsense by means of XOR gates. The resulting demodulated current is
proportional to the phase difference between Vs(t) and the selected phase reference.
This difference is integrated on capacitors Cint of an active integrator and quantized
using a clocked comparator to form a �� loop, which nulls the input of the
integrator and thus ensures that the average phase reference tracks the phase of
Vs(t), which can therefore be derived from the average value of the bit-stream.

To ensure that the noise from the transconductor is lower than that from the
transducer and its bias circuit, the gm of the transconductor should be at least 400
μS. The transconductance of the gm stage is about 560 μS. The sampling frequency
is chosen to be the same as fdrive. Both fdrive and fsense, including the feedback signals
at fdrive with reference phases φ0 and φ1, are derived from a single off-chip master
clock. The capacitor Cint in the integrator is 50 pF.

3.3 Measurement Results

Both the transducers and the readout circuit have been implemented in the same
0.16 μm CMOS technology (Fig. 16), with an active area of 0.3 mm2 and 3.14 mm2,
respectively [9]. For flexibility, they have been realized on separate chips and
connected at the PCB level. The modulator’s control signals were generated using

Fig. 16 Micrograph of the readout circuit and the transducer [9] (reproduced with permission)
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Fig. 17 Measured resolution (standard deviation of 20 consecutive measurements) and energy per
measurement as a function of OSR [9] (reproduced with permission)

Fig. 18 Measured phase shift as a function of the drive frequency [9] (reproduced with permis-
sion)

an FPGA. The readout circuit consumes 6.8 mW from a 1.8 V supply, 6.3 mW of
which is dissipated in the transducers.

Figure 17 shows the measured resolution at different oversampling ratios (OSR).
A resolution equivalent to 94 ppm CO2 is reached at an OSR of 16,384, which
corresponds to a measurement time of 1.8 s and an energy consumption of 12 mJ.

The thermal delay or equivalently the measured phase shift, caused by the
thermal resistance and thermal capacitance, should present a first-order behavior
as a function of the driving frequency, like a first-order electrical low-pass filter.
This is confirmed by measurements shown in Fig. 18. The measured phase shift as
a function of the drive frequency shows a good agreement with the ideal first-order
behavior associated with the hot-wire’s thermal time constant (measured using a
larger full scale φ0 – φ1 = 12◦ for clarity).

To measure its CO2 response, the sensor was placed in a sealed box along with
an NDIR reference CO2 sensor [2]. As before, ambient temperature, humidity, and
pressure sensors were placed in the box to facilitate cross-sensitivity compensation.
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Fig. 19 Transient CO2 response of the CO2 sensor and an NDIR-based reference sensor K30
[2, 9] (reproduced with permission)

Figure 19 shows the good agreement between the readings of our sensor and the
CO2 concentration measured by the reference sensor.

4 Comparison and Benchmarking

Table 1 summarizes the performance of the amplitude-domain and time-domain
TC-based CO2 sensors and compares it with prior works. The two sensors were
implemented in the same CMOS technology and have similar chip areas. In both
cases, most of the power is dissipated in the transducers for heating. The time-
domain sensor consumes about half the average power of the amplitude-domain
sensor due to the circumvention of the reference transducers. By moving the design
from the amplitude domain to the time domain and using a PD��M based on a
continuous-time gm-C integrator, the noise performance and the energy efficiency
of the readout circuit have been greatly improved. The sensor based on time-domain
TC measurement achieves a CO2 resolution of 94 ppm while dissipating only
12 mJ per measurement, representing a significant improvement in energy efficiency
compared to previously reported CO2 sensors.

The attained results indicate that TC-based CO2 sensors realized CMOS tech-
nology are a promising candidate for air-quality monitoring, provided they are
cointegrated with appropriate sensors to compensate for the cross-sensitivity of TC
measurement to temperature, humidity, and pressure. The resulting advantages in
cost (>10×), volume (>100×), and energy consumption are significant, making
them a promising candidate for CO2 sensing in cost- and energy-constrained
applications.
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Table 1 Performance summary of the amplitude-domain and time-domain TC-based CO2 sensors
and benchmarking

Parameter Time domain Amplitude domain [6] [2] [21]

Method TC TC TC NDIR NDIR
Technology CMOS (0.16 μm) CMOS (0.16 μm) SOI MEMS Module SOI MEMS
On-chip readout Y Y N N N
Area (sensor) 0.3 mm2 0.6 mm2 16 mm2 – a0.3 mm2

Area (readout) 3 mm2 3 mm2 – – –
Supply voltage 1.8 V 1.8 V – 5–14 V –
Power consumption 6.8 mW 11.2 mW 3 mW 200 mW 200 mW
Meas. time 1.8 s 30 s 60 s 2 s 2.4 s
CO2 resolution 94 ppm 202 ppm 456 ppm 20 ppm 250 ppm
Energy/meas. 12 mJ 336 mJ 180 mJ 400 mJ 480 mJ

aArea of the IR emitter only, excluding 80 mm light tube and an infrared detector

5 Conclusion

In this chapter, CMOS-compatible CO2 sensors based on thermal-conductivity mea-
surement have been presented. They detect the CO2-dependent thermal conductivity
of ambient air by measuring the heat loss of a suspended hot-wire transducer,
realized in the VIA layer of a standard CMOS process to reduce fabrication cost
and complexity. Two sensor designs have been presented, based on different readout
approaches. The first approach is amplitude-domain TC sensing, which measures
the steady-state temperature and power of a resistive transducer using a dual-mode
incremental �� ADC. The second approach is time-domain TC sensing, which
measures the phase shift of the temperature transients of a periodically heated
transducer using a phase-domain �� ADC. Both approaches have been validated
and proven to be capable of measuring CO2 concentration with a resolution suitable
for indoor air-quality monitoring. The time-domain approach achieves best-in-class
energy efficiency. These results make the design a promising alternative to NDIR-
based CO2 sensors, especially in cost- and energy-constrained applications.
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Time of Flight Imaging and Sensing for
Mobile Applications

Neale A. W. Dutton, Tarek Al Abbas, Francescopaulo Mattioli Della Rocca,
Neil Finlayson, Bruce Rae, and Robert K. Henderson

1 Introduction

Time correlated single photon counting (TCSPC) systems are found in a wide range
of optical sensing applications from medical, scientific, aerial mapping, space and
defense to consumer and automotive [1]. In medical, positron emission tomography
(PET) and scientific fluorescence lifetime imaging microscopy (FLIM) systems
operate in controlled environments where key parameters are timing precision and
accuracy (jitter), whereas mobile and consumer (PC, laptop) time of flight (TOF)
sensors and light detection and ranging (LIDAR) sensors for automotive operate
in uncontrolled environments where measurement rate and system power become
important considerations under wide variation of background light and temperature.

The integration in a CMOS IC of both single photon avalanche diode (SPAD)-
based photo sensing (with intrinsic picosecond temporal resolution) and dedicated
timing and processing electronics provides an all-in-one compact solution for
optical distance measurement with millimeter accuracy [2]. For mobile applications,
energy efficient measurement and data conversion are highly significant. This
chapter describes the design of an energy efficient TCSPC optical sensor with

N. A. W. Dutton (�) · B. Rae
Imaging Sub-Group, STMicroelectronics, Edinburgh, UK
e-mail: neale.dutton@st.com

F. M. D. Rocca
Imaging Sub-Group, STMicroelectronics, Edinburgh, UK

School of Engineering, University of Edinburgh, Edinburgh, UK

T. Al Abbas · N. Finlayson · R. K. Henderson
School of Engineering, University of Edinburgh, Edinburgh, UK

© Springer Nature Switzerland AG 2019
K. A. A. Makinwa et al. (eds.), Low-Power Analog Techniques, Sensors for Mobile
Devices, and Energy Efficient Amplifiers,
https://doi.org/10.1007/978-3-319-97870-3_12

221

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97870-3_12&domain=pdf
mailto:neale.dutton@st.com
https://doi.org/10.1007/978-3-319-97870-3_12


222 N. A. W. Dutton et al.

10 GS/s conversion rate, designed to minimize time-domain distortion and energy
efficiency in particular.

We report a previously published sensor [3–5], providing here a comprehensive
overview and new circuit-level detail. This chapter presents here a revised version
of the original sensor with a slightly lower conversion rate with improved PLL
linearity, revised pixel routing for better timing performance, and characterization
results are provided for this new device. This chapter is organized as follows: Sect. 2
gives an introduction to TOF sensing and TCSPC sensors. In Sect. 3, circuit design
of a 10 GS/s time converter (TC) is described and an energy efficient time-domain
signal processing block creating a histogram on-chip is shown. Sect. 4 provides
measurement results, followed by discussion and conclusion.

2 Background

As illustrated in Fig. 1, a TOF sensor performing optical distance sensing and
imaging based on the TCSPC method has four main parts [1], where this chapter
focuses on the first three:

1. Single photon detection and signal routing
2. Event-driven measurement of photon arrival time
3. Arrival time data collection and processing
4. Synchronous laser transmission and control

The optical distance measurement to a target is calculated by the following
equation:

d = TOF

2
.c (1)

Event Driven 
Time 
Converter

TC

Time Domain 
Signal 
Processing

Single Photon 
Detector(s)

Routing & 
Combination 
(if >1 input)

(1) (2) (3)

(4)

Timing
Generator

Laser
Driver

TX: Optical Transmitter

RX: Optical Receiver

d = Distance to Target 

Fig. 1 Time correlated single photon counting (TCSPC) system with SPAD-based receiver and
synchronized laser-based optical transmitter in four key parts: (1) detection, (2) time measurement,
(3) data processing, and (4) synchronous laser transmission
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Table 1 TOF system
temporal resolution compared
to distance resolution

Time resolution of TOF system TOF distance resolution

6.67 ns 1 m
667 ps 10 cm
66.7 ps 1 cm
6.67 ps 1 mm

Where d is the round-trip distance travelled by an optical laser pulse to a target
and back (hence, the factor 2), TOF is the round-trip time of the laser pulse and c
is the speed of light in a vacuum at 3 × 108 ms−1. From Table 1, it can be seen
that for millimeter to centimeter resolution, as are required for consumer distance
measurement, the time resolution of the TOF system must be in picoseconds. It is
important to note that most TOF systems are based on oversampling; therefore, this
is not the time converter resolution but the oversampled output resolution.

2.1 Motivation

Scientific FLIM, space, defense, and aerial mapping LIDAR TCSPC systems consist
of many discrete components, primarily pulsed laser, detector, and processing
electronics. Discrete high gain single-photon-sensitive photodetectors are used such
as an avalanche photodiode (APD), a single photon avalanche diode (SPAD), or
a photomultiplier tube (PMT) matched to the wavelength of interest [1, 6]. The
measurement function is accomplished by either a front-end circuit (high-speed
amplifier, filter, and/or comparator), followed by event-driven time conversion
circuit based on either time to analogue (TAC) or time to digital converter (TDC)
generating a timestamp per detected photon.

Additionally, a PC or embedded system is employed for timestamp data col-
lection and post-processing (commonly histogram generation). Such setups are
physically large with high overall cost (>$10 k). CMOS integration of the majority
of the TCSPC system onto one chip brings down size and cost by orders of
magnitude suitable for mobile TOF applications [2]. To understand the challenges of
TCSPC sensor design for uncontrolled conditions, first we examine the input signal.
The input to a TCSPC system has three distinct properties:

1. Asynchronous with respect of the system operation, that is, it can arrive at any
time.

2. Discrete in time, for example, a spiking signal or rising edge trigger.
3. Poissonian in event rate and have multiple events per synchronous cycle, that is,

at high input event rates, the variance is proportional to the mean event rate.

This input signal is comprised of two constituent parts: correlated (from the
transmitter source) and uncorrelated (from another asynchronous source). In TOF
and LIDAR, the correlated received signal from the return TOF is proportional to
the inverse square of the distance of the target. In contrast to ADCs operating in the
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voltage domain converting a single input voltage, for TCSPC systems operating
in the event-driven time domain, there are multiple events (both correlated and
uncorrelated) from received photon events across the temporal dynamic range. At
far distance, there can be single returned photons, and in contrast at close distance
there can easily be >109 photons. Furthermore, in uncontrolled environments,
there is background ambient light or dark count rate (generated by thermal or by
defectivity and not by incoming photons) which are uncorrelated received signals
manifesting as a white noise floor for the data processing and can be greater in
average event rate than the correlated signal.

As shown in Fig. 2a, photon arrivals are a Poissonian process, the received
correlated and uncorrelated received signals both have shot noise approximately
σ = √

N for a high number of N events. The greater the number of events in
the correlated signal, the lower the overall contribution of the shot noise in the
signal processing to resolve the object distance. Therefore, the maximization of
conversion rate is important because each and every photon contributes to the optical
distance measurement. The target of this work is to overcome the limits on optical
TCSPC systems on photon processing rate set by all three components: the event-
driven signal routing, the time converter and the histogram generation DSP. This
is achieved by increasing the event-driven signal rate, the conversion rate, and the
histogram generation rate through a multi-event time to digital converter (TDC) with
parallelized direct-to-histogram output as shown in Fig. 2b, c.

2.2 Pile-Up Distortion

Pile-up distortion is the degradation of time-domain information due to insufficient
temporal bandwidth in any or all parts of a TCSPC system [7]. For example, in
a time-domain data converter with asynchronous event-driven input, if any input
trigger events occur before the conversion has finished from a previous data sample,
then following events are missed. This time-domain signal clipping is due to the
converter dead time and is an example of pile-up distortion [8]. An illustration is
shown in Fig. 3.

There are two primary solutions for pile-up distortion minimization. The first
applies to controlled condition environments (such as scientific applications), the
input signal event rate must be controlled to less than a 10th of the rate of the
laser transmitter and uncorrelated background signal must be suppressed to maintain
linearity [1]. On the other hand, to a first order, for uncontrolled conditions in mobile
applications, the primary choice is to increase the rate of the time conversion; the
more frequent the conversion, the more input events that can be captured, hence the
lower the probability of missing data conversions and distorting the measurement.
However, greater conversion rate induces higher power consumption. Therefore, the
energy efficiency of routing logic and time-domain data conversion is an important
factor to manage the power consumption of high input event rate systems operating
in real-world conditions.
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3 Sensor Design

This section describes the design of the three key parts of the TCSPC system
optimized for high event rate. The first part describes the SPAD pixel and the pulse
combination logic. The second provides detail of the multiple-event TDC. The third
part details the parallelized histogram generation.

3.1 SPAD Input and Combination Logic Design

The SPAD pixel provides timing event inputs to the system. The SPAD diode device
is a class of APD operating in “Geiger” avalanche mode (G-APD) [2]. The three
regions of photodiode operation are illustrated in the gain to reverse bias plot in Fig.
4a: integration, avalanche, and “Geiger” single photon avalanche mode. The SPAD
is a reverse biased PN junction biased and operated above its breakdown voltage
(VBD) by an excess bias (VEB) shown by the red dot on the I-V plot in Fig. 4b. An
electron-hole pair generated by impact ionization of a photon within the PN junction
may trigger a current avalanche in the active region of the device. The time duration
of the avalanche and recharge is known as the SPAD dead time (indicated in Fig.
4d), as the detector has a reduced sensitivity to incoming photons. It is controllable
by the recharge resistance (or gm) and is in the order of nanoseconds. Figure 4c
shows the simplified SPAD pixel circuit diagram. To reduce the event rate of the
SPAD pixel, a positive edge-triggered toggle flip-flop is placed on the output to half
the output rate providing a reduction in switching activity to the next stage of the
system which is a dynamic power saving technique. Encoding asynchronous events
on both rising and falling edges provides double the maximum rate for the same
fcv2 dynamic power (over rising edge only). The pixel timing diagram is shown in
Fig. 4d.

Figure 5 illustrates three methods of routing and combining detected SPAD
events from multiple SPAD pixels through a logic tree to a single output channel.
Figure 5a illustrates the simplest technique, consisting of an OR tree. A problem
with this method is that simultaneous pulses from different inputs merge during
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any overlaps in their dead time. This limits the maximum rate of output events
to a rate proportional to the reciprocal of the dead time. By adding a pulse-
shortening monostable [10], photon arrivals are still represented by the rising edges
but have reduced duration output pulses (Fig. 5b). This reduces the chance of pulse
coalescence and increases the maximum rate of output events by the ratio of SPAD
dead time to monostable time. In our recent work [5, 9, 10] and in this work, we
implement an asynchronous dual data rate (DDR) encoding scheme which uses
both rising and falling edges to represent a detected photon event to be fed to the
data converter. Several toggled outputs from SPAD pixels are combined by an XOR
combination tree. This is a power saving measure compared to the OR tree as the
XOR tree output rate is reduced by up to two (in the ideal case with separated input
pulses). Yet, if two events close in time (within a gate delay) try to propagate through
the same XOR logic gate, the events will cancel out resulting in loss of data and pile-
up distortion, but this only occurs when the mean input arrival rate approaches the
inverse of a gate delay (i.e., at very high frequency and very high photon rates).
Figure 6 is generated from the measurement data from [10], showing a comparative
measurement of the OR tree with varying monostable pulse width to the XOR tree
showing the double maximum rate. The interested reader is directed to our previous
work on comparison between XOR and OR trees [9, 10].
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3.2 Comparison of Time Converters

In this section, we first examine different architectures of time converter (TC)
circuits in respect to their conversion rate: the time to amplitude converter (TAC)
[11], the flash delay line TDC (DL-TDC) [12], and the gated ring oscillator TDC
(GRO-TDC) [13], in comparison to the TDC described in this work. All data
converters, including TDCs, naturally have a conversion dead time following the
input sampling phase (of course, this can be mitigated by pipelining or time
interleaving). The majority of TAC or TDC circuits for TCSPC have converter
dead time, limiting the system to one photonic event per laser excitation and time
conversion cycle [1]. This motivates the design of the multi-event TDC capable
of converting multiple events per laser cycle to decrease significantly the pile-up
distortion contribution from the time converter.

TAC converters are based on an event-driven analogue ramp function and an
ADC (Fig. 7a) [11, 14]. The longer the duration of the ramp, the greater the temporal
dynamic range of the converter. The combination of the ramp time and the ADC
resolution sets the temporal resolution. The ramp is activated for one photon and
must be reset, so limits the maximum conversion rate. Flash delay line and GRO-
TDCs are two similar architectures of TDC using the propagation delay time of
a logic gate (inverter or buffer) to provide a timing window forming the Least
Significant Bit (LSB) of the time to data conversion [15]. As illustrated in Fig. 7b, c,
an open-loop delay line or closed-loop ring of delay gates is employed, where each
delay element is tapped to a sampling flip-flop. A variant of the flash TDC applies a
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Table 2 Comparison of high conversion rate time converters for TCSPC applications with the
rate-limiting circuit identified

Architecture Reference Output
Rate-limiting
circuit

Maximum
published
conversion rate

TAC + ADC [11] Binary
timestamp

Single event
ramp circuit

16 MS/s

GRO-TDC [13] Binary
timestamp

Ring-oscillator
based counter

12.5 MS/s
Time-interleaved
GRO-TDC

[8] 100 MS/s

Flash DL-TDC [12] Binary
timestamp

Thermometer
to binary
converter

300 MS/s

Vernier flash
DL-TDC

[17] Binary
timestamp

Thermometer
to binary
converter

500 MS/s

Multi-event flash
DL-TDC

[16] Parallelized
unary

Gate delay 6.2 GS/s

Multi-event folded
flash TDC

This work,
[3–5]

Parallelized
unary

Gate delay 14 GS/s

delay line to both clock and data. The conversion rate of the flash and Vernier flash
TDCs and the GRO-TDC is inversely proportional to the “Stop” input frequency and
thus is traded off against temporal dynamic range. Time interleaving GRO-TDC’s
increases the conversion rate at the cost of area and power, and similar to time-
interleaved ADCs needs channel to channel calibration. All three converters (TAC,
DL-TDC, and GRO-TDC) output a binary value based on the time of arrival of the
event also known as a timestamp. This step is power-hungry, as one photon must be
encoded by multiple binary bits, then be pipelined to the data processing. Instead,
a power-saving and rate-increasing step is to encode a photon by the transmission
of a single bit and the use of a parallelized unary data output. A logical high from
the logic decoder indicates the arrival of a photon and the position of it in the logic
decoder parallel output denotes the time conversion value. As a comparison, in our
previous work on a FPGA-based multiple event delay line flash TDC (Fig. 7d), with
multiple unary outputs, it achieved 6.2 GS/s [16] measured conversion rate over a
conventional binary version at 300 MS/s [12] using a similar reference clock (316–
300 MHz, respectively) on the same Xilinx Virtex 5 FPGA architecture. Table 2
presents a comparison of these architectures for TCSPC.

3.3 Folded Flash TDC Design

The multi-event folded flash TDC operation is described in this section. As drawn in
Fig. 8, a multiphase PLL creates “N” multiple clocks (bus “C” in the figure), which
are each attached to a front-end D-type flip-flop (DFF) that samples the output of
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Fig. 8 Folded flash TDC (a) circuit diagram for N = 7 PLL clocks and M = 4 data pipeline
generating 28 (M × N) unary outputs and (b) timing diagram

the XOR-tree. The difference between two successive positive clock edges creates
a sampling window in time. The output of each front-end flip-flop is XOR’d with
the output from the next clock phase to detect a logical change in the SPAD array
output representing a photon arrival in the timing window. As the multiphase VCO
loops the final stage back to the first, the final clock C[6] precedes the next cycle of
C[0]. To match, the final data output A[6] is folded back to be compared with the
first A[0]. This technique creates no converter dead zone and permits continuous
operation.

By inspection, the conversion rate of the circuit is the reciprocal of the sampling
window. However, there is a downside as the temporal dynamic range is limited to
a single period of one clock phase. There are two approaches to extend the dynamic
range by increasing the parameter N or M, shown in the figure. The first is to increase
the number “N” of VCO stages (clock phases) and “N” matching front-end flip-
flops. This has the advantage that it also reduces the clock rate of each clock phase.
Second, a pipelining shift register is attached to the output of the logic decoder. Each
shift register stage increases the dynamic range by one clock period. As shown in
Fig. 8, adding a four-stage shift register to the decoder outputs extends the dynamic
range to four clock periods, taking it from an 7b unary output (M of 1) to a 28b
unary output (M of 4). The subsequent histogram generation block is connected to
the unary “B” outputs creating an N × M width histogram.

3.4 On Chip Histogram Generation

In TCSPC systems, a common first step of data processing is to collect the TDC
binary timestamp data output codes into a histogram. One technique is to employ
a RAM with an address per histogram bin, the respective memory location data
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Fig. 9 Direct histogram generation on chip. Histogram is M by N bins, where each bin depth is
set by the number of ripple counter stages

value containing the integrated count for that bin [1]. This conventional three-step
histogram generation process is:

1. RAM address look up and obtain previous histogram bin count.
2. Increment the count by one.
3. Write the new count value back to the RAM.

This process may be optimized so the data read and write are pipelined to
function in a single clock cycle [18]. The alternative approach in this work, which is
also a single clock cycle operation, is to add simply a ripple counter to the output of
each unary output from the TDC shift register. This results in the direct creation of
an M × N bin histogram directly on-chip as displayed in Fig. 9. A counter increment
signal is created by a copy of the shift register with a single looping token bit shown
in blue. The period of the looping token bit is therefore reciprocal to the length
of the TDC shift registers. For an M-bit shift register, the increment signal is high
for 1 in M clock periods. This on-chip histogram processing uses the parallelized
interface to attain multi-Gb/s operation with each parallel shift register and ripple
counter block running at the period of the single clock.

The TDC is operated for an exposure time to build up the histogram, and
following this, the integrated values of the bank of counters are read sequentially
off-chip. This on-chip integration of the TDC Gb/s output into a parallel counter
bank is both a data compression and the first stage of digital signal processing. For
TCSPC systems based on multiple discrete ICs, this would also be of benefit as it
significantly reduce the I/O data rate and associated power consumption.
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4 Sensor Implementation

A proof-of-concept sensor was designed in ST Microelectronics 130 nm FE/90 nm
BE 1P4M SPAD-optimized foundry process. Figure 10a provides a system overview
consisting of a 32 × 32 SPAD array, 1024-to-1 channel XOR tree, 33-phase PLL,
matching 33-phase multi-event folded flash TDC, 33 blocks of 8 length shift
register, and 264 bin histogram using 16b ripple counters. Figure 10b shows the
IC photomicrograph measuring 1.7 × 2.4 mm. The schematic of a SPAD pixel is
shown consisting of a passively quenched SPAD, an 8 T input buffer, a 17 T toggle
flip-flop (TFF), and a 6 T SRAM (not shown) which can activate or disable the pixel.
As displayed in the layout image in Fig. 10c, the pixel is implemented with a p-well
to deep n-well SPAD at 21 × 21 μm2 pitch and 43% fill factor. The sensor region of
interest (RoI) is programmed by writing to each pixel SRAM allowing both a RoI
to be selected and high dark noise pixels to be disconnected from the TDC input.
The output of each SPAD pixel TFF in the array is combined into a single output
through a timing-balanced cascaded XOR H-tree, consisting of a column-wise five-
stage cascaded XOR-tree using 10 T single-ended XORs arranged between pixels
in a vertically flattened tree with centrally tapped output.

Both the TFF and the single-ended XOR are compact in area, as they must fit in
the pixel array (too high area consumption would reduce the fill factor of the pixel
further), yet as the output is based on a single-ended inverter the PMOS to NMOS
mismatch will contribute a randomized pixel to pixel timing offset. The toggle flip-
flop rise and fall time is an important parameter to correct in order to have a low
systematic spread in the final histogram. A simulation extracting the delay from
input clock-pin trigger to Q pin output is performed. As shown in Fig. 11, before
optimization of rise and fall times, the simulated difference in the mean value is
809 ps/390 ps, respectively, under Monte Carlo extracted simulation. After rise and
fall alignment by simply balancing the two inverters triggering the clock and clock
bar internal signals of the flip-flop, this improves to 8 ps and the standard deviations
of both decrease from ∼25 ps to ∼10 ps. Moreover, the absolute delay is reduced.

For the second half of the XOR tree outside the array, the area constraint is lifted
so a differential structure is employed. A single-ended to differential buffer and edge
aligner is placed on each column output connecting into the pseudo-differential
horizontal five-stage XOR tree. The full 10-stage XOR tree is designed to have
balanced timing from each pixel to the TDC input. The last XOR-tree output is
toggled when any activated pixel in the array flips its state from receiving a SPAD
event. Combining the pixel and TFF extracted simulation with the full 10-stage
XOR tree, the overall worst case min/max simulated spread is 213 ps. Figure 12
shows the 1024 to 1 XOR tree in two halves. The first five stages are shown in
Fig. 12a with the in-column XOR tree. The second in Fig. 12b shows the final
five stages based on a pseudo-differential XOR, edge aligner input, and pseudo-
differential output to the TDC front-end flip-flops.

The TDC has 33 parallel flip-flops with common data and data bar input from
the SPAD array, and each flop has an individual clock phase input generated from
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Fig. 11 Toggle flip-flop output delay from clock trigger to Q output: without and with balancing
of rise and fall times. (a) Without rise/fall balancing. (b) With rise/fall balancing

the PLL. The flip-flop is a differential input, single-ended output based on a sense
amplifier. The circuit is shown in Fig. 13 indicating the differential input stage
(essentially a historical design of a StrongArm latch) and cross-coupled output
stage. The output of each flip-flop is passed through an XOR acting as a multiple
hot code edge detector. If the sampled state of the SPAD-array output changes from
the previous sample (either low to high or high to low), this indicates the arrival
of a SPAD event within the time window between the two clock edges, and this is
decoded by the XOR edge detector which outputs a logic high in this condition.
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A multiphase PLL is designed to generate the clock phases for the TDC. Table 3
shows the trade-off of the number of VCO stages “N” based on a 100 ps time
difference between clock phases. A lower number of stages creates a high frequency
per phase. The trade-off is area (of both VCO and TDC) versus clock frequency
(Table 3). A lower number of stages “N” in the PLL increases the number of pipeline
stages “M” for the same size of histogram. The VCO is designed with a ring of 33
inverters, each with a minimum of 70 ps gate delay in simulation (maximum VCO
control voltage), providing a maximum 432 MHz PLL phase frequency and typical
100 ps based on a 9.469 MHz reference clock and 1/32 divider ratio. The PLL
reference clock input derives from an off-chip source, typically an FPGA or laser
trigger. A selectable PLL feedback integer divider provides a range of frequencies
for the oscillator or laser trigger.

For each clock phase, an eight-stage (M = 8) data pipeline creates a 264-bin
histogram (N × M = 33 × 8 = 264), where each bin is a 16b ripple counter. A TDC
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Fig. 13 Flip-flop based on sense amplifier with (a) differential input stage and (b) output stage

Table 3 Design parameters for sizing the number of VCO inverter stages “N” based on 100 ps per
VCO stage

‘N’ VCO inverter stages 3 9 17 33

Min. Clock phases period (ns) based on 100 ps per VCO stage 0.3 0.9 1.7 3.3

Clock Freq (MHz) per VCO phase 3333 1111 588 303

gating signal is generated by a controlling FPGA, which permits an integration of
multiple laser repetitions to build up a TCSPC histogram. Exposure times can be as
short as a single histogram cycle to capture rapid single-shot transient optical events.
In TCSPC mode, the sensor is typically operated for many thousand cycles to build
a histogram from sparse photons stimulated by the synchronous laser source. At the
end of an exposure cycle, the off-chip data readout is via a 16b parallel bus and one
ripple counter is read per clock cycle. The off-chip readout operates at a maximum
of 50 MHz or 800 Mb/s transferring a histogram (528 bytes) in a minimum of 5.3 μs
to the FPGA for subsequent data transfer to PC.

5 Measurement Results

5.1 Electrical Test Signal

To confirm the bin resolution and integrated jitter, the TDC and histogram genera-
tion logic are first tested electrically, employing a dual-channel LeCroy Wavestation
3082 signal generator. The first generator channel is used to generate the PLL
reference clock and the second channel generates a synchronous electrical test signal
with variable duty cycle. The reference clock is set at 9.475 MHz and the 1/32
feedback divider sets the PLL VCO frequency at 303.2 MHz. Corresponding to a
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VCO period of 3.3 ns and TDC dynamic range of 26.38 ns, each histogram bin has
a width of approximately 100 ps. The TDC’s input is connected to an electrical test
signal with a variable duty cycle from 40% to 60% in 5% increments at 9.475 MHz,
such that four TDC conversions are performed per cycle of the TDC. The signal
generator positive edge is fixed and synchronously aligned with the PLL reference
clock, whereas the falling edge is varied. Rising edges are captured on the first
TDC cycle and falling edges on the third TDC cycle. Figure 14 shows histograms
corresponding to rising and falling edge positions for the five different duty cycle
settings. The rising edge for all settings remains static at the middle bin, while the
falling edge appears offset by the duty cycle delay deviation from 50%. Peak counts
at exactly 50% duty cycle condition are a factor of two greater than for other duty
cycle values as rising and falling edges coincide. For example, for 45% duty cycle
(orange plot), there are 53 bins between the rising edge and falling edge for a 5.28 ns
time difference, which is approximately 100 ps per bin. A Gaussian fit on each of the
histogram peaks yields an average FWHM 287 ps, subtracting in quadrature signal
generator jitter (the oscilloscope measured) leaves a 103 ps FWHM mean integrated
electrical TDC jitter, which is acceptably in the order of a single histogram bin.

5.2 Linearity and Count Rate

An uncorrelated light source (with variable power) is used to characterize the count
rate of the SPAD and the XOR tree. Figure 15a shows saturation limits for a single
passively quenched SPAD, as the SPAD recharge MOS voltage (VQ) increases,
the dead time decreases resulting in a higher maximum count rate and saturation
level. For VQ = 1.6 V, the maximum count rate is around 100 M count/s; this is
equivalent to a dead time around 3.5 ns. Figure 15b shows the saturation limit of the
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a

b

Fig. 15 (a) Saturation limit of a single SPAD versus recharge MOS voltage (VQ) using
uncorrelated light source. (b) Saturation limit of the XOR tree versus number of SPADs
activated in the Region of Interest. (c) TDC nonlinearity from optical statistical code density test
using uncorrelated light source. DNL Max/Min: +0.53LSB/−0.47LSB (d) TDC INL Max/Min:
+0.50LSB/−0.17LSB. (e) Layout view of the VCO indicating source of DNL
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Fig. 15 (continued)
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Fig. 15 (continued) e

XOR tree combining 32 SPADs as 900 M counts/s. Dotted lines indicate the number
of SPADs needed to saturate the XOR channel. At higher ambient conditions, this
number is influenced by the SPAD recharge MOS voltage (VQ), as the SPADs are
operating close to their saturation limit and experience different count rates. The
optical statistical code density test is performed to estimate the TDC linearity [19].
Continuous light from an LED biased with a dc source provides uncorrelated SPAD
trigger events or white temporal noise to the TDC. The Differential and Integral
Nonlinearity (DNL/INL) across the 33-phase TDC front end is characterized and
shown in Fig. 15c, d, respectively. The worst-case measured DNL is +0.53/−0.47
LSB and INL is +0.5/−0.19 LSB. The two spikes, at bins 9 and 26, are systematic
and are attributed to the VCO layout (Fig. 15e), comprising two interleaved banks
of inverters and specifically the two routes at both ends connecting the two banks.
Using the sensor for TCSPC applications, the nonlinearity may be compensated by
scaling the individual bin values by the inverse of the DNL [14].

5.3 TCSPC

To characterize the TCSPC accuracy of the sensor and to confirm the dynamic
range, the PLL is configured as in the previous experiment and the TDC input is
multiplexed back to the SPAD array. The laser synchronization trigger connects to a
Stanford DG645 delay generator with minimum 5 ps time-step resolution to perform
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a time sweep. This in turn connects to a Hamamatsu PLP10 driver with 443 nm
output head with 70 ps FWHM quoted electrical integrated jitter. Both IC and laser
face a fixed-distance white diffuser with no optical lensing. Figure 16a shows the
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Fig. 16 (a) Pulsed laser TCSPC dynamic range sweep. (b) TCSPC error: the calculated center
histogram peak position against delay generator setting. (c) Typical optical TCSPC histogram (log
scale) from the sensor with 231 ps FWHM with a single SPAD enabled
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incremental delay sweep performed capturing one histogram per 100 ps delay step
with 20 ms exposure time. The centroid of the histogram peak is calculated by the
weighted mean using the center of mass method (CMM) [8]. The calculated average
bin position is plotted against absolute delay in Fig. 16a and the error of calculated
peak position to absolute delay in Fig. 16b, indicating a TCSPC precision (σ ) of
34 ps and accuracy of +116 ps, −70 ps across the 27.78 ns full-scale dynamic
range. No dead zone is evident in the dynamic range, confirming that the folded
flash TDC architecture has its last histogram bin contiguous with the first bin. A
typical histogram from one 10 ms exposure is shown in Fig. 16c, and a Gaussian-
fitted curve indicates a FWHM of 231 ps with a single SPAD enabled. Subtracting
the external sources of jitter and the SPAD jitter of ∼200 ps [20] in quadrature yields
a similar result to the electrical test of 103 ps.

5.4 Multiple Photons per Laser Cycle

To demonstrate the capability of the TCSPC sensor to capture multiple photons per
laser excitation cycle, a laser repetition rate of 72 MHz is selected, corresponding
to pulse intervals of 13.89 ns or 2 laser pulses per one histogram cycle. This is
achieved by locking the TDC PLL to a 9 MHz clock from channel 1 of a Keysight
33,250 A function generator while using channel 2 to trigger the laser. This lowers
the resolution per bin to 105 ps and the dynamic range to 27.78 ns. Figure 17a
shows 2000 successive single shot histograms (arrayed vertically) captured with a
single 30 ns exposure (limited by the FPGA experimental controller) where each
dot represents a single time correlated photon. Figure 17b displays one example
histogram of one of the exposures demonstrating four photons captured. No TDC
dead time is evident as two photons are captured in neighboring bins. The upper
graph in Fig. 17c is a summation of the 2000 single exposures, in effect a 60 μs
exposure histogram, showing the dual peaks from the lasers. A second experiment
is performed with a second laser added to the experimental setup, adding an
incremental delay to this laser with respect to the first. Figure 17d shows the
successively captured histograms as a 3D plot, with histogram bin on the X-axis,
histogram frequency on the Z-axis, and successive histograms from the incremental
delay on the Y-axis. As the lasers cross each other in the histograms, there is no
pile-up distortion evident that would be revealed as a reduction in the peak intensity
of the two pulses when closely spaced in time.

5.5 Moving Targets and Sensor Bandwidth

Like high-speed image sensors in machine vision or automotive applications
capturing moving targets, TCSPC sensors capturing fast moving subjects require
fast acquisition and readout rates. The Nyquist sampling rate of image sensors is
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Fig. 17 (a) A histogram formed by summing 2000 single-shot 30 ns exposures with two laser
pulses (short pulse width). (b) One example single-shot 30 ns exposure showing four multiple
photons captured where no TDC dead time is evident as two photons are captured in neighboring
bins. (c) 2000 successive single-shot histograms. (d) Incremental delay sweep of one laser (short
pulse width) against a fixed delay of a second laser (long pulse width). The 3D plot has histogram
bin on the x-axis, histogram frequency or count on the z-axis, and successive histograms on the
y-axis
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Fig. 18 For all four plots: X-axis is histogram position, Y-axis is time series of histograms. (a)
Static target 1 ms exposure time per histogram. (b) Emulation of approaching target 1 ms exposure
time per histogram. (c) Emulation of target moving backwards and forwards 200 μs exposure per
histogram. (d) 20 μs exposure per histogram

simply the reciprocal of two frame periods. However, with the event-driven nature
of single photon sensing, the trade-off is the exposure time needed for the target
application to achieve the requisite number of captured photons per frame (or
histogram, in this case) against the desired frame rate for high sampling rate.

The speed measurement capability of this sensor is evaluated in [4]. This speed
measurement is emulated using a static target and a detuned laser synchronization
pulse using two outputs of a Keysight 33,250 A arbitrary waveform generator used
to generate a 9 MHz PLL reference clock for the sensor PLL, while a second output
is frequency modulated around 9 MHz and used to trigger a Hamamatsu PLP10
443 nm laser. Figure 18a shows the time series of histograms for a static target and



246 N. A. W. Dutton et al.

Table 4 Power consumption breakdown of the sensor and figure of merit calculation

System block Measured power (mW)

TDC pipeline and histogram counters at 10 GS/s 144
I/O pads at 50 MHz 10
Second stage XOR tree (stages 6–10) 10
TDC front end at 10 GS/s (including multiple edge detector) 2
PLL 2.4
Column-wise first stage XOR tree (stages 1–5) 2.4
Total 170.6 mW

TDC FOM1 = (PLL + TDC FE power) / (sample rate) 0.48 pJ / S

System FOM2 = (Total power w/o IO) / (max photon rate) 178 pJ / photon

0 Hz detuning, whereas Fig. 18b shows −1 Hz detuning to emulate an approaching
target at 16 ms−1.

A sensor bandwidth experiment is performed to test these limits of moving target
detection, with two examples shown in Fig. 18c, d again displayed as a sequential
continuous time series of captured histograms. Figure 18a shows a 100 Hz mean,
frequency deviation ±9 Hz and exposure time 200 μs. The final plot in Fig. 18d is
of a 1 kHz input with 400 Hz deviation and exposure time of 20 μs. At this point,
the readout dead time of 5.3 μs imposes gaps between samples and the waveform
is more discretized. The laser can now be seen within a histogram to be streaking
across bins at rates determined by the sine wave rate of change. Capture of this type
of signal in a TOF context represents high rates of velocity (at km/s) and acceleration
(at km/s2) [4]. The maximum sampling rate of the sensor is measured at 188 k
histograms per second, limited by the 5.3 μs readout time.

5.6 Power Consumption

Table 4 details the power consumption of each constituent part of the sensor, giving
a total of 170.6 mW consumption at 10 GS/s with conversion rates of 1 GPhoton/s
recorded limited by the output rate of the XOR tree. This equates to a Figure of
Merit (FOM1) of 0.48 pJ per TDC sample (S) or TCSPC timestamp considering
only the TDC front end and PLL, and 16.1 pJ/S for the whole optical sensor not
including I/O and 178.8 pJ per photon (FOM2) with power measured at 899.1 M
photons per second.

6 Conclusion

The proof-of-concept sensor is evaluated in a side by side comparison in Table 5.
This work achieves the highest single channel TDC conversion rate and highest
of any CMOS sensor ASIC implementation for TCPSC. The single shot time
resolution of 100 ps and full-scale range of 26.8 ns matches the requirements
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of optical distance measurements for mobile and is adequate for many other
applications. The speed increase of TCSPC to high sample rates permits high
numbers of photons to be time resolved per second by reducing pile-up distortion
and enables tracking of high velocity objects.
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Part III
Energy Efficient Amplifiers and Drivers

The third part of this book is dedicated to recent developments in the field of Energy
Efficient Amplifiers and Drivers. Some papers deal with theoretical limitations and
circuit solutions, while others address problems at the system level.

The first paper from Klaas Bult (Delft University) presents a comprehensive
method of estimating the power dissipation of residue amplifiers. This method
is then used to analyze the power efficiency of some recently published residue
amplifiers. The most power efficient topologies share the same core circuits and
mainly differ in how these are driven by the input signal. Finally, an overview is
given of these topologies, ranked according to their power efficiency.

The second paper from Youngcheol Chae (Yonsei University) discusses the
design and biasing of energy-efficient inverter-based amplifiers. The paper discusses
recent developments and presents some examples of state-of-the-art designs.

The next two papers deal with class-D amplifiers, typically adopted for their
energy efficiency.

In the third paper, Marco Berkhout (NXP Semiconductors) gives an overview
of innovative class-D architectures and how they balance efficiency, EMI, and
application cost.

In the fourth paper, Mark McCloy-Stevens (Cirrus Logic) presents a digital Class
D amplifier architecture that combines open-loop and closed-loop configurations to
provide high performance over the full signal range. At low signal levels, low noise
and power is achieved with open-loop digital operation. At larger signal levels, a
closed-loop digital Class D mode is used to deliver low THD and high PSRR with
minimal analog circuitry.

In the fifth paper, Lorenzo Crespi (Synaptics) analyzes system and circuit
solutions for improving efficiency in microphone audio interfaces. The main
specifications of typical microphone interfaces are illustrated to exhibit the advances
in their development toward the maximization of their efficiency in each block
(preamplifiers and ADCs).

In the sixth paper, Khaled Khalaf (Imec) deals with efficiency improvement in
digital transmitter implementations for millimeter wave wireless communication
systems. Despite having a higher bandwidth baseband and more complex digital
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processing, high efficiency front-ends in digital polar architectures are closer
to show a power consumption advantage in phased arrays, where the front-end
contribution dominates.



High-Efficiency Residue Amplifiers

Klaas Bult, Md. Shakil Akter, and Rohan Sehgal

1 Introduction

All ADC architectures with higher SNR need some form of amplification to
suppress noise from comparators and/or back-end circuitry. In a pipelined ADC
[1] (Fig. 1), residue amplifiers serve this purpose. In each stage, first a number
of bits (n) are resolved (usually by comparators). In the digital domain, a coarse
representation is formed of the input signal. A DAC converts this signal back into
the analog domain, and a residue signal is formed by subtracting the coarse signal
from the input signal. This residue signal needs to be converted into the digital
domain by the subsequent stages, but as is shown in Fig. 1 (bottom), the amplitude
of the residue signal is much lower than the amplitude of the original input signal.
It is the task of the residue amplifier to amplify the residue signal to the maximum
signal level that can be handled by the subsequent stages.

As the residue amplifiers take up a considerable part of the power consumption
budget of the ADC, it is critical to design them with the highest possible power
efficiency. The goal of this paper is to derive expressions that provide us with a
tool to critically examine and compare different amplifier topologies and determine
which is the most power efficient one. Subsequently, we will provide an overview of
the most recently published advances in residue amplifier design and examine them
using this tool.

In this paper, we will first establish the requirements for a residue amplifier
(Sect. 2). Next, an estimate will be made of the power dissipation of a straight-
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Fig. 1 A generic pipelined ADC with n-bits resolved in the first stage

forward classic solution [1, 2] (Sect. 3). Using this estimate, a definition of power
efficiency will be derived (Sect. 4). Subsequently, factors in the expression for power
efficiency will be analyzed that are determined by the chosen circuit solution, and
directions will be presented for better, more efficient solutions (Sects. 4.2, 4.3,
4.4, and 4.5). Among these directions will be the required amount of settling for
a residue amplifier, as this depends on the circuit architecture chosen. In Sect. 5,
incomplete settling will be analyzed, together with its effect on power efficiency.
The results from this analysis will be used to derive the result of power efficiency
for ideal integrating amplifiers (Sect. 6). Dynamic amplifiers are an embodiment of
the integrating amplifiers and will be analyzed in Sect. 7. Next, in Sect. 8, the core
task of a residue amplifier will be analyzed, resulting in a core circuit that can be
considered the minimum required circuitry. It will be shown that all of the recently
published advances in residue amplifier design make use of this core circuit. All
of these proposed solutions have their own type of overhead, resulting in different
power efficiencies. Section 9 concludes this paper with an overview of the power
efficiencies of the various topologies discussed.

2 Residue Amplifier Requirements

As the residue amplifier operates after the T&H circuit (Fig. 1), it operates in the
discrete-time domain at a fixed clock rate Fclk, and settling as a response to an
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Fig. 2 A generic amplifier in a feedback situation (a), with (b) the signal swing indicated, (c) the
step response, and (d) the Bode diagram

Table 1 Residue amplifier requirements

Parameter Requirement Example: n = 3, m = 9, Vref = 0.8 [V]

Aeff 2n 8
Accuracy Aeff <<2−m <<0.19 [%]
Vin,noise

2 <<Vref/2(n + m) <<0.19 [mVrms]
Vin,max Vref/2n 100 [mV]

input step is the normal mode of operation (Fig. 2c). The required effective gain
Aeff is usually equal to 2n, where n equals the number of resolved bits in that stage.
The required accuracy with which this gain has to be achieved is dependent on the
number of bits that still need to be resolved after this stage.

The input-referred Noise requirements are equal to the input-referred noise
requirements of the entire ADC, as there is no gain between the ADC input and
the first residue amplifier. The linearity requirements are part of the accuracy
requirements, meaning that the required gain has to be achieved including finite
settling and nonlinearity effects. The maximum input swing is equal to the reference
voltage Vref divided by a factor 2n. An overview of these parameters is given in
Table 1.
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3 High-Gain OpAmp with Feedback

The classic [1, 2] implementation for a residue amplifier is a high-gain OpAmp with
feedback. This ensures accurate gain and robustness against PVT spread. As such
it is a self-contained solution that does not require any calibration. Figure 2 shows
a model of such an amplifier (Fig. 2a) with its Bode diagram (Fig. 2d). In the next
sections, we will derive a generic expression for the power dissipation of a high-gain
amplifier employed in a feedback situation, as depicted in Fig. 2a.

To determine the device current required for the amplifier in Fig. 2a, we will
follow the procedure as outlined in [3]: first the size of the load capacitance will
be determined from the noise requirements (Sect. 3.1), and next the required device
current will be determined from the settling requirements while driving this load
capacitance (Sect. 3.2). Then the supply current will be determined from an analysis
of the amplifier architecture (Sect. 3.3). Multiplication of the supply current with the
supply voltage will lead to the power dissipation (Sect. 3.5).

3.1 Derivation of the Required Load Capacitance CL

Consider the amplifier in Fig. 2. The input-referred noise power density is given by:

NPDinput = 4kT /gm (1)

The 3-dB bandwidth can be written as:

BW−3dB = gm/ (2πAoCL) , (2)

with Ao being the closed-loop gain at low frequencies and CL the load capacitance.
The effective noise bandwidth equals:

NBWeff = BW−3dB (π/2) (3)

Combining (1) and (3) allows us to determine the total input-referred integrated
noise power:

Vin,noise
2 = kT / (AoCL) (4)

Now that we have determined how much noise the circuit is producing, we need
to determine how much noise the system can handle. To that extent we will start with
the maximum signal swing that the circuit can handle, Vsig,pp, and divide that by the
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required dynamic range. Defining the voltage efficiency ηvol as the ratio between
the maximum peak-to-peak signal voltage and the supply voltage (see Fig. 2b):

ηvol = Vsig,pp/Vdd (5)

we can express the maximum signal as:

Vsig,pp = ηvolVdd (6)

Since noise is usually expressed in Vrms, we also need to express our signal swing
in Vrms:

Vsig,rms = ηvolVdd/sqrt(8) (7)

To find the maximum allowable noise power, we need to take the square of (7)
and divide by the dynamic range squared to obtain [3]:

V 2
in,noise = V 2

ddηvol2/
(

8 DR2
)

(8)

Combining (4) and (8), we can derive a (minimum) value for the load capaci-
tance:

CL = 8kT DR2/
(
Ao V 2

dd ηvo1
2
)

(9)

3.2 Derivation of the Required Device Current Id

Next, we need to determine how the amplifier has to drive this load capacitance.
As depicted in Fig. 2c, the amplifier is required to settle to a certain accuracy as a
response to an input-step voltage, within half the clock period, Tclk/2, with:

Tclk = 1/Fclk, (10)

where Fclk is the clock frequency at which the circuit is operating. The relative
settling error can be expressed as:

errorsettl.rel. = exp (−Nτ ) (11)

with:

Nτ = Tclk/2τo (12)
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the number of time constants allowed for settling and to the settling time constant
of the amplifier. The allowable settling error is part of the error budget, including
noise, mismatch, and nonlinearity. If we, for a moment, disregard other sources of
error and finite settling would be the only cause of errors, one could say:

errorsett.rel < 1/DR. (13)

Here we speak of “fully settled” if condition (13) is met, but in practice (13) has
to be met with a significant margin.

The time constant τ o may be derived from inspection of the Bode diagram, so
from Fig. 2d we may conclude:

τo = CL/ (βgm) (14)

From the same figure, we can also see that the low-frequency closed-loop gain
equals:

Ao = 1/β (15)

From Eqs. (10), (12), (14), and (15), we can determine what the minimum value
is of the transconductance gm:

gm = 2NτFclkAoCL (16)

To be able to deduce the required current from the gm, we need to establish a link
between the device current Id and the transconductance gm. By defining a parameter
Vgt as shown in [3]:

Vgt = 2Id/gm (17)

we may write in strong inversion:

Vgt = Vgs − Vth, (18)

also known as the overdrive voltage and in weak inversion:

Vgt = 2nkT/q (19)

which at room temperature is approximately equal to 80 [mV]. In this equation n is
the weak-inversion slope [4], modeling the body effect.

Parameter Vgt is now our link between device current Id and transconductance
gm. According to (17), the highest gm/Id ratio is obtained for the lowest Vgt, which
of course means biasing in weak inversion. Since in weak inversion the highest
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possible gm/Id ratio is obtained, we may define a transconductance efficiency as the
ratio between the real gm/Id ratio and the gm/Id ratio in weak inversion:

ηgm = (gm/Id) /(gm/Id)WI = 2nkT/
(
qV gt

)
(20)

This allows us to write:

Id = gm (nkT /q) /ηgm (21)

Combining (16) and (21), we are now able to derive the required device current
for the amplifier in Fig. 2a:

Id = NτFclkAoCL (nkT /q) /ηgm (22)

In Sect. 3.1 we found an expression for the load capacitance CL (9). By inserting
(9) into (22), we obtain:

Id = 8kT NτFclkDR2 (nkT /q) /
(
V 2

ddηgmηvol
2
)

(23)

This is the minimum required current in the MOS device of Fig. 2a to satisfy both
the noise requirement (8) and settling with Nτ time constants, achieving a relative
settling accuracy given by (11).

3.3 Current Efficiency ηcur and Supply Current Idd

The current derived in (22) and (23) describes the current of a single device, i.e., gm
in Fig. 2a. Of course in a real circuit, there are more branches carrying current. For
instance, in a folded-cascode amplifier [5] as depicted in Fig. 3, usually the currents
in the transistors M1, M2, M5, and M6 are chosen equal. Hence, the current drawn
from the supply would be, in this case, 4× larger than the device current of M1. We
now define the current efficiency ηcur as the ratio between the current (Id) required
to obtain a certain gm in the circuit of Fig. 2a and the total current drawn from the
supply (Idd) in the circuit of Fig. 3 to obtain the same gm:

ηcur = Id/Idd (24)

Using this definition, the current efficiency of the circuit in Fig. 3 would be
ηcur = 25%. Combining (20) and (22) allows us to express the total current drawn
from the supply as:

Idd = Nτ FclkAoCL (nkT /q) /
(
ηcurηgm

)
(25)
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Fig. 3 Folded-cascode
implementation of the
amplifier of Fig. 2
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3.4 Noise Excess Factor NEF

In the derivation of the size of the required load capacitance CL, only the noise of the
transistor(s) that embodies the gm (Fig. 2) is taken into account. Of course, in a real
amplifier, like depicted in Fig. 3, more transistors contribute noise. In particular, M1,
M2, M3, M4, M5, and M6 contribute to noise considerably. The noise contribution
of transistors M7–M11 usually is negligible. As transistors M1 and M2 embody the
gm, their noise contributions are unavoidable, but the noise from transistors M3–M6
is additional, in excess of the noise of M1–M2. We now define the noise excess
factor (NEF) as follows:

NEF = Total Noise Power

Noise Power gm transistor (s)
(26)

The excess noise has to be taken into account when calculating the size of the
load capacitance CL, as derived earlier in Eq. (9). In fact, the size of the load
capacitor has to be increased by a factor NEF to accommodate the excess noise:

CL = 8kT NEF DR2/
(
AoV

2
ddηvo1

2
)

(27)

3.5 Derivation of the Amplifier Power Dissipation

We can now insert (27) in (25) to obtain the supply current of a generic single-stage
amplifier:
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Idd = 8kT NEF NτFclk (nkT /q) DR2

(
Vdd

2ηgmηcurηvo1
2
) (28)

Multiplying this result by the supply voltage yields an expression for the total
power dissipation of a generic single-stage amplifier:

P = 8kT NEF Nτ Fclk (nkT /q) DR2
(
Vddηgmηcurηvo1

2
) (29)

This expression is valid for a generic single-stage amplifier, operating in a
discrete-time environment, settling to a relative accuracy equal to exp(−Nτ ), and
exhibiting a dynamic range DR.

4 Power Efficiency

Now that we have a generic expression for power dissipation (29), we can analyze
the various parameters from this expression and derive a definition of power
efficiency.

Expression (29) can be split into a system-dependent power, a circuit-dependent
factor, and a supply-dependent factor in the following way:

P = Psystem × Fcircuit/Fsup ply (30)

with:

Psystem = 32kT FclkDR2, (31)

Fcircuit = 0.5NEF Nτ /
(
ηgmηcurηvo1

2
)

(32)

and:

Fsup ply = Vdd/ (nkT /q) (33)

Psystem is, as expected, a power dissipation (measured in Watts), fully determined
by system specifications. Fcircuit is a dimensionless factor, fully determined by
circuit implementation choices. The factor “0.5” in (32) is chosen such that the best
possible Fcircuit equal 1. Why this is necessary will become clear in Sect. 6. Fsupply
can be seen as the supply voltage measured in the number of times (nkT/q) fits in
it. Factor Fcircuit requires more analysis, as it can give directions to power efficient
circuit design. In the following we will discuss each factor in expression (32).



262 K. Bult et al.

4.1 Noise Excess Factor NEF

This factor is increased by all noise-producing elements that contribute to the total
integrated noise power of the circuit, with the exception of the device(s) that embody
the transconductance gm of the amplifier. A low NEF can be obtained by avoiding
the use of current sources, load resistors, or switched-capacitor loads (although
the latter may be hard in an ADC environment). A good example is a push-pull
stage [6, 7] where both NMOS and PMOS are used actively as part of the effective
transconductance gm and no active current sources are necessary.

4.2 Number of Settling Time Constants Nτ

The settling accuracy is increased as more time constants are given to the amplifier
to settle. However, for a fixed clock frequency, that translates to a lower time
constant τ o, therefore increasing the bandwidth of the circuit. This in turn increases
the power dissipation proportionally. If a way can be found to reduce Nτ , the power
dissipation will reduce accordingly. As will be seen in Sect. 6, for ideal integrating
amplifiers, the effective Nτ (see Sect. 5.5) can drop to as low as 2, thus allowing for
a very significant improvement of the power efficiency.

4.3 The gm-Efficiency ηgm

Low power dissipation is achieved if the highest possible transconductance gm is
obtained for the smallest possible current Id. This of course means the highest
possible gm-efficiency ηgm. As Eq. (20) shows, this is achieved for the lowest
possible value of Vgt. The lowest possible value of Vgt is obtained in weak inversion
and is approximately 80 mV at room temperature. This reflects the well-known
notion that, if possible, one should operate devices in weak inversion. However,
if the required speed is approaching the Ft of the technology, a larger Vgt has to be
chosen. As a result, the power efficiency is affected negatively. Because for all lower
speeds Vgt can remain at 80 mV and only when pushing the technology, Vgt has to
be increased, the curve depicting power efficiency versus speed, Fig. 4, resembles a
hockey-stick shape, and the effect is called the hockey-stick effect.

4.4 Current Efficiency ηcur

As is clear from (32), the current efficiency ηcur should be as high as possible.
This means that when possible, current mirrors or folded-cascode structures (which
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Fig. 4 The hockey-stick curve: Vgt versus the required bandwidth relative to the technology Ft

Fig. 5 Example of current
sharing for increased current
efficiency, with ηcur = 200%

Vin Vo

M1

M2

Vshn

Vshp I

I

introduce additional current branches) should be avoided. As is generally known,
telescopic topologies exhibit higher efficiency than, for instance, a folded-cascode
structure.

Current sharing (i.e., an NMOS and a PMOS transistor in the same branch that
are both actively driven, as depicted in Fig. 5) increases the current efficiency
by approximately a factor of 2 and has a major (positive) effect on the power
efficiency. This is because the same current flows through the NMOS as well as
the PMOS transistor (so only one current is drawn from the supply), whereas the
effective transconductance is the sum of the NMOS and PMOS transconductances:
gm,eff = gmp + gmn. However, stacking of devices can reduce the maximum output
swing, which in turn reduces the voltage efficiency. Due to current sharing, the
current efficiency potentially could reach values of 100% for differential circuits
(and even 200% for single-ended circuits).

However, circuits using a differential pair with a tail current often exhibit a
current efficiency of only 50%, as the input voltage is divided equally over the two
devices, and as a result produce an output current of 0.5Vingm instead of the full
Vingm. In the example of the circuit depicted in Fig. 6, both M1 and M2 carry a
current equal to Id, and in total 2Id is drawn from the supply. But both M1 and M2
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Fig. 6 Differential pair with
ηcur = 50%

Vbn

VinM2M1Vip

Vo

I I

2I

only see half of the input voltage across their individual Vgs’s. As the drain currents
are subtracted at the output, the effective transconductance of the entire circuit is
equal to the gm of a single device, and, as we have just seen, the current drawn
from the supply is twice the individual current, hence ηcur = 50%. However, if the
entire circuit is differential and hence, also a differential output is used, the voltage
efficiency (see following section) is doubled, and the product of current efficiency
and voltage efficiency remains constant.

4.5 Voltage Efficiency ηvol

A high voltage efficiency requires a high output swing and hence benefits from the
absence of cascodes. Also differential pairs in the same branch as the output node
(like in Fig. 6) negatively affect the voltage efficiency. In contrast, a common-source
NMOS and a common-source PMOS, with their individual sources connected to the
supplies (as, for instance, shown in Fig. 5), deliver excellent voltage efficiency.

4.6 Definition of Power Efficiency

Equations (30)–(33) give a good insight in to the power dissipation of a generic
single-stage amplifier operating in a discrete-time environment using feedback. A
good definition of power efficiency should include the effects of the choices made in
the circuit implementation of the amplifier but should not include any influence from
system specifications. As such, the parameter Fcircuit (32)is an excellent definition
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of power efficiency in itself. It is good to point out that this definition of power
efficiency is similar to the Schreier figure of merit (FoMS):

FoMS = 20 log
(
P/

(
DR2Fclk

))
(34)

Applying (34) to the expression for power dissipation found in (30)–(33) yields:

FoMS = 20 log
(
32kT F circuit/Fsup ply

)
(35)

Comparing (35) to (32) reveals that Fcircuit and FoMS differ on three points: the
Schreier FoM is using dB’s (and Fcircuit is on a linear scale), the Schreier FoM has
a factor 32kT included in its expression, and the supply factor Fsupply is included
in the Schreier FoM. The factor 32kT converts the Schreier FoM into the dB’s of a
power (in Joules) per clock cycle, whereas Fcircuit is dimensionless.

5 Incomplete Settling [8]

As was discussed in Sect. 4.2, the number of settling time constants Nτ has a
significant influence on the power dissipation and hence on the power efficiency
of an amplifier. According to Eq. (11), a 77-dB accuracy would require Nτ = 9,
whereas only Nτ = 3 would be required if 26-dB accuracy would be sufficient. If
we let go of the notion of obtaining gain accuracy by settling completely, we could
possibly reduce the power dissipation by a significant amount (3× in the above
example). In the past 12 years, a large amount of work has been done on the idea of
incomplete settling [8, 9, 17, 21, 29].

5.1 The Idea of Incomplete Settling

Figure 7 shows a set of curves that depict an amplifier’s response to an input-
step voltage versus time as a fraction of the allowed settling time. Settling starts
at t = 0 and in experiment stops at t = 1. Each curve has a different time constant
(as indicated in the figure) and hence, after a fixed amount of time (t = 1), varying
settling accuracy. The number of time constants settling realized at t = 1 is indicated
in the figure and varies down from 7 to 1. As discussed above, a significant amount
of power savings could be achieved by reducing Nτ . However, by observing Fig. 7,
we see that reducing Nτ not only causes a reduction in gain accuracy, but the gain
achieved at t = 1 is also dropping significantly.

Figure 8 shows the same set of curves but with the difference that the feedback
factor β is adapted for each individual curve such that at t = 1 the exact gain is
achieved for all curves. This shows that it is indeed possible to achieve the power
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Fig. 7 Incomplete settling
versus time as a fraction of
the allowed time. Gain loss is
visible, especially for Nτ = 3
or less

 0
0 0.2 0.4 0.6 0.8 1.0 1.2

0.2

0.4

0.6

0.8

1.0

1.2

Nτ = 7
Nτ = 5
Nτ = 3
Nτ = 2
Nτ = 1

time
V

ou
t

Fig. 8 Incomplete settling
with compensated gain loss
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savings together with the desired gain. However, some form of calibration will be
required to obtain the correct β to produce an accurate gain.

If we were to push this idea to the limit, i.e., making Nτ increasingly smaller and
simultaneously adapting β to obtain the correct gain, the required β would become
extremely small, approaching an open-loop solution, as depicted in Fig. 9. In Fig. 10
this circuit is used for even smaller values of Nτ , and the gain gmRL is adapted such
that at t = 1 the correct gain is achieved. By doing so we left the path of feedback
completely and are operating open-loop. We now have to rely on some form of
calibration to achieve the desired accuracy. Nevertheless, significant power savings
could be obtained by using such small values of Nτ . In the limit the amplifier would
become a pure integrator with infinite output impedance RL and hence infinite dc-
gain gmRL.

5.2 Incomplete Settling and Noise

In the analysis below, we will assume, for simplicity reasons, the noise parameter
[8] γ = 1 and gmRL >> 1. In [8] Iroaga and Murmann analyzed the noise behavior
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Fig. 9 Open-loop amplifier
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Fig. 10 Severe incomplete
settling going toward pure
integration
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of the circuit in Fig. 9 in case of (severe) incomplete settling. In their analysis the
settling was stopped at t = ts. They found the following result for output-referred
noise power at that moment:

Pnoise−output (ts) = (kT /CL) gmRL (1 − exp (−2Nτ)) (36)

with Nτ given by:

Nτ = ts/τ0 (37)

and:

τ0 = RLCL (38)

Based on the above time constants, the effective gain achieved at t = ts is:

Aeff = Ao (1 − exp (−Nτ )) (39)

with:

Ao = gmRL (40)
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Fig. 11 The normalized gain
Aeff/Ao versus the number of
settling time constants Nτ
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Figure 11 shows the relative settling of the gain, Aeff/Ao, versus Nτ . Equation (36)
describes the output-referred integrated noise power. To derive the input-referred
integrated noise power, we have to divide (36) by the square of the gain in (39) and
obtain:

Pnoise−input (ts) = (kT /CL) (1 − exp (−2Nτ ))

Ao(1 − exp (−Nτ ))
2 (41)

For Nτ approaching infinity (fully settled), expression (41) shows the steady-state
input-referred integrated noise power:

Pnoise−input,SS = kT / (AoCL) (42)

This allows us to rewrite (41) as:

Pnoise−input (ts) = Pnoise−input,SSFsettling (Nτ ) (43)

where:

Fsettling (Nτ ) = (1 − exp (−2Nτ ))

(1 − exp (−Nτ ))
2 , (44)

is the increase in noise power relative to the steady-state input-referred noise power,
as a function of the number of settling time constants Nτ . This function is shown
in Fig. 12 and shows the relative increase in noise power as a result of incomplete
settling.
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Fig. 12 The settling factor
Fsettling and the effective
number of settling time
constants Neff versus the
number of settling time
constants Nτ
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5.3 Effective Noise Bandwidth NBWeff

The increase in total integrated input-referred noise for Nτ approaching zero is a
result of an increase of the effective noise bandwidth due to incomplete settling.
This can be seen by rewriting Eq. (41) as follows:

Pnoise−input (ts) = 4kT

gm

1

4τo
Fsettling (Nτ ) (45)

or:

Pnoise−input (ts) = NPDinputNBWeff (46)

with:

NPDinput = 4kT /gm (47)

being the input-referred noise power density and:

NBWeff = NBWSSFsettling (Nτ ) (48)

the effective noise bandwidth, with:

NBWSS = 1/ (4τo) (49)

the steady-state effective noise bandwidth. The last factor in (48) indicates how the
effective noise bandwidth will change from its steady-state value (1/(4τ o)) to a value
approaching infinity, if Nτ is reduced from a large value (fully settling) to a value
approaching 0 (ideal integration). This is depicted in Fig. 12 (Fsettling).
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5.4 Incomplete Settling and Power Dissipation

In Sect. 3.4 an expression for the power dissipation was derived, based on complete
settling. As we have seen in the previous section, incomplete settling increases
the input-referred total integrated noise power. Equation (43) shows that a factor
Fsettling(NT) needs to be included in the expression for Pnoise-input, where Fsettling(NT)
is described by (44). The effect of this increase in input-referred noise power is that,
in order to achieve the same overall dynamic range, the load capacitance CL has to
be increased by the same factor. In turn, the effect on overall power dissipation is
the same: the device current as well as the power dissipation will increase by the
factor Fsettling(NT). This leads to the following expression for the power dissipation:

P = Psystem × Fcircuit × Fsettling/Fsup ply (50)

with Psystem, Fcircuit, Fsettling, and Fsupply given by (31), (32), (44), and (33),
respectively.

5.5 Effective Settling Parameter Neff [29]

The discussion on incomplete settling (Sect. 4.1) started with the idea that reducing
the amount of settling time could significantly reduce the power dissipation. In fact,
seeing that the power dissipation is proportional to Nτ may lead to the thought that
the power dissipation could become negligible altogether, if we were to reduce Nτ

to values close to zero. However, our analysis in the previous section revealed that
due to incomplete settling, an additional factor has to be added to the expression
for the power dissipation: Fsettling, as given by (44). This means that, instead of
being proportional to Nτ, the power dissipation is proportional to Nτ × Fsettling. By
defining a parameter Neff in the following way:

Neff (Nτ ) = Nτ Fsettling

= Nτ
(1−exp(−2Nτ ))

(1−exp(−Nτ ))2 ,
(51)

we may simply replace Nτ in Eq. (29) by Neff (as defined by (54)) to obtain an
expression for power dissipation that is valid also in case of incomplete settling:

P = 8kT NEF NeffFclk (nkT /q) DR2

(
Vddηgmηcurηvo1

2
) (52)
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Since the validity of this expression is independent of the amount of settling, we
can find the associated expressions for ideal integrating amplifiers, by calculating
the limit value for Nτ going to 0.

Figure 12 shows a curve depicting Neff as a function of Nτ . As can be seen from
this plot, for larger values of Nτ , Neff ∼ Nτ , but for lower values of Nτ , especially
for Nτ going to 0, Neff goes to 2. This is the result of the increase in effective noise
bandwidth, as is indicated by Eq. (48).

6 Ideal Integrating Amplifiers

Integrating amplifiers, often referred to as dynamic amplifiers, have become very
popular in the past 10 years [10–16]. In this section we will derive expressions for all
relevant parameters (gain, effective noise bandwidth, input-referred integrated noise
power, power dissipation, and power efficiency) by calculating the limit values of
the expressions found in the previous section. The implications of these results will
be discussed here, whereas the circuit implementations will be discussed in Sect. 7.

6.1 Effective Gain Aeff

Equations (37)–(40) combined yield the following expression for the effective gain
with incomplete settling:

Aeff (ts) = gmts

CLNτ
(1 − exp (−Nτ )) (53)

The limit value for this expression for Nτ going to 0 yields the expression for
effective gain for an integrating amplifier:

Aint (ts) = gmts

CL
(54)

The ratio gm/CL is equal to a single-stage amplifier gain-bandwidth product
(GBW) and is usually equal to or close to the unity-gain frequency ωunity. The GBW
is showing what gain can be achieved in combination with a certain bandwidth.
Similarly, in the case of an integrating amplifier, the associated time constant τ unity
is also setting the measure of what gain can be achieved: if the integration time
ts equals τ unity, the effective gain is also unity. Gain can only be achieved if the
integration time is larger than τ unity.
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6.2 Effective Noise Bandwidth NBWeff [29]

Combining Eqs. (44), (48), and (49) results in the following expression for the
effective noise bandwidth:

NBWeff = Nτ/ (4ts)
(1 − exp (−2Nτ ))

(1 − exp (−Nτ ))
2 (55)

The limit value for this expression for Nτ going to 0 yields the expression for
effective noise bandwidth for an integrating amplifier:

NBWint = 1/ (2ts) (56)

From this equation it is indeed clear that the effective noise bandwidth goes to
infinity if the integration time goes to zero.

6.3 Input-Referred Integrated Noise Power

To calculate the input-referred total integrated noise power for an ideal integrating
amplifier, we start with using (37), (40), and (51) in Eq. (41) and obtain:

Pnoise−input (ts) = kT

gmts
Neff (57)

As we have seen in Sect. 5.5, the limit value of Neff for Nτ going to 0 equals
2, which results in the following expression for the integrated input-referred noise
power:

Pnoise−input (ts) = kT

gm

2

ts
(58)

To get to a more recognizable expression, we use (54) in (58), which results in:

Pnoise−input,int = 2kT / (AintCL) (59)

This expression very much resembles the expression (42) for Pnoise–input,SS.
Both Eqs. (42) and (59) express the integrated input-referred noise power as being
proportional to (kT/AeffCL), where in steady-state Aeff = Ao and for the ideal
integrating amplifier Aeff = Aint. However, an interesting difference is that (59)
shows an additional factor of 2, compared to (42).
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6.4 Power Dissipation and Power Efficiency

The power dissipation for an amplifier with incomplete settling is given by (51).
Using (51) we find:

Neff(0) = 2 (60)

and as a result we find the following expression for power dissipation for an ideal
integrating amplifier:

P = 16kT NEF Fclk (nkT /q) DR2
(
Vddηgmηcurηvo1

2
) (61)

6.5 Overview for Ideal Integrating Amplifiers

In the previous section, we have found expressions for ideally integrating amplifiers.
Table 2 gives an overview of the expressions for various parameters found for the
fully settled versus ideal integrating amplifiers.

The initial idea to investigate incomplete settling (and ideal integrating ampli-
fiers) was to see how far we could reduce power dissipation by allowing less settling.
It is clear from the results we have obtained, especially shown in the row 5 of Table
2, that indeed the power dissipation is lowest for ideally integrating amplifiers. This
is also visualized in Fig. 12 by the curve labeled “Neff.” As described by Eq. (51),
the power dissipation is proportional to Neff (with the two extremes, “fully settling”
and “integrating,” shown in Table 2). So as Fig. 12 shows, less settling reduces the
power dissipation until the effects starts to saturate around Nτ = 2 and is, in the
extreme, limited to a value of 2P1 (see Table 2).

As opposed to fully settling approaches, where accuracy is obtained through
feedback and complete settling, integrating approaches do require calibration to
achieve the required accuracy. Although calibration is not the focus of this paper, it
can be shown that such a gain calibration can be achieved with negligible power
[16, 28]. As an example, if the gain-error detection is performed in the digital

Table 2 Fully settling
compared to integration

Parameter Fully settling Integrating

Aeff = gmRL gmtint/CL

NBWeff = 1/(4τ o) 1/(2tint)
Neff Nτ 2
Pnoise-inp = kT/(AoCL) 2kT/(AintCL)
P Nτ P1 2P1

P1 = 16kT NEF Fclk(nkT /q)DR2

(Vddηgmηcurηvo1
2)
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domain at a (low) subsample rate and the gain-error correction is done in the analog
domain (by controlling the bias current using a small DAC), the total effect on power
dissipation can be very small indeed [16].

7 Dynamic Amplifiers [10–16]

The past 20 years of data converter design have witnessed great emphasis on power
efficiency. Since residue amplifiers are a significant percentage of the overall power
budget, especially in the higher SNR range, a lot of work has been done on power-
efficient residue amplifiers. Dynamic amplifiers [10–16] have been a very significant
step forward in this respect.

7.1 Basic Architecture

Figure 13 shows a circuit diagram of a dynamic amplifier [10]. Resistive loads are
completely omitted and are replaced by switches (S1 and S2). These switches short
the output voltages Vop and Von to the positive supply until t = 0. At t = 0 the
switches open and the tail current switches on. As of that moment, both output
nodes (Vop and Von) start discharging, as is depicted in Fig. 14. The side that has
the largest current (with the highest input voltage) will discharge faster, gradually
producing a differential output voltage. At t = tint the tail current is switched off and
the integration process stops.

7.2 Gain Limitations

If, for simplicity, we can assume the output impedance of the differential pair in
Fig. 13 to be infinite, the circuit behaves as a true integrator, and Eq. (54) is a good

Fig. 13 Dynamic amplifier
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VopVon

Itail

CLS1 S2
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Fig. 14 Output signals
versus time
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approximation of the gain. Using Eq. (17) to substitute gm, we may write:

Aint = (
2Id/Vgt

)
tint/CL (62)

with Vgt given by (18) and (19). By using 2Id = Itail, we obtain:

Aint = (
Itail/Vgt

)
tint/CL (63)

Figure 14 also shows the common-mode voltage. The amount the common-mode
voltage (measured with respect to Vdd) comes down is dependent on the tail current
and the load capacitance in the following way:

Vcm (tint) = Itailtint/ (2CL) (64)

Note that there is no dependence on the input signal in (64). Comparing (63)
and (64), we can see that a large part of (63) actually describes the common-mode
voltage Vcm. Hence we may also write:

Aint = 2Vcm/Vgt (65)

This poses a serious limitation on the maximum achievable gain for this circuit.
By observing Fig. 8a, b, we can estimate that making Vcm larger than half Vdd may
be difficult, as the input devices will no longer be saturated. On the other hand,
Vgt cannot be made lower than 80 [mV] at room temperature (Eq. 19). Let’s take
some numbers to exemplify the issue: if we assume a supply voltage of 1.0 [V],
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Fig. 15 Switched-capacitor
biasing
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the maximum gain that could theoretically be obtained is 2 × 0.5/0.08 = 12.5,
and in practice it is even lower, as we need to reserve headroom for PVT variations.
Achieving more gain (without changing the architecture) would require a larger Vcm
drop.

7.3 Gain Accuracy

Inspecting the expression for gain (63) reveals what is required to control the gain
in a robust way. There are various ways to control the gain, two of which will be
discussed in the following.

Biasing Using a Switched-Capacitor Circuit Figure 15 shows a switched-capacitor
bias generator. During φ1, capacitor CSC is being charged to a voltage VPTAT, and
during φ2 the capacitor is discharged into the virtual ground of the amplifier. This
produces an average current of:

Ibias = VPTATFclkCSC (66)

Using this bias current as the tail current in Eq. (64) results in the following
expression for the gain:

Aint = Fclktint
(
VPTAT/Vgt

)
(CSC/CL) (67)

Assuming tint = 1/2Fclk (half the clock period), the device is biased in weak
inversion, such that Vgt = 2nkT/q (Eq. 19) and VPTAT = αT the expression for Aint
becomes:

Aint = 2 (αq/(nk)) (CSC/CL) (68)
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Fig. 16 Dynamic amplifier
with a CM-mode detect
circuit to fix the effective gain
[12]
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Equation (68) consists of constants and a ratio of capacitors which can be
implemented with reasonable accuracy. Do note, however, that the weak-inversion
slope factor n is dependent on technology. The accuracy of this approach is limited
by the spread in the factor α (of the VPTAT source), the spread in n, and the matching
of the capacitors.

Controlling tint by Forcing a Fixed Vcm [12 ] Figure 16 shows another way to
control the gain. From (65) we can read that if we control Vcm, we can control
the gain. In the circuit of Fig. 16, this is done by comparing Vcm to a fixed reference
voltage Vref and simply switching off the tail current Itail [12] when Vcm reaches
Vref. At that moment the integration stops and the gain is fixed. In this approach, the
accuracy is limited because of a slight dependence of the Vcm on the input voltage
(which gives rise to distortion) and the way the Vcm is detected from Vop and Von.

The above two methods to control the gain under PVT variations are, generally
speaking (especially in the higher SNDR range), not enough, and calibration will
be required. However, even though calibration may be used, the above described
methods to control the gain are still needed to bring the initial gain (at the beginning
of calibration) close enough to the optimal value, such that the system at least works
reasonably and the calibration loop converges. If the starting point of the gain is too
far off from the ideal value, the ADC will not be able to provide the calibration logic
with the correct information.

7.4 Improved Gain Architectures

In Sect. 7.2 it was discussed how dynamic amplifiers are limited in maximum gain
by the drop in common-mode voltage. As is also clear from (66), more gain would
require more headroom for the common-voltage drop. Here we will discuss two
circuits that increase the maximum achievable gain.
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Fig. 17 Extended headroom
through cascoding [18]
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Extended Headroom Through Cascoding (Fig. 10) [18]
In a classic amplifier, higher gain can be obtained through cascoding. The circuit in
Fig. 10 [18] shows that a similar technique can also be used in a dynamic amplifier.
The operation of the circuit can be explained as follows. During reset, nodes V1n,
V1p, V2n, and V2p are all reset to Vdd, as shown in Fig. 18. At t = 0, the tail current
is switched on and the differential pair becomes active. Since the nodes V1n and V1p
are still high (close to Vdd), the cascodes are not yet ON and no current arrives at
nodes V2n and V2p.

As a result, node V2n and V2p are not yet moving. So only nodes V1n and V1p are
moving down.
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Fig. 19 Up and down
integration to extend the
common-mode range and
hence increase the gain [19]
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Let’s assume Vip is higher than Vin. That means that V1n is moving down faster
than V1p (as depicted in Fig. 18). As soon as V1n is low enough (t = t1), the first
cascode will turn on, and as of that moment, the current will flow through the
cascode and arrive at V2n. As of that moment, V2n starts moving down.

At the moment that V1p is also low enough (t = t2), also the second cascode is
turning on and V1p stops moving as well. This happens at the same voltage level as
where V1n stopped and reduces the differential voltage, V1d = V1p − V1n, to zero.

However, as V2n was already moving, the differential voltage V2d = V2p −
V2n has already been building up and after t = t2 continues to do so, due to the
differential current, until it is stopped by the shutting down of the tail current (at
t = tint). In the circuit shown in Fig. 17, this is done automatically by a CM-detect
circuit, as discussed in Sect. 7.3.

For each set of nodes (V1p and V1n and V2p and V2n), the gain that is being built
up is proportional to the common-mode voltage drop, as described by (65). As both
sets of nodes can drop approximately the same Vcm, the total gain built up on nodes
V2p and V2n is approximately twice the value of the circuit of Fig. 13.

Up and Down Integration
Another way [19] to increase the maximum possible gain is shown in Fig. 19. The
idea is pretty straightforward. As the common-mode voltage drops if an NMOS
differential pair is used to drive the load capacitors, a second differential pair is
employed, in this case a PMOS pair, to raise the common-mode level in exactly
the same way, extending the integration activity over a longer period of time. As is
shown in Fig. 20, the NMOS and PMOS differential pair work one after the other,
causing the common-mode level to go down and up again.

The possible increase in gain is not exactly a factor of 2 but somewhat less. This
is due to the fact that the second differential pair does not start with the output
voltages at Vss-level but at a significantly higher level (see Fig. 20). This causes the
second part of the gain to be significantly smaller than the first part. Table 3 lists
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Fig. 20 Output signals in the
circuit of Fig. 19
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Table 3 Achievable gain Integration type Theoretical Ao Practical Ao

Vdd = 1.0 Vdd = 0.9
Temp = 2 7 ◦C Temp = 125 ◦C

Single (Fig. 13) 16.5 9.1
Up-down (Fig. 19) 24.5 10.3
Cascode (Fig. 17) 30 15.2

an example of achievable gains for the three different topologies, assuming weak-
inversion operation. The second column shows typical conditions, whereas the third
column shows corner conditions.

8 High-Efficiency Topologies

After the discussion on power efficiency and integrating amplifiers, in this section
we will discuss the most efficient architectures published to date. All of these
architectures share a common “core” circuit, which will be discussed in the
following.

8.1 The Core Circuit

In Sect. 4, we discussed power efficiency and analyzed the expression for power
dissipation to find ways to reduce the power dissipation. The factor Fcircuit (30)
shows which parameters are important: NEF, Nτ , Vgt, ηcur, and ηvol. To obtain
NEF = 1 and ηcur = 100%, all transistors driving the load capacitance need to
be driven actively and share their bias current (push-pull). To reduce the amount of
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Fig. 21 The “core” circuit
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energy lost on settling as much as possible, we need to use integrating architectures,
which results in Neff = 2. For the lowest possible Vgt, we need to operate the devices
in weak inversion, and to obtain the maximum voltage efficiency ηvol, we need to
make sure that the sources of the driving devices are biased around the level of
the supplies (NMOS close to or at Vss and PMOS close to or at Vdd). All these
considerations together result in a “core” circuit, as depicted in Fig. 21, that is
the “minimum” circuit required to drive the load capacitor. The circuitry around
it that drives the gates of the four devices should be as simple as possible and drain
negligible power. However, all topologies will have some form of “overhead.” In
the following sections, we will discuss various architectures that try to minimize
this overhead as much as possible.

8.2 Complementary Dynamic Amplifier [24]

The first example of a high-efficiency topology is shown in Fig. 22. This com-
plementary dynamic amplifier [24] shows the core circuit in transistors M1–M4.
Transistors M5–M8 can be seen as overhead with respect to the core circuit. In
this case they do not add any additional current drawn from the supply. As the
circuit is differential and the two complementary differential pairs both add to the
transconductance gm, the current efficiency of this topology is ηcur = 100%. But
M5–M8 together with the series switches do reduce the headroom for output swing
and that affects the voltage efficiency negatively. So, in this case, the overhead in
cost with respect to the core circuit is in the reduction of the voltage efficiency.
Nevertheless, this amplifier is a very power-efficient topology. Table 4 shows an
overview of a number of amplifier topologies and lists estimates for Neff, NEF,
Tcur, ηvol, and Fcircuit. As can be seen from this table, this complementary dynamic
amplifier ranks among the top topologies with respect to power efficiency (Fcircuit
in Table 4).
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Fig. 22 Complementary
dynamic amplifier [24]
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8.3 Zero-Crossing-Based Circuits (ZCBC) [20–23]

Zero-crossing-based circuit [20–23] is a very original approach to increase the
power efficiency of discrete-time amplifiers. A simplified circuit diagram of the
principle of zero-crossing-based circuits (ZCBC) is shown in Fig. 23. Only half
of the circuit is shown for simplicity reasons. The “core” circuit driving the load
capacitance can be recognized as M1–M4. ZCBC uses feedback, as in the classic
solution, but as opposed to a regular amplifier, ZCBC determines whether the output
has reached its final value by using a comparator at virtual ground. As soon as signal
Vvir at virtual ground crosses zero, the comparator trips and switches off the core
transistors driving the load capacitance. In the core circuit, either M1–M4 is active,
or M2–M3 is active. The core transistors act as current sources that are either ON or
OFF, making this a truly integrating system.

The efficiency of this architecture can be very high but is limited by the overhead
formed by the comparator. The comparator has to be always ON (as there is no a
priori knowledge on when the zero-crossing will happen) and has to be continuous
time. This means that there is no clock forcing a decision and hence the comparator
is usually an open-loop multistage amplifier. As the noise performance is dominated
by the noise performance of the comparator, the comparator power dissipation
cannot be negligible. It is exactly this overhead that deteriorates the power efficiency
of this system to a certain degree. Table 4 (row 5) lists the estimates of the efficiency
parameter.
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Fig. 23 The principle of
zero-crossing-based circuits
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Fig. 24 Ring amplifier schematic

8.4 Ring Amplifier [25, 26]

The ring amplifier [25, 26] is also an interesting approach to achieve high power
efficiency in discrete-time amplification. The simplified principle is depicted in
Fig. 24. The ring amplifier consists of a minimum of three stages (A, B, and the
“core” circuit). It uses feedback, but in contrast to the “classic” high-gain and
feedback approach, this amplifier does not use any compensation technique to obtain
stability. As a matter of fact, this amplifier is designed to be instable in feedback
operation and is allowed to oscillate or “ring,” hence the name. This enables this
design to have the output swing toward the desired level in a very fast way.

To obtain a useful (and stable) response, the third stage (the “core” circuit) is
driven by stage B in such a way that a “dead” zone is introduced in the third stage.
Figure 25 shows the transconductance of the third stage, with the “dead zone”
indicated. In this dead zone, both output transistors switch OFF, and the transfer
function of the third stage enters a region in which the effective gain is (almost)
zero. The idea is that at first the amplifier is instable and starts to oscillate. But as
soon as the output gets close to the desired value, the third stage enters the dead
zone and prevents the ring amplifier to oscillate. The stability of the ring amplifier
depends on the width of the dead zone, and hence the dead zone needs to be carefully
controlled by dedicated circuitry (Fig. 24).
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Fig. 25 Third-stage
transconductance with the
so-called dead zone
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There are several advantages to this approach. Since stability is not required,
compensation is not necessary and hence all internal nodes can remain fast. This
allows for a very fast response and makes the amplifier very power efficient.
However, the input-referred noise is primarily determined by the input stage (as in
the ZCBC approach), and the power dissipation of this stage (stage A in Fig. 24)
cannot be negligible. This is exactly where the overhead of this approach is located.
Table 4 (row 4) lists the estimates of the efficiency parameter.

9 High-Efficiency Topologies with Linearization

9.1 The Need for Improved Linearity

As previously discussed (Sect. 8.1), in order to obtain the best possible power
efficiency, the core circuit needs to be driven directly from the input and biased
in weak inversion (Sect. 4.3). This means that, in most cases, the useful input range
(with sufficient linearity) is rather small. At room temperature the peak value of
the input swing is about 80 mV. In submicron technologies, with supplies of 1.0–
1.2 V, ADC reference voltages are nominally 0.8–1.0 V. Every bit that is resolved by
the first quantizer reduces the residue signal by 2×. If the residue amplifier cannot
handle more than 80 mV at its input, a minimum of 4 bits have to be resolved
by the first quantizer. For higher SNDR ADCs, for which the linearity demands
are even more stringent, the minimum number of bits to resolve is even 5 bits.
This puts restrictions on the architectural choices of the ADC. In many cases a
larger (linear) input range would be desirable and hence the need for linearization
techniques for integrating amplifiers. In the following two sections, two different
linearization techniques are discussed.
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Fig. 26 Linearization principle (a) Grounded tail, (b) Fixed current-source tail, (c) Vin dependent
tail-current

9.2 Linearized Integrating Amplifier [27, 29]

A residue amplifier based on the core circuit has been presented in [27, 29], which
utilizes an analog linearization technique to achieve a high linearity while adding
minimal circuit overhead.

Principle
The basic principle, illustrated in Fig. 26 showing only the NMOS side, is based on
two observations:

(a) If the input transistors are biased in weak inversion with the sources tied directly
to ground, then the amplifier exhibits an expanding V-I characteristic (Fig. 26a).

(b) If an ideal tail current source is added to restrict the total current flowing
through the differential pair, then the amplifier would shift to a compressing
V-I characteristic (Fig. 26b).

Between these two opposing distortion paradigms, a midpoint for the tail current
characteristic can be found for which the amplifier exhibits a perfectly linear gm
(Fig. 26c). If the input transistors are assumed to be biased in weak-inversion
saturation region, then this tail current characteristic can be calculated to be:

Itai1 = Gm�Vid coth (�Vid/2nV T) , (69)

with VT = kT/q. By using Taylor series expansion, (69) can be expressed as:

Itai1 = 2nV TGm

(
1 + (�Vid/2nV T)2 + . . .

)
(70)
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Fig. 27 Linearization parameters

where Gm is the desired amplifier transconductance and �Vid is the differential
input signal. A tail current with the above characteristic would perfectly degenerate
the input pair, helping it achieve a perfectly linearized gm.

The behavior described in Eq. (70) can be approximated by using the sum of
the output currents of two weak-inversion transistors driven by �Vid as shown in
Fig. 27. However, as the sum would be extremely sensitive to PVT and Monte Carlo
variations, independent circuit parameters are required to tune and match the sum of
currents closely to the desired tail characteristic. Hence, this input-driven tail current
source is implemented with the following tuning parameters:

(a) Tail bias voltage, which is tuned by using a programmable current DAC into a
bias diode.

(b) Input attenuation, which determines the extent with which the tail current
modulates with the input signal. This attenuation is implemented by using a
programmable capacitor array to ground to tune the drive strength of the input.
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Fig. 28 Simulated amplifier THD versus linearization parameters

These two knobs establish how closely the tail current characteristic approxi-
mates the ideal function in (70), hence having a significant effect on the linearity
of the amplifier. This is reflected in Fig. 28 which shows the simulated THD of
a 250 MHz switched-cap amplifier based on the proposed linearization principle
with an input swing of 300mVppdiff and a gain of 4×, as these two parameters are
swept. It can be seen that over the entire search space of combinations of these two
parameters, a unique set can be found for which the amplifier distortion exhibits
a minimum, where the THD is <−90 dB. Figure 29 shows the deviation of the
amplifier output from its ideal value. For an input swing of 300mVppdiff, the error
reduces from nearly −40 dB to −55 dB by sweeping only Catt and nearly −90 dB
after linearization with both Catt and Vgtail.

While these two tuning parameters are very effective against odd-order distor-
tion, they only adjust the circuit symmetrically. Due to the high inherent distortion
of the WI input pair, any offset or gm mismatch in the amplifier creates a significant
even-order distortion. In order to avoid this from limiting the overall amplifier
linearity, this mismatch is compensated for by adding an extra tunable offset in the
tail current source, as seen in Fig. 17, with the help of an additional programmable
current source in the bias diode of one of the tail transistors. This offset provides
a knob to correct for the imbalance arising out of any mismatch in the amplifier. It
should be noted that this tunable tail current offset does not cancel the inherent offset
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Fig. 29 Amplifier output error voltage before and after linearization

of the amplifier, but merely corrects the even-order distortion by counteracting the
imbalance in the amplifier.

Implementation
Based on the proposed linearization technique, an integration-based amplifier was
implemented with the input being driven through both NMOS and PMOS sides,
as shown in Fig. 30. Since the linearization technique requires the transistors to be
biased in deep weak-inversion region, the amplifier power efficiency benefits from
an excellent gm/Id ratio. Cascode devices are used to boost the output impedance of
the amplifier. The tail current offset is implemented only in the NMOS tail, as it can
correct for the entire amplifier imbalance by itself.

Although the integrating amplifier has a tail current source, it does not provide a
reliable common-mode (CM) control. Hence, two current sources, tied to the output
and driven by a switched-cap CM-feedback loop, are used to regulate the output
CM-level. These current sources are one-fourth the size of the input pair to limit
their impact on total amplifier noise.

Measured Results
The amplifier was implemented within a 12-bit 3b/stage pipelined ADC which
utilized split-ADC calibration architecture. This calibration technique allowed for
fast convergence while operating in full background mode. With the help of gain and
nonlinearity calibration, the ADC was able to achieve >10.3b ENOB at 280 MS/s,
displaying a Schreier FoM of 164 dB with the amplifiers in all five pipeline stages
consuming a total of only 400 uW.

Even though this topology exhibits excellent linearity, its power efficiency has
not suffered, as can be seen in the comparison in Table 4 (row 8). It shows the same
power efficiency as the “complementary dynamic amplifier” discussed in Sect. 8.2,
but with improved linearity.
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Fig. 30 Proposed integrating
amplifier topology

9.3 Capacitively Degenerated Dynamic Amplifier

Circuit Description
In [28], a dynamic residue amplifier is presented for pipelined ADCs, as shown
in Fig. 31. It employs a linearization technique based on capacitive degeneration
to achieve an excellent linearity performance. The amplifier consists of push-
pull NMOS and PMOS differential pairs. The CL and CDEG denote the load and
degeneration capacitors, respectively. The amplifier operates in two phases: reset
and amplification. During the reset phase, the CDEG capacitors are pre-charged to
the supply voltage, while the load capacitors CL are reset to their common-mode
voltage. In addition, the amplifier is switched off to save power by disconnecting
the series switches at the NMOS and PMOS sources.

As the amplification phase begins, an input step is applied to the amplifier. The
CDEG capacitors are disconnected from the supply and connected to the amplifier in
a cross-coupled way (Fig. 31b). During this phase, the CDEG capacitors act as the
degeneration capacitor as well as a local supply for the amplifier. The cross-coupled
configuration of CDEG capacitors has two benefits. First, it decreases the overall
size of CDEG capacitors by 4× for the same amplifier gain. Second, the amplifier
exhibits excellent common-mode rejection capability during amplification because
only the load capacitors CL are connected to supply or ground during amplification,
ignoring parasitic capacitances. As a result, the output currents ILP and ILN have to
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Fig. 31 Principle of operation of the capacitively degenerated dynamic amplifier. (a) Reset phase.
(b) Amplification phase

be equal but opposite in sign (ILP = –ILN), allowing only the differential current to
flow through the CL capacitors and the common-mode current ((ILP + ILP)/2) to be
zero.

Linearization Principle
The linearization principle is based on the weak-inversion operation of MOSFETs
and can be intuitively explained as follows.

During the amplification period, the amplifier’s output voltage changes with time
due to the input step but in an input amplitude dependent manner, indicating nonlin-
earity. Figure 32 illustrates the amplifier’s large-signal gain against time for several
values of the input step VI,diff. At the beginning of amplification, the capacitor acts as
a low impedance because of the step input. Since the I-V characteristics of MOSFET
is exponential in the weak-inversion saturation region, the amplifier’s gain increases
with the input signal VI,diff, exhibiting an expanding nonlinearity. However, as the
amplification progresses, the impedance of the CDEG capacitor gradually becomes
higher. The high impedance then degenerates the amplifier more, eventually causing
it to exhibit a compressing nonlinearity (i.e., its gain decreases with input). At
the transition from this expanding to compressing behavior, the amplifier’s gain
becomes signal independent [28] given by Aopt = CDEG/2nCL, where n = weak-
inversion slope factor. Therefore, the amplifier achieves an excellent linearity as can
be seen by the THD plot in Fig. 32.

Measured Results
To ensure this linearity performance over PVT, the bias current IB of the amplifier
is made programmable. The proof-of-concept amplifier is fabricated in a 28 nm
digital CMOS process and consumes 87 μA from a 1 V supply. Figure 33 shows
the measured linearity versus the bias current IB at 43MS/s clock speed with
100mVpp,diff input signal and ∼4× gain. The amplifier’s THD is limited by HD3
as expected with an optimum of −108 dB. Note that even with ±2.5% bias current
variation, THD remains better than −80 dB, showing the wide linear range of the
proposed amplifier. Figure 34 shows the measured output spectra corresponding



High-Efficiency Residue Amplifiers 291

Fig. 32 Illustration of the capacitively degenerated linearization technique

Fig. 33 Measured THD and harmonics as a function of bias current percentage

to the optimum linearity settings. The top graph is showing the results of a low
frequency measurement (Fin = 2.5 kHz), whereas the bottom graphs shows the
equivalent results for a near Nyquist tone (Fin = 21.5 MHz). In both cases the
measured HD3 is better than −100 dB.
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Fig. 34 Measured output spectra at 43MS/s for 100mVpp,diff input and 400mVpp,diff output

The results in Figs. 33 and 34 have been obtained in a measurement with
an input swing of 100mVpp,diff and an output swing of 400mVpp,diff. Doubling
the signal amplitude to 200mVpp,diff at the input and 800mVpp,diff still shows an
HD3 better than −86 dB, without any recalibration. Compared to the state-of-the-
art dynamic amplifiers [10–15], the dynamic amplifier in [28] with capacitively
degenerated linearization technique demonstrates at least 25 dB better linearity
while simultaneously allowing over 2× larger output swing.

Although excellent linearity is obtained, the power efficiency is not sacrificed.
On the contrary, because of the absence of cascodes or common-mode feedback
devices, the voltage efficiency has increased significantly. This is shown in the
overview of Table 4, row 9: an excellent number of Fcircuit = 0.25 is obtained,
approximately 50× lower than the reference folded-cascode amplifier.

9.4 Overview

Table 4 shows an overview of estimated values of the efficiency parameters. The
expression for power efficiency (Eq. 30) is repeated here for convenience:

Fcircuit = NEF Nτ

(
Vgt/Vdd

)
/
(
ηcurηvo1

2
)
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Table 4 Comparison between residue amplifier topologies based on power efficiency

Amplifier
technique Neff NEF ηcur

−1 ηvol
−2 Fcircuit

a [%] [Ref.] Comments

Fully settling
folded cascode

7 2 4 2.8 75 100 [5] Reference
amplifier

Fully settling
push-pull amp.

7 1 2 6.3 44 56 [6, 7]

Resistive load
amplifier

3 1.2 2 6.3 23 29 [30] Dig. calibration
required

Ring amplifier 3 2 3 1.6 14 18 [25, 26]
Zero-crossing-
based
circuits

3 1.2 3 1.6 8.7 11 [20–23]

Dynamic
amplifier

2 1 2 3.2 6.2 10 [10–15] Dig. calibration
required

Complementary
dyn. amp.

2 1 1 6.3 6.2 8.0 [24]

Linearized
compl. dyn. amp.

2 1 1 6.3 6.2 8.0 [27, 29]

Capacitively deg.
dyn. amp.

2 1 1 1.6 1.6 2.0 [28] Dig. calibration
required

Best possible 2 1 1 1 1 1.3 Ideal design
aOperation in weak inversion, at room temperature (Vgt = 0.08 V) and therefore ηgm = 100% was
assumed

The numbers for Fcircuit in this table were calculated assuming a supply
voltage of Vdd = 1.0 V, a weak-inversion operation at room temperature (such
that Vgt = 80 mV), and a differential complementary topology. Under these
circumstances, the best possible value for Fcircuit would be Fcircuit = 0.16 (see
bottom row). The various topologies listed in Table 4 are sorted on power efficiency,
with descending (improving) Fcircuit. Almost two orders of magnitude improvement
have been achieved, reaching values close to the best possible values.

10 Conclusion

A comprehensive method for power estimation of residue amplifiers has been
presented. Using this method a definition of power efficiency has been given, which
subsequently has been used to analyze recently published, highly efficient residue
amplifiers. Design parameters (NEF, Nτ , Vgt, ηcur, and ηvol) have been identified
which have a key influence on the power efficiency, and design choices based on
power efficiency are discussed. It is shown that the most power-efficient residue
amplifier topologies share the same core circuit and differ primarily in how this core
circuit is driven from the input. Finally, an overview is given of these topologies,
ranked on power efficiency, and it is shown that the latest developments in residue
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amplifier design are getting close to what is ideally possible. It is also shown that
high power efficiency can be combined with high linearity, which supports the
notion that there is no direct link between linearity and power dissipation.

References

Classic High-Gain OpAmp with Feedback

1. Lewis SH, Gray PR. A pipelined 5MHz 9b ADC. Digest of technical papers, ISSCC; 1987.
2. Sutarja S, et al. A pipelined 13-bit, 250-ks/s, 5-V analog-to-digita1 converter. IEEE J Solid-

State Circuits. 1988;23(6):1316–23.

Power Estimation Analog Circuits

3. Bult K. The effects of technology scaling on power dissipation of analog circuits. AACD;
2005.

Weak-Inversion Operation

4. Enz C, et al. Charge-based MOS transistor modeling: the EKV model for low-power and RF
IC design. Chichester: Wiley; 2006.

Folded-Cascode OpAmp

5. Lee H-S, Gray PR. A self-calibrating 15 bit CMOS A/D converter. IEEE J Solid-State Circuits.
1984;19(6):813–9.

Push-Pull Residue Amplifiers

6. Brunsilius J. et al. A 16b 80MS/s 100mW 77.6dB SNR CMOS pipeline ADC. Digest of
technical papers, ISSCC; 2011.

7. Kim J, et al. A 12-b, 30-MS/s, 2.95-mW pipel. ADC using single-stage class-AB amplifiers
and deterministic background calibr. IEEE J Solid-State Circuits. 2012;47(9):2141–51.



High-Efficiency Residue Amplifiers 295

Incomplete Settling

8. Iroaga E, Murmann B. A 12-bit 75-MS/s pipelined ADC using incomplete settling. IEEE J
Solid-State Circuits. 2007;42(4):748–56.

9. Akter MS, et al. A 66 dB SNDR pipelined split-ADC using class-AB residue amplifier with
analog gain correction. Conference proceedings ESSCIRC 2015; 2015.

Dynamic Amplifiers

10. Verbruggen B, et al. A 2.6mW 6b 2.2GS/s 4-times interleaved fully dynamic pipelined ADC
in 40nm digital CMOS. Digest of technical papers, ISSCC 2010; 2010, p. 296–7.

11. Verbruggen B, et al. A 2.6 mW 6 bit 2.2 GS/s fully dynamic pipeline ADC in 40 nm digital
CMOS. IEEE J Solid-State Circuits. 2010;45(10):2080–90.

12. Lin J, et al. A 15.5 dB, wide signal swing, dynamic amplifier using a common-mode voltage
detection technique. Circuits and systems (ISCAS), 2011 IEEE international symposium, 15–
18 May 2011, p. 21, 24.

13. Verbruggen B et al. A 1.7mW 11b 250MS/s 2∼ interleaved fully dynamic pipelined SAR ADC
in 40nm digital CMOS. Digest of technical papers, ISSCC 2012.

14. Verbruggen B, et al. A 2.1 mW 11b 410 MS/s dynamic pipelined SAR ADC with background
calibration in 28nm digital CMOS. Digest of technical papers, Symposium on VLSI circuits;
2013.

15. Lin J, et al. An ultra-low-voltage 160 MS/s 7 bit interpolated pipeline ADC using dynamic
amplifiers. IEEE J Solid-State Circuits. 2015;50(6):1399–411.

16. Akter MS, Makinwa KAA, Bult K. A capacitively degenerated 100-dB linear 20–150 MS/s
dynamic amplifier. IEEE J Solid-State Circuits. 2018 53(4):1115–1126.

Low Power Calibration

17. Sehgal R, et al. A 12b 53 mW 195 MS/s pipeline ADC with 82dB SFDR using split-ADC
calibration. IEEE J Solid-State Circuits. 2015;50(7):1592–603.

Cascoded Dynamic Amplifier

18. Goes Fvd, et al. A 1.5mW 68dB SNDR 80MS/s 2x interleaved SAR-assisted pipelined ADC
in 28nm CMOS. Digest of technical papers, ISSCC 2014; 2014.

Up/Down Integration

19. Malki B, et al. A complementary dynamic residue amplifier for a 67 dB SNDR 1.36 mW 170
MS/s pipelined SAR ADC. Conference proceedings ESSCIRC; 2014.



296 K. Bult et al.

Zero-Crossing-Based Circuits

20. Brooks L, Lee H-S. A zero-crossing-based 8b 200MS/s pipelined ADC. Digest of technical
papers, ISSCC; 2007.

21. Sepke T, et al. Noise analysis for comparator-based circuits. IEEE J Solid-State Circuits.
2009;56(3):541–53.

22. Chang D-Y, et al. A 21mW 15b 48MS/s zero-crossing pipeline ADC in 0.13μ m CMOS with
74dB SNDR. Digest of technical papers, ISSCC; 2014.

23. Shin S-K, et al. A 12 bit 200 MS/s zero-crossing-based pipelined ADC with early sub-
ADC decision and output residue background calibration. IEEE J Solid-State Circuits.
2014;49:1366–82.

Complementary Dynamic Amplifier

24. Verbruggen B, et al. A 70 dB SNDR 200 MS/s 2.3 mW dynamic pipelined SAR ADC in 28nm
digital CMOS. Digest of technical papers, Symposium on VLSI Circuits; 2014.

Ring Amplifiers

25. Hershberg B, et al. Ring amplifiers for switched-cap. circuits. Digest of technical papers,
ISSCC; 2012.

26. Hershberg B, Moon U-K. A 75.9dB-SNDR 2.96mW 29fJ/conv-step ringamp-only pipelined
ADC. Digest of technical papers, Symposium on VLSI circuits; 2013.

Linearization

27. Sehgal R, et al. A 13mW 64dB SNDR 280MS/s pipelined ADC using linearized open-loop
class-AB amplifiers. Conference proceedings ESSCIRC 2017; 2017.

28. Akter S, et al. A capacitively-degenerated 100dB linear 20-150MS/s dynamic amplifier. Digest
of technical papers, Symposium on VLSI circuits; 2017.

29. Sehgal R, et al. A 13mW 64dB SNDR 280MS/s pipelined ADC using linearized integrating
amplifiers. IEEE J Solid-State Circuits. 2018;53(7): 1878–1888.

Open-Loop Amplifiers

30. Murmann B, Boser B. A 12-bit 75-MS/s pipelined ADC using open-loop residue amplification.
IEEE J Solid-State Circuits. 2003;38(12):2040–50.



Energy-Efficient Inverter-Based
Amplifiers

Youngcheol Chae

1 Introduction

Over the last few decades, important trends in the integrated circuit (IC) industry
have followed Moore’s “law”. Accordingly, ICs have become cheaper, faster, and
more efficient. The channel length of a transistor has scaled from 10μm in the 1970s
to less than 10 nm today. Feature size scaling in CMOS has enabled digital systems
to prevail. However, analog circuits face significant challenges, because operational
amplifiers, which are the backbone of many analog circuits, become more difficult
to design [1, 2].

Inverters are one of the simplest amplifiers that can be made in CMOS technology
[3–5]. Despite their limited performance, CMOS inverters are attracting much
attention due to their scalability as digital circuits and the fact that they can be
readily designed in scaled CMOS [6–28]. They have also been rediscovered as
dynamic amplifiers and are now essential building blocks of energy efficient analog
circuits [4, 29, 30]. Many design techniques have been investigated to address
performance limitations associated with the use of CMOS inverters [7–28]. As a
result, many analog circuits have been implemented only with CMOS inverters, and
this trend can be found in lots of cutting-edge results.

This chapter discusses the operation principles and the design of inverter-based
amplifiers including various biasing techniques and circuit techniques to improve
their performance. It also presents design examples of state-of-the-art inverter-based
amplifiers.

This chapter is organized as follows. First, the use of a CMOS inverter as an
amplifier is discussed (Sect. 2), and the necessary biasing techniques are presented
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(Sect. 3). Advanced inverter-based amplifiers are then presented (Sect. 4). Finally,
improved energy-efficient inverters are explained (Sect. 5), followed by a conclusion
(Sect. 6).

2 CMOS Inverter as an Amplifier

2.1 Energy Efficiency (gm/I)

The most commonly used figure-of-merit (FoM) to evaluate the energy efficiency
of amplifiers [1] is given by

FoM = GBW · CL

ITOTAL
≈ gm

ITOTAL
(1)

where GBW is the gain-bandwidth product in Hz, CL is the load capacitor in pF, and
ITOTAL is the supply current in mA. When the GBW is approximated to gm/CL, the
FoM of amplifiers becomes gm/ITOTAL, which represents the efficiency in realizing
a certain transconductance gm. Therefore, energy efficient amplifiers will achieve a
higher gm power.

Using this FoM, Sansen [1] showed clear differences in the energy efficiency of
different amplifier topologies, as shown in Fig. 1. As described in [1, 2], when a
single MOS transistor (MOST) is biased at Vgs − Vth = 0.2 V, the FoM becomes
about 1500. For the same bias voltage, a simple differential amplifier can achieve
about half of this, i.e., FoM = 750. It should be noted that the FoM relationship
among amplifiers would be the same as long as the same bias voltage is used for
each amplifier, regardless of technology node. The FoM is also the same for a
telescopic amplifier, at the expense of output swing. A folded cascode becomes
the half of this again, i.e., FoM = 375. Mirrored OTA (mirror ratio B = 3) and two-
stage Miller OTA (CL/CC = 2.5) achieve FoMs of 560 and 350, respectively. The
reuse of the bias current allows the CMOS inverter to achieve a FoM of 3000, which
is doubles the value for a single MOST. Therefore, CMOS inverters provide better
energy efficiency than other amplifiers.

When assuming identical parameters between PMOS and NMOS, the gm/ID
value of CMOS inverter is defined according to the operating region as follows:

Weak inversion : gm

ID
= 2

Vt (1 + Cd/COX)
(2)

Strong inversion : gm

ID
= 4

Vgs − Vth
(3)
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where Vt is thermal voltage of the MOST and Cd and Cox represent the depletion
and the gate-oxide capacitance, respectively. As the inverter is biased deeper in weak
inversion, the gm/ID is increased by about 3∼5 times, depending on the technology.
Since the operating speed is limited by the operating region of the MOST, the speed
requirement determines the bias region of the inverter and typically low-frequency
applications end up in weak-inversion operation.

2.2 Slew Rate

The FoM used in the previous section assumes the presence of small signals. The
GBW of the amplifier is acceptable for small input signals, but due to the limited
slew rate, the settling time may exceed the tolerance limit for large input signals.
Therefore, the FoM for a large signal can be given as

FoM = SR · CL

ITOTAL
(4)

where the SR is the slew rate in V/μs. Therefore, achieving a higher SR with the
same power is the goal of an energy-efficient design for large signals.

Krummenacher [5] pointed out the class-AB operation of the CMOS inverter. As
shown in Fig. 2, a CMOS inverter features a high slew rate because its input voltage
increases the dynamic current to the output load CL. A CMOS inverter may be
considered as a dynamic amplifier due to the fact that the bias current is not constant,
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but varies during its amplification. This substantially reduces power consumption.
In particular, by dynamically changing the operating range of a CMOS inverter
between a weak inversion (in steady state) and a strong inversion (during transient),
the energy efficiency FoM of a CMOS inverter can be maximized. The detailed
operation will be explained in Sect. 3.

3 Biasing Techniques of Inverters

3.1 Signal-Biased Dynamic Inverters

Copeland [3] proposed dynamic amplifiers, whose bias current was not constant
but changed during operation, especially when used in switched-capacitor (SC)
circuits. Hosticka [4] also recognized CMOS inverters as dynamic amplifiers.
Unlike opamps, inverters, however, do not provide virtual ground, simply because
they have a single-input terminal. When negative feedback is applied, the input
voltage remains close to the offset of the inverter. The amount of charge transferred
to a feedback capacitor CI depends on the inverter offset. Since the inverter has
significant offset variation and drift, an offset cancellation technique is essential.
Chae [6] proposed an inverter-based integrator, which removes the offset Voff and
forms virtual ground Vg by using an offset cancellation capacitor CC as shown
in Fig. 3. In the auto-zeroing phase (φ1), the inverter input is connected to the
output and stores the Voff on the compensation capacitor CC with the operating
point. In the integration phase (φ2), the sampled charge on CS is transferred to the
CI rapidly due to the signal-dependent output current, allowing class-AB (or C)
operation. The energy efficiency of the inverter can be maximized, especially when
the supply voltage is selected to be lower than the sum of threshold voltages (i.e.,
VDD < VTHN + |VTHP|) [5, 7, 8]. During the charge transfer, only one transistor in the
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Fig. 3 Inverter-based SC
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inverter is in the strong inversion region and thus provides high slew rate, and then
both transistors of the inverter return to weak-inversion region in state steady, thus
resulting in maximum gm/ID. This maximizes the energy efficiency of the inverter
for both small and large signals.

The auto-zeroing process removes not only the offset of the inverter but also
its low-frequency 1/f noise. This improvement is obtained at the cost of increased
thermal noise due to noise folding. Therefore, amplifier noise becomes dominant
in typical auto-zeroed integrators [31]. To maintain the energy efficiency, this noise
penalty should be mitigated by decoupling the amplifier’s noise density from its
bandwidth. During the auto-zeroing phase, the effective noise bandwidth can be
lowered by increasing the value of CC (e.g., making it much larger than Cs)
and thus reducing the amount of noise folding. It should be noted that this does
not degrade the settling time during integration phase, because CC does not load
the amplifier due to its series connection. To achieve an improved accuracy, the
inverter-based integrator can be refined into a pseudo-differential structure [6]. In
this case, a passive CMFB is often adopted to avoid output common-mode drift
due to mismatch and charge injection [8, 9, 12, 14–16]. The CMFB detects the
signal difference between the detected common-mode voltage and signal ground
and provides common charge via its virtual ground node [8, 10].

3.2 Inverter with Dynamic Biasing

Without using reference current, the dynamic inverter is relatively vulnerable
to process, voltage, and temperature (PVT) variations that cause performance
degradation and limit the use of the inverter-based amplifier. Krummenacher [5,
11] reduced the PVT sensitivity with dynamic bias technique as shown in Fig. 4a.
During auto-zeroing phase (φ1), the bias current IO is imposed by a current mirror
and it is stored in CC1. It operates like a dynamic inverter for input signals with
frequencies much higher than 1/RC1. At the same time, CC2 samples a bias voltage
of a NMOS Mn1. The bias current of the inverter is decided by a current source, and
the bias voltages of the two input transistors are stored in two separate capacitors. It
is not possible to respond to fast changes in the DC component of the input signal,
but it can be easily resolved by replacing the resistance R with a switch that is closed
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during the auto-zeroing phase as shown in Fig. 4b. It has the benefit of a well-
controlled bias current IO in standby state compared to the signal-biased inverter,
but it should be noted that the additional noise of the bias current is also added to
the inverter input, thus suffering excess noise penalty. Michel [12] describes how a
dynamic inverter can operate even from a 250 mV supply by using an extra-level
shifter and achieves 61 dB DR in a 10 kHz bandwidth.

3.3 Inverter with Advanced Dynamic Biasing

The dynamic biasing scheme utilizes two capacitors and a current mirror, which
introduces asymmetrical parasitic capacitors at the gates of the two input transistors,
resulting in a linearity degradation. This issue can be resolved with advanced
biasing techniques employing two balanced capacitors. Hosticka [4] proposed a
dynamic biasing technique, which employs two balanced capacitors for the dynamic
inverter, and Wang [13] added two current mirrors to reduce PVT sensitivity. Each
switching cycle refreshes the bias capacitors CC, which maintains the required
voltage difference between the two nodes of the inverter input. At the input of the
inverter, the parasitic capacitor CP reduces the gain of the inverter by CC/(CC + CP).
Therefore, the value of CC should be increased properly to mitigate the gain
degradation.

However, the mismatch between two current sources causes some errors of
each operating points resulting in performance degradations. Chae [14] proposed
a dynamic CMOS inverter with a floating current source as shown in Fig. 5. The
dynamic bias inverter consists of two branches, the main branch and the sub-branch,
which are alternatively connected to the input transistors (MP1 and MN1). During
sampling phase (Fig. 5a), the input transistors are connected to the sub-branch
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with a floating current source IO and define the operating points with two CC. This
ensures that both MP1 and MN1 are biased with exactly the same bias currents, and
this cancels the inverter’s offset and 1/f noise. During integration phase (Fig. 5b),
the inverter is disconnected from the floating current source and reconfigures as a
dynamic inverter with a well-defined bias current. The DC gain of an inverter is
typically less than 40 dB and is not sufficient for high-precision circuits. To address
this issue, the connection switches are configured as cascode transistors, instead
of fully turning on with supply connections. As a result, the dynamic inverter can
achieve a high DC gain (>80 dB) over PVT variations and realize a very high-
resolution ADC (20 bits). In [14], a 20-bit incremental ADC was realized with the
dynamic inverter and achieved 6 ppm INL and 1 μV offset in a conversion time of
40 ms, while consuming only 6.3 μW, thus resulting in the state-of-the-art Schreier
FoM of 182.7 dB.

The dynamic switching technique of cascode transistors limits the operating
speed. This was not a critical design constraint in [14] because its sampling
frequency was 50 kHz, but such a constraint would be hardly applicable to some
applications requiring higher sampling frequencies (>tens of MHz). The settling
speed of the dynamic inverter is mainly limited by the parasitic gate-source capacitor
Cgs of the cascode transistor, which should be periodically charged. Lee [15]
suggested the use of active compensation capacitors CCP at the cascode transistors to
address the speed limitation as shown in Fig. 6a. First, the compensation capacitor
CCP is fully discharged. When the phase flips, the CCP is connected to the bias
circuit and the charge between CCP and Cgs is distributed between each other and
the voltage quickly goes near to the target voltage with respect to the ratio of CCP
and Cgs. Afterward, the rest of voltage to the target voltage (Vb0 and Vb1) can be
charged with small bias current. Instead of switching the floating current source,
Gönen [16] suggested using the crossbar switch in parallel with the floating current
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source as shown in Fig. 6b. During the integration phase (φ2), the floating current
source is simply bypassed by the crossbar switch. Since there is no Cgs switching
of the cascode transistors in the biasing circuit, its power consumption can be
minimized. As a result, this work significantly increases the sampling frequency
of the dynamic inverter (>10 MHz). In [16], an 18-bit audio ADC was realized
with the dynamic inverter and achieved 109 dB DR and 103 dB SNDR in a 20 kHz
bandwidth, resulting in a state-of-the-art Schreier FoM of 181.5 dB.

3.4 Inverter with Adaptive LDO

To address the PVT vulnerability of dynamic inverters, Krummenacher [5] and
Nauta [17] proposed the use of an adaptive low dropout regulator (LDO) as shown
in Fig. 7. To control its bias current IO and reduce the effect of supply variations,
the VDD of all inverters in the subsystem is maintained at the required bias point
with a reference inverter biased with the Io. The VDD is available from the reference
voltage by shorting the input and output of the reference inverter. The entire circuit
should be supplied at a higher voltage than VDD to allow proper operation of the
buffer amplifier.

Christen [18] applied the technique to a SC �� ADC for MEMS microphone.
The LDO improves the power supply rejection ratio (PSRR>78 dB) of the inverter-
based �� ADC, and it can also support a scalable bandwidth by adjusting the
internal VDD depending on the sampling frequency. Breems [19] exploited the
technique into a CT �� ADC for wideband FM radio. The loop filter employed
inverter-based amplifiers with a dedicated LDO and the ADC achieved the state-
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of-the-art THD of −102dBc and 77 dB SNDR in 25 MHz bandwidth over PVT
variations.

3.5 Inverter with Body Biasing

As an alternative, Luo [20] proposed an adjustable body biasing of dynamic inverter
as shown in Fig. 8a. Sensing transistors (MP3 and MN3) biased in the weak-inversion
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region are connected to two resistors (R1 and R2), which provide a corner-dependent
voltage. These voltages can be applied to the body terminals of the main inverter,
which regulates the threshold voltage of each transistor and captures the PVT
variations. In [20], an audio ADC was realized with class-C inverters and achieved
91 dB SNDR and 98 dB DR at a supply voltage of 0.8 V.

Lechevallier [21] also recognized that it is possible to omit the requirement for
tunable supply in inverter-based amplifiers by exploiting body biasing in an ultra-
thin buried oxide and body, fully depleted SOI (UTBB FD-SOI) CMOS technology.
For 28 nm UTBB FD-SOI transistors, a forward body bias of 3 V is allowed, and this
provides approximately threshold variation of 250 mV. As shown in Fig. 8b, the sum
of the overdrive voltages of NMOS and PMOS can be kept constant over the supply
range of about 250 mV, so that the supply voltage variation can be compensated.
As a result, an inverter-based Gm–C filter can maintain the energy efficiency while
accommodating supply variations of about 0.3 V without significant performance
degradation.

4 Advanced Inverter-Based Amplifiers

With process scaling, the intrinsic gain of inverters continuously drops, making it
difficult to design high-performance inverter-based amplifiers. To address this issue,
cascoded inverters have been widely used at the expense of reduced output swing
[14–16, 20]. This approach is not viable in nanometer CMOS due to the reduced
supply voltage. Applying additional techniques allows inverters to maintain their
gain and makes them truly scalable in nanometer CMOS.

4.1 Inverter with CDS

Nagaraj [32] describes a correlated double sampling (CDS) integrator (Fig. 9a). The
capacitors CS and CI perform the integration, whereas CCDS is an auxiliary capacitor
used to compensate for the finite gain error and the offset voltage of the amplifier.
The CDS technique can be applied to an inverter-based integrator as shown in Fig.
9a [18, 22]. In the sampling phase (φ1), the inverter is switched to form negative
feedback through the integration capacitor CI. The resulting error voltage at the
input of the inverter is stored in CCDS. In the integration phase (φ2), the integration
is performed with the inverter inserted in series with the CCDS. The gain of the
inverter is also boosted recursively. In [22], CDS technique boosts the effective DC
gain of the inverter from 35 to 50dB and allows an inverter-based �� ADC with
CDS to achieve 12-bit resolution.
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4.2 Inverter with CLS

Gregoire [23] describes a correlated level shifting (CLS) technique. This estimates
the final output voltage during a correlated sample phase and applies it in a second
settling phase. The effective gain of the amplifier becomes the square of the open
loop gain, because the amplifier is used twice. Zhang [24] applied the CLS technique
to an inverter-based SC integrator as shown in Fig. 9b. The integration phase (φ2)
is divided into two steps: estimation (φ21) and settling (φ22). During the estimation
phase, the top plate of CCLS is connected to the integrator output while its bottom
plate is connected to ground voltage, possibly bias point of the inverter. During the
settling phase, the bottom plate of CCLS is connected to the inverter’s output, shifting
the voltage towards virtual ground and reducing the required output voltage of the
inverter. Consequently, the Vg shifts towards the target voltage VCM. Therefore, the
charge redistribution reduces the amount of residue charge on CS and results in a
complete charge transfer. In [24], CLS technique boosts the effective DC gain of
the inverter by 37 dB (from 42 to 79 dB) and an inverter-based �� ADC with CLS
achieves about 10 dB SQNR improvement compared the conventional one. One
interesting point in [24] is that the integrator with CLS cancels offset and 1/f noise
of the inverter, unlike conventional CLS, because it keeps both CC and CCLS.
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Fig. 10 Inverters with output
negative resistor [17]
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4.3 Inverter with Negative Resistor

The inclusion of negative resistance has been around for a long time. They can be
used at the output of an amplifier to increase its DC gain. Nauta [17] suggested
the use of negative resistor at the output of an inverter as shown in Fig. 10.
The DC gain of the inverter is −gm × Rout, where Rout is the intrinsic output
resistance of the inverter. The DC gain can be increased with a negative resistance
Rload that compensates for Rout. The DC gain becomes −gm × (Rload//Rout). For
Rload = −Rout, the effective gain of the inverter becomes infinite but may become
unstable. As long as Rout is less than Rload, the DC gain of the inverter remains
negative. It should be noted that the negative resistance does not sacrifice the GBW
of the main inverter. Lee [9] also exploited a negative resistor for the inverter-based
SC amplifier to boost the gain of the amplifier by 21 dB from 31 to 52dB.

4.4 Ring Amplifiers

Hershberg [25] offered a new type of amplifier called a ring amplifier. The ring
amplifier is essentially a cascade of three inverters, but an offset, so-called dead
zone, is built into the second inverter such that the last inverter is turned off for
certain conditions as shown in Fig. 11a. The control of the dead zone allows the
cascade of inverters to operate like an amplifier. A ring amplifier can be considered
as a dynamic inverter that regulates the settling dynamics through the inherent
capacitive feedback of SC circuits. It has the benefit of slew-based charging and
also has a near rail-to-rail output swing, because the last stage is a simple inverter
that operates in weak-inversion region in steady state. In addition, the required gain
can be easily achieved from three inverter stages. There are many ADC papers
implemented with ring amplifiers. In particular, Lim [26] proposed a modified ring
amplifier as shown in Fig. 11b, where the dead zone is controlled by a resistor
instead of a voltage across a capacitor improving the PVT tolerance of the dead
zone. To improve the limited CMRR and PSRR in conventional ring amplifiers, a
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fully differential ring amplifier that replaced the first inverter with a differential pair
(class-A) was proposed [27]. One interesting point in [27] is that the addition of a
switched load capacitor to the output of the first inverter only at auto-zeroing phase
reduces the noise folding of the ring amplifier by about 89%.

4.5 Inverters with Digital Calibration

Digital calibration has been around for a long time to improve linearity, and there
are many papers featuring digitally-assisted analog circuits. Nonlinear errors due
to finite gain of the inverter also can be mitigated with the help of a deterministic
background calibration. Kim [28] proposed the use of three third-order polynomial
functions (splines) to calibrate the transfer function of the dynamic inverter. This
allows the digital linearization of the inverter that mitigates the distortion up to
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seventh order with low computational overhead, and the calibration coefficients for
dynamic inverters converge within only 0.73 ms. A 12b 30MS/s pipelined ADC
using dynamic inverters and digital calibration [28] achieved a SNDR of 64.5 dB,
while consuming only 2.95 mW.

5 Improved Energy-Efficient Inverters

CMOS inverters have evolved into other types of amplifier using stacking, gm-
style, and charge-steering to address challenges of nanometer CMOS and maximize
energy efficiency. These concepts have been around for a long time, but recently
have been revived as attractive techniques that benefit from advances in CMOS
technology [29, 30, 33–36].

5.1 Stacked Inverters

The stacked topology is used to reduce power consumption [33, 37]. It allows the
same DC supply to be shared for multiple AC-coupled signals, via capacitors with
isolating DC bias, while reusing the bias current. This idea can be applied to the
inverter to further improve energy efficiency. Shen [33] proposed vertically stacking
N inverters capable of achieving 2N times current reuse for a single-input signal
as shown in Fig. 12. As in [11], a replica biasing ensures that the stacked inverter
robust against PVT variations. They recognized that the tail current sources between
stacked inverters can be eliminated, but the stacked inverters still preserve CMRR
and PSRR. The stacked inverter has some limitations such as supply voltage limit
and signal swing reduction, but there are many potential applications. The stacked
inverter is suitable for closed-loop capacitive feedback and the AC-coupling to the
multiple amplifier input nodes can be realized by splitting the input and feedback
capacitors into multiple paths. A bio-amplifier stacking 3-inverters [33] achieved
the state-of-the-art NEF of 1.07 under the supply voltage of 1 V.

5.2 Other Dynamic Inverters

An effective way to maximize energy efficiency is to remove the unnecessary static
current. Lin [34] proposed the use of a dynamic integrator as a gain amplifier. The
common-mode voltage detection circuit provides the timing required to terminate
the load capacitors from discharging thus allowing the dynamic amplifier to have
a steady output voltage. The decision error can be calibrated with background
calibration, and dynamic amplifiers have been used to realize the accuracy required
in interstage gain for pipeline ADCs [29, 30, 35, 36]. Verbruggen [29] proposed
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a dynamic inverter-based amplifier as shown in Fig. 13. In the amplification (φ2),
an output current difference is integrated in the output capacitor. After a certain
time, the switch turns off and it freezes the output voltage. Since the amplifier
does not rely on closed-loop settling, it can be designed for a high-speed ADC. A
12b 200MS/s dynamic pipelined SAR ADC [29], implemented in 28 nm CMOS,
achieved a 70 dB SNDR, while consuming only 2.3 mW from a 0.9 V supply,
resulting in the state-of-the-art FoM of 177.4 dB.

Hosticka [4] proposed a dynamic CMOS amplifier, which consists of a CMOS
differential stage whose tail current has been replaced by a capacitor CO with two
switches. The amplifier can be loaded capacitively only at the “integration” phase.
This concept evolved into charge steering technique in a close-loop configuration
[36]. Akter [30] recognized that the charge steering is still effective in an open-loop
configuration and proposed a dynamic inverter as shown in Fig. 14, whose linearity
is significantly improved with capacitive degeneration. It employs a cross-coupled
capacitor configuration that results in reduced capacitor size and improved CMRR.
To compensate for the effects of PVT variations, the dynamic inverter can employ
a simple background calibration. A dynamic inverter with capacitive degeneration
[30], implemented in 28 nm CMOS, achieved the state-of-the-art THD of −100 dB
at a clock speed of 43MS/s, while consuming only 87 μW.
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Fig. 13 Dynamic integrator
with common-mode control
[29]
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6 Conclusion

This chapter discusses the operation principle and the design of inverter-based
amplifiers including various biasing techniques and circuit techniques to reduce
performance degradation due to the use of CMOS inverters. It also describes cutting-
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edge results in terms of energy efficiency, resolution, speed, and linearity. This result
shows that CMOS inverters are gradually replacing traditional opamps and OTAs in
many analog circuits and is dominant in nanometer CMOS.

References

1. Sansen WMC. Low-noise energy-efficient amplifier design ISSCC Forum: advanced IC design
for ultra low-noise sensing, 2016.

2. Sansen WMC. Opamps, Efficient Sensor Interfaces, Advanced Amplifiers and Low Power RF
Systems, Opamps, Gm-Blocks or Inverters?. AACD 2015, Springer; 2016.

3. Copeland MA, Rabaey JM. Dynamic amplifier for MOS technology. Electron Lett.
1979;15(10):301–2.

4. Hosticka BJ. Dynamic CMOS amplifiers. IEEE J Solid State Circuits. 1980;SC-15(5):887–94.
5. Krummenacher F, Vittoz E. Class-AB CMOS amplifier for micropower SC filters. Electron

Lett. 1981;17(13):433–4.
6. Chae Y, Han G. Low voltage, low power inverter-based switched-capacitor delta-sigma

modulator. IEEE J SolidState Circuits. 2009;24(2):458–72.
7. Chae Y, Han G. A low power sigma-delta modulator using class-C inverter. Symposium on

VLSI Circuits, June 2007, p. 240–1.
8. Chae Y, Lee I, Han G. A 0.7-V 36-μW 85 dB-DR audio �� modulator using class-C inverter.

ISSCC, Feb 2008, p. 490–1.
9. Lee I, Han G, Chae Y. A 2mW, 50dB DR, 10MHz BW 5× interleaved bandpass delta-sigma

modulator at 50 MHz IF. IEEE Trans Circuits Syst I. 2015;62(1):80–9.
10. van Veldhoven RHM, Rutten R, Breems LJ. An inverter-based hybrid �� modulator. ISSCC,

Feb 2008, p. 492–3.
11. Krummenacher F. Micropower switched capacitor biquadratic cell. IEEE J Solid State Circuits.

1981;SC-17(3):507–12.
12. Michel F, Steyaert MSJ. A 250 mV 7.5 μW 61 dB SNDR SC �� modulator using near-

threshold-voltage-biased inverter amplifiers in 130 nm CMOS. IEEE J Solid State Circuits.
2012;47(3):709–21.

13. Wang J, Matsuoka T, Taniguchi K. A 0.5 V feedforward delta-sigma modulator with inverter-
based integrator. In: Proc. ESSCIRC, Sept 2009, p. 328–31.

14. Chae Y, Souri K, Makinwa KAA. A 6.3 μW 20 bit incremental zoom-ADC with 6ppm INL
and 1μV offset. IEEE J Solid State Circuits. 2013;48(12):3019–27.

15. Lee S, Jo W, Song S, Chae Y. A 300-μW audio �� modulator with 100.5-dB DR using
dynamic bias inverter. IEEE Trans Circuits Syst I. 2016;63(11):1866–75.

16. Gonen B, Sebastiano F, Quan R, van Veldhoven R, Makinwa KAA. A dynamic zoom ADC
with 109-dB DR for audio applications. IEEE J SolidState Circuits. 2017;52(6):1542–50.

17. Nauta B. A CMOS transconductance-C filter technique for very high frequencies. IEEE J Solid
State Circuits. 1992;27:142–53.

18. Christen T. A 15-bit 140-μW scalable-bandwidth inverter-based �� modulator for a MEMS
microphone with digital output. IEEE J Solid State Circuits. 2013;48(7):1605–14.

19. Breems, L. et al. A 2.2 GHz continuous-time �� ADC with −102 dBc THD and 25 MHz
bandwidth. IEEE J Solid State Circuits. 2016;51(12):2906–16.

20. Luo H, Han Y, Cheung RC, Liu X, Cao T. A 0.8-V 230-μW 98-dB DR inverter-based ��

modulator for audio applications. IEEE J Solid State Circuits. 2013;48(10):2430–41.
21. Lechevallier J, Struiksma R, Sherry H, Cathelin A, Klumperink E, Nauta B. A forward-body-

bias tuned 450MHz Gm-C 3rd-order low-pass filter in 28nm UTBB FD-SOI with >1dBVp
IIP3 over a 0.7-to-1V supply. ISSCC, 2015, p. 96–7.



314 Y. Chae

22. Chae Y, Cheon J, Lim S, Kwon M, Yoo K, Jung W, Lee DH, Ham S, Han G. A 2.1 M Pixels,
120 frame/s CMOS image sensor with column-parallel �� ADC architecture. IEEE J Solid
State Circuits. 2011;46(1):236–47.

23. Gregoire B, Moon U-K. An over-60 dB true rail-to-rail performance using correlated
level shifting and an opamp with only 30 dB loop gain. IEEE J Solid State Circuits.
2008;43(12):2620–30.

24. Zhang H, Tan Z, Nguyen K. Inverter-based low-power delta–sigma modulator using correlated
level shifting technique. Electron Lett. 2017;53(25):1163–4.

25. Hershberg B, Weaver S, Sobue K, Takeuchi S, Hamashita K, Moon Ring U-K. Amplifiers for
switched capacitor circuits. IEEE J Solid-State Circuits. 2012;47(12):2928–42.

26. Lim Y, Flynn MP. A 100 MS/s, 10.5 bit, 2.46 mW comparator-less pipeline ADC using self-
biased ring amplifiers. IEEE J Solid State Circuits. 2015;50(10):2331–41.

27. Lim Y, Flynn MP. A calibration-free 2.3 mW 73.2 dB SNDR 15b 100 MS/s four-stage fully
differential ring amplifier based SAR-assisted pipeline ADC. Symposium on VLSI Circuits,
2017, p. C98–9.

28. Kim JK-R, Murmann B. A 12-b, 30-MS/s, 2.95-mW pipelined ADC using single-stage
class-AB amplifiers and deterministic background calibration. IEEE J Solid State Circuits.
2012;47(9):2141–51.

29. Verbruggen B, Deguchi K, Malki B, Craninckx J. A 70 dB SNDR 200 MS/s 2.3 mW dynamic
pipelined SAR ADC in 28nm digital CMOS. Symposium on VLSI Circuits, 2014.

30. Akter MS, Makinwa KAA, Bult K. A capacitively degenerated 100-dB linear 20–150 MS/s
dynamic amplifier. IEEE J Solid State Circuits. 2018;53:1115–26.

31. Gregorian R. High-resolution switched-capacitor D/A converter. J Microelectron. 1981;12:10–
13.

32. Nagaraj K, Vlach J, Viswanathan TR, Singhal K. Switched-capacitor integrator with reduced
sensitivity to amplifier gain. Electron Lett. 1986;22(21):1103–5.

33. Shen L, Lu N, Sun N. A 1-V 0.25-μW inverter stacking amplifier with 1.07 noise efficiency
factor. IEEE J Solid State Circuits. 2018;53(3):896–905.

34. Lin J, Miyahara M, Matsuzawa A. A 15.5 dB, wide signal swing, dynamic amplifier using a
common-mode voltage detection technique. In: Proc. IEEE Int. Symp. Circuits Syst, 2011, p.
21–4.

35. van der Goes F, Ward CM, Astgimath S, Yan H, Riley J, Zeng Z, Mulder J, Wang S, Bult K.
A 1.5 mW 68 dB SNDR 80 Ms/s 2 interleaved pipelined SAR ADC in 28 nm CMOS. IEEE J
Solid State Circuits. 2014;49(12):2835–45.

36. Chiang S-H, Sun H, Razavi B. A 10-Bit 800-MHz 19-mW CMOS ADC. IEEE J Solid State
Circuits. 2014;49(4):935–49.

37. Iguchi S, Sakurai T, Takamiya M. A low-power CMOS crystal oscillator using a stacked-
amplifier architecture. IEEE J Solid State Circuits. 2017;52(11):3006–17.



Balancing Efficiency, EMI,
and Application Cost in Class-D Audio
Amplifiers

Marco Berkhout

1 Introduction

Over the last decade, the maturity of class-D audio amplifiers has increased sig-
nificantly. The audio performance of modern class-D audio amplifiers has become
comparable or better than their class-AB counterparts, and class-D amplifiers have
consistently gained ground over class-AB amplifiers in most audio application
areas. The driving force behind this development and the key feature of class-
D amplifiers is high efficiency. This extends battery life in portable applications
and uses up less of the thermal budget in applications where high-output power
is required. Unfortunately, the coveted high efficiency comes at the price of
electromagnetic interference (EMI) which is an inseparable consequence of the
fast voltage and current transients inherent to class-D operation. This results in
a complicated trade-off between efficiency, EMI, and the cost of the complete
amplifier application including external components. This trade-off revolves around
the class-D output stage and modulation scheme. In fact, audio performance of the
amplifier, traditionally expressed in terms such as total harmonic distortion (THD)
and noise, is of secondary importance. It is basically a matter of organizing sufficient
loop gain around the class-D output stage.
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2 Class-D 101

A class-D amplifier in its simplest form consists of two low-ohmic switches that
alternately connect the output node to either a positive or negative supply rail as
shown in Fig. 1a. This configuration is called single-ended (SE) since only one side
of the loudspeaker is driven. In practice, the SE configuration is not used very often
because it requires a dual symmetrical supply or a rather large decoupling capacitor
in series with the load. The most commonly used class-D amplifier configuration is
the bridge-tied-load (BTL) as shown in Fig. 1b. In the BTL configuration, both sides
of the loudspeaker load are driven in opposite (audio) phase. This enables operation
from a single supply and the balanced operation cancels out even order distortion.

Efficiency of class-D amplifiers is quantified as the power delivered to the
loudspeaker load divided by the power drawn from the supply and depends on
the signal level. At zero signal, efficiency is zero by definition and becomes
a meaningless metric. Therefore, efficiency of class-D amplifiers is in general
specified as maximum efficiency ηMAX at full output power, whereas quiescent
dissipation (or current) PQ is specified at zero output. With these two values, it
is possible to produce a reliable efficiency versus output power curve.

2.1 Modulation

A class-D output stage can only produce square wave pulses. A signal can be
encoded into a pulse train by modulating the transitions. Well-known modulation
schemes are pulse-density modulation (PDM), pulse-frequency modulation (PFM),
and pulse-width modulation (PWM). Most class-D amplifiers use PWM to drive the
output stage.

The textbook method for generating a PWM signal is to compare the input signal
with a triangular reference signal as shown in Fig. 2a. PWM has some attractive
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Fig. 1 Class-D amplifiers. (a) Single-ended (SE) configuration. (b) Bridge-tied-load (BTL)
configuration
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features that make it the most popular modulation scheme. First, the frequency
spectrum of a PWM signal, as shown in Fig. 2b, contains the modulating signal,
harmonics of the PWM carrier, intermodulation products of signal, and carrier but
no harmonics of the signal [1]. This means that PWM is inherently linear when
only signal frequencies are considered. The signal can be recovered undistorted
by low pass filtering of the PWM signal. A second advantageous feature of PWM
is that it has a constant transition rate that can be chosen relatively low without
intermodulation products folding back into the signal bandwidth. Typically, the
PWM carrier switches in the 300 kHz–500 kHz range. Having a constant and
therefore predictable switching frequency is a useful control knob to mitigate EMI
problems. Finally, it is rather straightforward to make a feedback loop around a
PWM modulator that is stable over the full output signal range [2]. This is especially
true when the implementation of a class-D amplifier is in the analog domain.

PWM can also be performed in the digital domain. In this case, the triangular
carrier becomes a staircase, and the pulse-widths become quantized with a resolu-
tion that depends on the system clock. The quantization of the pulse-widths results
in quantization noise which can be shaped out of band with a �� modulator as
illustrated in Fig. 3.

Here a triangular reference at frequency fPWM is fed through a sample-and-hold
circuit that is clocked at a much higher frequency fclk which results in staircase
reference that is fed into the �� loop just before the quantizer.

The resolution of the pulse-widths is determined by the ratio between the clock
and PWM frequencies fclk/fPWM. A higher ratio gives less quantization noise. When
the ratio is fclk/fPWM equals 2 then the (analog) triangular reference is sampled
in the zero crossings only so the staircase signal becomes zero. In that case, the
PWM pulse width can only be 0% or 100% of the PWM period time and effectively
becomes pulse-density modulation (PDM). As such, PWM can be regarded as an
extension of PDM. Figure 4 shows simulated frequency spectra of a third-order
PWM �� Modulator in PWM (black) and PDM (gray) mode. In this example, the
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clock frequency fclk = 512*48 kHz = 24.576 MHz. For the PWM mode, the PWM
frequency is 8*48 kHz = 384 kHz which gives a PWM resolution of 64 (6-bits).

Since both PWM and PDM signals are 2-level signals, the integral energy in
both spectra is the same. However, in the PWM spectrum the energy is concentrated
in distinct tones at the PWM frequency and harmonics, whereas in the PDM
spectrum the energy is distributed at higher frequencies and is free of tones, which
is potentially beneficial for EMI. This spectral shape comes at the price of much
higher switching activity. Whereas the PWM switches at a moderate and constant
384 kHz, the PDM signal switches around 6.7 MHz. Although there have been some
developments of class-D amplifiers based on PDM [3], most class-D amplifiers stick
with PWM.
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In the BTL configuration, the phase of the PWM carriers can be chosen
independently for each half-bridge. If the carriers are in opposite phase this is called
AD-PWM. In AD-PWM, the signals PWMp and PWMm that drive the half-bridges
are exact opposites as shown in Fig. 5a. The resulting differential-mode PWMDM
is identical to single-ended PWM with twice the amplitude. Because in AD-PWM
the system is perfectly balanced, the common-mode PWMCM is zero which is often
considered a big advantage for EMI.

If, on the other hand, the carriers are in-phase this is called BD-PWM. In BD-
PWM, the signals PWMp and PWMm are identical when the modulating signal is
zero. In this case, the differential-mode PWMDM is also zero. If the modulating
signal is nonzero, the differential-mode PWMDM becomes a 3-level signal PWM
with twice the transition rate of the reference as shown in Fig. 5b. In the frequency
spectrum of a BD-PWM signal, the spectral components around the odd harmonics
of the PWM carrier cancel each other, relaxing the requirements on the LC filter.
In class-D amplifiers for mobile application such as smartphones, the LC filter is
omitted altogether. In such so-called “filterless” applications, the inductance of the
loudspeaker load serves as first-order lowpass filter. The drawback of BD-PWM is
that it has a large common-mode PWMCM which does have spectral components
around fPWM and odd harmonics.
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A 3-level PWM signal can also be realized with a more complicated SE class-
D output stage as shown in Fig. 6a where an anti-series power switch is added
between the switching output node VOUT and an additional voltage level at half the
supply voltage VP/2. The 3-level PWM signals needed to drive this output stage
can be realized with similar modulation schemes as used for BD-PWM. This output
stage can produce three voltage levels at the output: 0, VP/2, and VP. Two SE 3-
level class-D stages combined in a BTL configuration can produce five (differential)
voltage levels: −VP, −VP/2, 0, +VP/2, and +VP. The advantage of a multilevel
class-D output stage is that the voltage transients at the output node VOUT are smaller
than in a two-level class-D output stage which is beneficial for EMI and relaxes
the requirements on the external LC filter, if applicable. This comes at the cost of
additional power switches which add to the silicon area.

Figure 6b shows a multiphase or interleaved output stage where a 2-level class-
D output stage has been split in two branches that are connected to the load with
separate inductors [4]. If the PWM carriers of both branches have opposite phase,
then the ripple currents in both inductors also have opposite phase and cancel each
other when summed at the capacitor node VLOAD. This reduces the ripple voltage
across the load which again is beneficial for EMI but this time at the cost of
additional external inductors. The area of the power transistors does not increase
since both branches only need to handle half the signal current. Multilevel and
multiphase class-D output stages can be extended with more levels and phases,
respectively. This will in general improve EMI but increase the number of switches
and/or external inductors and increase the application cost.
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2.2 Power Loss

An ideal class-D amplifier has a theoretical efficiency of 100% but clearly, in a
real implementation, power is lost due to the nonzero on-resistance of the power
transistors and finite speed of the transitions. Power loss in class-D amplifiers can
be roughly divided in two categories: conduction loss and switching loss.

Conduction loss results from the on-resistance of the power transistors and the
equivalent series resistance (ESRL) of the external inductor. Assuming all power
transistors have the same on-resistance, a class-D power stage can be modeled as a
set of ideal switches with a series resistance Rcond that is the sum of the on-resistance
and ESRL. In the BTL configuration, the series resistances of both half-bridges add
up. The series resistance Rcond sets a ceiling on the maximum achievable efficiency,
because all current that flows through the load impedance RLOAD also flows through
Rcond:

ηMAX <
RLOAD

RLOAD + Rcond
(1)

The product of on-resistance and area of a power transistor is constant and defines
an important, process-specific figure of merit: RonA. The RonA increases with the
breakdown voltage of the power transistor. Usually, the power transistors occupy
between 25% and 50% of the total die area of an integrated class-D amplifier so
there is a very clear relation between efficiency and application cost. However,
power transistor area does not simply scale linearly with RonA. For integrated
power transistors, besides on-resistance, also power density needs to be considered
when determining the power transistor area. The temperature difference �T of the
power transistor with respect to the heatsink can be estimated as the product of
the dissipated power Pcond times the thermal resistance RTH. Amplifiers for high
output power often use power packages where the silicon die is soldered or glued
to a (copper) case that allows the attachment of an additional heat sink. In such a
situation, the total thermal resistance from junction to ambient RTH is built up with
two parts: RTH,C-AMB and RTH,J-C. The thermal resistance from case to ambient
RTH,C-AMB is determined by the package and the heat sink. The thermal resistance
from junction to case RTH,J-C depends on the power transistor area and the thickness
of the silicon die. For large power transistors where length and width are larger than
the silicon thickness d, the thermal resistance RTH,J-C scales approximately with d,
the inverse of the area, and the thermal conductivity of silicon κ :

�TJ−C = Pcond · RTH,J−C ≈ Pcond · d

κ Area
(2)

The power dissipation Pcond is proportional to the on-resistance Ron:

Pcond = I 2 · Ron = I 2 · RonA

Area
(3)
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Substituting (2) in (3) and rearranging yields:

Area =
√

I 2 RonA · d
κ �T

(4)

Therefore, for a given maximum chip temperature difference between junction
and case, the area of the power transistor scales with the square root of RonA. This
corresponds to having a constant power dissipation per area or power density.

The current going through the power transistors is the sum of signal current
and ripple current. Conduction loss due to signal current Pcond,sig is proportional
to output power POUT:

Pcond,sig = POUT · Rcond

RLOAD
(5)

and mainly affects maximum efficiency ηMAX. Conduction loss due to the triangular
ripple current Pcond,rip is typically much smaller than Pcond,sig and is especially
relevant for quiescent dissipation PQ.

Pcond,rip = 1

3
Rcond · I 2

ripple = 1

3
Rcond ·

(
VP

8LfPWM

)2

(6)

Switching loss occurs during each transition of the output of a class-D amplifier
and has two components. The first switching loss component is caused by charging
the gates of the power transistors. Each time a power transistor is switched on, a
fixed amount of charge QG flows into the gate to achieve minimal on-resistance.
The ratio between charge QG and transistor area is constant and defines a second
important, process-specific figure of merit: QG/A. Assuming that charge QG is
drawn from the supply VP, the power loss due to gate charging is:

Pgate = fPWM · VP · QG (7)

Like Pcond,rip, gate charge loss is typically much smaller than Pcond,sig and espe-
cially relevant for quiescent dissipation PQ. The second switching loss component
is caused by output transitions of the class-D stage. Depending on the direction of
the output current, two transition scenarios are possible known as soft-switching
and hard-switching. In the soft-switching scenario, the transition is assisted by the
output current. This applies, for example, to a falling transition with negative output
current as shown in Fig. 7a. At the start, highside transistor MH is switched on
and lowside transistor ML is off. Because of the negative output current IOUT, the
output voltage VOUT is just below the supply rail VP. As soon as MH is switched off,
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the output current IOUT pulls down the output node VOUT. The output slope in the
output transition is determined by the discharge current and gate-drain capacitance
of MH and pushes the gate voltage of ML below ground [5]. Once the output voltage
drops below ground, current starts flowing through the backgate diode of ML and
conduction loss starts as shown in the lower graph of Fig. 7a. Then the gate of ML
is charged and conduction loss reduces when ML achieves minimum on-resistance.

In the hard-switching scenario, the output current is opposing the transition. This
applies to a falling transition with positive output current as shown in Fig. 7b. At
the start, the output voltage VOUT is just above the supply rail VP. After MH is
switched off, the output voltage VOUT first increases since the output current now
flows through the backgate diode of MH. At the same time, the gate of ML begins
charging. When the threshold voltage of ML is reached, the drain current IDRAIN of
ML starts to rise. During this time, the voltage across ML is still nearly equal to the
supply voltage which means that power dissipation starts to rise as well, as shown in
the lower graph in Fig. 7b. Once IDRAIN matches the output current IOUT, the output
voltage starts to drop with a slope that is determined by the charge current and gate-
drain capacitance of ML. During this time, the current through ML remains nearly
equal to IOUT but the voltage across ML drops and so does the dissipation. When the
output voltage VOUT drops to one threshold voltage below the gate voltage VGATE,
transistor ML enters the linear region and dissipation is counted as conduction loss.

The triangular dissipation peak that occurs during hard-switching is called the
transition loss or hard-switching loss and can be expressed as:

Ptrans = fPWM · VP · tx · IOUT (8)
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As can be seen in (8), the loss depends on the duration of the transition tx which,
in turn, depends on the slope of VOUT. Moreover, the transition loss increases with
IOUT and therefore with output power POUT. This can have a significant impact on
maximum efficiency ηMAX.

The presented breakdown covers the most important power loss contributions in
class-D amplifiers [6] and shows that trade-offs are unavoidable. For example, a
higher PWM frequency fPWM reduces ripple loss Pcond,rip but increases gate charge
loss Pgate and transition loss Ptrans. Increasing die area to reduce on-resistance
reduces conduction loss Pcond,sig, but at the same time, increases gate charge QG
and gate charge loss Pgate.

2.3 External LC Filter

The inductors and capacitors in the external filter are a significant part of the cost of
a class-D amplifier. Besides the cost of the components themselves, they also take
up valuable PCB real estate [7].

The price of inductors is coupled to the inductance value and the saturation
current. The core can only handle a limited magnetic flux which is the product
of inductance and current. When a DC current is applied, the inductance value
generally decreases due to the magnetic saturation of the ferrite in the core. Figure
8a shows a typical inductance versus current profile for a so-called powder core
inductor. Usually the saturation current is specified as the current level where the
inductance drops is between 20% and 30%.

The price of capacitors is coupled to capacitance value, voltage rating, and
dielectric type. Film capacitors have stable capacitance over temperature and bias
voltage but are most expensive. Ceramic capacitors are cheaper but their capacitance
value depends more on temperature and bias voltage. A typical capacitance derating
curve for an X7R-type ceramic capacitor is shown in Fig. 8b.

The choice of external components impacts both efficiency and EMI. For
example: for a given PWM frequency, a larger inductance value results in a lower
ripple current which, in turn, reduces conduction loss in the power switches of the
class-D output stage and the ESR of the inductors. This is especially beneficial for
quiescent dissipation. A larger capacitor reduces ripple voltage at the loudspeaker
load or more importantly the cables leading to the loudspeaker. Lower voltage ripple
means less EM emission. On the other hand, if the impedance of the capacitor
becomes comparable to that of the load for higher signal frequencies, this means
that a significant part of the output current of the class-D output stage is sloshing
back and forth in the capacitor and does not contribute to the output power but does
contribute to the conduction loss and therefore it reduces efficiency.

The voltage dependence of the capacitors also results in differential-mode to
common-mode conversion. If AD-PWM is used in a BTL amplifier, the common-
mode output voltage is theoretically always zero because the outputs are always
perfectly balanced. However, when the amplifier is modulated with an output signal,
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a

b

Fig. 8 Typical bias dependence of inductors and capacitors. (a) Inductance versus current. (b)
Capacitance versus voltage

the half-bridge that makes the positive voltage causes that half of the LC filter to
have a higher cut-off frequency than the half-bridge that makes the negative voltage.
Consequently, the LC filter is not balanced anymore and some of the differential-
mode voltage ripple will be converted to common-mode which is bad for EMI.



326 M. Berkhout

The bias dependence of the inductors and capacitors result in nonlinear behavior
and can significantly impact the distortion of a class-D amplifier. Both the voltage
dependence of capacitors and current dependence of inductors can be approximated
with a simple expression of the form:

f (x) = 1

1 + x2 (9)

The voltage dependence of a capacitor is then approximately:

C(V ) = Cnom
1

1 +
(

V
VSAT

)2
(10)

where VSAT is defined as the voltage where the capacitance is reduced by 50% with
respect to the nominal value Cnom. Note that VSAT is not a standard parameter and
is not specified in datasheets. However, in many datasheets, the voltage derating
curve is shown from which the value can easily be determined. Likewise, the current
dependence of an inductor is approximately:

L(I) = Lnom
1

1 + 1
3

(
I

ISAT

)2 (11)

where ISAT is defined as the current where the inductance is reduced by 25%
with respect to the nominal value Lnom. Unlike VSAT, the saturation current ISAT
usually is specified in datasheets although the inductance reduction at ISAT varies
per manufacturer between 20% and 30%. With eqs. (10 and 11) the total harmonic
distortion (THD) caused by nonlinearity in inductance (THDL) or capacitance
(THDC) can be approximated as:

THDL = ω
L

RLOAD
· POUT

6RLOAD · I 2
SAT

= ω

ω0Q
· POUT

6RLOAD · I 2
SAT

(12)

THDC = ω2LC · POUT · RLOAD

2 · V 2
SAT

= ω2

ω2
0

· POUT · RLOAD

2 · V 2
SAT

(13)

where ω is the angular frequency of the signal, ωo is the angular resonance
frequency and Q the quality factor of the LC filter. Note that these expressions are
valid for a single-ended LC filter; in case of a BTL filter, half the load resistance
needs to be used as RLOAD. As can be seen in (12) and (13), THDL is proportional
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Fig. 9 Transient voltages in class-D amplifiers

to signal frequency, whereas THDC is proportional to the square of the signal
frequency. For practical component values, THDC is much smaller than THDL, and
the distortion is dominated by the nonlinearity in the inductance. Furthermore, a
higher resonance frequency results in lower distortion.

2.4 Electromagnetic Interference

Radiation of electromagnetic energy is a direct consequence of the fast voltage
and current transients that are inherent to the high-efficiency class-D operation.
EMI problems are mainly caused by common-mode voltages and currents, since
differential-mode signals tend to cancel each other away from the radiating anten-
nas. The antennas, in this case, are the cables that connect the loudspeaker to the LC
filter but also the cables from the supply need to be considered. When discussing
class-D amplifiers, the focus is usually drawn to the switching output node and the
LC filter but the supply current too can be a major source of EMI when not properly
filtered. In fact, the currents in the supply and ground rails of a class-D amplifier are
discontinuous with sharp current slopes as illustrated in Fig. 9. The cost of a supply
filter needs to be accounted for when determining the cost of a class-D amplifier
application. A supply filter consists of at least a large capacitor but sometimes also
a higher order filter is used as shown in Fig. 9.

The EMI performance of Class-D amplifiers is determined using measurement
setups that are specified in detail in standards such as the well-known IEC-CISPR25.
In these standards, limits are defined for the radiated field strength in frequency
bands used for signals from broadcasting stations and mobile communication. Noto-
riously difficult are the frequency bands used for long-wave (150 kHz–300 kHz) and
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medium wave (530 kHz–1.8 MHz) AM broadcast, since these frequencies coincide
with typical PWM frequencies and their harmonic components. At these relatively
low frequencies, the suppression of the LC filter is not so high.

Two strategies to deal with the AM-band are avoidance and spread spectrum.
Avoidance is a strategy where the PWM carrier frequency is tuned such that it does
not interfere with the AM channel that is being received. Avoidance can be very
effective because the spectrum of PWM signals is concentrated in relatively narrow
bands around the PWM carrier and harmonics. A drawback of this approach is that it
requires coordination with the AM-tuner in the system which is not always possible.
Spread spectrum is a strategy where the PWM carrier is modulated by varying the
period of the reference triangle from cycle to cycle. This spreads the energy of the
PWM carrier and harmonics over a wider frequency band and makes the frequency
spectrum more noise-like.

As a last resort, common-mode chokes can be added in the speaker and supply
lines, but although these are very effective in reducing EMI, the added cost is
significant.

3 Class-D Architectures

In this section, practical class-D amplifier products and techniques are presented
that demonstrate how efficiency, EMI, and application cost are balanced in reality.
The market for class-D audio amplifiers has three high-volume domains: mobile,
consumer, and automotive. In each of these domains, class-D amplifies must
deal with different requirements and constraints resulting in a large variety of
architectures.

3.1 Mobile

The mobile domain includes devices such as tablets, wearables, and smartphones.
Such devices often have stereo speakers and are active for extended periods of time
during video streaming or gaming. Since mobile devices are usually supplied from
a battery, the available power is limited. Furthermore, the thermal budget in mobile
devices is very much constrained due to the apparent difficulty to remove heat in
the absence of a heatsink, whereas the fact that mobile applications mainly use
wafer-level chip-scale package (WL-CSP), with relatively high thermal resistance to
ambient, does not help either. Consequently, high efficiency is a necessity to extend
battery operating time and limit on-chip temperatures. This explains the popularity
of class-D amplifiers in the mobile domain. The archetypal mobile Class-D audio
amplifier is a mono channel device with single digit output power.

Because of the proximity of the supply and loudspeakers, EMI seems less of
a concern and, to keep application cost low, “filterless” is essentially a must-have
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requirement. This means that mobile class-D amplifiers almost invariably use BTL
output stages with BD-PWM. The battery voltage of Li-Ion batteries ranges from
5.5 V when charging down to 2.7 V when almost empty. The supply voltage limits
the maximum output power of a class-D amplifier. This limitation has triggered the
emergence of so-called smart speaker drivers [8, 9].

A smart speaker driver is a combination of a class-D audio amplifier, a DC-DC
boost converter and usually also an arrangement to sense the loudspeaker current.
The DC-DC boost converter, usually an inductive converter, supplies the class-D
amplifier and guarantees high-output power even at low battery voltage. In fact, the
output power of the class-D amplifier can be so high that the loudspeaker is in danger
of being damaged. The loudspeakers used in mobile applications need to be cheap
and are quite fragile. The speaker membrane can only move so far without being
damaged, and heat from dissipation in the voice-coil of the speaker can cause the
entire assembly to disintegrate. This is where the current sense comes into play. Both
excursion and voice-coil temperature can be predicted using a loudspeaker model.
The model needs to be constantly updated with real-time impedance information to
make sure that the model matches the environmental conditions of the loudspeaker.
To determine the impedance of the loudspeaker, both current through and voltage
across the speaker need to be known. The voltage across the speaker can be predicted
quite accurately, it is after all the core function of an amplifier to control that voltage.
Nevertheless, some products have a dedicated voltage sense arrangement as well
[10]. The current through the loudspeaker cannot be predicted and needs to be
measured.

With the loudspeaker model that now reliably predicts the behavior of the
loudspeaker, output power of the class-D amplifier can be maximized without the
risk of damage by using sophisticated speaker protection algorithms. Figure 10
shows a smart speaker driver that includes an embedded DSP that runs the speaker
protection algorithm and is also used to improve the quality of the sound by boosting
the lower audio frequencies [9]. Alternatively, the impedance information can be fed
back to an audio host to run the speaker protection algorithm.

Most class-D output stages use PMOS power transistors as highside switch as
shown in Fig. 11a. The RonA of PMOS devices is typically about three times higher
than for NMOS devices, so for the same on-resistance, a PMOS needs three times
the area of an NMOS. However, an NMOS power transistor needs a gate voltage
higher than the supply voltage which requires external bootstrap or chargepump
capacitors that add cost. The gate drive of a PMOS is much simpler. The power
transistors are often dedicated high-voltage devices capable of handling the boosted
supply voltage that ranges from 5.5 V to 9.5 V [11].

Alternatively, [8] uses an output stage with only standard NMOS devices as
shown in Fig. 11b. The boosted supply is distributed over two-stacked NMOS
devices to extend the voltage range. Furthermore, an internal bootstrap capacitor
is used to generate the gate voltage of the highside NMOS stack. This is made
possible without a large area penalty, because the used technology features a high-
density MIM capacitor that can be placed on top of the power transistors in the
same area.
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Power transistors are quite large to minimize conduction loss at high load
currents. At low-load currents, however, the low on-resistance of the power FETs
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does not yield any advantage, and quiescent dissipation is dominated by gate
charge loss. This trade-off can be optimized dynamically by splitting up the power
transistors in segments that are activated depending on the signal level [5].

In a smart speaker driver, the cascade of the class-D amplifier and the DC-DC
booster determines the overall efficiency. Therefore, envelope tracking of the audio
signal is used to minimize supply voltage headroom and switching loss of the class-
D amplifier. At low signal levels, the DC-DC booster stops switching and just passes
the battery voltage to further reduce switching loss in the system. Tight envelope
tracking requires that the audio signal is known in advance to allow the DC-DC
booster to ramp-up in time. In a system with digital audio input, this is in general not
too difficult because the delay of interpolation chains gives sufficient response time.
An amplifier with a tracking supply is conventionally called a class-H amplifier.
Combined with class-D this becomes class-DH.

A system with a boosted supply rail is a natural fit for a multilevel class-D
output stage as shown in Fig. 12a [12, 13]. At low signal levels, the output node
VOUT alternates between VBAT and ground only and the boosted voltage VBST is
not loaded. For higher signal levels, one half-bridge alternates between VBST and
VBAT while the other half-bridge is permanently connected to ground. This approach
has many benefits. First, with multilevel the voltage transients at the output are
smaller which is good for switching loss and EMI. Second, the booster does not
require up-front knowledge of the audio signal since the boosted voltage VBST
is always present. This makes the architecture very suitable when analog input
signals are used. The price for these benefits is the extra chip area that is needed
to make additional power transistors. An amplifier with multiple supply rails is
conventionally called a class-G amplifier. Combined with class-D this becomes
class-DG.
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The class-D output stage in Fig. 12b shows an alternative multilevel configuration
where a linear regulator (LDO) is used to generate a very low, e.g., 1 V, supply
rail [14]. At low signal levels, the output VOUT switches between ground and the
regulator voltage VLDO reducing switching loss and EMI to a minimum. The poor
efficiency of the LDO is irrelevant since it delivers negligible power. At high signal
levels, the output alternates between VBST and ground. In this configuration, the
additional switch ML2 does not have to handle high output currents so it can be
made relatively small but somehow current flowing back towards the LDO through
the body diodes of ML2 needs to be prevented.

To improve EMI performance, well-known techniques such as output slope
control [5] and spread spectrum modulation [8] are used. In [15], a chopping
scheme is presented to suppress the common-mode tone at the PWM frequency
that is inherent to BD-modulation. In this chopping scheme, the class-D output
alternates between so-called regular frames and chopped frames as shown in Fig.
13. The chopping only affects the common-mode CM while the differential-mode
DM remains unchanged.

Instead of using a simple alternating pattern between regular and chopped
frames, a noise shaper is used that has NTF notches which suppress common-mode
components in the audio band and around the AM reception frequencies.

3.2 Consumer

The consumer domain includes home-audio systems, TV-sets, and the recent
wireless speaker systems. The archetypal consumer class-D amplifier is a stereo
channel device with several tens to hundreds of Watts per channel output power.
Since most consumer applications are supplied from the mains, the available

regular
frame

chopped
frame
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PWMp

PWMm

Fig. 13 Common-mode chopping
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power is essentially unlimited. However, the trend in consumer products is towards
more power into a smaller size encapsulation which means the heat caused by
power dissipation becomes an issue. Especially, the multichannel home-theater
systems that became popular about a decade ago have boosted popularity of class-
D amplifiers. Because of the high-output power levels in consumer products,
expensive inductors with high-saturation currents are required to limit distortion
but also to guarantee robustness. Traditionally, in many consumer applications, the
loudspeaker is connected to the class-D amplifier with a relatively long cable where
the occurrence of a short-circuit is quite plausible. The speaker cables also make
the output filter important for EMI performance. AD-PWM which has the benefit of
zero-common-mode has been the preferred modulation scheme in most consumer
applications.

Some notable efforts have been made to relax the requirements on or eliminate
the LC filter. Figure 14 shows a class-D output stage that combines the advantages
of “filterless” BD-modulation with the zero-common-mode of AD-modulation [16].
Two back-to-back power transistors MMp and MMm are added to a classical BTL
configuration in parallel to the loudspeaker.

When power transistors MHp and MLm are switched on, the differential output
voltage is +VP. When MLp and MHm are switched on, the differential output voltage
is −VP. A differential 0 is made by short circuiting the load with MMp and MMm. In
this latter case, the common-mode voltage is undefined but can be forced to VP/2 by
a parallel driver that can be very small since it does not have to deliver any power to
the load.

In Fig. 15, a multilevel class-D output stage is shown that elegantly employs
a topology that is widely used in power conversion [17, 18]. The output current
always flows through a series connection of two power transistors. This would
normally result in a 4× area penalty but this is partly compensated by the fact
that, when operating, the voltage across any of the power transistors is never higher
than VP/2. This means that in principle power transistor with a lower breakdown
voltage and consequently lower RonA can be used. Each half-bridge can make
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three output levels: VP, VP/2, and 0 independently, so in BTL, this results in a
five-level differential-mode PWM. This gives a significant reduction in ripple loss
and quiescent dissipation. The main drawback is that, per channel, two external
capacitors CFLY and consequently also four additional pins are required.

3.3 Automotive

In the automotive domain, class-D audio amplifiers appear in car entertainment
systems that can be divided into two subdomains: head units and sound systems.
Head unit audio amplifiers are located in the center of the dashboard and are
supplied directly from the 14.4 V car battery. The archetypal automotive class-D
audio amplifier is a quad channel device with 25 W (4	, 10% THD) per channel
output power. For head unit applications, class-D amplifiers need to compete
with cheap class-AB amplifiers that need almost no external components and
do not cause EMI. The thermal budget in a head unit is limited by the size of
standard enclosures while the increase in functionality such as navigation, wireless
connectivity has reduced the share available for audio amplification. Automotive
EMI requirements are notoriously stringent. On top of the public EMI standards,
many car manufacturers demand electronic applications to comply with proprietary
emission masks. Apparently, AM-radio is still very much alive in automotive and
the proximity of rear window glass antennas and long loudspeaker cables make this
a challenging EMI problem.

A solution to both application cost and EMI is to increase the PWM frequency
above the AM-band at 2 MHz [19]. This avoids interference with AM reception and
high switching frequency allows a significant reduction of inductor and capacitor
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values in the LC filter without an unacceptable increase in ripple loss. The proposed
3.3 μH/1.0 μF filter results in a cut-off frequency of 88 kHz, much higher than
traditional values just above the audio band.

Sound systems are typically located in the trunk where the thermal budget is less
restricted. Compared to head units, the output power is higher and usually more
channels are supported. Regularly, DC-DC boost converters are used to increase the
supply voltage and output power. The focus is very much on audio performance but
still application cost is important.

The ultimate audio performance can only be achieved when the LC filter is
included in the feedback loop. This not only ensures a flat, load independent,
frequency response but also compensates for nonlinearities of the output filter
which enables the use of smaller, less linear and therefore cheaper components.
The stability of such a feedback loop is complicated because the LC filter adds
two complex conjugate poles to the loop transfer. The resonance frequency and
quality factor of these poles is subject to component spread and loading condition
of the filter. In [20], a design is presented that solves the stability with a multiloop
architecture as shown in Fig. 16, where feedback is taken before and after the LC
filter. This approach has the disadvantage that the loopgain around the inductor
is inherently less than the loopgain around the output stage. Furthermore, despite
the complexity of the analog loopfilter, the overall loopgain has only a first-order
behavior.

Figure 17 shows a single-loop architecture [21] where the full loopgain is
available for both output stage and inductor. In this architecture, a custom low-
latency ADC in the feedback path enables the use of a fifth-order digital loopfilter
H(z) that has at least 50 dB loopgain in the entire audio band.

This results in best-in-class THD performance which is nearly flat over power
and frequency. The poles of the LC filter are canceled in the digital domain by
a programmable compensation filter LC−1. The design also features a multiphase
output stage that improves EMI performance by canceling ripple currents (Fig. 6b).
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4 Conclusion

Class-D audio amplifiers in different application domains need to deal with
application-specific constraints. This has a significant impact on the trade-off
between efficiency, EMI, and application cost. In this multidimensional space, no
single best architecture exists since an improvement on one aspect generally goes at
the expense of another.
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A Deep Sub-micron Class D Amplifier

Mark McCloy-Stevens, Toru Ido, Hamed Sadati, Yu Tamura, and Paul Lesso

1 Introduction

Class D is a growth area within the audio space, with manufacturers making use of
the increased output power and efficiency for their high-performance amplifiers. In
the mobile market, increased battery life and the desire for louder audio is making
Class D increasingly important. The technology is now propagating from speaker
drivers to earpiece, headset, and haptic use cases.

Class D architectures have progressed from an analog input and analog mod-
ulator, Fig. 1a, to the current state of the art where a digital input drives an
analog modulator with output monitoring used for speaker protection, Fig. 1b. As
mixed-signal design moves to deep sub-micron nodes, selected to enable digital
processing features and minimize area, conventional analog circuits do not scale
and the analog Class D modulator can have a large impact on the area and power
of the device. Digital circuitry scales with process node, making a digital Class D
architecture attractive and allowing the design to benefit from the programmability
and adaptability of a digital implementation. A digital modulator can be used to
drive a DAC, and ADC feedback to the modulator used if the output needs to be
sensed to correct errors, Fig. 1c.

This chapter presents a digital Class D architecture [1] that makes use of open-
loop and closed-loop configurations to optimize the performance of the amplifier
across the full signal range.
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2 Open-Loop Digital Class D

The simplest implementation of digital Class D is an open-loop architecture, but
understanding the limitations of this design highlights the need for a closed-loop
mode for most use cases.

2.1 Architecture

As shown in Fig. 2, the Class D driver consists of a digital modulator followed by a
power stage that is used to drive the output. The power stage is typically connected
to a quiet supply that can deliver the necessary power to the output. The simplicity
of the architecture means that it is low in area and power consumption.

A huge benefit is that the noise at the output is dominated by the modulator and so
high SNR is achievable by selecting the correct modulator design and order. Figure 3
shows a fifth-order sigma-delta modulator design, giving a noise floor of −120dBV.
The simulation is of the modulator and does not include the non-linearities of the
power stage.



A Deep Sub-micron Class D Amplifier 341

Fig. 3 Open-loop Class D simulation

2.2 Limitations

Open-loop Class D performs well at low signals but as the output signal amplitude
increases, distortion and power supply noise, introduced by the power stage, can
limit the usage of this mode. To understand these effects, a model of the output
voltage of a single-ended Class D can be used, Eq. (1). VOUT_SE is a filtered
representation of the output and PVDD is the supply to the power stage. S is a
dimensionless variable that represents the input signal and has a maximum of +1
and minimum of −1, corresponding to 100% and 0% duty cycle respectively, Fig. 4.

VOUT_SE = PVDD

2
(1 + S) (1)

2.2.1 Power Supply Rejection

To analyze power supply rejection, the power supply (PVDD) can be considered
to consist of a supply voltage (VDD) and noise on that supply (Vnoise), Eq. (2). The
error voltage created by noise on the supply, Eq. (3), can be found by substituting
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Fig. 4 S used to represent the PWM duty cycle

the expression for PVDD into Eq. (1) and isolating the components dependent on
Vnoise. The first error voltage term only varies with supply noise and shows a direct
injection of the supply noise to the output. The second error term is dependent on the
input signal, and the supply noise will mix with and be scaled by the input signal.

PVDD = VDD + Vnoise (2)

Verror_SE = Vnoise
2 + S Vnoise

2 (3)

In a BTL configuration, assuming perfect matching, the common-mode is
cancelled to the differential output, as shown below.

VP = PVDD
2 (1 + S) (4)

VN = PVDD
2 (1 − S) (5)

VOUT_BTL = VP − VN = PVDD(S) (6)
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Fig. 5 Supply noise on a BTL output

In a real scenario, there will be some mismatch between the BTL outputs. Using
a constant k, that is set to 0 for perfect matching, and multiplying VN by (1 − k), the
output voltage and the error voltage due to supply noise are shown in Eqs. (7) and
(8), respectively.

VOUT_BTL = PVDD
2 (k + S {2 − k}) (7)

Verror_BTL = k
2Vnoise + S

(
1 − k

2

)
Vnoise (8)

As with the perfectly matched BTL analysis, there is a mix term of the power
supply noise with the signal but with the gain slightly adjusted by the mismatch of
the two outputs. However, a direct injection term now exists from the power supply
which will be suppressed by the quality of matching between the two outputs.

The power supply rejection performance of the open-loop Class D can limit its
usability. PVDD can be regulated to achieve high rejection from the system supply
and suppress both power supply error terms to the output. However, at higher signal
levels, a PMU between the system supply and PVDD will limit the signal output
and reduce the efficiency of the amplifier. In addition, the mix term will dominate,
and a high level of rejection may be required to meet power supply intermodulation
specifications.

Figure 5a shows the effect of a 3 kHz sine wave of supply noise on an open-loop
Class D outputting a 11 kHz sine wave. In this case, the magnitude of supply noise
is less than the signal, so the mix tones at 8 kHz and 14 kHz are at a lower amplitude
than the signal. The direct injection tone at 3 kHz is then further suppressed by the
matching between the BTL outputs.

Figure 5b shows the effect with a reduced output signal amplitude, where the mix
tones are below the noise floor, but the direct injection tone remains unchanged.
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dV dV

dt dt

T

Fig. 6 Single-ended Class D output waveform with errors

2.2.2 Error Analysis

The analysis of power supply rejection in Sect. 2.2.1 focused on a simple gain
mismatch between the BTL stages. Taking an alternative approach to analyzing the
errors can give further insight into the errors that can exist in the open-loop system.

Considering the output signal of the Class D, shown in Fig. 6, the information is
contained in both the duty cycle and the supply voltages at the output. Any change
to this from the expectation of the digital modulator will cause an error at the output.
For a single-ended output, any fixed error in the timing of a single edge will appear
as a fixed offset on the output, and error in the supply will give a signal-dependent
and common-mode error, Eq. (9).

To consider mismatch in this scenario, constants m and n can be used as a
scale on the errors for time and voltage, respectively, where a value of 1 represents
perfect matching between the outputs. Applying the constants to the VN output and
analyzing a BTL configuration gives Eq. (10), which can be used to analyze the
impact of errors on the differential output voltage. With fixed timing and voltage
errors, there are three common-mode error terms suppressed by matching, one
dependent on supply, and a signal-dependent error term.

VOUT_SE = PVDD
2 (1 + S) − dV

2 (1 + S) − PVDD dt
T

+ dV dt
T

(9)

VOUT_BTL = PVDD(S) − dV
2 (1 − n) − dV

2 (1 + n) S

− PVDD (1 − m) dt
T

+ dV dt
T (1 − nm)

(10)
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The errors become more complex considering that the power supply and clock
reference can vary and the time and voltage errors, and their matching, could vary
with some dependence on power supply and signal. For example, the cause of the
voltage error could be due to the drop across the power stage impedance. This will
change as the signal, and current drawn, increases leading to a signal dependence
on the voltage error that will cause distortion in the output. Error components will
also vary depending on the load and the modulation scheme used for the Class D
BTL output.

The complex errors discussed above are highly variable and interdependent, so
an efficient solution to suppress these errors to the desired level is to add a feedback
loop to the design.

3 Closed-Loop Digital Class D

Given a digital input signal, a closed-loop Class D can be created by either using a
DAC to drive an analog modulator that has feedback or using a digital modulator
with the amplifier output signal fed back to it [2]. In this digital architecture, a digital
modulator is used where the biggest analog design challenge is in the feedback.

To make a digital Class D architecture compelling, the power and area of the
analog feedback needs to be smaller than that of an analog PWM modulator with
similar performance.

3.1 Architecture

The closed-loop Class D uses an ADC to sense the output of the amplifier, as shown
in Fig. 7. The digital representation of the feedback signal is compared with the
desired output, the error passed through the loop filter and then added to the original
digital signal to close the loop.

Considering the PWM and power stage to have a gain G and a gain of 1/G in the
ADC feedback, the signal transfer function can simplify as shown in Eq. (11).

STFSE = G 1+H
1+H

= G (11)

The noise transfer function of error ε is shown in Eq. (12). This error is
suppressed by the loop filter gain in the closed-loop system.

NTFSE = 1
1+H

(12)
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3.2 BTL with Differential Feedback

A BTL architecture is shown in Fig. 8, where a differential ADC is used to feedback
the output and adjust the loop. G is the transfer function of the PWM and power
stage, ε is a common mode error, and H is the loop filter transfer function. A
limitation of this architecture that needs careful consideration is the matching
between the two feedback paths. Gain mismatch is represented in Fig. 8 by using
terms m and n, which are set to zero for perfect matching, on the YP and YN feedback
paths, respectively.
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The signal transfer function of the differential BTL configuration with a feedback
gain of 0.5/G is shown in Eq. (13). With no mismatch present, the STF is 2G.
Mismatch between m and n can change the signal gain, which is less of a concern
in most applications.

The noise transfer function of common-mode error, ε, is shown in Eq. (14). With
no mismatch the common-mode error is perfectly cancelled and the NTF is 0. When
there is mismatch present between the two feedback paths, the common-mode error
suppression will be limited to the matching between these paths and the closed-loop
Class D performance will be limited to that level.

STFBTL = 2G(1+H)

(1+H(1− m+n
2 )) (13)

NTFBTL = H(m−n)

1+H(1− m+n
2 ) (14)

Matching on deep sub-micron nodes can be sufficient to meet the performance
specifications, and additional correction techniques can be utilized to improve the
matching, as required. If matching is not sufficient to suppress common-mode
errors, a pseudo-differential architecture can be used, where the error suppression
is then determined by the loop filter gain. However, the additional power and
area overhead of a pseudo-differential architecture should be considered carefully,
especially on a deep sub-micron node.

The analysis above is limited to gain matching of the feedback paths in response
to a common-mode error. This can be extended to include additional mismatch and
error injection mechanisms.

3.2.1 Loop Filter

Given sufficient feedback matching, the loop filter will determine the suppression of
the error components due to the power stage. The filter is designed to optimize gain
over the frequency range of interest and ensure stability of the system, considering
filtering and latency in the feedback path. To ensure stability of the system, the filter
bandwidth is reduced to allow for latency in the feedback path. The transfer function
of an example implementation of a closed-loop Class D is shown in Fig. 9. The
loop filter, H, is a third-order integrator to provide high gain at low frequency and
a roll-off to give sufficient suppression for the use case whilst maintaining system
stability. The gain of the modulator and power stage can be seen in the STF at low
frequency.
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Fig. 9 BTL closed-loop digital Class D transfer function

3.3 ADC

In a closed-loop architecture, the ADC’s performance can limit that of the amplifier,
and a key challenge is the design of a low power and area ADC. The ADC must
be low latency, capable of accepting a PWM signal as its input and have noise and
THD performance metrics that satisfy the amplifier requirements.

3.3.1 Design Challenges

To avoid audible hiss in sensitive transducers, high SNR is required in many
common use cases in the mobile audio market. To satisfy these cases, a very low
noise ADC is required, which can be very power and area hungry. Avoiding the
noise limitation of the ADC at low signals in an open-loop/closed-loop architecture
can be very beneficial for the ADC design.

The offset of the ADC also requires careful consideration. In the digital closed-
loop architecture, the comparison point is happening within the digital and the
feedback loop is working to remove errors at that point, not at the Class D output
itself. The magnitude of DC offset in the ADC will be seen directly across the load
at the Class D output. The offset can cause audible artefacts at startup and shutdown
and additional power dissipation at light loads. To address this problem, a servo can
be used to remove offset from the ADC.
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Fig. 10 Second-order continuous-time VCO-based ADC

The Class D output is a switching signal with significant power in the carrier
and out-of-band noise from the noise shaping of the modulator. This unwanted
frequency content needs to be suppressed by filtering at the front-end of the
ADC to avoid the out-of-band energy impacting the performance of the in-band
measurement. Latency of the front-end needs to be included in the loop filter design.

3.3.2 Implementation

An ADC implementation well suited to deep sub-micron nodes is a continuous-time
VCO-based ADC [3], shown in Fig. 10. This circuit is a second-order sigma-delta-
based architecture consisting of a continuous-time integrator, dual VCO quantizer,
and a multi-bit feedback DAC. The VCO quantizer has an equivalent transfer
function to a first-order sigma-delta modular, noise shaping the quantization noise
and leading to a second-order ADC design. VCOs scale well with process node and
voltage, making this architecture a good fit for a digital Class D implementation.

3.4 BTL Closed-Loop Digital Class D Simulation

The BTL closed-loop digital Class D architecture is shown in Fig. 11, where G
will be defined by the modulation index and power stage gain. Figure 12 shows the
output spectrum of an example implementation. It does not include analog noise,
and the response of the third-order loop filter can be seen, as discussed in Sect.
3.2.1.
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Fig. 12 BTL closed-loop Class D simulation

4 Open-Loop/Closed-Loop

As has been discussed above, open-loop and closed-loop architectures have differing
advantages and limitations. By using an architecture that dynamically switches
between the two modes depending on output amplitude, Fig. 13, the performance of
the digital Class D can be optimized across the full signal range and avoid excessive
power and area.



A Deep Sub-micron Class D Amplifier 351

Fig. 13 Dynamic mode
switch

Open Loop Closed Loop

Amplitude

Transition Maximum Output

X

H

PWM Y

ADC

G

Detect

1/G

Fig. 14 Open-loop/closed-loop architecture

At low-signal levels, the noise and power consumption are critical requirements
to avoid audible noise and increase the standby battery life. Both are key advantages
of the open-loop Class D architecture, which should be used at low levels.

When the signal level is higher, error correction to reduce the THD and suppress
supply noise is required and a closed-loop Class D configuration can provide this.
The noise performance at higher signals can determine the THD+N metric, but
this is generally less stringent than the noise performance needed to satisfy SNR
requirements. This means that the feedback ADC design does not need to be as
aggressive as it would be at lower signals and a low area and power implementation
can be used, which is key to making a digital Class D architecture compelling.

As shown in Fig. 14, the detection circuit will monitor the amplitude of the digital
signal and adapt the loop filter depending on the level. When the loop filter, H, is set
to zero, the digital Class D operates in open-loop mode as no error signal is fed back.
With the loop filter designed for closed-loop mode errors are suppressed by the gain
of the loop filter. The transition between the two states is carefully controlled in the
digital, using knowledge of the system, to avoid audible artefacts on the output.

To save power, the ADC can be powered off when in open-loop mode and only
enabled when it is needed in closed-loop operation.

The position of the transition point can be tailored depending on the application.
Changing at lower signal levels will give high rejection of errors across a larger
signal range, whilst transitioning at a higher level will give better efficiency and
noise ratio over a wider range.
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Table 1 Parametric results Parameter Condition Value Units

Output power 32 	 load 120 mW
SNR 1 Vrms output 120 dB
THD+N 70 mW into 32 	 −80 dB
PSRR 80 dB
PS-IMD −4 dBV output at 1 kHz 70 dB

Table 1 summarizes the performance numbers of an example implementation.
The SNR and PSRR numbers are dependent on the open-loop mode, whilst the
THD+N and PS-IMD are governed by closed-loop performance.

5 Conclusion

A digital Class D architecture has been presented, combining open-loop and closed-
loop modes to optimize the performance of the amplifier across the full signal range.
The benefits and limitations of the two modes have been discussed to show the
significant advantage of using both configurations rather than selecting a single
mode. An architecture has been presented that can dynamically change between
these two modes of operation avoiding audible artefacts on the output.

To minimize the analog circuitry, and make use of digital functionality, a digital
PWM modulator is used to drive the amplifier output through a power stage. In
closed-loop operation, the feedback path uses a second-order continuous-time VCO-
based ADC, which scales well on deep sub-micron nodes.

The architecture, and implementation presented, is especially suited to deep sub-
micron nodes where moving functionality into digital circuits and minimizing the
analog design can give area and power advantages.
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Low Power Microphone Front-Ends

Lorenzo Crespi, Claudio De Berti, Brian Friend, Piero Malcovati,
and Andrea Baschirotto

1 Introduction

After the invention of the first microphone in 1876, carbon microphones have
been introduced in 1878 as key components of early telephone systems. In 1942,
ribbon microphones were developed for radio broadcasting. The invention of the
self-biased condenser or electret microphones (ECM) in 1962 represented the
first significant breakthrough in this field. Indeed, electret microphones, ensuring
high-sensitivity and wide bandwidth at low cost, have dominated the market for
high-volume applications until the last decade, when MEMS microphones started
to gain popularity [1].

The first microphone based on silicon micro-machining (MEMS microphone)
was introduced in 1983. Thanks to the use of advanced fabrication technologies,
MEMS microphones offer several advantages with respect to electret devices:
better performance, smaller size, compatibility with high-temperature automated
printed circuit board (PCB) mounting processes, and lower sensitivity to mechanical
shocks. Moreover, MEMS microphones can be integrated together with the CMOS
electronics on the same chip or, more commonly, within the same package [2], thus
reducing area, complexity, and costs, while increasing efficiency, reliability, and
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Fig. 1 The microphone market in million units since 2005. (Source: Acoustic MEMS and Audio
Solutions 2017 Report, Yole Développement)

performance. As a result, around 2014, MEMS microphones surpassed ECMs in
term of sold units, with an annual market size increase of more than 11%, as shown
in Fig. 1.

MEMS microphones can be realized by exploiting different transduction prin-
ciples, such as piezoelectric, piezoresistive, and optical detection. However, more
than 80% of the MEMS microphones produced are based on capacitive transduction,
since it achieves higher sensitivity, consumes lower power, and is more compatible
with batch production.

The front-end circuit is of paramount importance for MEMS microphones,
since it represents one of the most significant competitive advantages with respect
to ECMs. Therefore, the development of high-performance front-end circuits has
always progressed in parallel with the evolution of MEMS microphones [3–11].
This has led to a steady reduction of their power consumption, while maintaining
or even improving their audio performance, such as signal-to-noise ratio (SNR),
dynamic range (DR), and total harmonic distortion (THD). This trend is mainly
driven by portable applications, whose audio-related functionality has expanded
significantly. For example, voice interfaces are becoming pervasive. A growing
number of people now talk to their mobile devices, asking them to send e-mails
and text messages, to search for directions, or to find information on the internet.
These functions require continuous listening, thus introducing severe constraints
on the power consumption of the microphone modules. Low power consumption is,
therefore, the key design goal of modern front-end circuits for MEMS microphones.
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2 Capacitive Microphones

A microphone is a sensor that translates a perturbation of air pressure, i.e., sound,
into an electrical quantity. In a capacitive microphone, pressure variations cause the
vibration of a mechanical mass, which is transformed into a capacitance variation.
Sound pressure is typically expressed in dBSPL (sound-pressure-level).

A sound pressure of 20 μPa, corresponding to 0 dBSPL, is generally accepted
as the auditory threshold (the lowest amplitude of a 1-kHz signal that a human ear
can detect). The sound pressure levels of a face-to-face conversation range between
60 dBSPL and 70 dBSPL. This rises to 94 dBSPL if the speaker is at a distance of 1
inch from the listener (or the microphone), which is the case, for example, in mobile
phones. Therefore, a sound pressure level of 94 dBSPL, which corresponds to 1 Pa,
is used as a reference for acoustic applications. The performance parameters for
acoustic systems, such as the SNR, are typically specified at 1-Pa and 1-kHz. Some
additional examples of typical SPL levels are shown in Fig. 2.

2.1 MEMS Microphones

A MEMS capacitive microphone, whose simplified structure is shown in Fig. 3,
basically consists of two conductive plates at a distance x. The top plate, in this

Fig. 2 Example sound levels in dBSPL
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Fig. 3 Basic structure and working principle of a MEMS capacitive microphone

case, is fixed and cannot move, while the bottom plate is able to move in response to
sound pressure, producing a variation of x (Δx) with respect to its steady-state value
(x0), proportional to the instantaneous pressure level (PS). Different arrangements
of the electrodes and fabrication solutions are possible, but the basic principle does
not change [12–18].

The capacitance of a MEMS microphone is then given by

C (PS) = ε0A

x (PS)
= ε0A

x0 + �x (PS)
(1)

where A is the area of the smallest capacitor plate and ε0 is the vacuum dielectric
permittivity.

The MEMS microphone capacitor is initially charged to a fixed voltage VB, with
a charge Q = C0VB, where C0 is the capacitance value in the absence of sound
(x = x0). Therefore, assuming a linear relation between the sound pressure variation
ΔPS and the displacement Δx (Δx = − kΔPS), the capacitance variation leads to
a voltage signal (ΔV) across the microphone, given by

�V = Q
C(PS)

− Q
C0

= Q�x
ε0A

= − kC0VB
ε0A

�PS = −κ�PS (2)

where κ denotes the sensitivity of the microphone. In order to avoid degradation
of the voltage signal ΔV, the input impedance of the front-end circuit must be
extremely large, thus ensuring that Q remains constant.

In practical implementations, a MEMS microphone is not just a capacitor—some
additional parasitic components also have to be taken into account. The equivalent
circuit of an actual MEMS microphone is shown in Fig. 4.

Besides the variable capacitance C(PS), the equivalent circuit includes two
parasitic capacitances, CP1 and CP2, connected between each plate of the MEMS
microphone and the substrate, as well as a parasitic resistance RP, connected in
parallel to C(PS). The value of these parasitic components depends on the specific
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Fig. 4 Equivalent circuit of
an actual MEMS capacitive
microphone
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Fig. 5 Typical commercial MEMS microphone module

implementation of the microphone, but typically CP1 and CP2 are in the order of a
few pF, while RP is in the G	 range.

2.2 MEMS Microphone Modules

The extremely large source impedance of a capacitive MEMS sensor makes its
output signal very susceptible to EM interference and attenuation by routing
parasitics. In most systems, it would thus be impractical to route the unbuffered
MEMS sensor output, via wires or PCB traces, to the System-on-Chip (SoC)
responsible for digitizing and processing it.

A MEMS microphone sensor is typically co-packaged with a small ASIC
including biasing and buffering circuits, as shown in Fig. 5. A charge-pump-up
converts the supply voltage VDD to generate the MEMS bias voltage VB. Since the
sensor sensitivity is proportional to its bias voltage as shown in (2), VB is set to
a relatively high voltage, typically in the 8–12 V range. VB is limited on the high
side to a critical voltage called the pull-in voltage, at which the MEMS membrane
collapses and the device ceases to operate properly.

A simple low-noise amplifier with a very high input impedance then generates
a buffered version of the microphone signal, which can be routed via wires or
PCB traces to the processing SoC. In its simplest form, this amplifier could be
implemented by using a single FET transistor. The output of the microphone module



358 L. Crespi et al.

is typically single-ended, but balanced differential outputs are becoming more
commonly available, in consideration of the higher performance with negligible
additional power consumption.

2.3 Performance of MEMS Microphone Modules

Performance of commercial microphone modules is generally specified by the
following key parameters:

Sensitivity The rms voltage produced at the microphone output in response to a
94-dBSPL, 1-kHz sinusoidal input, expressed in dBV. For modern MEMS sensors,
microphone sensitivity typically ranges from −32 dBV to −42 dBV.

Sensitivity Tolerance This is a particularly critical parameter for microphone
arrays, where mismatched gains can degrade performance of beam-forming and
other voice processing algorithms. State-of-the-art MEMS microphones typically
achieve ±1% sensitivity matching. This is a significant improvement over ECM
microphones that are usually rated at ±3%.

Signal-to-Noise Ratio (SNR) The ratio between the output produced by a ref-
erence 1-kHz signal at 94 dBSPL and the residual output noise floor with no
input, integrated over 20 Hz–20 kHz band with A-weighting. Many recent MEMS
microphones achieve SNRs in the 60–70 dB range, with best-in-class modules
now approaching SNRs of 75 dB. The best ECM microphones still hold a slight
advantage over MEMS devices in this category, reaching up to 80 dB SNR at the
expense of much larger physical dimensions.

Acoustic Overload Point (AOP) The sound pressure level at which microphone
THD equals 10%. It indicates the maximum acoustic level that the microphone can
process without drastically distorting the signal. Typical AOP levels for current
MEMS microphones are 120–130 dBSPL, with some microphones now achieving
135–140 dBSPL. The trend in recent years has been toward rapidly increasing AOPs.
While the benefit of reaching AOPs larger than the human threshold of pain (see Fig.
2) may seem questionable, at least in the context of consumer electronic products, a
high AOP is actually very useful to prevent microphone saturation from wind noise,
proximity to a powerful loudspeaker, or from low-frequency thump-like signals,
which can occur in a car interior during door closing, or while a train is going
through a tunnel, and so on. A temporary microphone saturation can be disruptive
to adaptive voice-processing algorithms, such as the ones used in acoustic noise
cancelling (ANC) headphones, and should be avoided.

Distortion (THD or THDN) Typically measured at 1 kHz, and at different sound
pressure levels, depending on the manufacturer, THD typically ranges from 1% to
0.04%.

Output Impedance Typically, in the 50–1000 	 range.
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Power Supply Rejection (PSRR or PSR) Both indicate the capability of the ASIC
to reject spurious noise on the supply voltage; the main difference is that the PSRR
is expressed as a dB ratio, while the PSR is expressed in dBV or dBV A-weighted
(dBV-Aw). Test conditions vary among manufacturers, but generally a 217 Hz or
1 kHz, 100-mVpp square wave or sine wave is injected as supply noise. The typical
range for PSRR is 45–75 dB.

3 Microphone Front-End Architecture and Specifications

The interface circuit for a MEMS module reads out an analog signal and converts
it to the digital domain. The system diagram for a typical front-end circuit for
a MEMS capacitive microphone module is shown in Fig. 6, for both single-
ended and differential microphones. The circuit consists of a programmable-gain
preamplifier (PGA) followed by an analog-to-digital converter (ADC). The input
of the preamplifier is typically AC-coupled to remove the DC voltage at the
microphone output. The RC network created by the AC coupling can also be useful
as a high-pass filter (HPF) to filter out low-frequency noise, such as those generated
by wind and other undesirable acoustic sources.

In the case of a single-ended microphone output, it is best to AC couple the
ground terminal of the microphone to the negative input of the PGA, in order
to reject common-mode interference that may couple into the wiring or the PCB
traces. A series resistor on the ground line is often used to equalize the impedance
level on the negative line, which improves RFI rejection [19]. Series ferrite beads
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Fig. 6 Typical block diagram of the front-end circuit for a MEMS microphone module: (a) single-
ended microphone; (b) differential microphone



360 L. Crespi et al.

20

30

40

50

60

70

80

90

100

120

130

110

dB SPL dBV

-100

-90

-80

-70

-60

-50

-40

-30

-10

0

-20

Reference Level
94dB SPL

Sensitivity
-35dBV

AOP
128dB SPL

THD=10%
-1dBV

Acoustic Noise Floor
24dB SPL

Electrical Noise Floor
-105dBV

ACOUSTIC ELECTRICAL

SN
R

 =
 7

0d
B

D
yn

am
ic

 R
an

ge
 =

 1
04

dB
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and/or a small RF shunt capacitor are also commonly placed to reduce RF noise in
traces [20].

3.1 Interface Requirements

In general terms, the fundamental requirement of a microphone interface is to
digitize the analog signal from the microphone without significantly degrad-
ing its quality. Since the microphone module is usually selected by the system
manufacturer based on various criteria (cost, performance, physical dimensions,
manufacturability, business relationships, etc.), it is imperative for a general-purpose
microphone interface to be able to efficiently couple with a wide range of state-of-
the-art commercial microphones modules. The following section describes how the
key microphone parameters can be translated into electrical specifications for its
interface circuits. The performance quality of different microphone front-ends is of
course in trade-off with the power consumption. Generally, the higher the power
consumption, the better is the performance.

Acoustic to Electrical Domain
Figure 7 illustrates the relationship between microphone sensitivity, SNR, AOP, and
DR, in both acoustic and electrical domains, for a hypothetical microphone with
−35-dB sensitivity, 70-dB SNR, and 128-dBSPL AOP.

In Fig. 8, the SNR/sensitivity/AOP specifications for available MEMS modules
from various manufacturers are collected and translated into noise floor and voltage
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Fig. 8 Voltage swing and electrical noise floor for commercial MEMS microphones

swing at the microphone output. The voltage swing is shown as peak-to-peak single-
ended, as this is the most useful information to determine headroom requirements
for the preamplifier. From this chart, a few key parameters for the interface circuit
can be extracted:

Max Input Voltage Swing While conventional ECM (and earlier MEMS) micro-
phones typically produce a signal in the order of 100 mVpp or less, recent
MEMS microphones with high AOP and sensitivity can generate a significantly
larger signal, in the order of 1–2 Vpp single-ended or 2–4 Vpp differential. A
general-purpose microphone interface should be able to handle such signal without
distorting; depending on the circuit architecture, this can entail using a higher supply
voltage for the input stage of the preamplifier relative to the rest of the interface
circuitry.

Input-Referred Noise and Dynamic Range Many high-end MEMS microphones
have an output noise floor close to −105 dBV-Aw, with the best in class reaching up
to −112 dBV-Aw. Therefore, a high-performance microphone interface should have
an input-referred noise lower than −118 dBV-Aw, in order to avoid degradation of
the overall SNR and DR (this, of course, requires higher power).

Preamplifier Gain The preamplifier buffers the signal from the microphone and
scales its amplitude to match the full-scale of the ADC. In principle, a fixed
preamplifier gain is sufficient; however, meeting all worst-case requirements for
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voltage-swing and input-noise simultaneously is a very challenging proposition.
Handling 2 Vpp full-scale with a –118 dBV-Aw noise floor requires an ADC dynamic-
range of 115 dB, which can be expensive in terms of die area and power. To alleviate
the ADC requirements, a preamplifier with variable gain is generally employed to
compensate for different microphone sensitivities. The low-end of the preamp gain
range is determined by the largest microphone signals, as discussed in the previous
paragraph. Assuming an ADC full-scale of 1 Vrms differential, and a max input
swing of 2 Vpp single-ended, a minimum preamplifier gain of 3 dB is adequate.
At the high-end, preamplifiers have traditionally implemented gains in the 20–
40 dB range; however, given the recent increase in microphone AOP levels, this
is no longer possible. As shown in Fig. 8, most modern MEMS microphones can
generate at least 0.5–1 Vpp near AOP, which limits the max usable gain to 12–15 dB.
The preamplifier gain steps should be 3 dB or less to allow tailoring the interface
characteristics to the specific microphone used in the system.

AC Versus DC Coupling AC coupling is prevalent because it blocks the unknown
DC voltage across the microphone with no power consumption or performance
impact. This is typically implemented with an external and expensive capacitor in
the order of a few μF to keep the high-pass pole in the order of 1 Hz. DC coupling
is recently being introduced for applications that have stringent constraints for PCB
area or BOM cost. A few solutions have been proposed to implement DC coupling
[21–24]. However, a trade-off between power consumption, SNR performance,
and/or die area is generally unavoidable when designing DC-coupled preamplifiers.
This chapter focuses on AC-coupled interfaces.

Input Impedance The source impedance of MEMS microphones typically ranges
from 200 	 to 1 k	 (or 2.2 k	 if ECM mics are included). Even MEMS
microphones with low-output impedance are often current-limited and unable to
drive their peak signal into heavy resistive loads. To avoid significant attenuation and
distortion of the microphone signal, a general-purpose preamplifier must present an
input impedance in the order of 10 k	 or larger. The presence of an AC-coupling
capacitor on the microphone inputs adds further restrictions to the preamplifier input
impedance, due to the HPF formed with the input resistance of the stage.1

Linearity Given that most microphones are limited to ≥0.04% THD (−68 dB),
the linearity requirement for the interface circuit is fairly relaxed compared to other
parameters. A THD < −75 dB is typically sufficient for most applications.

1To achieve 20 Hz cutoff frequency with a 10-k	 input resistance, the AC-coupling caps must be
of the order of 1 μF. While 1-μF ceramic capacitors are widely available even in very small form
factor, their large voltage coefficient can create a significant nonlinearity at low frequencies. For
this reason, it is strongly preferable to utilize capacitors in the order of 10 nF, which requires a
preamplifier input impedance in the order of 1 M	.
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In the following, the circuit and system solutions for each block (PGA and
ADC) will be introduced, emphasizing the trade-off between power consumption
and performance.

4 Preamplifier Design

A conventional preamplifier consists of a resistive feedback operational amplifier
with a large input resistor, as shown in Fig. 9.

This architecture is used in many commercial products, since it is quite simple
and ensures good linearity even with large input signals, but it has several limitations
to realize wide gain range. Indeed, to avoid attenuating the microphone signal, the
input resistor should be large, thus requiring an even larger feedback resistor. As a
result, both the preamplifier area and input referred noise become excessive. To
overcome these limitations, a convenient solution is to use a preamplifier based
on a transconductance input stage, as shown in Fig. 10, thus achieving both high-
input impedance and high gain range without requiring large resistors that contribute
noise.

Fig. 9 MEMS microphone
preamplifier with resistive
feedback

Fig. 10 MEMS microphone
preamplifier with
transconductance input stage
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Fig. 11 Simple implementation of transconductor with lumped tail current (a) and with split tail
current (b)

4.1 State of the Art: Transconductance Amplifier

The efficiency of the circuit of Fig. 10 depends on the implementation of the input
transconductance stage, which must combine low power consumption with wide
gain programmability.

In its simplest form, a linearized transconductor can be implemented as a
source-degenerated differential pair biased at a constant current Ib. Its total transcon-
ductance is Gm = gm/(1 + gmR), which can be approximated to R when R � 1/gm.

Figure 11 shows two implementations of a source-degenerated differential pair.
The two solutions provide the same input/output transfer function, but version (b)
is often preferred because of its improved voltage headroom, given the fact that
current Ib does not flow through the degeneration resistors. However, version (a)
presents a fundamental advantage noise-wise: the noise current associated with the
bias current Ib splits equally between Iop and Ion when Vip ≈ Vin (small signal
conditions) and becomes a common-mode noise component that is rejected by the
following trans-resistance stage. On the other hand, in version (b), the two tail
currents produce uncorrelated noise currents which are added to the differential
signal current. Moreover, their mismatch would produce offset. This makes structure
(a) the better choice for audio preamplifiers.

At full-scale signal conditions, the two circuits are almost equivalent as the noise
from Ib is steered completely into Iop and Ion and is added to the differential signal
current. With a full-scale sinusoidal input, version (a) retains a 3-dB advantage over
version (b).

To further enhance the transconductor linearity, transistors M1p and M1n can be
supplemented with feedback structures that decrease their output resistance and
generate a more accurate copy of Vip − Vin voltage across resistor R1. A well-
known example based on the super-source-follower (SSF) is shown in Fig. 12b.
This simple circuit is very effective in this application, and relative to (a), it biases
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Fig. 12 From single
transistor to Type-II current
conveyor

Fig. 13 Schematic of the
transconductance stage for a
MEMS microphone
preamplifier

the input transistor M1 at constant current, thus maintaining a signal-independent
Vgs and dividing the impedance on node X by a factor gmr0.

A good example of a MEMS microphone preamplifier based on this technique
has been proposed in [25] and is shown in Fig. 13. Transistors M1 and M2,
current sources I1 and I2, and inverting amplifiers A1 and A2 form an active
feedback loop for improving linearity. The effective transconductance of the stage
is determined by the source degeneration resistances RS (gm = 1/RS). Compared to
a conventional degenerated differential pair, the linearity and gain accuracy of this
transconductor are enhanced by an additional factor gm1, 2A1, 2RX, Y , where gm1, 2 is
the transconductance of M1 and M2, A1, 2 is the gain of the inverting amplifiers, and
RX, Y is the impedance at node X or Y. With these additional design parameters,
the input-referred noise, the linearity, and the gain accuracy can be optimized
independently. The noise effect of M3, M4, and RS is the same as in a conventional
degenerated differential pair, but the high-loop gain of the active feedback loop helps
to reduce the input-referred noise of all the components except transistor M1, M2,
I1, and I2. Compared to a conventional transconductor, this circuit achieves better
linearity and gain accuracy with equal or lower power consumption.

The THD + N of a preamplifier based on the scheme shown in Fig. 13, featuring a
gain range from 22 dB to 42 dB is illustrated in Fig. 14. This preamplifier consumes
350 μW.
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Fig. 14 Measured THD + N of a MEMS microphone preamplifier with transconductance input
stage

4.2 Improving the Transconductance Amplifier

“Class-H” Adaptive Biasing
Further improvement in terms of efficiency can be achieved with adaptive bias-
ing techniques, which allow the average power consumption of audio circuits
to be reduced and takes advantage of the bursty nature of voice/audio signals.
Some authors have proposed a bandwidth-adaptive preamplifier [26]. Examples of
amplitude-adaptive amplifiers have been proposed in [27].

A conventional source-degenerated transconductor is biased in Class-A, with a
constant current equal to or larger than the peak output current. However, when
the incoming signal has small amplitude, the biasing current can be temporarily
reduced without incurring any performance penalties. The amount of instantaneous
bias current is controlled by an envelope detector circuit which tracks the amplitude
of the input signal. This principle can be seen as the current-domain analog of
traditional class-H voltage amplifiers. An envelope detector that can be used to
adjust the tail current of the main transconductor is shown in Fig. 15.
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A scaled version of the main transconductor generates a differential current
proportional to the input signal, which is then rectified, converted to voltage-mode
by transistor M3r, and processed by a peak detector with a long decay time-constant
in the millisecond range. The leaky element of the peak detector is implemented
by a long-channel p-channel transistor M5 biased in deep sub-threshold region. The
output of the peak detector is then converted back to current Itail by transistor M4r.

A long time constant in the peak detector is useful to filter audio-band compo-
nents from current Itail, which could degrade overall THD due to the finite CMRR
of the main transconductor. However, a trade-off exists between THD and power
efficiency: a longer time constant keeps the PGA operating at high bias currents for
a larger percentage of time. Figure 16 shows the theoretical transconductor power
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Fig. 17 Top level of transconductance amplifier

consumption vs. time constant, for various speech and music signals, normalized
to the power consumption of an ideal Class-A transconductor. For a 10-ms time
constant, the power savings from Class-H operation range from 12% (green curve,
highly compressed music) to 71% (blue curve, speech).

Main Transconductor Circuit
The overall circuit for the transconductor is shown in Fig. 17. The variable tail
current from the envelope detector is mirrored by source-degenerated n-channel
transistors M3, M4, and M5 to remove the common-mode component of Itail from
the output currents. Since the mirroring operation unavoidably introduces errors,
a residual common-mode current exists and is cancelled by the common-mode
feedback loop formed by OP1, M6, M7.

Transconductor Gain-Selection Switches
The PGA gain is selected by switching the amount of degeneration resistance R1.
This optimizes noise vs. signal amplitude and, hence, maximizes efficiency. The
switched resistor array is shown in Fig. 18. Since the switches are in series with
the poly resistors and carry signal-dependent current, the linearity of the switch
resistance directly impacts the THD performance of the PGA.

The voltage on the switch source Vtail is a rectified and level-shifted version of
the input signal, which makes it impractical to implement the ON switches with
p-channel transistors biased at Vg = 0, unless an extremely large W/L is chosen.
Instead, the gate of the ON switches is biased at voltage VbON = Vtail − RLSIbLS,
therefore achieving a constant-Vgs biasing that makes the switch resistance nearly
constant across signal swing. Current IbLS is chosen to be �Ib.
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Fig. 18 Biasing of gain-selection switches

Supply Voltage Selection
Power consumption in the PGA can be minimized by selecting the most appropriate
supply voltage for a given PGA gain setting. In most battery-powered systems, at
least two power supplies are available: the battery itself (with a typical value of 3.7 V
for Li-ion batteries) and one or more regulated supplies whose voltage depends on
technology selection.

Low PGA gain is used for highly sensitive microphones that can output as much
as 2 Vpp single-ended. In this case, the battery voltage should be used to maximize
headroom. One problem with this approach is that the battery voltage is variable
and generally quite noisy, due to its connections to DC/DC converters, RF power
amplifiers, etc. Unless the tail current of the transconductor is designed to achieve
very high PSRR, it is advisable to insert an LDO between the battery and the PGA
supply.

Only the transconductor stage needs the higher supply voltage; the trans-
resistance stage that follows can always be operated at the lower supply voltage.

For gains of 12 dB (signal ≤ 0.25 Vrms) or more, the signal swing is low enough
to allow operation of the transconductor at 1.8 V.

The DC bias voltage at the transconductor input must be adjusted with the
supply voltage, in order to keep the signal swing centered in the linear region of
the transconductor.

Current Sources with Variable Source-Degeneration Resistors
A trade-off between noise and headroom exists when sizing the source degeneration
resistors used for the noise-sensitive current sources: for a given current level, higher
degeneration resistance means lower 1/f noise and higher voltage headroom.

When the PGA operates in its lowest gain setting (high-sensitivity microphone),
the large signal swing requires using a minimal amount of resistive degeneration.
This is acceptable since the input-referred noise can also be increased in large
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signal conditions. As the gain increases, the headroom requirements become more
relaxed, while the noise requirements become more stringent, and it is appropriate
to progressively increase the amount of source degeneration resistance.

5 A/D Converter

The ADC in MEMS microphone front-end circuits is typically implemented with a
�� Modulator (��M), which exploits oversampling to achieve the required DR.
In particular, continuous-time (CT) ��Ms represent the most promising solution
for minimizing power consumption, since they require operational amplifiers (op-
amps) with lower bandwidth with respect to switched-capacitor (SC) ��Ms,
which have been traditionally used. The Schreier figure of merit, defined as
FoMS = DR + 10 log (B/P), B being the bandwidth and P the power consumption, is
a useful indicator to compare different ADC solutions. Figure 19 shows the values of
FoMS of recently published ADCs as a function of the Nyquist frequency, FN = 2B.

5.1 State of the Art: Continuous-Time ΣΔ Modulator

In the audio field (B = 20 kHz), best-in-class performance (FoMS = 180 dB) has
been achieved with the third-order CT ��M with 15-level quantizer, whose block
diagram is illustrated in Fig. 20. It achieves excellent efficiency thanks to several
circuit and system choices as follows [28].

Fig. 19 ADC state of the art based on FoMS from [29]
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Fig. 20 Block diagram of the CT ��M

The loop filter of the CT ��M consists of a resonator (second-order transfer
function) followed by an integrator. A local feedback DAC around the quantizer
(DAC2) and a dedicated feedforward path are used for compensating the excess loop
delay (ELD). The feedforward paths of the loop filter and the local ELD feedback
are differentiated and added at the input of the integrator, in order to avoid an active
adder at the input of the quantizer. The multi-bit quantizer drives a 15-level DAC
(DAC1) with dynamic element matching (DEM) to close the main feedback loop of
the CT ��M.

The schematic of the active-RC implementation of the CT ��M is shown in Fig.
21. The resonator is implemented using a single op-amp, and no active adder is used
at the input of the quantizer, thus, requiring only two op-amps for implementing
the third-order loop-filter transfer function. The local feedback DAC for ELD
compensation is implemented with a SC structure, whereas the main feedback DAC
is realized with a three-level (−1, 0, 1) current-steering topology, which guarantees
minimum noise for small input signals. Indeed, with the three-level topology, the
unused DAC current sources are not connected to the resonator input and, hence,
they do not contribute to the CT ��M noise. The multi-bit quantizer is realized with
14 identical differential comparators and a resistive divider from the analog power
supply for generating the threshold voltages. The values of the passive components
used for implementing the CT ��M are summarized in Table 1. The value of Ri has
been chosen as low as 47 k	 to fulfill the thermal noise requirements, while R1, R3,
R4, C1, C2, Cf , and C4 are obtained consequently to achieve the desired CT ��M
coefficients. Eventually, resistor Ri can be removed if the preamplifier is realized
with a transconductor which provides directly an output current. Both op-amps are
realized with a two-stage, Miller compensated topology in which transistor size and
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Fig. 21 Schematic of the active-RC implementation of the CT ��M

Table 1 Values of the
passive components used for
implementing the CT ��M

Resistor Value Capacitor Value

Ri 47 k	 C1 18.5 pF
R1 5.7 M	 C2 18.7 pF
R3 57 k	 Cf 2.1 pF
R4 1 M	 C4 1 pF

bias current are sized to fulfill the noise requirements (the values in the second op-
amp are scaled with respect to the first one, since its noise contribution is negligible).

The CT ��M has been fabricated using a 0.16-μm CMOS technology. The
micrograph of the 0.21-mm2 chip is illustrated in Fig. 22. Figure 23 shows the
measured SNDR as a function of the input sinusoidal signal amplitude at 1∼kHz.
The full-scale input signal (0 dBFS) corresponds to 1 Vrms differential. The achieved
DR is 106 dB (A-weighted), corresponding to an ENOB of about 17 bits, whereas
the peak SNDR is 91.3 dB. The change of slope in the SNDR curve for input
signal amplitudes larger than −17 dBFS is due to the increased current-steering
DAC noise when more than 1 three-level DAC element is used (acceptable for the
microphone application, where the performance for large input signals is limited by
the microphone itself).

The CT ��M output spectra obtained with −60 dBFS and − 1 dBFS, 1-kHz input
signals are shown in Fig. 24. As expected, at −1 dBFS, the noise floor increases of
about 10 dB with respect to −60 dBFS, due to the increased DAC noise. Figure 25
shows the measured inherent anti-aliasing properties of the CT ��M. The spectral
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Fig. 22 Chip micrograph of
the CT ��M

Fig. 23 Measured SNDR of the CT ��M vs. input signal amplitude

Fig. 24 Measured output spectra of the CT ��M with −60 dBFS and − 1 dBFS, 1-kHz input
signals
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Fig. 25 Measured anti-aliasing properties of the CT ��M

Table 2 Performance
summary of the CT ��M

Parameter Value

Technology [nm] 160
Architecture CT
Supply voltage [V] 1.6
Power consumption (P) [mW] 0.39
Bandwidth (B) [kHz] 20
Oversampling ratio (OSR) 75
Area [mm2] 0.21
Peak SNDR [dB] 91.3
Dynamic range (DR) [dB] 103.1
Dynamic range A-weighted (DRA) [dB] 106
Schreier figure of merit (FoMS) [dB] 180

components around fs are aliased back to the audio band, but with an attenuation of
more than 70 dB, in excess of the application requirements. This value is typical of
a CT ��M based on the CIFF topology.

The analog section of the third-order CT ��M consumes 350 μW, while the
digital blocks (i.e., DEM and thermometer-to-binary converter) consume 40 μW,
both from a 1.6-V power supply and during conversion. The FoMS is 180 dB. Table
2 shows a summary of the performance achieved by the CT ��M.

5.2 Future Trends

Further efficiency improvements in microphone front-ends are under development,
and some of them are reported here.

Higher Quantizer Resolution to Decrease Sensitivity to Clock Jitter
One major drawback of CT-��Ms with respect to SC architectures is the increased
DR degradation in the presence of clock jitter. In fact, in CT-��Ms the jitter on the
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clock used by the feedback DAC produces an equivalent noise component, which
is directly added to the input signal, while this is not the case in SC structures, in
which the clock jitter only affects the input signal sampling.

In first approximation [30], for a multibit CT-��M, the expected value of the
signal-to-jitter-noise ratio (SJNR) is given by:

SJNR = 10 · log10

[ (
2N−1

)2

16 · OSR · J 2
RMS · B2

]

[dB] , (3)

where JRMS is the standard deviation of the clock jitter and N the number of
bits of the quantizer. According to (3), a straightforward solution for reducing
the performance degradation due to jitter is to increase the number of bits in the
quantizer. However, if the quantizer is implemented with a conventional flash ADC,
this would result in a more complex structure, larger power consumption, and larger
silicon area.

Given the large OSR used for audio converters, tracking ADCs are a convenient
solution to achieve high resolution while reducing power and area compared to
classic flash ADCs, however, they can perform a proper conversion only if the
input signal remains in the tracking range [31]. Wrong or missed conversions in
a tracking ADC employed as quantizer in a ��M ADC can lead to instabilities and
oscillations.

In SC-��M, an anti-aliasing filter is required in the input path, and usually
such filters are designed with a cut-off frequency just above the audio bandwidth.
Therefore, if the tracking ADC can operate with a full-scale input signal at the cut-
off frequency of the anti-aliasing filter, input signals at higher frequency will always
stay in the tracking range since they are attenuated by the filter itself. In CT-��Ms,
the input signal is attenuated only by the loop-filter, which has a cut-off frequency
one order of magnitude higher. A conventional tracking ADC, therefore, should be
designed with a larger tracking range, thus increasing power consumption and area.

A solution to this problem can be a tracking ADC that is able to convert audio-
band signals with full resolution, while performing only a coarse conversion when
an input signal that exceeds the tracking range is applied, thus ensuring stability for
the CT-��M.

The analysis of this solution can start referring to Fig. 26. It is worth noting that
the sample-and-hold circuit (S&H) operates at the rising edge of clock Ck, while the
feedback DAC is clocked at the rising edge of Ckn. Therefore, there is a delay time
of half sampling period (TS/2) in the feedback loop. Having such delay is a common
solution in CT-��M, because it can relax the speed requirement of the quantizer.

A tracking ADC for a CT-��M is shown in Fig. 27. The number of comparators
Ntk is a function of the final desired resolution of the tracking ADC (NADC levels),
the audio bandwidth (B), and the sampling period (TS). To a first approximation, Ntk
is given by:

Ntk = 2 · round [NADC · π · B · TS] (4)
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The comparator thresholds can be generated with a resistor string. The voltage
drop for each resistor R is equal to VFS/NADC, where VFS is the full-scale value of
the signal to be converted.

The upper and lower ends of the resistor string are connected to two comple-
mentary DACs. Each DAC generates a voltage that is a function of the CT-��M’s
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Fig. 29 Block diagram of an 8-bit 3-way data splitter

output previous, keeping the voltage drop across the resistive string constant and
centered on the signal under conversion. The output of the CT-��M can thus be
reconstructed from the previous conversion and the current output of the tracking
ADC. If the tracking ADC output is at the limit of the tracking range (i.e., it is
+Ntk/2 or −Ntk/2), a second coarse conversion is performed in the same conversion
time window of TS/2. The coarse conversion is performed by shorting the ends of
the resistive string to Vrneg and Vrpos, where Vrpos − Vrneg = VFS. If the result of this
conversion is out of the tracking range, the Tracking Logic forces the use of coarse
conversions in successive conversions, until the input signal returns in the tracking
range.

Adaptive DEM in Feedback DAC
Increasing the number of quantizer bits has the drawback of increasing the
complexity of the feedback DAC, particularly of the DEM logic. In order to reduce
the DEM complexity, a technique known as segmentation (or noise-shaped splitting)
can be used, in which the N bit digital signal at the output of the quantizer can
be segmented in to multiple digital signals, each having less than N bits, so that
each smaller segment can be processed and recombined with the other segments
[32]. An example of this technique applied to an 8-bit digital signal is shown in
Fig. 28. The data splitter can be realized as a cascade of first-order digital ��Ms,
as shown in Fig. 29. There are two main drawbacks of this technique that limits
the achievable DR. The first one is the effect of thermal noise, considering that
the signal is processed by the DAC with the highest weight, while the DACs with
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Fig. 30 Adaptive DEM

smaller weights are processing the quantization noise. Since the thermal noise is
proportional to the weight of the DAC, the noise floor is dominated by the thermal
noise generated by the DAC with the highest weight, even for small amplitude
output signals, thus limiting the DR. The second drawback is the gain error between
the DACs: the DAC-to-DAC error is shaped only by a first-order high-pass transfer
function, thus again limiting the DR. Therefore, advanced layout techniques are
required to minimize the mismatch between the DACs, increasing the complexity
and the design area.

Another drawback is related to the power consumption and is correlated to the
already mentioned fact that the signal is processed by the DAC with the highest
weight: Even if the output signal is small, i.e., it is contained within few DAC levels,
it is actually the result of the subtraction of a large signal generated by the DAC with
the highest weight and the smaller quantization signals generated by the DACs with
lower weights.
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This means that all the DACs must be always active, i.e., the power consumption
for small signal is comparable to the power consumption at full-scale. A solution to
these problems is the use of an adaptive DEM scheme, in which [33], the segmented
DAC can be dynamically reconfigured. An envelope detector tracks the amplitude
of the digital signal at the input of the DAC. When the signal can be expressed with
only the lowest-weight DAC (1×), the other segments are bypassed, and their DACs
are turned off, as shown in Fig. 30a. Likewise, when the signal can be expressed only
with the first- and second-lowest weight DACs (1× and 4×), the other segments
are bypassed and their DACs are turned off, as shown in Fig. 30b. Finally, when
the signal amplitude requires the DAC with the highest weight to be used, all the
segments are turned on, as shown in Fig. 30c. The number of possible operational
states is equal to the number of segments.

This solution overcomes several drawbacks of the previous technique. In small-
signal operation (i.e., when only the DAC 1× is used), the thermal noise is lowered
compared to large signal operation, increasing the DR. Moreover, the noise and
distortion from DAC-to-DAC gain error is avoided, since only one DAC is used.
Similar considerations can be made for the mid-level signal operation (i.e., when
the segmentation is applied only to DACs 1× and 4×). Finally, a dynamic “Class-
H”-like power consumption is achieved: for each operational state, the power
consumption is given only by the DAC elements that are actually in use, while the
other DAC elements can be turned off. This means that the power consumption is
greatly reduced in the presence of small signals.
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Challenges of Digitally Modulated
Transmitter Implementation
at Millimeter Waves

Khaled Khalaf, Steven Brebels, and Piet Wambacq

1 Introduction

The insatiable need of consumers worldwide for higher data rates in wireless
communication brings the frequencies of operation toward the millimeter wave
spectrum (between 30 GHz and 300 GHz). Today’s cell phones, tablets, laptops
employs different communication standards that operate below 6 GHz. Operation
at much higher frequencies in silicon technologies is facilitated by the increased
speed of advanced technology nodes. By going to the mm-wave frequency range,
more bandwidth is available for the same fractional bandwidth. This facilitates
communication at multi-gigabits per second. For example, the 802.11ad [1] WiFi
standard defines four channels of 2.16 GHz between 57 GHz and 66 GHz. After the
amendment of 802.11-2016 [2], coded datarates of up to 8.1 Gbps are possible using
a single channel with 64-QAM modulation. More extensions are being defined (e.g.,
802.11ay) with even higher datarates catching up with the high bandwidth demands
of the consumer market. Several other applications can also benefit from the high
datarates, such as wireless streaming of high-definition videos, AR/VR headsets,
small-cell backhaul communication, and 5G, which is adopting mm-waves for its
future networks.
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2 Phased Arrays for mm-Wave Communication

Operating in the mm-wave range also comes at the cost of higher attenuation, where
the Friis transmission equation estimates a decay of the signal power in proportion to
the square of its wavelength. To overcome signal losses at mm-waves, higher power
levels need to be radiated to reach the same communication distance. This can be
achieved either in a passive way by increasing the antenna gain or in an active way
by increasing the transmitted power.

Figure 1 shows an example of increasing the antenna gain by connecting the
output of each front-end to multiple antenna patches forming a multi-patch antenna
element. Antenna arrays are more area efficient at mm-waves since the area is
proportional to the square of the wavelength. Antenna gain in this case is limited
by antenna feeding losses from the chip, which is proportional to the number of
antenna patches.

Another way of increasing the radiated output power is by increasing the output
power. With the limited supply in advanced technology nodes, the output power
per amplifier is quite limited. Therefore, parallel amplifiers are used to transmit
simultaneously in air and increase the total radiated power. Figure 2 shows a direct
conversion example architecture with a transmit-receive front-end array, featuring
T/R switch to share the same antennas between transmit and receive modes. The
array gain is increased with the number of paths, the transmitted signal also becomes
more directive, where.

EIRP = PPA + Gelement + 20 × log (Nelements) . (1)

This leads to a thinner beam that can start to miss its target due to misalignment.
Instead of mechanically steering the equipment for alignment, the transmitted signal
from each front-end can be progressively delayed in order to electronically steer the
beam in other directions. As shown in Fig. 2, shifting the signal phase is usually
used as an approximation of true time delay for beamsteering, which works well for
most application scenarios and is limited by the signal bandwidth, array size, and
scanning angle.

Phased arrays are also used with multiple patch antennas to maximize the
radiated output power. Each antenna element is composed of several antenna
patches. Therefore, Eq. (1) becomes:

EIRP = PPA + Gpatch + 10 × log
(
Npatches

) + 20 × log (Nelements) . (2)

Fig. 1 Increasing antenna
gain by increasing the
number of patches
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Fig. 2 An RF beamforming transceiver architecture showing antenna gain increase by increasing
the number of elements

Fig. 3 Improvement of EIRP
from PA output power by
increasing the number of
antenna patches for different
number of active antenna
elements

Equation (2) is used in Fig. 3 showing EIRP for different number of antenna
elements and different number of patches per element. As mentioned earlier,
antenna feeding losses limit the antenna gain improvement, leading to an optimum
number of patches beyond which the antenna feed losses are higher than the antenna
gain. This is more obvious with more active elements as it results in a large number
of patches. For example, the maximum useful number of antenna patches per
element for a 32-element chip is about 9 (i.e., 3 × 3 patches per element resulting
in a total of 288 patches). In this calculation, a square distribution of the antenna
patches is assumed with a single patch gain of 4 dB, and 0.2 dB/mm loss is assumed
for the antenna PCB material. The Manhattan distance is used to calculate the
distance between the chip and the outer patch, where.

Distance to outer patch = λ/2 × (√
Npatches − 1

)
. (3)
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Fig. 4 Link budget analysis showing the communication range of a TRX with (left) 16 active
paths and a single antenna patch and (right) different number of active paths and antenna patches
for MSC-12 with 4.62 Gbps

The patches are placed at a pitch distance of λ/2 for optimal scanning perfor-
mance. An extra 2 dB margin for the vertical connection between the chip and the
antenna is also considered in this analysis for the feeding loss.

Figure 4 shows a link budget example for an indoor scenario using the phased
array system as in Fig. 2 with an assumed PA output compression power of 9 dBm.
The number of paths and the number of patches in the receiver are the same as the
transmitter. For a 16-path TRX with 1 patch per path, the maximum communication
range for 4.6 Gbps (MCS-12 in 802.11ad) is around 11 meters. For applications
requiring more datarates or more distance, more patches per path can be used. As
shown in Fig. 4, 4 patches per path with 32 active paths can reach a distance of about
64 meters.

One drawback of having more gain in the antenna element (e.g., by using more
patches per path) is the reduced beam scanning angle. For example, four patches
(2 × 2 array) per element has a scanning range of ±25◦ compared to ±45◦ with
a single patch. A square array of 16 patches has a scanning range of only about
±10◦. Therefore, outdoor applications that require both wide scanning angle and
more than 100 meters multi-Gbps communication distance can use more than 32
active paths.

3 Efficient Transmitter Architectures

Phased arrays, required for most high datarate mm-wave applications, use parallel
front-ends to overcome the signal losses. This causes an increase in the power
consumption, where the transmitter usually contributes the most. The power
amplifier (PA) is usually the most power-consuming block in the transmit chain.
Therefore, increasing the PA efficiency helps controlling the thermal behavior of
the system and saving the battery lifetime for mobile applications.
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Fig. 5 An example of a class-A power amplifier with its efficiency behavior versus output power

High-order modulations, for example up to 64-QAM, are used to increase the
communication throughput while utilizing the same bandwidth. Therefore, the
modulated signal consists of different amplitude levels with a certain peak-to-
average-power level (PAPR) depending on the modulation scheme. This requires the
average transmitted power to be reduced allowing its peak to be amplified linearly.
For example, a power back-off of up to 6 dB is used for 64-QAM modulation
signals. Nonlinear amplification causes signal distortion, which can be quantified
by the error vector magnitude (EVM) and contributes to an increase in the bit error
rate (BER) (i.e., poor signal quality).

Power efficiency of an amplifier is usually a function of its power level (see
Fig. 5). The figure also shows an example design of a mm-wave power amplifier
operating in the linear class-A. The differential operation is used to enhance
the output power by 3 dB without affecting the amplifier efficiency. Moreover,
neutralization is used to cancel the effect of gate-drain capacitance, making the
device unilateral ensuring a stable operation over the whole frequency band and
increasing the amplifier’s power gain. Practical implementations of the class-A
power amplifier measure efficiency values of less than 5% although up to 30%
efficiency is achievable at maximum output power. An implementation example at
60 GHz in 40 nm-LP process is shown in [3], where the amplifier is integrated in
a full TX chain and uses an on-chip output balun to match its output impedance to
50 	. The amplifier achieves 4.9% power-added efficiency (PAE) at 5 dB back-off
from the output compression point out of a maximum value of 32.7% in saturation.

Several architectures exist in literature and tested at mm-waves that help
increasing the power amplifier’s back-off efficiency. This includes lower-class
operation, envelope tracking, adaptive bias, Doherty and Outphasing solutions, as
well as digitally modulated architectures, such as I-Q or polar transmitters. The
following sections discuss some of these solutions, followed by a table summarizing
different mm-wave realizations. The discussion focuses on the 60 GHz frequency
band for consistency but the main concepts can also be mapped to other mm-wave
frequencies of operation.
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Fig. 6 A class-AB current and efficiency behavior versus output power

Fig. 7 Load pull simulations on a neutralized push-pull amplifier stage in (left) class-A and (right)
deep class-AB

3.1 Analog Solutions

One straightforward solution to increase the power back-off efficiency is to operate
the amplifier in class-AB using a lower bias voltage. In this case, the power
consumption scales with the output power, improving the back-off efficiency (see
Fig. 6).

A trade-off should be made in the selection of the output impedance to ensure
correct operation in both classes. For example, Fig. 7 shows power, gain, and
efficiency circles of a neutralized push-pull amplifier at two different bias voltages
representing class-A and deep class-AB operations. The optimum impedance values
change according to the class of operation, which should be considered during the
design.

At a lower bias voltage, the amplifier gain is also reduced. This leads to an
optimal bias value for maximum PAE. An implementation example is also shown
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Fig. 8 An example of a Doherty power amplifier with its efficiency behavior versus output power

in [3], where the 5 dB back-off efficiency moves from 4.9% in class-A to 7.4% in
class-AB, representing around 50% efficiency improvement.

Another way of increasing the efficiency at power back-off is by disabling part
of the amplifier while adapting the output impedance accordingly. The Doherty
architecture (see Fig. 8) uses a parallel PA that turns off at back-off and actively
changes the output impedance of the main PA, maintaining a high efficiency value
spanning over a wider power range below the maximum. The classical Doherty
approach uses λ/4 transmission lines at the PA output for its operation. At 60 GHz,
this is close to 600 μm. Other implementations try to be more compact and replace
transmission lines with transformers.

An example implementation of transmission-line based Doherty implementation
is shown in [4], where the chip is fabricated in a 130 nm SiGe BiCMOS process.
The amplifier achieves a 6 dB back-off efficiency of 13%, reduced from a maximum
value of 23.7% in saturation. This is limited by the finite output impedance of the
auxiliary (peaking) amplifier, resulting in a deviation of the back-off efficiency from
its ideal peak response of a Doherty architecture.

A transformer-based Doherty implementation at 72 GHz is shown in [5] using a
40 nm bulk CMOS technology. An asymmetrical transformer-based combiner and
an additional LC-based matching/tuning network are used to optimize the efficiency
and power performances. Again the back-off efficiency is affected by the finite
output impedance of the auxiliary amplifier as well as the limited quality factor
of the passive output matching network. The PA achieves 7% PAE at 6 dB power
back-off and a maximum value of 13.6% in saturation.

3.2 Digitally Modulated Solutions

Since high efficiency is present at maximum power (i.e., in saturation), digitally
modulated architectures provide a solution to use a variable envelope signal while
still driving the amplifier in saturation. In this case, a constant envelope signal
is used to drive the amplifier, while the different amplitude levels are generated
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Fig. 9 Digital PA solutions with (left) I-Q and (right) polar architectures

by switching the parallel cells of the amplifiers. Two high-level architectures can
implement this functionality, either based on I-Q or polar coordinates. As shown
in Fig. 9, a digital power amplifier (DPA) represents the core of both architectures,
where the signal modulation also occurs. In the I-Q architecture, the carrier signal
drives two DPAs while their strength (represented by the total width) is controlled
by the baseband digital I-Q symbols. In the polar architecture, a polar representation
is first extracted from the baseband I-Q symbols (e.g., using a CORDIC algorithm).
Only the phase information modulates the carrier signal before driving the DPA.
This allows all the DPA cells to be driven in saturation at their maximum output
power levels. The amplitude information then directly controls the amplifier to
reconstruct the envelope variations.

Switching the PA cells to generate amplitude variations also reduces the average
efficiency since the load is ideally fixed. For example, the PA drain efficiency can
be represented as follows:

Pout/PDC = (iout)
2 × RL/ (IDC × VDC) . (4)

Therefore, if half of the cells are switched off for 6 dB power back-off, iout and
IDC are halved, leading to a 50% ideal reduction in efficiency at a fixed load. This is
still higher than other implementations, where a 30% maximum efficiency amplifier
leads to an ideal value of 15% average efficiency at 6 dB back-off. This is at least
3× higher than a class-A amplifier.

4 Challenges in Digitally Modulated Implementations

In both architectures, the DPA represents an RF-DAC, where signal aliases are
present at its output at frequency offsets that are multiples of the baseband signal
sampling rate. Since bandpass filters would be too lossy to implement at the DPA
output, aliases can be overcome by oversampling the baseband signal. Oversampling
factors of more than 4× are required at 60 GHz to push the first alias below the
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802.11ad spectral mask. This leads to sampling rates of more than 7 GS/s. Extra
challenges are also discussed in the following sections.

4.1 Digital I-Q Transmitters

As shown in Fig. 9, the I-Q architecture includes two amplifiers running at 90◦
phase-shifted carrier signals that need to be combined. The power combiner can
either be of an isolating type (i.e., isolating the two amplifiers from each other)
or nonisolating. Nonisolating combiners are usually preferred for their higher
efficiency. However, dynamic (i.e., code-dependent) output impedance variations
of one amplifier are seen by the other, resulting in a highly complex 2D calibration
procedure. AM-AM and AM-PM calibrations are usually required in the DPA to get
a linear, constant phase performance over the code.

An example of an isolating combiner is the Wilkinson combiner, where an ideal
3 dB extra output power is expected compared to its single port input power,
assuming that both input ports are excited in phase. Assuming a perfect lossless
Wilkinson at the center of the band, where the input and output characteristic
impedances are real and all equal to Zc, then the combined output power can be
represented as |V1 + V2|2/(4 × Zc). V1 and V2 are the voltage phasors at the
input of the combiner. The total available power at the input of the combiner
is (|V1|2 + |V2|2)/(2 × Zc). Therefore, the power combining efficiency can be
represented as follows:

Pout/Pin,total = |V1 + V2|2/
[
2 ×

(
|V1|2 + |V2|2

)]
. (5)

For V1 = 1 and V2 = j (90◦ phase-shifted input signals), the maximum ideal
power combining efficiency (i.e., without losses or mismatch) for a Wilkinson
combiner becomes 50%. This is equivalent to an ideal 3 dB loss at the TX output.

For a nonisolating power combiner, the ideal addition of two equal I and Q
signals lead to a

√
2 higher magnitude compared to an increase of 2× if both signals

have the same phase. This corresponds to an ideal increase of 1.5 dB in the output
power compared to a 3 dB power increase if two PAs are added in-phase, leading to
around 30% efficiency drop. This represents a worst-case efficiency instance, where
the signal phase is 45◦ with equal I and Q components. The best-case instance is
when the signal phase is at 0◦ or 90◦ with only an I or Q signal component. In
order to further evaluate the nonisolating approach, a simulation is performed on
two DPAs combined at the output using a direct connection in the current domain
(see Fig. 10). A 28 nm bulk-CMOS technology is used for the simulation. The DPA
consists of parallel unit cells of common-source (CS) amplifiers in a differential
configuration and switched at the source. The total size of the single-ended CS
amplifier is 128 μm. The switching device total width is twice as large as the CS
amplifier.
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Fig. 10 (left) DPA combining testbench and (right) its DPA schematic

Fig. 11 DPA efficiency simulation using the testbench of Fig. 10 excited with signals of phase
difference of (left) 0◦ and (right) 90◦

The simulation results are shown in Fig. 11. When both amplifiers are fed with
the same signal, a maximum PAE of 43% is achieved. When one amplifier is fed
with a 90◦ phase-shifted signal, representing an output signal with 45◦ phase, the
maximum PAE drops to 22%. Therefore, the average PAE over all the signal phases
is between 22% and 43% with an average PAE efficiency loss of less than 50%.

Another way of combining the I and Q amplifiers is through air. An example
implementation of spatial I and Q combination at 60 GHz is presented in [6]
in 65 nm bulk-CMOS. As shown in Fig. 12, the chip implements a four-way
beamforming digital I-Q transmitter with an effective amplifier resolution of 7 bits
excluding the sign bit. The chip runs with 4× oversampling ratio (i.e., 7 GS/s) and
uses twofold interpolation in the DPA in order to further reduce the amplitude of the
first alias at 7GHz offset from the transmitted signal. Therefore, the output signal
after interpolation is transmitted at an effective rate of 14 GS/s.

The design shows high PA efficiency values, where the maximum reported drain
efficiency is 28.5% and the average is 16.5%. At 6 dB back-off, the drain efficiency
goes to 14%. However, these values are measured with a probed setup, where the
loading effect between the I and Q amplifiers is not visible. This is expected to be
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Fig. 12 Digitally modulated I-Q based phased array solution of [6]

seen in a wireless measurement, where the isolation between the I and Q paths is
broken through the antennas. Therefore, spatial combination can still be considered
as a nonisolating power combination, where any extra losses of on-chip combination
are replaced with field combination effects in air.

4.2 Digital Polar Transmitters

Figure 9 shows the polar transmitter concept, where the constant-envelope phase-
modulated signal drives the PA in saturation to make use of the maximum efficiency,
while the amplitude information modulates the PA by controlling its total width
digitally, leading to an efficiency performance that scales linearly with amplitude. In
this case, phase modulation is represented by a VCO/DCO direct modulation, which
adds to the design challenges by putting extra limitations on the VCO linearity and
tuning range.

An easier way for phase modulation is by mixer up conversion. An implemen-
tation example at 60 GHz is shown in [7] in a 40 nm bulk CMOS technology. As
shown in Fig. 13, The I-Q baseband digital symbols are first upsampled, filtered,
and converted to polar representation. The phase signal gets upconverted in I-Q
mixers after being converted to the analog domain and filtered. Filtering reduces
aliases of the phase signal, which improves the combined signal alias performance
at the PA output. This allows a reduction in the required sampling rate. In this chip,
a sampling rate of 10 GS/s is used compared to an effective rate of 14 GS/s in
[6], which is required with the absence of an alias filtering opportunity in the I-Q
architecture. This is implemented by a signal oversampling factor of 6, but could
also be implemented with an oversampling factor of 3 together with using twofold
interpolation.

The amplitude signal, extracted after the digital baseband signal is converted to
polar representation, the amplitude signal directly feeds the DPA with a speed of 10
GS/s and a resolution of 4 bits after applying a delay to get synchronized with the
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Fig. 13 Mixer-based digitally modulated polar transmitter block diagram [7]

Fig. 14 Switching options for the DPA unit cell

phase signal. The full signal has an effective resolution of 5 bits after adding a sign
bit, represented in the phase signal. This is enough for 16-QAM modulation schemes
with target single-carrier (SC) TX EVM values between −19 dB and −23 dB but is
not sufficient for 64-QAM with target SC TX EVM values lower than −26 dB.

Several implementation options exist for the DPA. Figure 14 shows the single-
ended representations, where the PA unit cell can either be switched at the gate,
source, or drain. Introducing a physical switch at the gate side reduces gain of the
last stage, which severely affects PAE. Another approach to switch the PA from its
gate is to do it only in DC. As shown in Fig. 14, the AC signal is always fed to all
the cells, whereas the gate bias of each cell is switched between the bias voltage and
0 V. This can be implemented with an inverter supplied by the required bias voltage
(i.e., Vbias). One drawback of this approach is that the switching speed is limited
by the biasing resistor. Another drawback is that the biasing cell delivering Vbias
needs to provide enough DC current to accommodate the switching dynamics of the
switching inverter, which affects the PA efficiency.

Another approach is to switch the PA cell at the source. This has a smaller effect
on efficiency, since the switch works as a degenerating device rather than being
introduced in the main signal path. The switch is also not applied to a biasing point,
allowing the control lines to be directly connected to the switch, increasing its speed
capability. This is confirmed by the implementation of [7], where the PA achieves
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Fig. 15 DPA cell of [8] with
drain switching

a maximum drain efficiency of 29.8% and a QPSK average efficiency of 15.3%. At
6 dB back-off, the drain efficiency goes to 12.3%, which can be improved to 50% of
the maximum value (i.e., 15%) with a redesign of the output matching network to be
optimized for the back-off code rather than the maximum code. The DPA switches
at a sampling speed of 10 GS/s limited by the measurement equipment rather than
the design. One drawback in this implementation is the signal leakage from input
to output in off state. This affects the DPA linearity and cannot be easily calibrated.
For example, the QPSK TX EVM is improved from −20.7 dB to −23.6 dB and the
16-QAM TX EVM from −16.5 dB to −18.1 dB after calibration, still limited by
the signal leakage.

The third switching option for the PA unit cell is drain switching. In this case,
the switch works as a cascode or stacked device. This improves signal leakage,
where the switch disconnects the input and output paths when turned off. However,
the DPA efficiency is also degraded. An example implementation is shown in [8],
where the chip is fabricated in 28 nm bulk-CMOS technology. As shown in Fig. 15,
the switch represents a stacked device in the on state. In order to maintain a signal
swing at the gate of the stacked device for the correct operation of the stacking
configuration, a bias resistor is used after the switching inverter. This limits the
switching speed, in this case to 5 GS/s. Moreover, if the stacked device requires
a bias voltage different from the supply, the switching inverters will also require
more current to be supplied from a biasing block, affecting the DPA efficiency.
The DPA is implemented with 6 bits and achieves EVM values of about −27 dB
thanks to the isolating stacked switch, which reduces signal leakage and allows
signal modulations up to 64-QAM. The maximum DPA drain efficiency is 17.7%
(PAE 15.6%), whereas the drain efficiency at 6 dB back-off is 6.9%.

5 Comparison of Transmitter Architectures

In this section, different approaches are compared using a combination of published
results and qualitative analysis.
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Table 1 Literature comparison of several TX PA architectures around 60 GHz

Refs. Topology Freq. (GHz) Tech. Supply (V) Psat (dBm) PAEPA max PAEPA6dBa

[9] Class-A/AB 60 28 nm 0.9 13, 11.3 29, 28b 2.5, 9b

[10] Envelope
tracking

44 GaAs 6 33 10 7–8.4

[11] Adaptive
bias

60 55 nm
BiCMOS

1.2 9.7 16 6

[5] Doherty
(transfo.)

77,72 40 nm 0.9 16.2,21 12,13.6 5.7,6

[4] Doherty
(TL)

60 130 nm
SiGe

2.5 17.5 23.7 13

[12] Outphasing 60 40 1 15.6 25 9.2
[6] Digital

Cartesian
60 65 nm 1 9,6 28.5a,b 14a,b

[7] Digital
polar

60 40 nm 0.9 10.8 29.8a,b 12.3a,b

aEstimations used
bDrain efficiency

5.1 PA Comparison from Literature

Table 1 shows a PA comparison of few selected mm-wave TX implementations
around the 60 GHz frequency range. The architectures in [6, 7, 12] require additional
signal processing that is not considered in the PA efficiency. The implementations
in [5, 10, 12] show potential bandwidth limitations, while the ones in [6, 7, 11]
show potential linearity limitations. Therefore, the challenge of bringing a high
back-off efficiency together with a large bandwidth and low distortion still remains.
The implementation in [4, 6, 7] are of particular interest as they show a back-off
efficiency of more than 10%. The implementation of [4] is a transmission-line-based
Doherty PA, where the presence of transmission lines leads to an increase in chip
area. The implementations in [6, 7] represent the digital implementations discussed
before, where the digital I-Q has extra efficiency degradation after combining the I
and Q paths, whereas the digital polar efficiency has extra system challenges, such
as the signal bandwidth extension and synchronization between the amplitude and
phase paths.

5.2 Qualitative Comparison for Phased Arrays Transmitters

Since the digital implementations require additional signal processing, it is bene-
ficial for the evaluation to have an idea about the changes in the whole system.
Figure 16 shows an example of phased array transmitter architectures based on the
digital I-Q and polar implementations. RF beamforming is used in this example,
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Fig. 16 Phased array transmitter architecture example for digital (left) I-Q and (right) polar
systems

which is suitable for a large number of front-ends to limit the calibration complexity
of mixer nonidealities in both the transmit and receive modes. The analog blocks
used in the mixer-based digital polar TX architecture are similar to an analog TX
approach except for the digital control required in the PA. The digital processing has
more functionality, such as the IQ-to-polar conversion and the digital predistortion
of AM-AM and AM-PM effects of the DPA, and is running at a higher speed. The
analog baseband also processes a higher bandwidth signal, representing only the
phase information compared to the full variable envelope signal in order to allow
the use of PAs in saturation with higher efficiency. In the case of a digital I-Q
transmitter, the architecture is simpler since an upconversion path is not required
and the LO carrier is directly fed to the front-ends. However, the digital processing
still includes extra AM-AM and AM-PM predistortion and runs at a higher speed to
overcome signal aliases.

Table 2 shows the different components each system requires compared to
an analog solution (e.g., with a class-A, AB, or Doherty PA). The conventional
signal path includes digital oversampling and filtering, followed by a DAC and
then the analog baseband including an anti-aliasing filter and the upconversion
mixer. Upsampling is still required in the DSP of an analog solution to keep a
frequency margin for the anti-aliasing filter after the DAC. In a digital solution,
an oversampling factor of 8× is required to bring the first alias down to −30
dBc. Another way of implementing such a high oversampling factor is using
interpolation, where an oversampling factor of 4× and a twofold interpolation can
also be used. In the digital polar approach, a filter in the phase path can reduce
the first alias after being combined with the amplitude information, leading to a
reduction in the required speed. The number of digital lines in the polar system
is higher as the phase information is already based on an I-Q system. The high-
speed digital calculations are usually made at a lower frequency then multiplexed to
the desired speed. Therefore, a serializer is required in the digital implementations.
The digital signal also needs to feed the DPAs, and therefore buffers are required
to bridge the long distances. Also due to the imperfections of the DPA, AM-AM
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and AM-PM predistortion is usually required in the digital domain. The digital I-Q
system requires a 2-D calibration, largely adding to the digital complexity. If the
DPA phase also needs to be calibrated, the system complexity is even increased
since phase information needs to be extracted and applied synchronously with the
I-Q information to the system, lending several additional drawbacks from the polar
system. Synchronization is required in the digital architectures. This is at least
between the I and Q paths and between the late and early paths in the I-Q system.
Only fine resolution delay optimization is required here since the four paths have
similar lengths. On the other hand, the amplitude and phase signals in the polar
system take different paths, leading to a large difference in their length that requires
a coarse and fine-tuning delay element for synchronization. The I-Q architecture
does not require a baseband path since the digital signal directly modulates the
DPA. The polar architecture, on the other hand, the signal bandwidth expands as
an effect of the conversion from an I-Q to polar system. This requires around 3×
higher baseband circuit bandwidth and DAC speed in the phase path assuming
an SNR floor of 40 dB and a DPA resolution of 6 bits [7]. For the PA, power
combining of at least two amplifiers is required in both the digital I-Q and Doherty
architectures. This adds to the area occupied by the PA and usually also has an
effect on its efficiency. Examples of PA efficiencies are shown in Table 1. The values
reported for transformer-based Doherty are not yet attractive compared to a class-
AB solution. The TL-based Doherty approach has a relatively high-efficiency value
without additional digital complexity but requires an increase of the chip layout area.
The digital I-Q solution has less analog but more digital functionality. The reduced
I-Q combination efficiency, which may result in a PA efficiency value close to a
class-AB, and the high-order calibration complexity causes the approach to have
less chances of reducing the transmitter power consumption. The polar solution has
the highest PA efficiency but also the most additional analog overhead and digital
functionality. Although it has more digital functionality (e.g., CORDIC and coarse
delay elements) than the I-Q architecture, the calibration complexity is much lower,
and it can run at a lower speed. In the RF beamforming architecture, and apart
from the digital buffers to each DPA, the additional overhead in the polar solution
compared to an analog one is in common blocks to all the phased array front-
ends. Therefore, their contribution to the overall power consumption may lead to
an overall advantage of the polar architecture.

An example implementation of a DSP for 60 GHz polar TX in 28 nm bulk-CMOS
technology is shown in [13]. The chip implements 4× upsampling, CORDIC polar
conversion, and predistortion functionalities and consumes less than 40 mW at 7
GS/s.

6 Conclusions

Millimeter wave frequencies attract future high datarate communication for its
wide available bandwidth. High-gain antennas are inevitable to overcome signal
losses at mm-waves. Passive gain by increasing the number of antenna patches
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is limited by the feeding loss toward the chip. Phased arrays use multiple front-
ends to increase the module gain actively. Therefore, several analog and digital
transmitter architectures are explored for their efficiency advantage, especially at
power back-off. Transmitters operating around 60 GHz are considered for reference.
The TL-based Doherty power amplifier reaches 13% efficiency at 6 dB power back-
off. However, it includes transmission lines that are not area efficient. Replacing
transmission lines with transformers lead to a reduction in efficiency, where 6%
is reported at 72 GHz. Digital architectures are also considered as they operate
the power amplifier in saturation utilizing its maximum efficiency at maximum
code and an ideally linear efficiency behavior over the code. In a digital I-Q
architecture, an isolating power combiner has an ideal 50% efficiency reduction,
while a nonisolating one has a phase-dependent efficiency with up to 50% reduction
at 45◦ together with a two-dimensional calibration complexity. The digital polar
architecture has an additional CORDIC digital functionality and wider baseband
bandwidth requirement. However, with a high-efficiency front-end, the architecture
has a potential to provide an overall transmitter power consumption advantage in
phased arrays, where the front-end efficiency dominates.
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