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1.1 Introduction

Clustering, also known as cluster analysis, has become an important technique in
machine learning used to discover the natural grouping of the observed data. Often, a
clear distinction is made between learning problems that are supervised, also known
as classification, and those that are unsupervised, known as clustering [24]. The
first deals with only labeled data while the latter deals with only unlabeled data
[16]. In many real applications, there is a large supply of unlabeled data but limited
labeled data. This fact makes clustering more difficult and more challenging than
classification. Consequently, there is a growing interest in a hybrid setting, called
semi-supervised learning [11] where the labels of only small portion of the observed
data are available.

During the last four decades, many clustering methods were designed based
on different approaches such as hierarchical, partitional, probabilistic, and density-
based [24]. Among them, Partitional clustering methods have been widely used
in several real-life applications given their simplicity and their competitive com-
putational complexity. This category of methods aims to divide the dataset into a
number of groups based on the optimization of one, or several objective criteria.
The optimized criteria may emphasize a local or a global structure of the data and
its optimization is based on an exact or an approximate optimization technique.
Despite the competitiveness of the computational complexity of partitional methods
compared to other methods, it fails to perform clustering on huge amounts of data
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[22]. In fact, given the exponential growth and availability of data collected from
different sources, analyzing and organizing these data has become an important
challenge referred to as Big data Analytics. This challenge has been the focus of
several types of researches which proposed scalable partitional clustering methods
based on different acceleration techniques. The aim of this work is to give a
theoretical and empirical overview of scalable big data clustering methods. We
propose a new categorization of these methods based on the used methodology
to improve scalability. For each defined category, we review the existing methods
and we describe the used acceleration technique or framework. Also, an empirical
evaluation is given using most representative methods from each of the defined
categories using large simulated and real datasets.

The remainder of the chapter is organized as follows. Section 1.2 presents
partitional clustering methods. Then, Sect. 1.3 reviews the existing scalable Big data
partitional clustering methods. After that, Sect. 1.4 gives an experimental evaluation
of Big data partitional clustering methods on different simulated and real large
datasets. Finally, Sect. 1.5 presents conclusions and some perspective points.

1.2 Partitional Clustering Methods

More than thousands of clustering methods were proposed in the literature. Com-
monly used methods are usually classified according to the fundamental concept
on which clustering methods are based. This classification leads to defining the
following categories [24]: hierarchical, partitional, probabilistic, and density-based.
Among them, partitional clustering methods remain the most commonly used
because of their simplicity and their competitive computational complexity.
Partitional clustering methods try to organize data into k clusters (where k is an
input parameter), by optimizing a certain objective function that captures a local and
global structure of grouping. Most of the partitioning methods start with an initial
assignment and then use an iterative relocation procedure which moves data points
from one cluster to another to optimize the objective function. Examples of these
methods are k-means [36], k-modes [26], k-prototypes [25], and fuzzy c-means [7].
The k-means [36] is the most fundamental partitional clustering method which is
based on the idea that a center can represent a cluster. After selecting k initial
cluster centers, each data point is assigned to a cluster based on a Euclidean distance
measure, then k cluster centers are recomputed. This step is repeated until an optimal
set of k clusters are obtained based on an objective function. The k-modes [26] uses
the simple matching coefficient measure to deal with categorical attributes. The k-
prototypes [25] integrates k-means with k-modes methods to partition mixed data.
On the other hand, partitional clustering methods often generate partitions where
each data point belongs to one and only one cluster. The fuzzy c-means [7] extends
this notion to associate each data point a membership function to each cluster.
Despite the efficiency of partitional clustering methods, they do not scale with
a huge volume of data [47]. This is explained by the high computational cost to
build grouping when dealing with a large amount data. To overcome this weakness,
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several works were proposed to improve the efficiency of conventional partitional
clustering methods. This survey emphasizes on scalable Big data partitional cluster-
ing methods, specifically those extending k-means, k-prototypes, and fuzzy c-means
methods. We present in the next section an overview of these methods.

1.3 Big Data Partitional Clustering Methods

To deal with large-scale data, several methods were designed in the literature which
are based on coupling conventional partitional clustering methods and acceleration
techniques. These methods aim to enhance the speed of clustering process by
reducing the computational complexity. We propose in this work to classify these
methods based on the acceleration technique used to improve the scalability. Four
categories are defined, parallel methods, data reduction-based methods, centers
reduction-based methods, and hybrid methods. Figure 1.1 shows a classification tree
of these methods where the depth of the tree represents the progression in time and
the width of the tree represents the different categories and subcategories. We detail
the following the main characteristics of each category.

1.3.1 Parallel Methods

Parallelization is one of the most used acceleration techniques, which aims to reduce
the computational cost of conventional partitional clustering methods. Paralleliza-
tion is defined as a process where the computation is divided into parallel tasks.
Several parallel partitional methods were proposed in the literature. These methods
are motivated by the assumption that distance computations between one data point
with cluster centers are independent of those between any other data point and
cluster centers. Thus, distance computation between different data points and cluster
centers can be executed in parallel. The parallelization can be done using different
frameworks such as Message Passing Interface (MPI) [46], Graphics Processing
Unit (GPU) [38], MapReduce [15], or Spark [50]. In the following, we present an
overview of parallel clustering methods which are based on these frameworks.

1.3.1.1 MPI-Based Methods

MPI is a parallel framework designed to process a large amount of data through
cluster of machines. It is deployed in master/slave architecture where the master
sends tasks to slaves and receives computed results. While slaves receive tasks,
process them, and send results to the master. MPI provides set of functions which
are used by developers to create parallel applications. These functions aim to
communicate and exchange data and messages between machines. For example,
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the function Broadcast is used to send the same data or messages to all machines
while the function Barrier is used to put a barrier and allows the synchronization
between machines when running parallel programs. The main advantage of MPI
is its master/slave architecture, where the slave machine can become the master
of other processes. This can be extremely useful for dynamic resource allocation
where the slaves have to process a large amount of data. Another advantage of
MPI includes the data preserving, i.e., there is no need to read the same data
many times, which can be preserved locally. Hence, MPI is well suited for iterative
algorithms [44].

Several methods were proposed to implement clustering process using MPI
framework. For example, Zhang et al. [52] proposed an MPI-based k-means
(MPIKM). The main steps of this method are as follows: first, the input data is
initially distributed among slaves. Then, the master selects k data points as initial
centers, and broadcasts them to slaves. Then, each slave assigns corresponding
data points to the nearest cluster by computing distances. After that, the master
collects all information needed from slaves to update new cluster centers, and
broadcasts them to slaves. Finally, this method iterates calling above steps several
times until convergence. The MPIKM can reduce the time complexity of k-means
from O(n.k.l) to O(s.k.l) where n the number of data points, k the number of
clusters, / the number of iterations, and s < n the maximal number of data points
assigned to each slave node.

On the other hand, Kwok et al. [30] designed a parallelization of fuzzy c-means
using MPI framework (MPIFCM). The master first divides the input data into
splits and transfers them to slaves. Then, each slave receives the associated split,
computes distances, and updates the membership matrix. After that, the master gets
all information needed from the slaves to compute the new cluster centers, and
sends them to slaves for the next iteration. Finally, the above steps are repeated
until convergence. The MPIFCM decreases the time complexity of fuzzy c-means
from O(n.k2.l) to O(s.k2.1).

Despite the efficiency of MPI framework to process large-scale data, it suffers
from limit of the fault intolerance. MPI has no mechanism to handle faults. The
failure of one machine in the network can cause the shutdown of the whole network.
Hence, practitioners of MPI-based methods have to implement a fault tolerance
mechanism within the master/slave architecture to manage faults or failures of
machines in the network. The implementation of this mechanism is not a trivial
task which explains the restricted use of this framework in real-world applications.

1.3.1.2 GPU-Based Methods

Graphics Processing Unit (GPU) is a specialized hardware designed to accelerate
graphical operations such as video and image editing. Compute Unified Device
Architecture (CUDA) is a parallel programming framework used to simplify the
creation of parallel applications within GPU without delving into the hardware
details. GPU has a large number of processing cores as compared to a Central



6 M. A. B. HajKacem et al.

— ~ — ~ — ~
S S S

Fig. 1.2 GPU architecture with three multiprocessors and three streaming processors

Processing Unit (CPU). In addition, it provides two levels of parallelization. At
the first level, GPU has several multiprocessors (MPs), and at the second level, each
multiprocessor has several streaming processors (SPs). Following this configuration,
GPU program is broken down into threads which execute on SPs, and these threads
are aggregated together to form thread blocks which run on a multiprocessor.
Figure 1.2 shows a GPU architecture with three multiprocessors and three streaming
processors per block. Each thread within a block can communicate with each other
and synchronize with other threads in the same block. Each of these threads has
access to fast shared memory.

Several works were proposed to accelerate data clustering using GPU. For
example, Che et al. [12] proposed a GPU-based k-means method (GPUKM). The
main steps of this method are as follows, first, it uploads initial cluster centers to the
shared memory of the GPU and the input dataset is partitioned and uploaded into
each multiprocessor. Then, each multiprocessor calculates the distance from each
corresponding data point and assigns it to the nearest cluster. After that, it calculates
a local cluster center based on a subset of data points. Once all data points are
assigned to cluster centers, CPU updates new cluster centers and again will upload
them to multiprocessors. Finally, this method iterates calling the above steps several
times until convergence. The GPUKM decreases the time complexity of k-means
[19] from O(n.k.l) to O(g.k.I) where g < n the maximal number of data points
assigned to each multiprocessor.

Al-Ayyoub et al. [1] proposed the GPU fuzzy c-means method (GPUFCM). This
method first stores initial positions of clusters to the shared memory. Then, it creates
initial membership matrix and initial cluster centers from the input data. Then,
each multiprocessor computes partial memberships by computing distances. Next,
it computes the membership values via summation of partial memberships. After
that, this method transfers summed membership values from GPU to CPU in order
to compute new cluster centers. Finally, it moves to the next iteration. Similarly
to GPUKM, the GPUFCM can reduce the time complexity of fuzzy c-means from
O(n.k?.1)to O(g.k2.1).

Despite the attested performance of GPU for handling large-scale data, it
suffers from the drawback of memory limits. For example, with a maximum of
12GB memory per GPU, it is not able to deal with terabyte data. When the
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data size exceeds the size of GPU memory, the performance of the GPU-based
method decreases significantly. Hence, users have to configure the memory before
implementing applications through GPU. Another drawback is the restricted number
of software and algorithms that are available for GPUs.

1.3.1.3 MapReduce-Based Methods

MapReduce is a parallel programming framework used to process large-scale
data across cluster of machines. It is characterized by its high transparency for
programmers to parallelize algorithms in an easy and comfortable way. MapReduce
is based on two phases namely map and reduce. Each phase has < key/value >
pairs as input and output. The map phase executes map functions to process in
parallel each < key/value > to generate a set of intermediate < key'/value’ >
pairs. Then, this framework groups all intermediate values associated with the
same intermediate key as a list (known as shuffle phase). The reduce phase
executes reduce function to merge all intermediate values associated with the same
intermediate key. Figure 1.3 illustrates the data flow of MapReduce framework. The
inputs and outputs of MapReduce are stored in an associated distributed file system
that is accessible from any machine of the used cluster. The implementation of the
MapReduce framework is available in Hadoop [48]. Hadoop provides a distributed
file system namely Hadoop Distributed File System (HDFS) which stores data
on the machines. MapReduce has three major features: simple programming
framework, linear scalability, and fault tolerance. These features make MapReduce
a useful framework for large-scale data processing.

Several methods were proposed in the literature to fit clustering process through
MapReduce. For instance, Zaho et al. [53] proposed a MapReduce-based k-means
method (MRKM). Given an input dataset stored in HDFS, this method first divides
the input dataset into splits where each split is associated with map function. Then,
the map function assigns each data point of the associated split to the nearest cluster
by computing distances. The reduce function then updates new cluster centers by
calculating the average of data points present in each cluster. These new cluster
centers are then written to the HDFS, to be used by the map function for the
next iteration. Finally, the entire process is repeated until convergence. The time
complexity of MRKM is evaluated by O (m.k.I) where m < n the maximal number
of data points associated with the map function.

On the other side, Ludwing [35] proposed the parallelization of fuzzy c-means
clustering using MapReduce framework (MRFCM). This method is based on two
MapReduce jobs. The first MapReduce job calculates cluster center’s matrix and
the second MapReduce job calculates the distances, to be used to update the
membership matrix. The map function of the first MapReduce job receives a chunk
of data and a portion of the membership matrix and produces cluster center’s sub-
matrices. Then, the reduce function of the first MapReduce job merges sub-matrices
into cluster center’s matrix. The second MapReduce job compared to the first one
involves more computations to be executed. During the map function, a chunk of
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Fig. 1.3 Data flow of MapReduce framework

data is received and distance sub-matrices and membership matrices are computed.
Then, the reduce function merges partition sub-matrices. The MRFCM decreases
the time complexity of fuzzy c-means from O(n.k%.1) to O(m.k%1).

Ben HajKacem et al. [4] proposed a MapReduce-based k-prototypes (MRKP)
for clustering mixed large-scale data. First, MRKP creates a global variable that
contains initial centers of the cluster. Then, the map function assigns each data point
of the associated split to nearest cluster. Following each assignment, it computes
an intermediate center for each cluster in order to optimize the calculation of new
centers in reduce phase. This information consists of the sum of the numeric values
and the frequencies of categorical values related to each cluster, which are then
emitted to the reduce function. After that, the intermediate centers produced from
map functions are merged by the reduce function, in order to update new cluster
centers. Finally, new centers’ values are stored in HDFS and the MRKP moves to
the next iteration until convergence. Similarly to MRKM, the time complexity of
MRKEP is evaluated by O(m.k.I[).

Although MapReduce appears to be perfect for clustering large-scale data, it
suffers from the inefficiency to run iterative algorithms [18]. The whole dataset must
be read and written to HDFS for each iteration of the method. Therefore, many of
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Table 1.1 Some operators in Spark

Operators Meaning

map(func) Iterates over each line in the RDD by calling func and returns only one
element

flatmap(func) Similar to map but returns a list of elements

mapparition(func) |Similar to map but runs separately on each partition (block) of the RDD
filtre(func) Returns elements of the source RDD when func returns true
reducebykey(func)| Aggregates values with the same key using func

distinct() Returns a new RDD that contains distinct elements of the source RDD

input/output (I/O) disk operations occur during each iteration and this significantly
degrades the performance of MapReduce-based method.

1.3.1.4 Spark-Based Methods

Spark is a parallel framework for large-scale data processing designed to solve
the MapReduces limitations. It was introduced as part of the Hadoop and it is
designed to run with Hadoop, specially by reading data from HDFS. Spark is based
on Resilient Distributed Datasets (RDDs), a special type of data structure used
to parallelize computations in a transparent way. These parallel structures persist,
reuse, and cache the results in memory. Moreover, Spark provides set of in-memory
operators, beyond the standard MapReduce, with the aim of processing data more
rapidly in distributed environments. Spark is faster up to 100x than MapReduce.
Table 1.1 shows some operators of Spark which are used to implement parallel
methods.

Several methods were proposed for Big data clustering within Spark framework.
For instance, Ben HajKacem et al. [5] proposed a Spark-based k-prototypes
clustering method for mixed large-scale data (SKP). The authors exploit in this
method the in-memory operations of Spark to alleviate the consumption time of
MRKP method. First, they create an RDD object with the input dataset formed by
¢ chunks. The map function (mappartition) picks a chunk of dataset, executes the
k-prototypes algorithm on that chunk, and emits the intermediate cluster centers as
output. Then, the reduce function (reducebykey) takes set of intermediate centers,
executes the k-prototypes algorithm again on them, and returns the final centers as
output. For each map phase, there are m data points that must be processed using
k-prototypes. Hence, map phase takes O(m.k.l) time. In the reduce phase, the k-
prototypes must be executed on set of intermediate centers which has k.c items.
Hence, the reduce phase needs O(c.k?.l) time. Given ¢ <« m, the overall time
complexity of SKP is evaluated by O(m.k.l).

Zayani et al. [51] proposed a parallelization of overlapping k-means method
using Spark framework (SOKM). This method can perform parallel clustering
processes leading to non-disjoint partitioning of data. The main steps of this method
are as follows: first, they create an RDD object with input data formed by chunks.
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Then, the map function (map) performs a local data assignment for each chunk
in parallel in order to build the local membership matrix for set of data points
within this chunk. Once local membership matrix is computed for each chunk,
the second map function (map) takes these intermediate results and updates the
local cluster centers. After that, the reduce function (reducebykey) computes global
cluster centers based on intermediate cluster centers computed on each chunk.
Finally, based on the evaluation of the global objective criterion, the proposed
method reiterates all above-described steps while convergence is not reached. The
time complexity of SOKM is evaluated by O(m.k>.1).

1.3.2 Data Reduction-Based Methods

This category of methods tries to reduce the number of data points when building
clusters in order to accelerate the clustering process. Sculley [43] introduced a
MinBatch k-means method (MBKM). Its main idea is to use small random batches
of data points of a fixed size which can be stored in memory. The motivation
behind this method is that random batches tend to have lower stochastic noise than
individual data points. In each iteration, a new random sample from data is generated
and used to build cluster centers. The cluster centers are then updated using a convex
combination of values of cluster centers and data points by applying a dynamic rate.
This dynamic rate is defined for each cluster and is evaluated by the inverse of the
number of assigned data points. The MBKM decreases the time complexity of k-
means from O(n.k.l) to O(b.k.l) where b < n the batch size.

On the other hand, Capo et al. [9] proposed an alternative to the k-means
for processing large-scale data called Recursive Partition k-means (RPKM). This
method considers a sequence of partitions of the dataset, where the partition at
iteration i is thinner than the partition at iteration i — 1. The idea behind this
method is to approximate the k-means for the entire dataset by recursively applying
a weighted version of k-means over a small number of subsets of data. The main
steps of RPKM can be described as follows: first, the data is partitioned into a
number of subsets where each subset is characterized by a representative and its
corresponding weight. Second, a weighted version of k-means is applied over the set
of representatives. From one iteration to the next, a more refined partition is built and
the process is repeated using the obtained optimal cluster centers as initialization.
The above steps are repeated until a stopping criterion is detected. The RPKM can
reduce the time complexity of k-means from O(n.k.l) to O(p.k.I) where p < n the
partition size.

PRKM method proposed a Pattern Reduction algorithm for reducing the compu-
tation time of k-means [13]. Initially, the PRKM works exactly as k-means. Then,
it continues to check whether it is time to start the pattern reduction algorithm. If
the time to start is reached, the pattern reduction algorithm is applied. The pattern
reduction algorithm is based on compressing and removing at each iteration the
data points that are unlikely to change their membership thereafter. It can be divided
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into two procedures: the first is Pattern Compression and Removal (PCR), and the
second is Pattern Assignment and Mean Update (PAMU). PCR requires a removal
bound parameter which denotes the percentage of data points that are allowed to
be compressed and removed. If the removal bound has not been reached, PCR first
checks which data points in each cluster are near the mean and thus can be removed.
We note that means is defined as the average of distances between data points and
cluster centers. Then, PCR compresses and removes these data points by selecting
one of data points to be removed as the representative data point and setting its
value to the average of all data points removed. After that, PAMU reassigns each
data point to the cluster to which it belongs first and then computes the new cluster
centers. The PRKM can reduce the time complexity of k-means from O(n.k.l) to
O(n.k).

Another method introduced a modified version of fuzzy c-means algorithm that
uses Data Reduction algorithm to cluster large-scale data (DRFCM) [20]. The
main idea of DRFCM is to reduce the data size before performing clustering.
This method has two main phases, data reduction and data clustering. The data
reduction phase consists of two steps which are precision reduction (an optional
step) and aggregation. The aggregation step consists of combining identical data
points together in the same weighted data points where the weights correspond to the
number of aggregated data points. The clustering phase is devoted to apply the fuzzy
c-means algorithm on the new weighted data points. To improve the running time
of the aggregation step, the authors introduced a hashing for the aggregation step.
Moreover, they optimize the calculation of cluster centers and membership matrix.
The DRFCM decreases the time complexity of fuzzy c-means from O(n.k2.l) to
O(w.k>.I) where w < n the number of weighted data points generated by data
reduction algorithm.

1.3.3 Centers Reduction-Based Methods

This category of methods aims to reduce the number of comparisons when looking
for the nearest cluster centers which is the most time-consuming phase. Pelleg and
Moore [39] and Kanungo et al. [28] proposed to accelerate k-means using kd-tree
structure (KdtKM). A kd-tree is defined as a binary tree that partitions the space
of the data and it is built by separating hyperplanes (typically axis-aligned) [42].
We note that k in kd-trees and in k-means are different. In k-means, it denotes the
number of clusters while in kd-trees, denotes the dimension of the input data.
Pelleg and Moore [39] proposed to represent data as a kd-tree and used a pruning
strategy to reduce the redundant comparisons between cluster centers and data
points. This method initially creates the kd-tree from the input dataset. Then, it
performs at each iteration a search through the tree for searching regions of the tree
which are owned by a single center. The search begins with all k cluster centers at
the root of the kd-tree. Then, it recursively goes through the depth of the tree while
checking at each node that only one center dominates all the other centers. If so, it
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eliminates the dominated centers. In the case that only exists one dominated center,
then the search stops and all data points below that node in the kd-tree are assigned
to that center. However, when multiple centers remain, it recursively continues its
search on child nodes. If it reaches a leaf, it performs distance computations between
the remaining cluster centers and the data points at the leaf node. This method
finds nearest cluster to each data point in O (log k) time. However, it requires O (k.
log k) time in each iteration for building the kd-tree. Hence, it decreases the time
complexity of k-means from O(n.k.l) to O(n.log k.[+k. log k). Although KdtKM
method performs very well when dealing with large-scale data, it is not suitable for
high-dimension data because of its exponential complexity regarding the number of
dimensions of data. In addition, it requires an extra memory on the order of the input
dataset for storing the kd-tree structure.

Other techniques are used to accelerate partitioning methods such as Triangle
inequality-based k-means (TiKM) methods [17, 19, 23, 41]. For example, Phillips
[41] used the triangle inequality to reduce the number of comparisons between
cluster centers and data points. This method is motivated by the fact that k-means
requires computing all distances between each of the cluster centers and data points.
Many of these distance computations are redundant, because data points usually stay
in the same cluster after first few iterations. This method uses the following triangle
inequality to prove that if cluster center c; is close to data point x, and some other
cluster center c; is far away from another cluster center cy, then ¢; must be closer
than ¢, to x.

Theorem 1.1 Let x a data point and let c¢1 and cy cluster centers (described in
Fig. 1.4). If we know that d(ci,c2) > 2% d(x,c1), then d(x,c1) < d(x,c2) without
having to calculate d(x,c3).

In each iteration, the TiKM method uses the triangle inequality when looking for
nearest cluster centers. Also, it requires computing distances between cluster centers.
Hence, this method decreases the time complexity of k-means from O(n.k.[) to
O((n.y+k?).I) where y the average number of comparisons between data points
and clusters selected at each iteration.

Fig. 1.4 The application of
triangle inequality technique
between data point x and the
cluster centers ¢ and ¢;

Cluster 1 Cluster 2

On the other hand, a Center Displacement k-means method (CDKM) is proposed
to improve the efficiency of k-means [31]. This method first classifies cluster centers
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into static and active groups. Then, it uses the information of center displacements to
reject impossible candidates when locking to the nearest cluster center. The CDKM
decreases the time complexity of k-means from O(n.k.l) to O(n.k). We note that
the time complexity of CDKM grows linearly with the data dimension in contrast to
KdtKM methods which have the exponential dependence on the value of dimension.
Moreover, CDKM obtains the same set of cluster centers as that produced by the
conventional k-means.

1.3.4 Hybrids Methods

To deal with large-scale data, hybrids methods combine several acceleration tech-
niques. The acceleration techniques are combined to win maximal efficiency when
designing a clustering process for analyzing a large amount of data. Example of
hybrids methods is the OMRKM proposed by Cui et al. [14]. This method proposed
an optimized implementation of MapReduce-based k-means method using sam-
pling. OMRKM consists of three MapReduce jobs namely: Data sampling, Data
clustering, and Data assignment. The first MapReduce job is devoted generating
a subset from input data using probability sampling. The second MapReduce job
is concerned with clustering of the subset in order to obtain cluster centers. Once
the cluster centers are computed, the third MapReduce job is executed to generate
the partition matrix of input data by assigning each data point to the nearest cluster
center. The OMRKM decreases the time complexity of k-means from O(n.k.l) to
O(m+r.k.I) where r < n the sample size.

On the other hand, Li et al. [33] proposed LSHTiMRKM method which is
based on MapReduce framework, locality sensitive hashing [27] (LSH), and triangle
inequality to improve the efficiency of k-means. This method consists of two
MapReduce jobs namely: Data skeleton and Data clustering. The first job, data
skeleton uses the LSH to map similar data points into buckets. Each bucket
is represented by a weighted data point. Hence, the LSH technique is used to
reduce the number of data points when building cluster centers. The second job,
data clustering proposes an efficient implementation of scalable k-means [2]. This
implementation is based on a pruning strategy to accelerate the iteration process
by reducing unnecessary comparisons between cluster centers and data points. The
pruning strategy begins by looking for the nearest cluster centers using triangle
inequality. Then, it uses the local property of LSH to reduce distance computations
between data points and cluster centers. Only centers in the bucket are evaluated.
The LSHTiMRKM decreases the time complexity of k-means from O(n.k.l) to
O(m+t.y.l) where t < n the number of buckets and y < k the average number of
comparisons between data points and clusters selected at each iteration.

Ben HajKacem et al. [6] proposed an accelerated MapReduce-based k-prototypes
for clustering mixed large-scale data (AMRKP). This method is based on a pruning
strategy (PS) to reduce redundant distance computations between cluster centers
and data points using triangle inequality technique. AMRKP introduces a KPPS
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algorithm which is based on applying a pruning strategy to k-prototypes. Initially,
the KPPS works exactly as k-prototypes. Then, it continues to check whether it is
time to start the pruning strategy. If the time to start is reached, the pruning strategy
is applied. The pruning strategy requires at each iteration computing distances
between centers and sorting them. Then, it evaluates the triangle inequality between
data point and the centers in increasing order of distance to the assigned center of the
previous iteration. If the pruning strategy reaches a center that does not satisfy the
triangle inequality property, it can skip all the remaining centers and continue on to
the next data point. The pruning strategy requires setting a pruning bound parameter
(o) to denote the o % subset of cluster centers that are considered when evaluating
triangle inequality property. After that, this method distributes the KPPS algorithm
within MapReduce framework. For this purpose, it first splits the input dataset into p
chunks. Then, the map function picks a chunk of data, executes the KPPS algorithm
on that chunk, and emits the intermediate cluster centers as the output. Then, the
reduce function takes the set of intermediate centers, executes again the KPPS
algorithm on them, and returns the final centers as output. The time complexity
of KPPS algorithm is bounded between O((n.o.k+k3).1) and O((n.k+k3).l) where
« the pruning bound. The KPPS algorithm is applied twice: in the map phase
and the reduce phases. In the map phase, each chunk involves running the KPPS
algorithm on that chunk. This phase is evaluated by O(m.«a.k+k%).l) time. In the
reduce phase, the KPPS algorithm must be executed on the set of intermediate
centers which has k.p data points. Hence, the reduce phase needs O((m.a.k+k3).1)
time. Given that 1% <« m, the overall time complexity of the AMRKP is evaluated

by 0((m.a.k+k3).z+(’<1-,—".a.k + k3).l) >~ O((m.ak+k3).0).

1.3.5 Summary of Scalable Partitional Clustering Methods for
Big Data Clustering

This section gives an overview of the main characteristics of scalable partitional
clustering methods presented in a comparative way. Table 1.2 summarizes these
main characteristics. Our study is based on the following features of the methods:
(1) type of data supported by each method, (2) the final results after acceleration
regarding the conventional method, exact or approximate (3) time complexity, (4)
space complexity, and (5) type of the used acceleration technique.

Parallel partitional clustering methods are divided into four categories MPI-
based, GPU-based, MapReduce-based, and Spark-based methods. Before fitting
clustering through parallel framework, it is important to consider some points. GPU
suffers from the memory limitation. When the data size exceeds the size of the
GPU memory, the performance decreases significantly the GPU-based method. For
example, with a maximum of 12GB memory per GPU, it is not suitable to deal
with terabyte data. Then, MPI has no mechanism to handle faults. The failure of
one machine in the network can cause the shutdown of the whole network. Hence,
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practitioners have to implement some kind of fault tolerance mechanism within
the program to overcome faults. The MapReduce framework looks better than MPI
since it is characterized by simple programming framework, linear scalability, and
fault tolerance. However, it is unsuitable to run iterative algorithms since at each
iteration, the whole dataset must be read and written to disks and this results in high
(I/0) operations. This significantly degrades the performance of MapReduce-based
method. Finally, Spark framework is an alternative to MapReduce which is designed
to overcome the disk I/O limitations and improve the performance of MapReduce
framework. A recent survey has presented the different frameworks for Big data
analytics and provides the advantages and drawbacks of each of these frameworks
based on various metrics such as scalability, data I/O rate, fault tolerance, and
iterative task support [37, 45].

Although all the described Big data partitional clustering methods offer for users
an efficient analysis for large-scale data, some parameters need to be estimated
before performing the learning. All the described methods require to configure the
number of clusters in prior which is not a trivial task in real-life applications where
the number of expected clusters is usually unknown. As a solution, one could use
different model heuristics for determining the optimal number [34, 40]. For example,
the user can test different clustering with an increased number of clusters and then,
take the clustering having the best balance between the minimization of the objective
function and the number of clusters. Furthermore, all the described Big data
partitional methods need to initialize the clusters’ centers. However, high-quality
initialized centers are important for both accuracy and efficiency of conventional
clustering methods. To overcome this problem, users can adopt random sampling
method to obtain cluster centers or using initialization techniques which exploit
the fact that a good clustering is relatively spread out [8, 10, 32]. Using center
initialization techniques, the result of the presented methods always converges to
a local optimum of the objective criterion, rather than the global optimum. To deal
with this issue, users can combine conventional methods with heuristic techniques
to prevent clustering results from falling into local optimum [3, 21, 29].

1.4 Empirical Evaluation of Partitional Clustering Methods
for Large-Scale Data

We evaluate in this section the performance of the scalable partitional clustering
methods. We select from each category of scalable Big data partitional clustering
methods at least one representative method, such as MRKM [53] (parallel), SKP
[5] (parallel), MBKM [43] (data reduction based), TiKM [41] (centers reduction
based), and AMRKP [6] (hybrids). We have implemented all these methods with
the Java version 8 programming language. For MBKM and TiKM, we used a single
machine with 1-core 3.4 GHz i5 CPU and 4GB of memory while for MRKM, SKP,
and AMRKP, we used a cluster of four machines where each machine has 1-core
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2.3 GHz CPU and 1GB of memory. Concerning the implementation of MapReduce
framework, we used Apache Hadoop version 1.6.0 for MRKM and AMRKP and
we used Apache Spark version 1.6.2 for SKP.

The experiments are performed on simulated and real datasets. For simulated
datasets, we generate two series of datasets with Gaussian distribution. The mean of
generated data points of the Gaussian distribution is 350 and the sigma is 100. The
datasets range from 5 to 10 million data points. Each data point is described using
ten attributes. In order to simplify the names of simulated datasets, we will use the
notations Sim5M and Sim10M to denote a generated dataset containing 5 and 10
million data points, respectively.

Concerning real datasets, we use the KDD Cup dataset (KDD), which consists
of normal and attack connections simulated in a military network environment. The
KDD dataset contains about 5 million connections. Each connection is described
using 33 numeric attributes. The clustering process for these dataset detects the type
of attacks among all connections. This dataset was obtained from UCI machine
learning repository.! The second real dataset is the Household dataset (House),
which contains the results of measurements of electric power consumption in
household. The House dataset contains 1 million data points. Each data point is
described using seven numeric attributes. The clustering process for these data
identifies the types of electric consumption in household. This dataset was obtained
from UCI machine learning repository.” Statistics of simulated and real datasets are
summarized in Table 1.3.

To simplify the discussion of the empirical results in Table 1.4, we will use
the following conventions, let ¥ denotes one of the scalable partitional clustering
methods, let T denote the running time, and let S denote the quality of the clustering
results. The enhancement of the running time of scalable partitional clustering
method (77) with respect to the running time of k-means (Tkym) in percentage is
defined by:

T, — T
Ar =L M 100% (1.1)
Txm

For example, the enhancement of the running time of MRKM (7TyrkMm) With respect
to the running time of k-means is defined by:

Table 1.3 Summary of Dataset | Data points | Attributes | Domain

datasets SimSM_ | 5,000,000 | 10 Simulated
Sim10M | 10,000,000 |10 Simulated
KDD 4,898,431 |33 Intrusion detection
House 1,000,000 7 Electricity

Thttps://archive.ics.uci.edu/ml/datasets/KDD+Cup+1998+Data.
Zhttps://archive.ics.uci.edu/ml/datasets/Individual+household-+electric-+power+consumption.
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_ Tmrxm — T

A KM 100% (1.2)

Tkm

It is important to note that as defined in Eq. 1.2, a more negative value of Ay implies
a greater enhancement. The enhancement of the quality of scalable partitional
clustering (Sy) with respect to the quality of k-means (Sxm) in percentage is
defined by:

Sy, — S
Ag = 2V "KM 100% (1.3)
KM

To evaluate the clustering quality, we use the Sum Squared Error (SSE) [49],
which aims to measure the squared errors between each data point and the cluster
center to which the data point belongs. SSE can be defined by:

n k
SSE =Y " "d(cj, x), (1.4)

i=1 j=1

where x; is the data point and c; the cluster center.

Table 1.4 reports the obtained results of scalable partitional clustering methods
compared to k-means on simulated and real datasets. We note that we test for each
dataset three different number of clusters 10, 50, and 100 and we fix the number of
iterations to 20. For other parameters, we consider the following: the batch size b to
10,000 for MBKM and the pruning bound « to 10 for AMRKP.

The analysis of the empirical results firstly shows that hybrids methods are
significantly faster than all other methods since they use simultaneously several
acceleration techniques to improve the efficiency of conventional k-means method.
For instance, we can observe that TiKM reduces the running time by 35.33%
while AMRKP reduces the running time by 85.60%. Hence, we can conclude that
the combination of acceleration techniques is a good solution when dealing with
large-scale data. The second conclusion concerns the parallel partitional clustering
methods. The results show that SKP method is faster than MRKM method. For
example, MRKM can reduce the running time of k-means by 75.15%. However,
SKP can reduce the running time of k-means by 96.14%. This fact shows the
benefits of Spark to execute clustering process in memory and reduce the I/O
operations from disks. Hence, we can conclude that Spark framework is more
suitable to cluster large-scale data than MapReduce framework. Third, empirical
results show that the number of clusters has an impact on the performance of
clustering especially the case of triangle inequality-based methods like TiKM and
AMRKCP. For example, TiKM reduces the running time of k-means by 53.66% when
k = 10 while by 59.92% when k = 100. From this observation, we can mention
that TIKM method performs well when dealing with large number of clusters.
The fourth conclusion concerns the quality of the obtained results. The results
show that MRKM and TiKM methods produce the same SSE values compared
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to k-means method. Therefore, we can deduce that MapReduce framework and
triangle inequality reduce the running time of conventional k-means method without
affecting clustering results. However, MBKM method does not always converge
to the same local solution because of the relatively small batch size, leading to
significant variations in the SSE values.

As a summary, the empirical study allows us to draw the following conclu-
sions:

* The hybrids methods are faster than all other methods since they use simultane-
ously several acceleration techniques to improve the efficiency of conventional
methods. Therefore, the combination of acceleration techniques is a good
solution when dealing with large-scale data.

e Spark framework is designed to overcome disk I/O limitations and supports
iterative algorithms. Hence, it is more suitable than MapReduce framework for
processing large-scale data.

* The triangle inequality-based methods perform well when the number of clusters
is large. However, they require additional memory to store the distances between
cluster centers.

e MapReduce and triangle inequality techniques can improve the efficiency of
conventional clustering without affecting the final clustering results. While
sampling-based methods like MBKM do not always converge to the same local
solution since they use a subsample instead of the entire dataset.

1.5 Conclusion

We focused in this chapter the area of Big data clustering, for which we give a
classification of the existing methods based on the used acceleration techniques. Our
study is essentially based on partitional clustering methods. For that, we review the
existing scalable Big data partitional methods in the literature, classified into four
main categories: parallel methods, data reduction-based methods, centers reduction-
based methods, and hybrids methods. We also provide theoretical and experimental
comparisons of the existing Big data partitional methods.

At the end of this overview, we claim that Big data clustering has a growing
interest in machine learning research since many real-world applications require a
scalable partitioning from a large amount of data. Many current challenges in Big
data clustering area motivate researchers to propose more effective and efficient
learning process. For example, recent works are interested in the identification of
groups from streaming large-scale data, or building clusters from uncertain large-
scale data. Other works are interested in the identification of clustering from data
having multiple representations. All these challenges within Big data clustering
open exciting directions for future researchers.
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