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Preface

The objective of the International Technology-Enhanced Assessment Conference
(TEA) is to bring together researchers and practitioners with innovative ideas and
research on this important topic. This volume of conference proceedings provides an
opportunity for readers to engage with refereed research papers that were presented
during the 20th edition of this conference, which took place in Barcelona, Spain, at
Casa Macaya. Each paper has been reviewed by at least three experts and the authors
revised their papers based on these comments and discussions during the conference.

In total, 17 submissions from 59 authors were selected to be published in this
volume. These publications show interesting examples of current developments in
technology-enhanced assessment research. Technology is gaining more and more
importance in all phases of assessment as well as in the many difference assessment
domains (i.e., school education, higher education, and performance measurement at the
workplace).

We see a progression in research and technologies that automatize phases in
assessment: Several contributions focused on using natural language processing tech-
niques to automatically analyze written essays or open text answers; presentations were
given to show how reports could be automatically generated from scoring data; and last
but not least, approaches were explained of how to automatically generate feedback in
the context of formative assessment. Complementary to the automatizing approaches,
means were elaborated to raise the engagement of students in assessment as well as
approaches for online proctoring. Like last year’s conference, several submissions dealt
with the topic of higher-order skills, such as collaborative problem solving or pre-
sentation skills, but also with the development of tools for assessors. Since last year,
assessment in MOOC has been included and during this year’s conference we learned
how to use our own device for assessment purposes (i.e., BYOD) to handle huge
numbers of students in the same course.

The papers will be of interest for educational scientists and practitioners who want to
be informed about recent innovations and obtain insights into technology-enhanced
assessment. We thank all reviewers, contributing authors, keynote speakers, and the
sponsoring institutions for their support.

April 2018 Eric Ras
Ana Elena Guerrero Roldán
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What Does a ‘Good’ Essay Look Like?
Rainbow Diagrams Representing

Essay Quality

Denise Whitelock1(&), Alison Twiner1, John T. E. Richardson1,
Debora Field2, and Stephen Pulman2

1 Institute of Educational Technology, The Open University, Walton Hall,
Milton Keynes MK7 6AA, UK

Denise.Whitelock@open.ac.uk
2 Department of Computer Science, University of Oxford,

Parks Road, Oxford OX1 3QD, UK

Abstract. This paper reports on an essay-writing study using a technical sys-
tem that has been developed to generate automated feedback on academic
essays. The system operates through the combination of a linguistic analysis
engine, which processes the text in the essay, and a web application that uses the
output of the linguistic analysis engine to generate the feedback. In this paper we
focus on one particular visual representation produced by the system, namely
“rainbow diagrams”. Using the concept of a reverse rainbow, diagrams are
produced which visually represent how concepts are interlinked between the
essay introduction (violet nodes) and conclusion (red nodes), and how concepts
are linked and developed across the whole essay – thus a measure of how
cohesive the essay is as a whole. Using a bank of rainbow diagrams produced
from real essays, we rated the diagrams as belonging to high-, medium- or low-
scoring essays according to their structure, and compared this rating to the actual
marks awarded for the essays. On the basis of this we can conclude that a
significant relationship exists between an essay’s rainbow diagram structure and
the mark awarded. This finding has vast implications, as it is relatively easy to
show users what the diagram for a “good” essay looks like. Users can then
compare this to their own work before submission so that they can make nec-
essary changes and so improve their essay’s structure, without concerns over
plagiarism. Thus the system is a valuable tool that can be utilised across aca-
demic disciplines.

Keywords: Academic essay writing � Automated feedback
Rainbow diagrams � Visual representation

1 Introduction

1.1 Literature Review

This paper reports on an essay-writing study using a computer system to generate
automated, visual feedback on academic essays. Students upload their essay draft to the
system. The system has then been designed to offer automated feedback in a number of

© Springer Nature Switzerland AG 2018
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forms: highlighting elements of essay structure (in line with assessed elements iden-
tified in Appendix 1), key concepts, dispersion of key words and sentences throughout
the essays, and summarising the essay back to the student for their own reflection. This
is achieved through linguistic analysis of the essay text, using key phrase extraction and
extractive summarisation, which is then fed through a web application to display the
feedback. Thus the system can offer feedback based on single essays, and does not
require a ‘bank’ of essays. We should emphasise at the outset that the purpose of our
project was to demonstrate proof-of-concept rather than to produce a final system ready
for commercial exploitation. Nevertheless, our findings demonstrate the potential value
of automated feedback in students’ essay writing.

Within this paper we focus specifically on one of the visual representations: rain-
bow diagrams. Based on the concept of a reverse rainbow, “nodes” within the essay are
identified from the sentences, with the nodes from the introduction being coloured
violet, and the nodes from the conclusion being red. This produces a linked repre-
sentation of how the argument presented in the essay develops and builds the key
points (related to key elements of “good” quality and structure of an academic essay –

see Appendices 1 and 2): outlining the route the essay will take in the introduction,
defining key terms and identifying the key points to be raised; backing this up with
evidence in the main body of the essay; and finishing with a discussion to bring the
argument together. The resulting diagrammatic representation for a “good” essay
should therefore have red and violet nodes closely linked at the core of the diagram,
with other coloured nodes tightly clustered around and with many links to other nodes.

It has been well documented in the literature that visual representations can
be powerful as a form of feedback to support meaningful, self-reflective discourse
(Ifenthaler 2011), and also that rainbow diagrams produced from “good”, “medium”
and prize-winning essays can be correctly identified as such (Whitelock et al. 2015).
This paper goes one step further: to link the rainbow diagram structure to the actual
marks awarded. Thus, the rainbow diagrams incorporate a “learning to learn” function,
designed to guide users to reflect on what a “good” essay might look like, and how
their own work may meet such requirements or need further attention.

From our analysis of rainbow diagrams and the marks awarded to essays, we will
conclude that, to a certain degree, the quality of an academic essay can be ascertained
from this visual representation. This is immensely significant, as rainbow diagrams
could be used as one tool to offer students at-a-glance and detailed feedback on where
the structure of their essay may need further work, without the concern of plagiarism of
showing students “model essays”. This could equally support teachers in enabling them
to improve their students’ academic writing. We begin by outlining the key principles
of feedback practice, as highlighted in the research literature, before moving on to
consider automated feedback as particularly relevant to the current study.

Feedback. The system developed for this study is designed to offer formative feed-
back during the drafting phase of essay writing, which is different to the common
practice of only receiving feedback on submitted work. Despite this unique feature of
the system, it is important to review the purpose of feedback in general which
underpins the technical system. Chickering and Gamson (1987) listed “gives prompt
feedback” as the fourth of seven principles of good practice for undergraduate

2 D. Whitelock et al.



education. In addition, the third principle identified is “encourages active learning”.
Therefore from this perspective, facilitating students to take ownership of and reflect on
their work, through provision of feedback at the point when they are engaging with the
topic and task, could have significant positive impact on students’ final submissions
and understanding of topics.

Butler and Winne (1995) defined feedback as “information with which a learner
can confirm, add to, overwrite, tune, or restructure information in memory, whether that
information is domain knowledge, metacognitive knowledge, beliefs about self and
tasks, or cognitive tactics and strategies (Alexander et al. 1991)” (p. 275). Thus the
nature of feedback can be very diverse, but must have the purpose and perception of
enabling learners to learn from the task they have just done (or are doing), and
implemented in the task that follows. From this Butler and Winne concluded that
students who are better able to make use of feedback can more easily bridge the gap
between expectations, or goals, and performance.

Evans (2013) built on this notion of the student actively interpreting and imple-
menting suggestions of feedback, in stating:

Considerable emphasis is placed on the value of a social-constructivist assessment process
model, focusing on the student as an active agent in the feedback process, working to acquire
knowledge of standards, being able to compare those standards to one’s own work, and taking
action to close the gap between the two (Sadler 1989). (p. 102)

Also raising the importance of students as active agents in their interpretation of
feedback, Hattie and Timperley (2007) concluded that “feedback is conceptualized as
information provided by an agent (e.g., teacher, peer, book, parent, self, experience)
regarding aspects of one’s performance or understanding” (p. 81). This therefore relates
to what feedback is, but Hattie and Timperley went on to explain what it must do in
order to be useful:

Effective feedback must answer three major questions asked by a teacher and/or by a student:
Where am I going? (What are the goals?), How am I going? (What progress is being made
toward the goal?), and Where to next? (What activities need to be undertaken to make better
progress?) These questions correspond to notions of feed up, feed back, and feed forward.
(p. 86)

Thus we can see from this that feedback must look at what has been done, but use
this to provide guidance on what should be done next – feed forward – on how to
improve current work and so reduce the gap between desired and actual performance.
Any feedback that can support a student in understanding what needs to be done and
how to do it, and motivating them that this is worthwhile, would be very powerful
indeed.

Working along similar lines, Price et al. (2011) commented that, unlike a traditional
understanding of feedback, feed forward has potential significance beyond the imme-
diate learning context. For this significance to be realised however, a student must
engage with and integrate the feedback within their ongoing learning processes. This
often involves iterative cycles of writing, feedback, and more writing.

Gibbs and Simpson (2004) also commented that feedback must be offered in a
timely fashion, so that “it is received by the students while it still matters to them and in
time for them to pay attention to further learning or receive further assistance” (p. 18).

What Does a ‘Good’ Essay Look Like? 3



The features of the technical system being developed in the current study, including the
rainbow diagrams, would fit this requirement, since it is an automated, content-free
system available to students at the time that they choose to engage with the essay-
writing task. Thus, the onus is again on students to prepare work for review, and then to
seek feedback on that work, and to implement their interpretations of that feedback.

Price et al. (2011) raised the dilemma, often felt by tutors, of the appropriate level
of feedback to offer students:

“Doing students’ work” will ultimately never help the student develop self-evaluative skills, but
staff comments on a draft outline may develop the student’s appreciation of what the assessment
criteria really mean, and what “quality” looks like. What staff feel “allowed” to do be-
haviourally depends on what they believe they are helping their students to achieve concep-
tually. (p. 891, emphasis in original)

The rainbow diagrams offered in the current study provide a means to highlight key
points of structure and progression of argument within students’ essays – identifying
“what ‘quality’ looks like” in Price et al.’s terms – without having to pinpoint exactly
how students should word their essays. This visual representation serves to show
quickly where essay structure may need tightening, as well as where it is good – the
underlying concept of what makes a good essay, as well as identifying how concepts
are evidenced and developed in the essay – without spoon-feeding content or fears of
plagiarism.

Having addressed the research on feedback, it is now appropriate to turn more
directly to the literature on automated feedback.

Automated Feedback. There has been widespread enthusiasm for the use of tech-
nologies in education, and the role of these in supporting students to take ownership of
their learning. Steffens (2006), for instance, stated that “the extent to which learners are
capable of regulating their own learning greatly enhances their learning outcomes”
(p. 353). He also concluded that “In parallel to the rising interest in self-regulation and
self-regulated learning, the rapid development of the Information and Communication
Technologies (ICT) has made it possible to develop highly sophisticated Technology-
Enhanced Learning Environments (TELEs)” (p. 353).

Greene and Azevedo (2010) were similarly enthusiastic about the potential of
computer-based learning environments (CBLEs) to support students’ learning, but
wary that they also place a high skill demand on users:

CBLEs are a boon to those who are able to self-regulate their learning, but for learners who lack
these skills, CBLEs can present an overwhelming array of information representations and
navigational choices that can deplete working memory, negatively influence motivation, and
lead to negative emotions, all of which can hinder learning (D’Mello et al. 2007; Moos and
Azevedo 2006). (p. 208)

This cautionary note reminds us of the potential of such technologies, but as with
the need to offer instruction/guidance before feedback, students need to be given the
necessary opportunities to realise how any tool – technological or otherwise – can be
used to support and stretch their learning potential. Otherwise it is likely to be at best
ignored, and at worst reduce performance and waste time through overload and
misunderstanding.

4 D. Whitelock et al.



Banyard et al. (2006) highlight another potential pitfall of using technologies to
support learning, in that “enhanced technologies provided enhanced opportunities for
plagiarism” (p. 484). This is particularly the case where use of technology provides
access to a wealth of existing literature on the topic of study, but for students to make
their own meaningful and cohesive argument around an issue they must understand the
issue, rather than merely copying someone else’s argument. This reinforces the rea-
soning behind not offering model essays whilst students work on their assignments,
which was one of the concerns as we were devising our technical system, but giving
students feedback on their essay structure and development of argument without the
temptation of material to be simply copied and pasted.

The opposite and hopeful outcome of giving students the opportunity to explore
and realise for themselves what they can do with technologies can be summed up in
Crabtree and Roberts’ (2003) concept of “wow moments”. As Banyard et al. (2006)
explained, “Wow moments come from what can be achieved through the technology
rather than a sense of wonder at the technology itself” (p. 487). Therefore any tech-
nology must be supportive and intuitive regarding how to do tasks, but transparent
enough to allow user-driven engagement with and realisation of task activity,
demonstrating and facilitating access to resources as required.

Also on the subject of what support automated systems can offer to students, Alden
Rivers et al. (2014) produced a review covering some of the existing technical systems
that provide automated feedback on essays for summative assessment, including E-
rater, Intellimetric, and Pearson’s KAT (see also Ifenthaler and Pirnay-Dummer 2014).
As Alden Rivers et al. identified, however, systems such as these focus on assessment
rather than on formative feedback, which is where the system described in the current
study presents something unique.

The system that is the subject of this paper aims to assist higher education students
to understand where there might be weaknesses in their draft essays, before they submit
their work, by exploiting automatic natural-language-processing analysis techniques.
A particular challenge has been to design the system to give meaningful, informative,
and helpful advice for action. The rainbow diagrams are based on the use of graph
theory, to identify key sentences within the draft essay. A substantial amount of work
has therefore been invested to make the diagrams transparent in terms of how the
represented details depict qualities of a good essay – through the use of different
colours, and how interlinked or dispersed the nodes are. Understanding these patterns
has the potential to assist students to improve their essays across subject domains.

Taking all of these points forward, we consider the benefits of offering students a
content-free visual representation of the structure and integration of their essays. We
take seriously concerns over practices that involve peer review and offering model
essays: that some students may hold points back from initial drafts in fear that others
might copy them, and that other students may do better in revised versions by bor-
rowing points from the work they review. On this basis, in working toward imple-
menting the technical system under development, we have deliberately avoided the use
of model essays. This also has the advantage that the system could be used regardless
of the essay topic.

What Does a ‘Good’ Essay Look Like? 5



2 Research Questions and Hypothesis

Our study addressed the following research questions. First, can the structure of an
essay (i.e., introduction, conclusion) and its quality (i.e., coherence, flow of argument)
be represented visually in a way that can identify areas of improvement? Second, can
such representations be indicative of marks awarded? This leads to the following
hypothesis:

1. A rainbow diagram representation of a written essay can be used to predict whether
the essay would achieve a high, medium or low mark. The predicted marks will be
positively correlated with those awarded against a formal marking scheme.

3 Method

3.1 Participants

Fifty participants were recruited from a subject panel maintained by colleagues in the
Department of Psychology consisting of people who were interested in participating in
online psychology experiments. Some were current or former students of the Open
University, but others were just members of the public with an interest in psychological
research. The participants consisted of eight men and 42 women who were aged
between 18 and 80 with a mean age of 43.1 years (SD = 12.1 years).

3.2 Procedure

Each participant was asked to write two essays, and in each case they were allowed two
weeks for the task. The first task was: “Write an essay on human perception of risk”.
The second task was: “Write an essay on memory problems in old age”. Participants
who produced both essays were rewarded with an honorarium of £40 in Amazon
vouchers. In the event, all 50 participants produced Essay 1, but only 45 participants
produced Essay 2.

Two of the authors who were academic staff with considerable experience in
teaching and assessment marked the submitted essays using an agreed marking scheme.
The marking scheme is shown in Appendix 1. If the difference between the total marks
awarded was 20% points or less, the essays were assigned the average of the two
markers’ marks. Discrepancies of more than 20% points were resolved by discussion
between the markers.

Rainbow Diagrams. Rainbow diagrams follow the conventions of graph theory,
which has been used in a variety of disciplinary contexts (see Newman 2008). A graph
consists of a set of nodes or vertices and a set of links or “edges” connecting them.
Formally, a graph can be represented by an adjacency matrix in which the cells rep-
resent the connections between all pairs of nodes.

Our linguistic analysis engine removes from an essay any titles, tables of contents,
headings, captions, abstracts, appendices and references – this is not done manually.
Each of the remaining sentences is then compared with every other sentence to derive

6 D. Whitelock et al.



the cosine similarity for all pairs of sentences. A multidimensional vector is constructed
to show the number of times each word appears in each sentence, and the similarity
between the two sentences is defined as the cosine of the angle between their two
vectors.

The sentences are then represented as nodes in a graph, and values of cosine
similarity greater than zero are used to label the corresponding edges in the graph.
A web application uses the output of this linguistic analysis to generate various visual
representations, including rainbow diagrams. Nodes from the introduction are coloured
violet, and nodes from the conclusion are coloured red. As mentioned earlier, the
resulting representation for a “good” essay should have red and violet nodes closely
linked at the core of the diagram, with other coloured nodes tightly clustered around
and with many links to other nodes.

We used our system to generate a rainbow diagram for each of the 95 essays
produced by the participants. Without reference to the marks awarded, the rainbow
diagrams were then rated as high-, medium- or low-scoring by two of the authors,
according to how central the red nodes were (conclusion), how close they were to violet
nodes (introduction), and how tightly clustered and interlinked the nodes were. Any
differences between raters were resolved through discussion. (For detailed criteria, see
Appendix 2, and for examples of high-ranking and low-ranking rainbow diagrams, see
Fig. 1).

4 Results

The marks awarded for the 50 examples of Essay 1 varied between 27.0 and 87.5 with
an overall mean of 56.84 (SD = 15.03). Of the rainbow diagrams for the 50 essays, 6
were rated as high, 17 as medium and 27 as low. The mean marks that were awarded to
these three groups of essays were 67.25 (SD = 24.20), 56.29 (SD = 12.54) and 54.87
(SD = 13.67), respectively. The marks awarded for the 45 examples of Essay 2 varied
between 28.5 and 83.0 with an overall mean of 54.50 (SD = 15.93). Of the rainbow

Fig. 1. Examples of a high-ranking rainbow diagram (left-hand panel) and a low-ranking
rainbow diagram (right-hand panel) (Color figure online)
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diagrams for the 45 essays, 7 were rated as high, 10 as medium and 28 as low. The
mean marks that were awarded to these three groups of essays were 65.36 (SD =
13.77), 54.70 (SD = 14.07) and 51.71 (SD = 16.34), respectively.

A multivariate analysis of covariance was carried out on the marks awarded to the
45 students who had submitted both essays. This used the marks awarded to Essay 1
and Essay 2 as dependent variables and the ratings given to the rainbow diagrams for
Essay 1 and Essay 2 as a varying covariate. The covariate showed a highly significant
linear relationship with the marks, F(1, 43) = 8.55, p = .005, partial η2 = .166. In other
words, the rainbow diagram ratings explained 16.6% of the between-subjects variation
in marks, which would be regarded as a large effect (i.e., an effect of theoretical and
practical importance) on the basis of Cohen’s (1988, pp. 280–287) benchmarks of
effect size. This confirms our Hypothesis.

An anonymous reviewer pointed out that the difference between the marks awarded
to essays rated as high and medium appeared to be larger than the difference between
the marks awarded to essays rated as medium and low. To check this, a second
multivariate analysis of covariance was carried out that included both the linear and the
quadratic components of the relationship between the ratings and the marks. As before,
the linear relationship between the ratings and the marks was large and highly sig-
nificant, F(1, 42) = 8.44, p = .006, partial η2 = .167. In contrast, the quadratic rela-
tionship between the ratings and the marks was small and nonsignificant, F(1,
42) = 0.41, p = .53, partial η2 = .010.

In other words, the association between the ratings of the rainbow diagrams and the
marks awarded against a formal marking scheme was essentially linear, despite
appearances to the contrary. The unstandardised regression coefficient between the
ratings and the marks (which is based on the full range of marks and not simply on the
mean marks from the three categories of rainbow diagrams) was 9.15. From this we can
conclude that essays with rainbow diagrams that were rated as high would be expected
to receive 9.15% points more than essays with rainbow diagrams rated as medium and
18.30 (i.e., 9.15 � 2)% points more than essays with rainbow diagrams rated as low.

5 Discussion

This paper has described a study exploring the value of providing visual, computer-
generated representations of students’ essays. The visual representations were in the
form of “rainbow diagrams”, offering an overview of the development and also the
integration of the essay argument. We used essays that had been marked according to
set criteria, and generated rainbow diagrams of each essay to depict visually how
closely related points raised in the introduction and conclusion were, and how inter-
linked other points were that were raised during the course of the essay.

Essay diagrams were rated as high-, medium- and low-scoring, and these ratings
were analysed against the actual marks essays were awarded. From this we found a
significant relationship between essay diagrams rated as high, medium and low, and the
actual marks that essays were awarded. We can therefore conclude that rainbow dia-
grams can illustrate the quality and integrity of an academic essay, offering students an
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immediate level of feedback on where the structure of their essay and flow of their
argument is effective and where it might need further work.

The most obvious limitation of this study is that it was carried out using a modest
sample of just 50 participants recruited from a subject panel. They were asked to carry
out an artificial task rather than genuine assignments for academic credit. Even so, they
exhibited motivation and engagement with their tasks, and their marks demonstrated a
wide range of ability. Moreover, because the relationship between the marks that were
awarded for their essays and the ratings that were assigned to the rainbow diagrams
constituted a large effect, the research design had sufficient power to detect that effect
even with a modest sample.

It could be argued that a further limitation of the current study is that it suggests
potential of the rainbow diagrams and automated feedback system to support students
in writing their essays, and also offers an additional tool to teachers in supporting their
students’ academic writing – it has not however tested whether this potential could be
achieved in practice. For this a further study would be needed, to address the effect of
rainbow diagram feedback/forward on academic essay writing and performance. For
this to be implemented, providing guidance to students and teachers on how to interpret
the rainbow diagrams would also be essential.

6 Conclusions and Implications

These results hold great significance as a means of automatically representing students’
essays back to them, to indicate how well their essay is structured and how integrated
and progressive their argument is. We conclude that having an accessible, always-ready
online system offering students feedback on their work in progress, at a time when
students are ready to engage with the task, is an invaluable resource for students and
teachers. As the system is content-free, it could be made easily available for students
studying a wide range of subjects and topics, with the potential to benefit students and
teachers across institutions and subjects.

Feedback is considered a central part of academic courses, and has an important
role to play in raising students’ expectations of their own capabilities. To achieve this,
however, it has been widely reported that feedback must be prompt and encourage
active learning (Butler and Winne 1995; Chickering and Gamson 1987; Evans 2013).
Through the feedback process, therefore, students must be enabled to see what they
have done well, where there is room for improvement, and importantly how they can
work to improve their performance in the future (Hattie and Timperley 2007). This
latter issue has brought the concept of “feed forward” (Hattie and Timperley 2007;
Price et al. 2011), in addition to feedback, into the debate. Thus students need to be
given guidance on task requirements before they commence assignments, but they also
need ongoing guidance on how they can improve their work – which rainbow diagrams
could offer.

There exists great potential for educational technologies to be used to support a
large variety of tasks, including the writing of essays. One such technology is of course
the system developed for the current study. As the literature relates however, it is
critical that any resource, technological or otherwise, be transparent and intuitive of its
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purpose, so that students can concentrate on the learning task and not on how to use the
technology (Greene and Azevedo 2010). This is when “wow moments” (Crabtree and
Roberts 2003) can be facilitated: when students find the learning task much easier,
more efficient, or better in some other way, due to how they can do the task using the
technology – what they can do with the technology, rather than just what the tech-
nology can do (Banyard et al. 2006).

The rainbow diagram feature of the current system therefore offers a potential way
of both feeding back and feeding forward, in a way that is easily understood from the
visual representation. Students would need some guidance on how to interpret the
diagrams, and to understand the significance of the colouring and structure, but with a
little input this form of essay representation could be widely applied to academic
writing on any topic. We have shown that the structure of rainbow diagrams can be
used to predict the level of mark awarded for an essay, which could be a very sig-
nificant tool for students as they draft and revise their essays. By being content-free the
provision of rainbow diagrams is also free of concerns about plagiarism, a critical issue
in modern academic practice with widespread access to existing material.
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Appendix 1

Marking Criteria for Essays

Criterion Definition Maximum
marks

1. Introduction Introductory paragraph sets out argument 10
2. Conclusion Concluding paragraph rounds off discussion 10
3. Argument Argument is clear and well followed through 10
4. Evidence Evidence for argument in main body of text 20
5. Paragraphs All paragraphs seven sentences long or less 5
6. Within word count Word count between 500 and 1000 words 5
7. References Two or three references 5

Four or more references 10

(continued)
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(continued)

Criterion Definition Maximum
marks

8. Definition Provides a clear and explicit definition of risk or
memory

10

9. Written
presentation

Extensive vocabulary, accurate grammar and
spelling

10

10. Practical
implications

Understanding of practical issues, innovative
proposals

10

Maximum total
marks

100

Appendix 2

Rating Criteria for Rainbow Diagrams

Low-scoring diagrams Medium-scoring diagrams High-scoring diagram

Not densely connected Densely connected area but
some outlying nodes

Densely connected

Red nodes (conclusion) not
central

Red (conclusion) and violet
(introduction) not so closely
connected

Red nodes (conclusion)
central

Few links between violet
(introduction) and red
(conclusion) nodes

Close links between violet
(introduction) and red
(conclusion) nodes
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Abstract. It is very difficult and time consuming to assess texts. Even after
great effort there is a small chance independent raters would agree on their
mutual ratings which undermines the reliability of the rating. Several assessment
methods and their merits are described in literature, among them the use of
rubrics and the use of comparative judgement (CJ). In this study we investigate
which of the two methods is more efficient in obtaining reliable outcomes when
used for assessing texts. The same 12 texts are assessed in both a rubric and CJ
condition by the same 6 raters. Results show an inter-rater reliability of .30 for
the rubric condition and an inter-rater reliability of .84 in the CJ condition after
the same amount of time invested in the respective methods. Therefore we
conclude that CJ is far more efficient in obtaining high reliabilities when used to
asses texts. Also suggestions for further research are made.

Keywords: Reliability � Rubrics � Comparative judgement � Efficiency

1 Introduction

To assess a text on its quality is a demanding task. And even after great efforts like
providing training, there is a small chance independent raters would agree on their
mutual ratings which undermines the reliability of the rating [1–3]. To try to bring
judgments of raters closer together, the use of rubrics is suggested [4]. It is assumed
that these rubrics make raters look at the same way to all the texts and assess each text
on the same predefined criteria. Nevertheless, the use of a rubric is not a guarantee for
reliable judgements [2, 5]. Even training the raters in the use of the rubric, will not
eliminate all differences between raters [6]. Another way to increase the reliability is to
request two raters to rate all the texts instead of distributing the texts over the raters [7].
Together with the time investment to construct the rubric, the use of rubrics to generate
reliable judgements would cost a lot of effort.

An alternative and promising assessment method can be found in comparative
judgement (CJ) [8]. This method works holistic and comparative [9] instead of analytic
and absolute like rubrics. In CJ, raters are presented with a random pair of, for instance
texts and they only have to choose the better one in light of a certain competence. As a
result of the assessment process, a rank order is created from the text with the lowest
quality to the text with the highest quality [10] and the quality of the texts are quantified

© Springer Nature Switzerland AG 2018
E. Ras and A. E. Guerrero Roldán (Eds.): TEA 2017, CCIS 829, pp. 13–25, 2018.
https://doi.org/10.1007/978-3-319-97807-9_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97807-9_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97807-9_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97807-9_2&amp;domain=pdf


using the Bradley-Terry-Luce model and the resulting parameters. This rank order is
and the quantified scores are based upon a shared consensus among the raters [10, 11]
and have been shown to obtain high reliabilities in educational settings [12, 13].
Several raters take part in the assessment and all have to make several comparisons.
Although texts only have to be compared to a fraction of the other texts, research shows
that a minimum of 9 up to a maximum of 20 comparisons is necessary to reach high
reliabilities [14].

Nevertheless the positive features and the strengths of this method, questions can be
asked about the effectiveness of this method. So more information is needed about how
reliability relates to time investment using rubrics or CJ. Therefore we compare the
evolution over time of the inter-rater reliabilities for the use of rubrics versus the use of
CJ in the assessment of writing tasks.

In what follows, we first describe the theoretical framework which leads to the
research questions. Secondly we point out the methodology of the study. We describe
the results as third after which a conclusion is drawn. At last we discuss the limitations
of the study and make recommendations for further research.

2 Theoretical Framework

Although comparative judgement is considered a reliable assessment method in edu-
cational settings [12], its efficiency remains unclear. In what follows we describe the
meaning of reliability concerning comparative judgement and secondly, we describe
the research on the efficiency of comparative judgement. This leads us at last to the
research questions of the present study.

2.1 Reliability

The question of the replicability of the results of an evaluation is a question of the
reliability of that evaluation [1]. In this study we focus on inter-rater reliability. This
refers to the extent to which different raters agree on the scores of students’ work.
A low inter-rater reliability means that the result of the evaluation depends on the
person who judged [15].

Absolute judgements, whereby every text is judged on its own using a description
of the competence or a criteria list, are difficult [16–18]. And, we don’t want subjective
raters to determine the score of a text because we know raters differ in severity and
interpretation [5]. Therefore, it is proposed to include multiple raters in the context of
rubrics [18]. However, they all make different absolute ratings [19]. As a consequence
research about the reliability of rubrics shows it is very difficult to come to consensus
among raters [2, 19].

This consensus, or the match between raters’ scores, is needed to speak of relia-
bility in the use of rubrics. There are many reliability measures, but when more than 2
raters are involved, the ICC is a good measure [20]. The ICC is calculated by mean
squares (i.e., estimates of the population variances based on the variability among a
given set of measures) obtained through analysis of variance. A high ICC means the
variation in scores linked to the texts is bigger than the variation by error, which
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include the raters [20]. Correspondingly a low ICC is an indication of low inter-rater
reliability. Like studies of Lumley and McNamara [21] and Bloxham [5]. Bloxham,
den-Outer, Hudson and Price [19] suggest, raters have a great impact on the final
judgements even when they use a rubric.

In the case of CJ, multiple raters are involved and they all make comparisons [9].
As Thurstone [22] states in his law of comparative judgment, people are better and far
more reliable in comparing two stimuli then to score one stimulus absolutely. The
reliability in CJ is quantified by a scale separation reliability [SSR; 14]. A statistic
derived in the same way as the person separation reliability index in Rasch and Item
Response Theory analyses [14]. The SSR can be interpreted as the proportion of ‘true’
variance in the estimated scale values [14], expressing the stability over raters.
Therefore the SSR can be interpreted as the inter-rater reliability [23]. Research on CJ
shows high inter-rater-reliabilities [9, 12, 24].

Thus, although the ICC and the SSR are calculated differently, they both can be
interpreted as inter-rater reliabilities.

2.2 Relationship Between Reliability and Time Investment

Only one study takes the effort to compare the reliability of rubrics and CJ in relation to
the time invested in the method during the assessment. Coertjens, Lesterhuis, Van
Gasse, Verhavert and De Maeyer (in progress) investigated differences in the stability
of the rank orders of texts assessed with a rubric on one hand and CJ on the other hand.
35 texts of 16–17 year old pupils were judged by 40 raters in the CJ condition and 18
raters in the rubric condition. As a result all 35 texts were at least 5 times judged with a
rubric and 27 times compared to other texts in the CJ condition. The ICC of 2 rubrics
was .67 and increased till .85 by 5 judgements per text. In comparison, the SSR in the
CJ condition was .70 by 12 comparisons per text (same time investment as 2 rubrics per
text) and .88 by 27 comparisons per text (same time investment as 5 rubrics per text).
Comparing, however, the stability of the rank order over time for both conditions, this
study concludes that it was more difficult to obtain a stable rank order in the rubric
condition. In contrast, in the CJ condition the rank order stabilized over time. There-
fore, it can be assumed that CJ is a faster and more accurate method to gain insight in
the quality of the texts.

Other studies like Pollitt [17] and McMahon and Jones [25] also mentioned the
comparison on time investment in working with rubrics and working with CJ. How-
ever, in both studies no insight is given in the reliability of scoring with rubrics. Hence,
more research is needed in the efficiency – reliability trade off, when using other raters
and tasks.

2.3 Research Questions

As the use of multiple raters can increase the reliability as suggested by Bouwer and
Koster [18] it is necessary to gain insight in how the judgements of the different raters
relate to each other. This leads to the first two research questions:
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(1) To what extent can we speak of a consensus in the awarded scores in the rubric
condition?

(2) To what extent can we speak of consensus amongst the raters in the CJ condition?

Even more important, we want to compare the reliabilities of both assessment
methods (rubrics and CJ) in relation to the time invested in the respective assessment
method. However, before comparing both methods, we aim to understand whether both
methods measure a similar construct. Therefore the third research question is:

(3) To what extent do we measure the same construct with rubrics and CJ?

Only after we can decide whether both methods measure a similar construct, we can
directly compare the time investment necessary to obtain reliable scores. Resulting in
the fourth research question:

(4) Which method gains the most reliable results with equal time investments?

3 Method

3.1 Texts

12 students of the fifth grade general education (16–17 year) in Flanders wrote a review
about a song of choice in light of a writing course in mother tongue. In advance lessons
were spend on, for instance, relevant aspects of songs and poetic value of a song. All
reviews had to be between 250 and 300 words and were anonymously submitted.

3.2 Creation of the Rubric

The transparency of criteria is one of the key elements to support the use of rubrics for
formative purposes [26]. Arter and McTighe [27] state that involving students in the
creation of rubrics can have a positive effect on interpretation of the criteria, motivation
and performance. As drawing on mentioned research Fraile, Panadero and Pardo [28]
highly recommend the co-creating rubrics through the collaboration of the teacher and
the students. In this study we co-created the rubric as followed.

The rubric was created by dividing the 12 students, who also wrote the reviews,
into three groups. Each group got 4 reviews, none of which was one of the group
members. Then each group had to choose the best out of the 4 reviews and discussed
the aspects that made these review better than the others. In a plenary discussion, the
students came to one list with determining aspects of review quality. Two teachers in
training and the tutor of the course, translated this list in a final rubric. The main part of
the rubric honored the content of the task. Also the use of language (spelling and
grammar), syntax and structure were honored. And, extra points were given for sticking
to the word count and for originality.
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3.3 Raters and Procedure

6 teachers in training (master students) participated in the judgment procedure. All 6
teachers in training judged all 12 reviews independently using the rubric. The scores on
the sub criteria were added to a final score per review resulting in 72 scores for 12
reviews (see Table 1). One of the raters recorded the time spend on judging with the
rubric. From the judgement of 7 reviews data was gathered on the time that was spent
to fill in the rubric.

3 weeks later the same 6 teachers in training were invited to take part in a CJ
session using the D-PAC software (digital platform for the assessment of compe-
tences). This software is developed by a research team of the University of Antwerp,
University Ghent and imec, especially to investigate the merits and drawbacks of CJ in
educational settings [see: 8]. In the CJ session in D-PAC, randomly selected pairs were
selected out of the 12 reviews and were presented to the raters (see Fig. 1). The raters
had to choose which one of the two presented reviews was the best. After declaring
which was the better, the raters were asked to give feedback on the reviews by
describing what the strengths and weakness of the reviews were and why (see Fig. 2).
After completing the feedback a new pair was automatically generated and presented to
the raters. Each rater made 20 comparisons resulting in 120 comparisons in total. So,
every review was compared 20 times to another review. By using the D-PAC software
it was possible to record time data for every step in the judgment process.

Fig. 1. Presentation of a random selected pair.
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4 Analysis and Results

4.1 Variation and Reliability with Rubric Scoring

To answer the first research question, to gain insight in the extend of consensus
between scores of raters when they use a rubric to assess reviews, we first calculated
the variance between the scores given for each review by the raters. A small variance
indicates consensus among raters about the scores given. A large variance is an indi-
cation that raters do not agree on the scores that have been given by the other raters.
What a small or big variance in scores is, depends on the scale of the scores. In this
study the reviews were scored on a scale from 0 to 20. A standard deviation of 1
reflects a difference of 2 points. Table 1 shows the scores of the reviews by the
independent raters and their standard deviation (SD). The SD varied from 1.04 to 3.01
or in other words a variation of 10% to more than 30% in the scores.

A certain variance in scores over raters could be an indication of difference in
severity as can be seen in the mean scores of the raters. So is 11.9 the mean of the
scores from rater 1 and 16.3 the mean of the scores of rater 4. This severity effect is also
found in other research [29, 30]. This, however, does not have to mean these raters
differ in which reviews they find of higher quality.

To be sure the variance is not due to severity, we created rank orders of the reviews
for each individual rater and calculated the spearman rank order correlations between
these ranks. Table 2 shows no unambiguously correlation between the individual rank
orders of the raters. 60% of the correlations are positive and 40% of the correlations are
negative. Correlations go from −.50 for to .42.

Fig. 2. Feedback possibility
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The inter-rater reliability refers to the extent to which different raters agree on the
scores of students’ work. A low inter-rater reliability means that the result of the
evaluation depends on the person who judged [15]. In this study we used the ICC, a
good measure for inter-rater reliability [31]. The ICC was calculated in R using the
package ‘psych’. Because every rater judges every review we need the two-way ran-
dom measure or ICC2. Looking at this fixed sample of raters the ICC2 is .18
(p > 0.01). But it is common practice when more raters are involved to take the average
of their scores (Coertjens et al. 2017). Therefore we have to calculate the two-way
random average or ICC2k which in this case is .57 (p > 0.01) (Table 3).

Table 1. Individual scores per review and the SD

Review Rater 1 Rater 2 Rater 3 Rater 4 Rater 5 Rater 6 SD

Review 1 8 14.5 14 16 11 15 3.01
Review 2 13.5 14.5 11.5 16 13 14 1.51
Review 3 15.5 17 17.5 17 15 15.5 1.04
Review 4 10 14 16.5 16.5 15 15 2.41
Review 5 10.5 15 14 16 12 15 2.1
Review 6 11 16 14 18 13 16 2.5
Review 7 14.5 14 17 15 13 14.5 1.33
Review 8 10 14 16 16 15 15.5 2.29
Review 9 10.5 16.5 13 16.5 16 16 2.46
Review 10 14.5 12 11 16 13.5 14 1.79
Review 11 12 14.5 14.5 16.5 17 16 1.82
Review 12 12.5 17.5 19 16.5 16 17.5 2.21
Mean 11.9 15.0 14.8 16.3 14.1 14.2 2.24

Table 2. Spearman rank correlations of the reviews per rater

Rater 1 Rater 2 Rater 3 Rater 4 Rater 5 Rater 6

Rater 1 1.00000
Rater 2 −0.5034 1.00000
Rater 3 −0.0559 0.30769 1.00000
Rater 4 0.23776 −0.1328 0.42657 1.00000
Rater 5 0.30769 −0.2027 0.04895 −0.2937 1.00000
Rater 6 0.05594 0.13986 −0.0489 0.13286 0.37062 1.00000

Table 3. Intraclass correlation coefficients

Type ICC F df1 df2 p Lower bound Upper bound

Single_random_raters ICC2 0.18 2.9 11 55 0.0046 0.125 0.28
Average_random_raters ICC2k 0.57 2.9 11 55 0.0046 0.461 0.70
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4.2 Variation and Reliability with CJ Scoring

CJ data give us the opportunity to gain insight in the quality of the assessment [17]. We
used these quality measures to answer the second research question. First, the chi-
squared (v2) goodness of fit statistic make it possible to quantify how far judgements
deviate from what the model predicts [8]. When aggregated, this provides an estimation
of how much raters differ from the group consensus or how equivocal a representation,
in this case a review, is [8]. There are two fit statistics, the infit and the outfit. Because
research from Linacre and Wright [32] state that the infit is less subject to occasional
mistakes, we prefer the infit statistic.

Pollitt [9] states that a large infit for raters suggests that they consistently judge
away from the group consensus. Those raters are called misfits. As can be seen in
Fig. 3 no rater misfits in this assessment. Representations with a large infit are repre-
sentations which lead to more inconsistent judgments [33]. Figure 4 show there are no
misfit-representations in this particular assessment under research.

Fig. 3. Infit of the raters

Fig. 4. Infit of the representations
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Second, we calculated the reliability of the rank order of the reviews as a result of
CJ. Seeing the Rasch model can be used to analyze CJ data [29], one can calculate the
Rasch separation reliability. This reliability measure is also known as the Scale
Separation Reliability [SSR; 14], which in turn is a measure of inter-rater reliability
[23]. The SSR of the rank of the reviews was calculated in R (package BradleyTerry2)
and is .84 for 20 comparisons per text, which can be considered as high [14].

4.3 Do Rubrics and CJ Measure a Similar Construct

In order to compare the reliabilities and efficiency, we firstly determine whether or not
both methods measure a similar construct (third research question). By comparing the
mean scores of the rubric with the final scores of the CJ condition using the spearman
rank order correlation, we gain insight in what extent both methods result in similar
rank orders of the reviews.

The spearman rank order is .78 (p > 0.01). So we conclude both methods measure a
similar construct.

4.4 Reliability and Time Investment

For the fourth research question we had to make an estimation of the time spend in each
judgment condition in relation to the reliability at that moment. First we calculated the
average time spend on a rubric, this was 891 s. per review. By multiplying this with 12,
the amount of reviews, we know what it takes for one rater to rate all 12 reviews using
the rubric. On average a rater needed 10 692 s. (one time lap) to complete all 12
rubrics. With a similar time investment (10 440 s.) each review was compared 10 times
in the CJ conditions over all raters. To judge each review 6 times in the rubric condition
took 64 152 s. in total. The CJ assessment stopped after 20 rounds which took
20 880 s. in total.

The ICC calculated for the rubric condition is the ICC of the 6 raters. Using the
Spearman-Brown formula we can calculate the reliability for 2 up to 5 raters [18]. The
Spearman-Brown formula makes it also possible to forecast the SSR in the CJ con-
dition. As the CJ condition stopped at 20 rounds (20 880 s.) we wanted to forecast the
SSR when more time should be spend on this judgement method. Table 4 and Fig. 5
show the evolution of the reliabilities of the judgment methods in relation to the time
spend in each judgement method. As can be seen, the reliability of the CJ assessment is
always higher than the reliability of the use of rubrics in comparison to an equal time
investment in the judgment methods. When looking at the time the CJ assessment
stopped, 20 880 s., the reliability in the CJ condition (.84) was almost tipple the
reliability in the rubric condition (.30).
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5 Conclusion

As for the use of rubrics we can conclude there is no consensus among the raters about
the scores they awarded the reviews with. The variation in SD of the scores of the
rubrics runs up to 3.01 and shows there is no consensus at all among raters about the
quality of the reviews. This is confirmed by the analysis of the individual rank orders of
the reviews based on the rubric scores. No straightforward correlation could be found
between the these rank orders. The highest positive correlation was .42. Even 40% of
the correlations was negative, showing inversely proportional accreditation of reviews’
quality. When looking at the inter-rater reliability, the same conclusion can be drawn.
The absolute inter-rater reliability (ICC2) was only .18 indicating 82% of the variance
in the scores is due to error which include the raters. Whereas the average reliability
(ICC2k) was .57 indicating still 43% of the variance in scores is caused by error which
includes the raters.

Fig. 5. Reliability evolution in time of rubric and CJ condition

Table 4. Reliability evolution over time spend in the assessment method

Rubric condition CJ condition
Time lap Time spend Reliability Time spend Reliability

1 10 692 NA 10 440 .71
2 21 384 .30 20 880 .84
3 32 076 .39 31 320 .89
4 42 768 .46 41 760 .91
5 53 460 .52 52 200 .93
6 64 152 .57 62 640 .94
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On the other hand using CJ to evaluate reviews shows a great consensus between
the raters. According to the infit statistics, no misfit-judges or misfit-representations are
reported. For the infit of the judges this means that the differences between the raters in
the judgements stay between specific boundaries (2 SD) and all raters judge the reviews
more or less in the same way. Confirmation can be found in the infit of the repre-
sentations as finding no misfit-representation indicates all raters addresses an equal
quality to the individual reviews. When we take the SSR of .84 of the CJ rank order of
the reviews into account, we can conclude there is a high degree of agreement among
raters showing a high consensus in the ratings given by judges.

Similar constructs are measured in both conditions as the spearman rank order of
the mean scores of the rubrics and the final scores of the CJ condition is .78. When we
compare the obtained reliabilities of the two judgement methods, rubrics vs CJ and
considering the time invested in both methods, we can state that CJ is far more efficient
and reliable than the use of rubrics by rating reviews. Therefore substantial gains in
reliability of the ratings and substantial time savings, can be accomplished by using CJ
for the evaluation of texts.

6 Discussion

Despite the strong conclusion, this study has its limitations. First, unless the careful
creation of the rubric, it isn’t a validated instrument. Nevertheless it is common practice
in educational settings to create a rubric yourself and use this as an instrument to
actually rate students work. Since we want to investigate the common practice, this was
more an advantage than a disadvantage. Second, only the time investment of seven
rubrics was captured. But when looking at the time investments chronologically, we
can distinguish a trend in working faster and faster. This trend was also found in
another research study running at the moment by Coertjens and colleagues and con-
vinced us the average time spend of the seven rubrics was the best estimation possible.

Last, in this study the validity of the judgement process wasn’t incorporated in the
research. Supplementary research on this topic is necessary to make a founded choice
for one of this two methods to evaluate reviews. Nevertheless, research on the validity
of CJ is promising as the research of van Daal, Lesterhuis, Coertjens, Donche and De
Maeyer [13] suggest the final decision about the quality of an essay reflects the divers
visions on text quality as every text is evaluated several times by divers raters.
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Abstract. Competency self-assessment for Performance Appraisal is receiving
increasing attention from both researchers and practitioners. Nevertheless, the
accuracy and supposed legitimacy of this type of assessment is still an issue. In
the context of an industrial use case, we aim to develop and validate a computer-
based competency self-assessment technology able to import any type of
competency document (for performance appraisal, training need identification,
career guidance) and generate semi-automatically self-assessment items. Fol-
lowing the model of Appraisal Effectiveness designed by Levy and Williams,
our goal was to build an effective tool meaning that several perspectives must be
taken into account: psychometric, cognitive, psychological, political and the
reaction’s perspective. In this paper, we will only focus on one specific psy-
chometric property (interrater reliability between an employee and its supervi-
sor). According to a specific rating process and format, our Cross Skill™
technology showed promising results related to interrater reliability in a use case
with bank officers and their supervisor.

Keywords: Competency Assessment � Interrater-reliability � Rating scale
Cross Skill™

1 Introduction

To win the talent war, organizations have to master performance management (PM),
including Competency Management (CM) and especially Competency Assessment
(CA). Organizations have “to enhance their own competencies” and therefore to
effectively assess them [1].

Competency modelling and assessment is a challenging “art” [2] that can lead to
inconsistencies among model and assessment content [3]. As highlighted by Campion
et al. [4], many challenges are proposed to academics and practitioners from which we
will address the following ones:

– CA has to combine a great degree of usability without compromising the psycho-
metric validity (e.g. accuracy, reliability, etc.).

– Competency models should be presented “in a manner that facilitates ease of use”
with an organization-specific language.
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– As the amount of effort to define and update competencies can be an obstacle, a
cost-effective and meaningful solution must be available for Human Resources
(HR) services and job’s incumbents.

– Information Technology has to enhance the effectiveness of competency modelling
and assessments and not limit them.

Today, PM is a “continuous process of identifying, measuring, and developing the
performance of individuals and teams and aligning performance with the strategic goals
of the organization” [1]. PM entails six steps, including performance assessment and
performance review [1]. As a growing trend [5], CA is now an essential sub-dimension
of the performance assessment and review steps. Therefore, research and practice still
face several challenges that led us to the design of a computer-based CA tool called
Cross Skill™.

Our overall research aim was to build a usable, meaningful, cost-effective and
accurate CA tool for every actor related to PA1. The research goal is refined into two
main objectives:

1. Develop a CA generator in order to obtain a sound accuracy (including interrater
reliability, which is the main focus of this article).

2. Develop item templates in order to increase the meaningfulness and cost-
effectiveness of the competency modelling and assessment processes.

Section 2 will sum up the state of the art and practice about competency modelling,
rating scales effectiveness and the related challenges and drawbacks of current solu-
tions in which Cross Skill™ emerged. Section 3 elaborates on our solution which
tackles the previously mentioned challenges. Section 4 describes a use case in finance
where our technology has been tested. Section 5 discusses the data analysis and Sect. 6
reflects about our results and provides future avenues of research.

2 State of the Art and Practice

We will first explore the state of the art and state of the practice of competency
modelling and then we will focus on the different rating scales and their effectiveness.
Each subsection will highlight challenges to tackle.

2.1 Competency Modelling

If competency models (also called profiles) are a mandatory input to enhance CM and
broadly every HR Management processes [5], their frame and content are very diverse
and could illustrate many differences about competency modelling theories and prac-
tices. If PM consider performance - the what of a job - you cannot neglect competency -
the how of a job, one of the main input needed to perform. One of the first challenge
you face in the design of a CA solution, is the selection of a competency definition and

1 Employees, supervisors and HR department in charge of building and updating Competency model
and deploying related HR processes.
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model. Depending on the country (USA, UK, Germany, France, etc.) or domain
(Education, Management, Industrial and Organizational Psychology, etc.), hundreds of
definitions are available but the definition to choose has to be theoretically relevant and
usable in practice.

As a prerequisite with the definition of the assessment’s purpose, organizations
must choose between three competency modelling options: 1. purchasing a generic
commercial Competency Dictionary (also called Library), 2. building their own
Competency Dictionary from scratch or 3. considering a mixed option, meaning to
build a tailor-made model with a generic Dictionary input. If a tailor-made Competency
Dictionary may better reflect key competencies for an organization, it may also better
express culture, values, vision of a unique organization [4].

If the “from scratch option” is risky because of the cost and the potential poor
quality of the generated outcome, using a generic Competency Dictionary is also not
the best practice. It may seem efficient [4] but we consider it efficient only at a short
term. The costs of development of unique organization-language competencies you
might save at a first glance, will negatively impact the meaningfulness and quality of
the CA. The mixed option combines the advantages of the two others options, but even
if the cost is lower compared to building a model from scratch, it remains still high. For
each competency, it takes time and money to purchase a Competency Dictionary.
Moreover, the tailoring phase to the particular needs of an organization requires rel-
evant expertise to keep the tailored dictionary and assessments up-to-date. Although
job’s competencies needed to perform are constantly evolving (even minor changes can
have big impact on performance) [6], this update task is unfortunately neglected.

In addition to a sound theoretical and practically usable definition, the competency
model and its modelling option have to be cost-effective and able to produce mean-
ingful content (competency labels and assessments). When a competency model is
stable, then you can deploy several processes (e.g. objectives definition, monitoring
and assessment). We will now detail the existing rating scales and their pros and cons.

2.2 Rating Scales Effectiveness

Several rating methods exist for Performance Appraisal (checklist, essay, comparison,
rating scales, etc.) but we will only focus on rating scales because they are the most
common. Following the model of Appraisal Effectiveness designed by Levy and
Williams [7] for Performance, we consider that it can be extended to CA because
Performance and Competence share common properties (for example accuracy, satis-
faction, etc.) as suggested by Saint-Onge et al. [8].

Because rating scales effectiveness is a research topic in assessment since long,
several perspectives exist. As our goal for Cross Skill™ is to build an effective CA tool,
several perspectives have therefore been taken into account: psychometric, cognitive,
psychological or political for example. For this paper, we are going to focus on one
specific psychometric property, i.e., interrater reliability. Other psychometric properties
and other effectiveness perspectives of CA will be addressed in future publications.

From a psychometric perspective, maximizing CA’s accuracy is the goal of every
rater.
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Mainly based on psychometric objectives, researchers built different rating scales
with their own advantages and weaknesses. Nevertheless, till today, none of the
existing scales has evolved to become the most effective. The Graphic Rating Scale
(GRS) is the most common scale, it is very cheap to develop but it has limitations
regarding accuracy and lack specificity. The Behaviorally Anchored Rating Scale
(BARS) and the Computerized Adaptive Rating Scale (CARS) both contain “specific
performance-relevant behaviors of varying levels of effectiveness” [9] and both seem to
be more valid and reliable. But contrary to GRS, BARS and CARS have very high
development costs.

If the time and effort required to design and update rating scales can be a cue for the
cost effectiveness of CA, interrater reliability could be an indicator of a valid and
reliable rating scale. Indeed, Conway and Huffcutt [10] considered “important to
examine correlations between pairs of rating sources in order to determine whether
these sources contribute unique perspectives on performance2.” Researchers high-
lighted that the discrepancies between two sources are high, especially between the
self-assessment of a subordinate and the assessment of the same subordinate by its
supervisor (r = 0.19 for [10]; r = −0.09 for [11]). This specific subordinate-supervisor
dyad is the most important one in performance and competency management and that’s
why we choose to focus on it in this article.

As a pragmatic objective for an HR CA tool, accuracy and cost effective deploy-
ment and management are essential. Without accuracy, rating may lead to inappropriate
assessment and unfair and inefficient human resource management. Without cost-
effectiveness, the “best” accurate tool may be ignored because cost, accessibility, and
face validity are the first criteria when selecting an assessment tool [12].

To sum up, we identified in the previous parts the following issues:

• Competency models have to meet two conflicting objectives: 1. allow a reasonable
development and update cost of the modelling but also, 2. provide a meaningful
competence model for end-users. HR departments should not use a sterile and alien
language of researchers and they also have to avoid simplistic and parsimonious
models [4].

• Rating scales are diverse but cannot yet combine cost-effectiveness and accuracy.
As GRS are cost-effective but inaccurate, others like BARS or CARS are the other
side of the coin: potentially accurate but not cost-effective, i.e., each competency
needs an expensive process of modelling with specific criteria in order to guarantee
the use of an organizational-language competency set.

As a consequence of these drawbacks, it’s logic that PA and CA often leads to
dissatisfaction. The following section will present our solution to tackle these issues.

2 We extended this consideration to competency.

Semi-automatic Generation of Competency Self-assessments 29



3 Our Solution to Tackle the Challenges: Cross Skill™

We developed a semi-automatic generator of CA and tested it in real life settings for a
Performance Appraisal purpose [13]. The tool has also been tested for other purposes
(training plan identification, career guidance) but this is out of scope of this paper.

Our first choice, in order to ease the management of the different competency
processes was to select the Knowledge, Skills and Attitudes taxonomy (KSA). If
several weaknesses are known, the KSA taxonomy has the advantage to be well-known
and easily understandable by proficient and “naïve” potential end-users of our solution.
“Influential” in the training and HR world, two of our targets, KSA is “fairly universal”
and “clearly consistent with the French approach (savoir, savoir-faire, savoir-être)”
[14], one of the border countries which influence Luxembourgish CA practices.
A competency is therefore broken down into three subdimensions or resources.

As KSA is chosen and explained as the assessment’s object, we will now elaborate
our decision to use a specific type of rating method, implemented by item templates
[15]. We will first explain the different phases of the test generation process before we
detail the item templates, the item sequencing and finally the item responses used.

3.1 Cross Skill™ Test Generation Process

The Cross Skill™ process consists of four phases. The first two phases are dedicated to
modelling competencies, whereas the third phase uses the model to generate a random
and adaptive test. The last phase generates a results report based on the scores of the
test (Fig. 1).

By using a competency model and generic item templates, Cross Skill™ allows
institutions to keep their specific competency vocabulary (“organizational language”)
which is not the case when an off the shelf commercial Competency Dictionary is used.

Typically, in order to define a KSA-based competence model from scratch, we use
job profiles if they exist. Additionally, specific competency profiles from the institution
might exist or even PA reports. Another source of information are training needs
reports which might be available from previous PA. The influence of a KSA element
on the final proficiency level can be defined by specifying weights in the model.

Fig. 1. Cross Skill™ test generation process
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During the second phase, the test designer prepares the item templates, which
defines the structure of the stem as well as the placeholders to retrieve the KSA
elements of the competence model. An example of an item template is provided in the
Sect. 3.3.

During the third phase, Cross Skill™ generates test items which are then composed
to form a test for CA. Item templates, item responses and item sequencing (i.e., random
and adaptive) will be detailed in Sect. 3.3.

After taking the test, Cross Skill™ immediately generates a report based on the test
scores and weightings in the competency model. Till today, the results report is a
common report as you can find them in other commercial solutions.

The following subsections elaborate in detail the item templates and options which
allow Cross Skill™ to (semi)automatically generate an adaptive and random CA.

3.2 Item Templates

Following a similar approach as presented by Ras et al. [3], Cross Skill™ items -
illustrating competencies - are generated from so-called item templates. Item templates
for Automatic Item Generation (AIG) have been deeply studied by cognitive, educa-
tional and psychometrics researchers; we applied the AIG process partly to meet the
HR objective of our tool. Because “classical” AIG process [15] may lead to higher
validity but it is expensive and hardly understandable for the HR community3, we
simplified4 the process (avoiding the cognitive modelling phase for example) and built
three item templates for the three types of resources of the KSA taxonomy: knowledge,
skills and attitudes.

Attitudes are handled by a classical frequency scale (Behaviorally Observation
Scale) where the rater has to precise the frequency of a behavior. Knowledge and skill
have similar item templates with hardcoded competency proficiency criteria (knowl-
edge transfer, vocabulary mastery, autonomy, situation complexity5, etc.).

With current tools and practices, for every new competency or competency updates,
organizations have to organize Subject Matter Expert meetings to build every com-
ponent (label, definition, proficiency indicators, etc.).

The three Cross Skill™ item templates free HR officers of creating specific com-
petency proficiency criteria, and like Graphic Rating Scale (GRS), the CA update
process is straight forward.

The following snapshot illustrates the Cross Skill™ module of item templates, with
a focus on the Skill (named Know-How in the tool) item template.

XXXPlaceholderXXX (element) is automatically filled (in the stem/prompt level
1..4) with the upload of a competency document, called Skill-cards in the Fig. 2.

If the typographic syntax rules in the item template are well respected in a com-
petency profile (mandatory input), no extra-manual work is needed when a profile is

3 The privileged criteria by end-users when choosing assessment tool are cost, practicality, legality and
not always validity. See [12].

4 Comment about the potential consequences are in Sect. 6.2.
5 The detailed list is under patent filing. https://www.google.com/patents/EP3188103A1?cl=en.
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uploaded to automatically generate CA. With a few clicks the test (items and
sequencing) is generated. Manual editing (meaning a semi-automatic generation) is
most of the time related to definite articles with specific languages (English, French,
German and Luxemburgish are available), to the singular/plural form of objects,
punctuation, uppercase, etc.

After presenting the first element of an item template (i.e. stem), we will now focus
on the item sequencing and response options.

3.3 Item Sequencing and Item Response Options

Random and adaptive strategies have been chosen to reduce the appraisal duration (and
therefore fatigue) as a cost-effectiveness objective but also to guarantee a reasonable
accuracy.

The rating scale and response for Attitudes have been chosen to allow easy auto-
matic generation (i.e., to address cost-effectiveness objective) and also to fit with
current practices. The item response options for Knowledge and Skill (i.e. Yes/No
response option) were selected to obtain a reasonable accuracy. Despite the weaknesses
of the dichotomous response format, we still choose it because potential advantages
might overcome the existing weaknesses of other formats. It will be presented in the
last part of Sect. 3.3.

Item Sequencing: Random and Adaptive Features
For each knowledge and each skill, the test-taker has to answer between two to

three questions (out of a 4-level scale). In order to have similar appraisal duration for
experts and beginners, the test designer can influence the generation process by
specifying the first and second proficiency level displayed to the test-taker (called CSI
first and first level alternative in the Fig. 3 below). The designer can choose any level
(out of 4) as first question.

Fig. 2. Screenshot of the Cross Skill™ module with a focus on the skill item template.
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If the test displays as a first question the 1st level (beginner), a beginner has only
one question to answer but an expert would have three or four. And vice-versa.

As the test displays the X + 1 question according to the response to X question, in
order to save time, the test can be called “adaptive” (but without link to IRT). The test
is delivered using the TAO™ platform.

In addition to be adaptive, we have also decided to randomize items in order to
reduce the motivation to bias and also the possibility to bias the rating (see the model of
faking of Goffin and Boyd [16]). By making the items random, we aim to reduce the
“fakeability” of our test, considering that transparent “items” and understandable scales
increase desirable response (e.g. according to humble or very confident personality
tendencies) [16–19].

Contrary to existing “transparent” scales (BOS, BARS, but also our scale for
Attitudes), our scales for knowledge and skills are not “transparently” displayed to the
test-taker, he will not see the four proficiency levels of a skill item for example.

In other words, a set of four questions to assess a skill can be scattered by Cross
Skill™ during generation process and randomized with every other KSA type. As
shown in the Fig. 4 below, Cross Skill™ may deliver as a first question, a knowledge
item (K2: 2nd proficiency level), then alternatively display an attitude item (upper part
of the figure) or if you follow the lower part of the tree, a skill item (S1: 1st proficiency
level). The test-taker will then answer to another knowledge item (K3: 3rd level) or
another knowledge item (4th level), etc. Maybe 10 or 20 questions later, the same first
knowledge item (K2) might be again assessed with the X + 1 or X − 1 level, according
to the test taker’s previous answer. Finally, after completing each path (finding the final
rating of each KSA), Cross Skill™ will display the report.

Fig. 3. Snapshot of the test generator with the randomization and first question selection (choice
between 4 proficiency levels)
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Yes/No Response Option for Knowledge and Skill Items
For knowledge and skill items, Cross Skill™ rating format displays a kind of a

forced-choice method with only one statement where the test taker has to answer Yes or
No according to the proficiency level of the rater.

As mentioned in Sect. 2, if several rating formats exist, none have reached a perfect
consensus in terms of superior accuracy compared to others. We dig out this “old”
question by trying a new option inspired by literature related to the transparency of a
construct [19] and the desire to overestimate or underestimate a construct [16].

For Cross Skill™, we selected the closed-ended responses option and especially
dichotomous yes/no response. For knowledge and skill elements, it has the advantage
to be quick to administer and easy to score. Close-ended responses have less depth and
richness than open questions but analyzing the responses is straightforward [20].
Dichotomous response may reduce the “flexibility to show gradation” in an opinion (as
in a CA) and test-taker may become frustrated but this “transparent” gradation in
continuum for example (e.g. from 1 to 5 or to 10) are, to our opinion, one of the reason
of low validity and weak interrater reliability.

4 Use Case: “Luxbank”

4.1 Design

“Luxbank” is a Luxembourgish bank who tested the Cross Skill™ tool in order to
facilitate its annual performance appraisal for their subordinates (self-assessment) and
their supervisors (assessment of their subordinates). The test took place from January to
April 2016 and no administrative decision has been formally made with Cross Skill™
results (as a request from the management). This condition may help to have good
interrater reliability compared to formal higher stake assessment (salary, bonuses, etc.).
Nevertheless, we still think that this assessment has been perceived as a high stake
assessment, at least by subordinates, because the subordinates were the ones may suffer
the strongest consequences on their careers.

Fig. 4. Example of an adaptive test
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The sample of this study was composed of 59 employees (38 male; 21 female) who
share a similar set of competencies from two jobs profiles (30% of account manager
and 29% of sales officers).

Employees self-assessed their competencies (“I’m able to”) with Cross Skill™.
59 assessments of the subordinates have been made by their supervisors (“My sub-
ordinate is able to”) with Cross Skill™.

Tests were available in French and Luxemburgish in order to allow taking the test
in their native language. As a first level (Fig. 3) to display to the test-taker, we choose
the 2nd proficiency level and the 3rd as an alternative level, because as previously
mentioned it generates homogeneous test durations for “junior” and “senior”.

Post-CA satisfaction has been measured for subordinates and supervisors with
structured interviews and a usability questionnaire. Even if we are aware that satis-
faction is critical for an assessment tool, we will not detail this part and only focus on
psychometric criteria of the effectiveness. Nevertheless, both interviews and ques-
tionnaires highlighted very positive opinions.

4.2 Results

Cronbach’s alpha for the shared set of competencies (the overall composite score) used
for further interrater analyses are 0.90 for the self-assessment and 0.81 for supervisor
assessment, which indicates a high level of internal consistency for the Cross
Skill™ CA.

For an average of 29 competencies per competency profile, the average duration of
a self-assessment or supervisor’s assessment was 12 min. On average, each compe-
tency profile was composed of one Knowledge, eight Skills and 20 Attitudes resources.
Every resource has the same weight in the competency profile.

The statistical analysis was made with SPSS 18. Our data are normally distributed.
On average, subordinates have a global score of 79.7/100 (SD = 9.14) for the Cross

Skill™ competency self-assessment, 76.8/100 for supervisors (SD = 13.0). The global
score is the addition of every resource’s score (K+S+A) and as in PA, we assume that
this global score is composed of items (K+S+A) that assess the same construct, for
example a “Job’s overall Competency”.

On average, for the Knowledge resource (i.e., one item), subordinates have a score
of 89.8/100 (SD = 22.3) for the self-assessment, 86/100 for supervisors (SD = 24.7).
On average, for the Skill resource (eight items), subordinates have a score of 89.8/100
(SD = 22.3) for the self-assessment, 86/100 for supervisors (SD = 24.7). On average,
for the Attitude resource (20 items), subordinates have a score of 76.3/100 (SD = 9.8)
for the self-assessment, 73.3/100 for supervisors (SD = 12.3).

The interrater reliability (Pearson correlation for continuous variables) between the
global scores of the subordinate and supervisor CA revealed to be significant with r
(59) = .26, p < .048. Our main focus is on the global score as it is the case in many
organizations: Sometimes the global score of a CA is used as a cut-off score to give
bonus, promotion, etc. Note that contrary to the global score, the three resources (K, S,
A) do not reveal any significant interrater correlations.

Age, gender, experience or other variables have normal distributions and no impact
on inferential statistics.
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5 Discussion

Consistent with the PA literature [10], our sample revealed higher self-assessment
scores compared to supervisor’s assessments. Without objective measure, no one can
say if subordinates are overconfident, supervisors severe or both.

The sample also showed that low correlations between self-ratings and ratings from
the supervisors. For the global CA’s score, our sample gave slightly better correlations
(r = .26 compared to .19 for Conway et al. [10]) but these are still low correlations and
subdimensions (K, S, A) were not significantly correlated. If it is “unreasonable to
expect interrater reliabilities of job performance ratings for single raters to exceed .60”
[21] and by extension for our competency ratings, there is still room for improvement
for the global scores and the subscores. As we will detail it in the limitations of this
article, for the present study, we conclude that our low correlations can be explained by
our relatively small sample size. Note that our future publication with bigger samples
and different jobs (e.g. 357 mechanics and their supervisors) revealed a much higher
correlation (r = .59) for the global score but also high and significant correlations for
the subscores.

Our data analysis showed few “extreme” discrepancies between self and supervisor
overall ratings. For example, one supervisor gave very low ratings (more than 25%
lower as the subordinates) in comparison with high self-ratings. These three dyads’
ratings negatively impacted the magnitude of the sample’s interrater correlation. By
removing these three outliers we reach r(56) = .41, p < .012 for the global score. If a
correlation of .26 is a correct result according to literature, .41 is a much more
encouraging sign to pursue our research.

As we did with several supervisors and subordinates after the assessment period,
we also conducted an interview between the “severe” supervisor and one of the sub-
ordinates in order to discuss results and the satisfaction of the process. Nothing relevant
came out from the subordinates’ interview. Nevertheless, the supervisor told us that
during the test, when he6 had doubts about the rating, he always chose the lowest level.
He also confided that he considers himself as a severe supervisor in terms or ratings,
and that our tool confirmed logically his tendency. He also thinks that this formal
comparison done with Cross Skill™ may help him to revise his judgements (meaning
give higher and more fair ratings). Whatever he did it later or not, for this specific
supervisor, our tool (partly) failed to mitigate bias, in this case, to reduce severity. On
the contrary, if he will really give higher ratings in the future, this is also positive
because the given ratings will reflect more the “truth”.

According to the internal consistency analysis, the Cronbach’s alpha (both superior
to .80) is satisfying. This is a good result showing that despite the random feature of the
Cross Skill™, reliability is still satisfactory. This positive result confirms also other
future publications (work in progress) which can be compared to test-retest reliability
analyses made with two other samples (T2 ran between 2 and 8 weeks after T1): both
analyses obtained good (superior to .80) results for self-assessment and for supervisor
assessment.

6 The masculine is used in this publication without prejudice for the sake of conciseness.
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6 Conclusion and Future Work

In this paper we demonstrated the implementation and preliminary validation of a
Competency Assessment technology for Performance Appraisal, following the appli-
cation of the model of Appraisal Effectiveness [7]. This model illustrates the research-
practice gap in appraisal and our article is one of the needed operationalization aca-
demics and practitioners have to investigate to decrease the end-users’ disappointment.

Focusing in this article on a psychometrics’ effectiveness point of view, we man-
aged to obtain an interesting result for the overall CA’s interrater reliability (r = .26)
but no significant correlations for subdimensions. If interrater correlations higher than
.60 are utopic, researchers and practitioners must act to reduce “abnormal” discrep-
ancies between raters (e.g., due to bad tools, non-trained raters) because it can lead to
career failure. A disagreement between two raters can highlight different but “true”
opinions about the assessed construct. But other disagreement can be explained by
weaknesses (personality biases, tool’s, etc.) which Cross Skill™ may at least reduce.

6.1 How Drawbacks Have Been Addressed

In Sect. 2 we identified two issues:

– the competency model development and update’s effectiveness (meaningfulness for
every actor and cost-effectiveness)

– the lack of interrater reliability for CA.

Using the KSA taxonomy to ease the understanding and using by end-users, we
developed item templates in order to provide a cost-effective CA generator. Instead of
running subject-matter expert groups to define or update competency documents, our
generator can, almost instantly, create new competencies and assessment statements.

In addition to cost-effectiveness, our generic item templates are also useful to allow
organizations to keep their organization-language competencies [4].

Although several of our design choices7 may have had negative consequences on
interrater correlation, our use case highlighted interesting interrater correlation results.

We assume that the ability to allow the use of organization-language in competency
profiles, our specific “hidden” rating format and random sequencing could be expla-
nations of our results. Even when high discrepancies were found between three dyads,
our tool might be helpful to generate constructive discussion during a PA as mentioned
during the “severe” supervisor’s interview.

From a theoretical perspective, to the best of our knowledge, this use case repre-
sents the first time that the Performance Appraisal Effectiveness literature is used for a
Competency Appraisal Effectiveness use case. According to our use case, research
related to bias in Performance Appraisal and their consequences on interrater reliability
seem to be also applicable to Competency Assessment. Although it is suggested in

7 KSA taxonomy, generic proficiency criteria in our item templates instead of specific criteria- for each
competency, random sequencing, adaptive test, etc.
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some Canadian studies [22], to the best of our knowledge, no applied research has been
conducted until now.

Despite positive results about the challenges addressed, our research shows some
limits we have to mention.

6.2 Limitations and Future Work

On the one hand, our design choices (KSA, rating format and response options) can be
criticized but on the other hand, they might be the reasons of our preliminary positive
results. In line with the comment of an anonymous reviewer, the dichotomous
responses are cost-effective but may lead to problematic inaccuracies (validity mainly).
Nevertheless, following the results of a parallel project, we showed that despite the
dichotomous response of our competency self-assessment, we reached a significant and
positive convergence with an objective multiple choice questionnaire (assessing the
same competencies): r(326) = .55, p < .01.

As our results are only slightly better as those demonstrated by Conway et al. [10]
for example, and only significant for the overall score, work is still needed to increase
the interrater reliability correlations and increase the generalizability of our results with
bigger samples (the main limit of our use case), with managerial positions (known to be
harder in terms of interrater reliability) and with a variety of blue and white-collar jobs.

If we consider that interrater correlation is an important issue, we still have to admit
that we only addressed a limited portion of the psychometrics’ effectiveness of our CA
tool. Moreover, as mentioned in Sect. 2.2, psychometrics’ effectiveness is important for
CA’s overall effectiveness, but many other perspectives (related to personality, fairness,
reactions, cognitive, etc.) have to be assessed to obtain an overall effective tool [7].
A hard challenge will also be to distinguish the contribution (positive or negative) of
several variables to the validity and reliability of the CA (Cross Skill™ rating scales,
random sequencing, specificity of use case, etc.). The main challenge will be to find the
right balance between psychometrics “guarantees” (ignoring the cognitive modelling
phase is a risk that we took consciously) and the usability for HR Department and CA’s
end-users (not always interested in psychometrics issues).

In terms of Cross Skill™’s effectiveness, two main future activities are planned:
(1) increase the level of automation of the item generation process so as to limit the
effort of adapting competency statements from competency profile into Cross Skill™
compliant competency statements and (2) increase the variety of assessments state-
ments (isomorphic statements for the same proficiency level) generated in order to
reduce fatigue effect and increase the accuracy by limiting the transparency of the scale.
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Abstract. For online and blended education institutions, there is a severe
handicap when they need to justify how the authentication and authorship of
their students are guaranteed during the whole instructional process. Different
approaches have been proposed in the past but most of them only depend on
specific technological solutions. These solutions in order to be successfully
accepted in educational settings have to be transparently integrated with the
educational process according to pedagogical criteria. This paper analyses the
results of the first pilot based on the TeSLA trustworthy system for a blended
and a fully online institutions focused on engineering academic programs.

Keywords: Trustworthy system � Authentication � Authorship
Blended learning � Fully online learning

1 Introduction

Assessment of students in online and blended education is one of the most important
ongoing challenges [1–3]. Educational institutions are, in general, resistant to wager for
an online education and, at the end, keep relying on traditional assessment systems
such as final on-site exams, face-to-face meetings, etc. Unfortunately, this attitude is
shared by accrediting quality agencies and society at large, being reluctant to give the
social recognition or credibility that online alternative may deserve [4]. This causes
obstacles in the acceptance of online and blended education as an alternative to the
traditional model. However, many citizens simply cannot continuously attend an on-
site institution, especially in regards to higher and lifelong learning education and new
approaches are needed to fulfil the requirements of these students [5–7].

The TeSLA project [8] has appeared to give an answer to this challenge. The
overall objective of the project is to define and develop an e-assessment system, which
provides an unambiguous proof of students’ academic progression during the whole
learning process to educational institutions, accrediting quality agencies and society,
while avoiding the time and physical space limitations imposed by face-to-face
examination. The TeSLA project aims to support any e-assessment model (formative,
summative and continuous) covering the teaching-learning process as well as ethical,
legal and technological aspects. In order to do so, the project will provide an
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e-assessment system where multiple instruments and pedagogical resources will be
available. The instruments may be deployed in the assessment activities to capture
students’ data to ensure their authentication and authorship. Such instruments need to
be integrated into the assessment activities as transparent as possible and according to
pedagogical criteria to avoid interfering in the learning process of the students.

The TeSLA project is funded by the European Commission’s Horizon 2020 ICT
program. In order to provide an achievable and realistic solution the consortium is
composed of multiple Higher Education institutions (including online and blended
universities), technological companies (specialised in security, cryptography and online
recognition techniques) as well as accrediting quality agencies.

To test the e-assessment system the project plans to conduct three pilots from 500
students in the first to 20,000 in the third. This paper focuses on the first pilot of the
project. Specifically, the paper aims to analyse and compare the challenges and findings
of the preparation, execution and evaluation of the pilot in a blended institution and a
fully online institution focused on academic engineering programs. This will help to
identify the strengths and weaknesses to ensure a better design of the upcoming pilots.

The paper is structured as follows. Section 2 introduces the objectives of the first
pilot, while Sect. 3 describes the used technological infrastructure. Next, the prepara-
tion and execution, and the evaluation are explained in Sects. 4 and 5, respectively.
Finally, the conclusions and future work are detailed in Sect. 6.

2 Objectives of the First Pilot

The first pilot had several objectives. The most relevant one was related to the iden-
tification of the key phases (and the tasks included in each phase) of the pilot agreed for
all the universities involved in the pilot. At this stage, the development of the TeSLA
system was ongoing. Thus, the second objective was to use the instruments to ensure
authentication and authorship of the assessment activities for validating how student’s
data should be collected, and for further testing of the instruments when the initial
version of the system was ready. Also, the pilot aimed to identify legal/ethical issues at
the institutional level, to identify the requirements of students with special educational
needs and disabilities (SEND students), to envisage the critical risks at institutional
level, and to study the opinions and attitudes of the participants (mainly students and
teachers) towards the use of authentication and authorship instruments in assessment.

The expected number of participants for the first pilot was 500 students, homo-
geneously distributed among the 7 universities involved in the pilot (i.e. approximately
75 students per each university).

The instruments to be tested were face recognition, voice recognition, keystroke
dynamics, forensic analysis and plagiarism. Face recognition uses web camera and
generates a video file with the student’s face. Voice recognition aims to record stu-
dent’s voice by creating a set of audio files. Keystroke dynamics is based on student’s
typing on the computer keyboard and recognises two key features: the time for key
pressing and the time between pressing two different keys. The forensic analysis
compares the writing style of different text typed by the same student and verifies that
he/she is their author. Plagiarism checks whether the submitted documents by a student
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are his/her original work and they are not copy-pasted from other works. On the one
hand, face recognition, voice recognition and keystroke dynamics allow students’
authentication based on the analysis of captured images, audio and typing while the
students perform an assessment activity. In the case of face and voice recognition,
authentication can also be checked over assessment activities submitted by the students
(for example, video/audio recordings). On the other hand, forensic analysis checks
authentication and authorship based on the analysis of text documents provided by the
same student, while plagiarism detects similarities among text documents delivered by
different students ensuring thus authorship. The authentication instruments require
learning a model for the user (i.e. a biometric profile of the student needs to be built).
This model is used as a reference for subsequent checking.

The identified key stages of the pilot include three main phases: (1) preparation
(2) execution and (3) reporting. At the preparation phase, each university designed its
strategy and criteria for selecting the courses and for motivating the students’ partic-
ipation in the first pilot. Similarly, each university planned and designed the most
appropriate assessment activities (and the instruments to be used in them for authen-
tication and authorship purposes) to be carried out by the students participating in the
pilot.

At the execution phase, the technological infrastructure provided for the execution
of the first pilot was a Moodle instance for each university which constituted an early
development of the TeSLA system. The execution phase is described next:

1. Sign consent: Students signed a consent to participate in the pilot due to the col-
lection of personal data (i.e. biometric data) for authentication and authorship
purposes.

2. Pre-questionnaire: Students and teachers gave their opinion about online learning
and assessment and project expectations.

3. Enrollment activities: These special and non-assessment activities were designed to
gather the required data to generate a biometric profile for each student.

4. Assessment (or follow-up) activities: Students solved and submitted some assess-
ment activities using the Moodle instance.

5. Post-questionnaire: Students and teachers gave their opinion about the pilot
experience.

At the reporting phase, all the collected information was analysed to obtain the
findings related to the pilot preparation and execution.

3 Technological Infrastructure

Aforementioned, one of the objectives of the first pilot was to test how to collect data
from participants. The TeSLA system was not ready at the beginning of the pilot.
Therefore, another technological solution was required in order to conduct the pilot.
Figure 1 illustrates the relationships between the stages of the pilot execution and the
technological solutions used in the pilot that are almost similar for both universities –
The Technical University of Sofia (TUS) that is a blended institution and the Open
University of Catalonia (UOC) that is a fully online institution.
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In the beginning, the signature of a consent form was required to participate in the
pilot. This step was critical because impersonation should be avoided. On the one hand,
TUS decided that the process should be performed manually by signing a physical
document. The students’ registration was provided by university e-mail system.
Administrative personal was responsible for processing and validation all the docu-
ments, and for validation the learners to the Moodle instance as students. On the other
hand, at UOC, the signature of the consent form was managed by the legal department.
The consent form was shared in the classrooms of the UOC virtual learning environ-
ment (VLE) in the course selected for the pilot. Students willing to participate sent an
email (using their UOC credentials) which included personal information to the legal
department who validated the petitions. Based on that, students were granted to access
to the Moodle instance.

Questionnaires were handled by another tool, the BOS online survey tool [9]. It was
used due to its flexibility to create personalised surveys and export the data for further
analysis. Both TUS and UOC followed the same strategy. The links to the pre and post
questionnaires for students were posted in the Moodle instance, while the links to the
pre and post questionnaires for teachers were sent via email.

Finally, the instructional process concerning the pilot was performed on a standard
instance of Moodle because it met all the requirements to carry out the pilot. Moodle
[10] is capable of providing support during the teaching-learning process by accepting
different learning resources (e.g. videos, wikis, electronics books, open source solu-
tions, etc.), communication tools (e.g. forums, videoconferencing) and different
assessment activities (e.g. documents submission, automated questionnaires, essays,
question with open answer, third-party plugins etc.). The Moodle instances were
standard ones without any adaptation. Only a third-party plugin was used to record
online videos and audios from students and to capture their keystroke rhythms and texts
for forensic analysis and plagiarism checking. For both universities the access to
Moodle was using an LTI connection available in the classrooms. Note that, the
collection process of all students’ data was a post-process at the end of the pilot by

Fig. 1. Technological infrastructure and outputs produced in the pilot
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accessing to the Moodle database and extracting all data referred to the enrolment and
follow-up activities. This information was stored as datasets for testing the real
instruments for the second pilot.

4 Preparation and Execution at Institutional Level

This section discusses the preparation and execution phases of the first pilot of the
TeSLA project in both institutions.

4.1 Blended Learning Institution

The Technical University of Sofia [11] is the largest educational institution in Bulgaria
preparing professionals in the field of technical and applied science. The educational
process occurs in contemporary lecture halls, seminar rooms and specialised labora-
tories following the principles of close connection with high-tech industrial companies,
increased students’ mobility and international scientific partnership. It is supported by
the university VLE facilitating the access to educational content, important information
and collected knowledge. Typically, the exams are organised in written form in face-to-
face mode, but also assessment process is facilitated through quizzes, engineering tasks

Table 1. Distribution of instruments on assessment activities and courses at TUS

Course Assessment 
activity

Exercise Face 
recognition 

Keystroke 
dynamics

Forensic 
analysis

Internet 
Technolo-
gies 

Continuous 
assessment 
Activity 1

Multiple-choice 
quiz combined 
with open answers

√ √

Continuous 
assessment 
Activity 2

Individual project 
work √ √

Computer 
Networks 

Continuous 
assessment 
Activity 1

5 multiple choice 
quizzes √ √

Continuous 
assessment 
Activity 2

2 practical tests
√ √

Higher 
mathematics

Forma-
tive/summat
ive assess.
Activity 1

2 quizzes com-
bined with open 
answers √ √

Course 
project on 
Information 
technologies 
in public 
administra-
tion

Continuous 
assessment 
Activity 1

Project analysis 
and investigation √ √

Summative 
assessment 
Activity 2

Project presenta-
tion √ √
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and projects organised in online form. The e-assessment is not well developed in TUS,
because it is a blended-learning institution where the offline practical sessions play an
important impact on the future engineers. Thus, the TeSLA project gives a new
opportunity to enhance the assessment process by implementing new methodologies
for improving students’ knowledge and skills evaluation.

In the first pilot, several courses were involved: “Internet Technologies” and
“Computer Networks” that belong to the College of Energy and Electronics and
“Information Technologies”, “Higher Mathematics” and “Project of IT in Public
Administration” that are part of the curriculum of Faculty of Management. They were
selected, because it was considered that different assessment models should be covered
during the pilot: continuous, summative, formative and their combination, as well as to
evaluate projects activities. Table 1 summarises the applied assessment models and
used instruments. Face recognition, keystroke dynamics, and forensic analysis was
tested. The same instruments were utilised during enrolment and all assessment
activities planned for a given course. TUS team discussed whether to include the
instrument for voice recognition and decided not to test it. The main reason is that this
instrument does not match to the pedagogy of involved courses. For the included
courses the most suitable instruments were face recognition and keystroke dynamics,
and the instrument for forensic analysis in the course “Course project on IT in public
administration”. The TeSLA assessment activities were combined with standard face-
to-face examination and thus TUS realised a blended assessment model.

A big part of students participated in the first pilot successfully accomplished the
assessment tasks and their final grades were higher than the grades of the rest students.
For instance, for the course “Higher mathematics”, results of the exam of the students,
who participated in TeSLA, are on average 10–15% higher than those of the other
students. This phenomenon is explained for two different reasons: On the one hand,
mainly motivated students, who have a deeper interest in science, participated in the
pilot. On the other hand, the fact monitoring during the assessment also led the students
who were less ambitious to take more care and effort. The teacher who tested a
combination of the instruments face recognition and forensic analysis reported that
most of the students in her course suggested innovative decisions in their course
projects.

Participation in the pilot worked on a voluntary basis and the initial canvas was set
to 240 students from the different faculties and departments. The involved students had
to perform almost the same assessment activities than the rest of students who were not
part of the pilot. The main reason for differences was the presumption for decreasing
the number of assessment activities performed with instruments to 2 or 3 in comparison
to the number of the assessment activities that were planned for the standard courses.
This stems from the decision of the consortium the instruments to be tested in 1
enrollment activity and 1 or 2 follow-up activities. Also, there were differences in the
form how these assessment activities were done. The students who were involved in the
pilot had to perform their assessment activities in Moodle using the planned for testing
instruments, while the other students performed their activities in a paper-based format,
in other learning management system (LMS) or/and using other applications.
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4.2 Fully Online Institution

The Open University of Catalonia (UOC) [12] is a fully online university that uses its
own VLE for conducting the teaching-learning process. Currently, more than 53,000
students are enrolled in different undergraduate and postgraduate programmes. Present
challenges at UOC are to increase the students’ mobility and internationalisation. This
leads to a situation where maintaining the requirement of a face-to-face, on-site eval-
uation at the end of each semester becomes inefficient and not cost effective. However,
as a certified educational institution, the university cannot ignore the baggage in
moving to a fully virtual assessment, since it might heavily impact on its credibility.

The course selected to participate in the first pilot of the TeSLA project was
“Computer Fundamentals”. The course belongs to the Faculty of Computer Science,
Multimedia and Telecommunications, and it is a compulsory course of the Computer
Engineering Degree and Telecommunications Technology Degree. In the course, the
students acquire the skills of analysis and synthesis of small digital circuits and to
understand the basic computer architecture.

The course has a high number of enrolled students, and a low ratio of academic
success (40%–50% of enrolled students), mainly for course dropout. This is due to two
main factors. On the one hand, the course is placed in the first academic year, i.e. it is
an initial course that presents core concepts relevant for more complex courses (e.g.
computer organisation, networking and electronic systems). On the other hand, most of
the students have professional and familiar commitments, and they can have some
problems until they find a balance between these factors, especially when they are
unfamiliar with online learning. Nevertheless, the course was considered a suitable
course to participate in the pilot due to the following reasons: (1) the feasibility of
reaching the expected number of participants with only one course; (2) the course is
taught by a researcher involved in the TeSLA project; and (3) students have technical
expertise, helping to minimize problems regarding the use of the Moodle.

The delivery mode of the course is fully online, and the assessment model is
continuous assessment combined with summative assessment at the end of the seme-
ster. Continuous assessment is divided into 3 continuous assessment activities (they
assess numeral systems, combinational circuits and sequential circuits, respectively)
and one final project (that assesses finite state machines design). Summative assessment
is based on a final face-to-face exam. The final mark is obtained by combining the
results of the continuous assessment activities, the final project and the exam. The
students have to reach a minimum mark of 4 both in the exam and the final project to
pass the course (the Spanish grading system goes from 0 to 10, being 5 the lowest
passing grade).

Although participation in the pilot worked on a voluntary basis, students were
encouraged to participate in the pilot. Firstly, the importance of the pilot was properly
contextualised in the case of a fully online university. Secondly, given that participation
in the pilot implied a certain workload on the students’ side, the minimal mark for the
final project was set to 3 instead of 4. Despite this, it was expected a low participation
rate and a negative impact of the known dropout issue on the course. Thus, UOC team
internally planned to involve at least 120 students in the pilot instead of the 75 par-
ticipants agreed at the project level.
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The TeSLA instruments tested in the pilot were face recognition, voice recognition,
keystroke dynamics, and plagiarism. In addition to enrollment activities, students
performed some exercises included in the second and third continuous assessment
activities and the final project (see Table 2). All the students enrolled in the course
(independently whether they participated or not in the pilot) performed the same
assessment exercises. Differences were related to the way these exercises were per-
formed and submitted (in the Moodle instance with instruments enabled, e.g. keystroke
dynamics) and in their format (instead of textual answers included in a file document
delivered in the specific assessment space at the UOC VLE, students recorded videos
that were uploaded to Moodle for being processed by the corresponding instruments).

5 Pilot Evaluation

This section evaluates the first pilot. For space constraints, the analysis mainly con-
centrates on preparation and execution phases. Firstly, evaluations for each institution
are described independently. Next, a discussion is performed to detect common findings.

5.1 Blended Learning Institution

The students participated as volunteers and their dropout rate was minimal. The
achieved final results are better than students’ results who do not participate in the
piloting courses. Therefore, it may be concluded that the first pilot had a positive
impact on the academic success of the involved students.

For the first pilot, the canvas was set to 240 students from different faculties and
departments to take part, but for some organisational reasons, the canvas was reduced
to 202. TUS planned at least 150 of them to sign the consent form, but in fact 126 of
them signed it, the others did not want, pointing out various reasons. For some courses,
the TUS team arranged additional assignments (i.e. assignments that were not
mandatory for passing the exam), only to test the TeSLA instruments. This is one of the
reasons because some students did not want to take part in the pilot. Another reason
they claimed was that they felt uncomfortable about cameras and microphones, as if

Table 2. Distribution of instruments on assessment activities at UOC

Assessment
activity

Exercise 
Face

recognition
Voice

recognition
Keystroke 
dynamics

Plagiarism

Continuous 
assessment 
activity 2

Short answer √ √
Video recording √ √

Continuous 
assessment 
activity 3

Short answer √ √
Video recording √ √

Final 
Project 

Short answer √ √
Video recording √ √
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someone was monitoring them, so they could not work calmly. There were also stu-
dents who worried that someone could abuse their personal and biometric data.

The initial plan was to involve 70 students to test face recognition, but 90 were
achieved. The main reason for this success was because the TUS team worked hard to
explain to the student what the goal of the TeSLA project was, and assured them that
their data would be secured, anonymised and encrypted and no one will be able to
misuse their data. Students were made acquainted with the project aims and objectives
face-to-face with a presentation. The information letter explaining the purpose of the
TeSLA project and the role of TUS as a project partner was uploaded in Moodle. Also,
it was distributed via a specially created e-mail distribution list for all piloting courses.

The TUS team thought that the keystroke dynamics instrument will be the most
useful in its work and planned 95 students to test it. Finally, 84 students tested this
instrument only for enrolment and 73 for real activities. The assessment activity that
included quiz with questions from type essay was not planned in the curriculum of the
course and such activity had to be additionally designed to satisfy the project
requirements related to testing the keystroke dynamics instrument.

Except for the Faculty of Management, there are not many courses in TUS that are
suitable for testing instruments like forensic analysis and plagiarism checking. More-
over, in the pilot, only teachers from TeSLA team were involved and this limited the
diversity of the piloted courses. The plagiarism instrument was not tested, but the
students expressed their desire to do that in the future. Considering this, TUS planned
to collect only 10 documents (from a master course in Public Administration) for
forensic analysis and not to test plagiarism instrument. All 17 students in the course
agreed to test the instrument for plagiarism checking in the upcoming pilots.

Four SEND students were involved in the pilot – 1 student with a physical dis-
ability, 2 pregnant students and 1 who was a mother with small child. It is worth noting
that they considered the TeSLA system as a new opportunity for the realisation of
flexibility in e-assessment, because they would have the possibility to perform their
activities online in time and place suitable for them.

During the first pilot, TUS faced different problems. The main problems can be
summarised in the following way:

• Some of the students did not have the interest to be educated by new methods and a
part of them (a small part) did not have an “intellectual curiosity”; there were
students who afraid that new assessment methods would require more time to be
spent and more efforts to be made. A small part of students explained that if
something was not included in the curriculum they did not want to perform it.

• In some of the piloted courses, the course design was not the most suitable for the
opportunity for technology supported performance by TeSLA; TUS is a blended
institution and the typical assessment activities are related to standard online
quizzes or creation of engineering schemes that not include, for example, voice
recording or free text typing (except the students of the Faculty of Management).

• Some technical difficulties were met concerning plugins versioning and their inte-
gration in the Moodle instance.

• Additional laboratories for the TeSLA activities had to be arranged. For example,
the students studying “Higher Mathematics” did not use any computer laboratories
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for online knowledge testing, but with their involvement in the project required
computer laboratories equipped with cameras to perform their assessment activities
online.

To solve these problems, the TUS team applied different approaches:

• To stimulate students to participate by announcing some stimuli. To motivate
students to participate in the first pilot, The TUS team used various stimuli, such as:
follow-up activities to contribute to the mark of the final exams; to give the students
certificates for participation in the pilot; to publish the best course works done
during the project in a virtual library.

• To use more advertisement materials; TUS made a video in Bulgarian for presenting
the TeSLA system. In this video, TeSLA members explained the purpose and the
functionalities of the TeSLA system to different students. Questions and discussion
were also recorded. The project was announced on the TUS website and different
online media.

• To discuss the problems with TeSLA members of other universities.

From the first pilot, the TUS team learned various lessons. Some of them are:

• It is very useful to make a good presentation and to involve other media events in
explaining the idea of the TeSLA project both to the teachers and to the students.

• There is a need of information dissemination in more and different media channels,
especially multimedia, which is important for students at technical universities.

• There is a need for the announcement of proper stimuli to both teachers and
students.

• In the next pilot it is natural to involve only courses in which assignments, projects
and quizzes are provided during the semester, not only for the end of the semester;

• It is important to involve only teachers that have some experience with Moodle and
other VLE.

5.2 Fully Online Institution

UOC exceeded its original plan of 120 students: 154 students signed the consent form (3
were SEND students, they reported mobility or physical impairment), but only 96
performed the enrolment activities (2 were SEND). Here, the effects of the dropout in the
first-year course involved in the pilot was noticed in a small period of two weeks
between the consent form signature and the enrolment activities processes (in this period
students submitted the first continuous assessment activity proposed in the course). The
course had more than 500 enrolled students. Thus, only the 30% of students accepted to
participate. Most of the students were not interested in participating in a pilot that would
imply more workload (their time is limited, they used to have professional and familiar
commitments). So, even stimulating them to participate, they evaluated the effort.
Moreover, some students were really concerned about sharing their biometric data.
Also, some students did not have microphone and webcam on their computer.

When face and voice recognition is analysed, 86 of the 93 students continued the
course and did the follow-up activities. Here, the course dropout had less impact in the
pilot dropout, i.e. the students who were in the course mostly continued in the pilot.
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Related to keystroke dynamics similar numbers were obtained. 90 out of 96 students
performed the follow-up activities. Finally, documents of 83 students were collected for
plagiarism checking. 2 SEND students completed all the follow-up activities.

For students within the course, not many technical issues were reported, probably
their knowledge related to ICT reduced the potential issues. Moreover, some students
found workarounds to do the activities when they faced an issue and shared their
experience in the TeSLA forum created in the course classrooms in the VLE of the
UOC.

The most important issues at UOC were:

• The consent form signature procedure required time and effort both to the students
and to the legal department.

• Low involvement of SEND students. UOC has strict rules (related to the Spanish
Act of Personal Data Privacy) regarding the communication with SEND students
(they cannot be identified nor contacted, unless they share this information).

• Technical issues with the third-party plugin installed the Moodle instance (espe-
cially video recording).

• The correction of the follow-up activities (they had an impact in the marks) implied
a workload for the teachers. Although the Moodle instance was accessible from the
classroom, not all the exercises were delivered in the Moodle (i.e. some exercises
were delivered in the devoted space in the UOC VLE). In addition, some students
recorded several videos for the same exercise.

• The previous issue is also applicable to the students. They had a certain workload in
performing and submitting the activities planned during the course and the pilot.

• The course dropout affected the pilot dropout.

To solve these problems, the UOC team applied different approaches:

• To isolate as much as possible the teachers from the set-up of the technological
infrastructure (the Moodle instance) and the design of the enrollment and follow-up
activities. This work was assumed by the teacher involved in the TeSLA project.

• Detailed information was provided to teachers and students to reduce overload,
–e.g. Frequently Asked Questions (FAQ) and instructions were placed in the
Moodle.

The UOC team has also learned several lessons for the upcoming pilots:

• To improve the consent form signing procedure to reduce its negative impact on the
pilot participation.

• To design a strategy for the recruitment of SEND students.
• To select a combination of courses with a high number of students (probably with a

high dropout) with courses with a lower number of students but with a good ratio of
academic success, and promoting learning innovation (e.g. in the activities design).

• To plan extra courses (in the preparation phase) as a contingency plan, if required.
• To prioritise courses that commonly do assessment activities that produce data

samples that are useful for testing the TeSLA instruments.
• To find a trade-off between educational and technological needs (e.g. use real

activities as enrollment activities).
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• To ensure that follow-up activities have an impact in the marks.
• To guarantee that the TeSLA instruments, as much as possible, work transparently

to the student (i.e. in background and integrated into the UOC VLE).
• To have access to the TeSLA system with enough time before the semester starts.
• To create multimedia material for advertising the pilot and the TeSLA project to

students and teachers, for providing guidelines and tutorials for conducting the
different phases of the pilot, amongst other.

5.3 Discussion

Regarding the demographic characteristics several differences can be observed between
both institutions (see Fig. 2a and b). For gender, TUS had a more balanced partici-
pation, while at UOC the low presence of women can be observed (13%). This is due to
the diversity of the selected courses in TUS. A closer look at the courses in TUS (not
shown for space reasons) also shows a gender gap in the courses related to the ICT field
(“Internet Technologies” and “Computer Networks”) where only the 30% of the par-
ticipants in the pilot were women. The low presence of women in STEM field and
particularly in computer science has been deeply analysed in the literature [13] and
cannot be attributed to the pilot. For example, in the case of UOC the 88% of the
students enrolled in “Computer Fundamentals” were men, while the percentage of
women was 12%. Therefore, women were well represented in the pilot. Concerning the
age of participants, different results were also found. While in TUS students mostly
enrol when they finish high school and are full-time students (the 63% are aged under
22 and only 12% have a full-time job), UOC students are incorporated into the labour
market (the 62% are aged over 30 and the 75% have a full-time job). As in the case of
gender, the participation in the pilot was not influenced by the age of the students.

Note that both TUS and UOC exceeded the expected number of participants in the
pilot, although they mainly used different strategies. TUS involved 5 courses while
UOC only involved one course. Selecting multiple courses in TUS had an added value
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Fig. 2. (a) Gender distribution (%) on the pilot (b) Age distribution (%) on the pilot
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that different assessment models were covered, but there was a trade-off between more
data related to different assessment models and different types of assessment activities,
and more complexity in the management of the pilot. As a common strategy, both
institutions involved in the first pilot courses taught by teachers involved in the TeSLA
project. At the end, both institutions learned that fewer courses improve the execution
phase and obtaining more data can be accomplished by deploying different instruments
in different activities in the same course. The students’ motivation was also a crucial
aspect. UOC anticipated that at the preparation phase, while TUS successfully managed
it during the execution of the pilot. A shared good practice was to guarantee that the
follow-up activities had a small impact in the students’ final mark. Finally, the
development of the pilot did not negatively affect the academic success of the students
that participated in the pilot.

When problems are analysed, similar problems were detected in TUS and UOC.
The most relevant ones were the technical issues. The TeSLA system was not ready
and the Moodle instance only served as a temporal platform to conduct the piloted
courses. It is expected that the technical problems would be mitigated in the upcoming
pilots. UOC also pointed out the need of integrating the TeSLA instruments in its own
VLE.

Another remarkable problem was the design of the follow-up activities to meet the
technical requirements of collecting data for instruments testing. New assessment
activities were introduced (sometimes artificially) to collect biometric data, and this is
not a real objective of the TeSLA project. Therefore, it is needed that the TeSLA
instruments would be transparently integrated into the instructional process. For
example, for the next pilots, TUS and UOC plan to select some courses based on the
assessment activities where the instruments could be transparently deployed. Another
problem was how the TeSLA project should be explained to students and teachers. If
the project (and the pilot) is not well explained to students, they may misunderstand the
real objectives and they may feel that the university mistrust them. TUS and UOC
agree that detailed information in textual and multimedia formats could be a good idea
to describe the project to the different users of the project.

Finally, the schedule of the different phases of the pilot also influenced the pilot
dropout negatively, especially at UOC. Follow-up activities should be started as soon
as possible and this implies that preliminary steps (consent form signature and
enrollment activities) should be performed in the first weeks or even before the course
starts.

6 Conclusions and Future Work

This paper has presented a case study of a trustworthy based system in two institutions
focused on engineering academic programs in two different contexts: blended and fully
online learning. Although the system was not ready for the first pilot, a technological
solution was found by using a Moodle instance in each university, which allowed that
students involved in the pilot may carry out their assessment process without a negative
impact on their academic success.
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Even though students were significantly different in their demographic character-
istics, the results analysis of the preparation and execution phases of the first pilot has
pointed out the design of similar strategies, as well as the detection of analogous
problems and learned lessons in TUS and UOC.

As future work, the learned lessons will be incorporated in the upcoming pilots of
the TeSLA project as best practices in TUS and UOC, and their impact will be analysed.
Furthermore, the analysis will be extended with the results of the other institutions of the
project participating in the pilots, in order to detect the major issues and to share the best
practices. The overall objective is to achieve a better integration of the instructional
process with a technological solution oriented to enforce authentication and authorship.
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Abstract. There is scarcity of research on scalable peer-feedback design and
student’s peer-feedback perceptions and therewith their use in Massive Open
Online Courses (MOOCs). To address this gap, this study explored the use of
peer-feedback design with the purpose of getting insight into student perceptions
as well as into providing design guidelines. The findings of this pilot study
indicate that peer-feedback training with the focus on clarity, transparency and
the possibility to practice beforehand increases students willingness to partici-
pate in future peer-feedback activities and training, increases their perceived
usefulness, preparedness and general attitude regarding peer-feedback. The
results of this pilot will be used as a basis for future large-scale experiments to
compare different designs.

Keywords: MOOCs � Educational scalability � Peer-feedback
Scalable design

1 Introduction

Massive Open Online Courses (MOOCs) are a popular way of providing online courses
of various domains to the mass. Due to their open and online character, they enable
students from different backgrounds and cultures to participate in (higher) education.
Studying in a MOOC mostly means freedom in time, location, and engagement,
however differences in the educational design and teaching methods can be seen. The
high heterogeneity of MOOC students regarding, for example, their motivation,
knowledge, language (skills), culture, age and time zone, entails benefits but also
challenges to the course design and the students themselves. On the one hand, a MOOC
offers people the chance to interact with each other and exchange information with
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peers from different backgrounds, perspectives, and cultures [1]. On the other hand, a
MOOC cannot serve the learning needs of such a heterogenic group of students [1–3].
Additionally, large-scale student participation challenges teachers but also students to
interact with each other. How can student learning be supported in a course with
hundreds or even thousands of students? Are MOOCs able to provide elaborated
formative feedback to large student numbers? To what extend can complex learning
activities in MOOCs be supported and provided with elaborated formative feedback?
When designing education for large and heterogeneous numbers of students, teachers
opt for scalable learning and assessment and feedback activities such as videos, mul-
tiple choice quizzes, simulations and peer-feedback [4]. In theory, all these activities
have the potential to be scalable and thus used in large-scale courses, however, when
applied in practice they lack in educational quality. Personal support is limited, feed-
back is rather summative and/or not elaborated and there is a lack in (feedback on)
complex learning activities. Therefore, the main motivation of any educational design
should be to strive for high educational scalability which is the capacity of an edu-
cational format to maintain high quality despite increasing or large numbers of learners
at a stable level of total [4]. It is not only a matter of enabling feedback to the masses
but also and even more to provide high quality design and education to the masses.
Thus, any educational design should combine a quantitative with a qualitative per-
spective. When looking at the term feedback and what it means to provide feedback in
a course one can find several definitions. A quite recent one is that of [5] “Feedback is a
process whereby learners obtain information about their work in order to appreciate the
similarities and differences between the appropriate standards for any given work”
(p. 205). This definition includes several important characteristics about feedback such
as being a process, requiring learner engagement and being linked to task
criteria/learning goals. Ideally, students go through the whole circle and receive on
each new step the needed feedback type. In recent years feedback is seen more and
more as a process, a loop, a two-way communication between the feedback provider
and the feedback receiver [6, 7]. In MOOCs, feedback often is provided via quizzes in
an automated form or in forum discussion. Additionally, some MOOCs give students
an active part in the feedback process by providing peer-feedback activities in the
course. However, giving students an active part in the feedback process requires that
students understand the criteria on which they receive feedback. It also implies that
students understand how they can improve their performance based on the received
feedback. By engaging students more in the feedback process, they eventually will
learn how to assess themselves and provide themselves with feedback. However,
before students achieve such a high-level of self-regulation it is important that they
practice to provide and receive feedback. When practicing, students should become
familiar with three types of feedback: feed-forward (where am I going?), feedback (how
am I doing?) and feed-forward (how do I close the gap?) [8]. These types of feedback
are usually used in formative assessment also known as ‘Assessment for Learning’
where students receive feedback throughout the course instead of at the end of a course.
Formative feedback, hence elaborated, enables students to reflect on their own learning
and provides them with information on how to improve their performance [9]. To
provide formative feedback, the feedback provider has to evaluate a peer’s work with
the aim of supporting the peer and improving his/her work. Therefore, positive as well
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as critical remarks must be given supplemented with suggestions on improvement [10].
In the following sections, we will have a closer look on the scalability of peer-feedback,
how it is perceived by students and we will argue that it is not the idea of peer-feedback
itself that challenges but rather the way it is designed and implemented in a MOOC.

1.1 Peer-Feedback in Face-to-Face Higher Education

Increased student-staff ratios and more diverse student profiles challenge higher edu-
cation and influence the curriculum design in several ways such as a decrease in personal
teacher feedback and a decrease of creative assignments in which students require
personal feedback on their text and or design [1, 5, 11, 12]. However, at the same time
feedback is seen as a valuable aspect in large and therefore often impersonalised, classes
to ensure interaction and personal student support [13]. Research on student perception
of peer-feedback in face-to-face education shows that students are not always satisfied
with the feedback they receive [14, 15]. The value and usefulness of feedback is not
perceived as high especially if the feedback is provided at the end of the course and
therewith is of no use for learning and does not need to be implemented in follow-up
learning activities [11]. It is expected that student perception of feedback can be
enhanced by providing elaborated formative feedback throughout the course on learning
activities that build upon each other. This, however, implies that formative feedback is
an embedded component of the curriculum rather than an isolated, self-contained
learning activity [5, 13] found that students value high-quality feedback meaning timely
and comprehensive feedback that clarifies how they perform against the set criteria and
which actions are needed in order to improve their performance. These results corre-
spond to [8] distinction between feedback and feed-forward. Among other aspects,
feedback was perceived as a guide towards learning success, as a learning tool and a
means of interaction [13]. However, unclear expectations and criteria regarding the
feedback and learning activity lead to unclear feedback and thus disappointing peer-
feedback experiences [11, 12]. The literature on design recommendations for peer-
feedback activities is highly elaborated and often comes down to the same recom-
mendations of which the most important are briefly listed in Table 1 [5, 16, 17].

A rubric is a peer-feedback tool often used for complex tasks such as reviewing
essays or designs. There are no general guidelines on how to design rubrics for for-
mative assessment and feedback, however, they are often designed as two-dimensional
matrixes including the following two elements: performance criteria and descriptions of
student performance on various quality levels [18]. Rubrics provide students with
transparency about the criteria on which their performance get reviewed and their level
of performance which makes the feedback more accessible and valuable [7, 16, 17].
However, a rubric alone does not explain the meaning and goals of the chosen per-
formance criteria. Therefore, students need to be informed about the performance and
quality criteria before using a rubric in a peer-feedback activity. Although rubrics
include an inbuilt feed-forward element in the form of the various performance levels,
it is expected that students need more elaboration on how to improve their performance
to reach the next/higher performance level. Students need to be informed and trained
about the rubric criteria in order to be used effectively [17].
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1.2 Peer-Feedback in (Open) Online Education

Large student numbers and high heterogeneity in the student population challenge the
educational design of open online and blended education [3, 10]. A powerful aspect of
(open) online education compared to face-to-face education is its technological pos-
sibilities. However, also with technology, large-scale remains a challenge for students
to interact with teachers [19]. When it comes to providing students with feedback, hints
or recommendations, automated feedback can be easily provided to large student
numbers. However, the personal value of automated feedback is limited to quizzes and
learning activities in which the semantic meaning of student answers is not taken into
account [1]. Providing feedback to essays or design activities even with technological
support is still highly complex [20]. When it comes to courses with large-scale student
participation, peer-feedback is used for its scalable potential with mainly a quantitative
approach (managing large student numbers) rather than a qualitative one [1].

Research focusing on student perceptions regarding the quality, fairness, and
benefits of peer-feedback in MOOCs show mixed results [21, 22] ranging from low
student motivation to provide peer-feedback [10], students’ mistrust of the quality of
peer-feedback [23] to students recommending to include peer-feedback in future
MOOCs [20].

Although reviewing peers’ work, detecting strong and weak aspects and providing
hints and suggestions for improvement, trains students in evaluating the quality of work
they first need to have the knowledge and skills to do so [3]. This raises the question if
and how students can learn to provide and value peer-feedback. Although peer-
feedback is used in MOOCs, it is not clear how students are prepared and motivated to
actually participate in peer-feedback activities. Research of [18] has shown that stu-
dents prefer clear instructions of learning activities and transparency of the criteria for
example via rubrics or exemplars. Their findings are in line with research of [21] who
found that especially in MOOCs the quality of the design is of great importance since
participation is not mandatory. MOOC students indicated that they prefer clear and

Table 1. Common peer-feedback design recommendations in face-to-face education

Peer-feedback design
recommendations

Examples

Clarity: regarding instructions,
expectations and tools

Students need clear instructions on what they are
expected to do, how and why. If tools such as a rubric are
used students should understand how to interpret and use
them

Practice Students need the opportunity to practice with feedback
tools such as a rubric beforehand

Exemplars Exemplars make expectations clear and provide
transparency

Alignment Peer-feedback activities should be aligned with the course
content to make them valuable for students

Sequencing Guide students through the peer-feedback process by
sequence the activities from simple to complex
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student-focused design: “Clear and detailed instructions. A thorough description of the
assignment, explaining why a group project is the requirement rather than an individual
activity. Access to technical tools that effectively support group collaboration” [21,
p. 226]. The design of peer-feedback is influenced by several aspects such as the
technical possibilities of the MOOC platform, the topic and learning goals of the
MOOC. Nevertheless, some pedagogical aspects of peer-feedback design such as listed
in Table 1 are rather independent of the technological and course context as mentioned
above. Similar to research in face-to-face education, literature about peer-feedback in
MOOCs shows that clear instructions and review criteria, cues and examples are
needed in order to not only guide students in the review process [1, 3, 24] but also to
prepare them for the review activity so that they trust their own abilities [25].

To extend our understanding of students’ peer-feedback perceptions and how they
can be improved by scalable peer-feedback design, we focus on the following research
question: “How do instructional design elements of peer-feedback (training) influence
students’ peer-feedback perception in MOOCs?” The instructional design elements are
constructive alignment, clarity of instruction, practice on task and examples from
experts (see Table 1). To investigate student’s perception, we developed a question-
naire that included four criteria which derived from the Reasoned Action approach by
[26]: Willingness (intention); Usefulness (subjective norm), Preparedness (perceived
behavioral control) and general Attitude. The four criteria will be explained in more
detail further on in the method section. By investigating this research question, we aim
to provide MOOC teachers and designer with useful design recommendation on how to
design peer-feedback for courses with large-scale participation.

This study explores whether explaining to students the value/usefulness of the peer-
feedback activity and embedding it in the course, students will perceive peer-feedback
as useful for their own learning. We also expect that their perceived preparedness will
increase by giving students the chance to practice beforehand with the peer-feedback
tools and criteria and giving them examples. The general attitude regarding peer-
feedback should be positively improved by setting up valuable, clearly described
learning activities that are aligned with the course.

2 Method

2.1 Background MOOC and Participants

To give an answer on how instructional design elements of peer-feedback training
influence students’ learning experience in MOOCs, we set up an explorative study
which contained a pre- and post-questionnaire, peer-feedback training, and a peer-
feedback activity. The explorative study took place in the last week of a MOOC called
Marine Litter (https://www.class-central.com/mooc/4824/massive-open-online-course-
mooc-on-marine-litter). The MOOC (in English) was offered by UNEP and the Open
University of the Netherlands at the EdCast platform. During the 15 weeks runtime
students could follow two tracks: (1) the Leadership Track which took place in the first
half of the MOOC where students got introduced to marine litter problems and taught
how to analyse them and (2) the Expert Track which took place in the second half of
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the MOOC where more challenging concepts were taught and students learned how to
developed an action plan to combat a marine litter problem of choice.

The explorative study took place in the last week of the MOOC from June to
August 2017 and was linked to the final assignment in which students were asked to
develop an action plan to reduce and or prevent a specific marine litter problem.
Students could work in groups or individually on the assignment and would receive a
certificate of participation by sending in their assignment. Given the complexity of the
assignment, it would be useful for the students to get a critical review and feedback on
their work. So, if necessary, they can improve it before handing it in. While tutor
feedback was not feasible, reviewing others’ assignment would be beneficial to both
sender and receiver [19]. Therefore, we added a peer-feedback activity including
training. When trying to combat marine litter problems collaboration is important, since
often several stakeholders with different needs and goals are included. Being able to
receive but also provide feedback, therefore, added value to the MOOC. Participating
in the peer-feedback training and activity was a voluntary, extra activity which might
explain the low participant numbers for our study (N = 18 out of N = 77 active stu-
dents). Although not our first choice, this decision suited the design of the MOOC best.
There were 2690 students enrolled of which 77 did finish the MOOC.

2.2 Design

The peer-feedback intervention consisted of five components as shown in a simplified
form in Fig. 1. Participation in the peer-feedback intervention added a study load of
45 min over a one week period. Before starting with the peer-feedback training, students
were asked to fill in a pre-questionnaire. After the pre-questionnaire students could get
extra instructions and practice with the peer-feedback criteria before participating in the
peer-feedback activity. When participating in the peer-feedback activity students had to
send in their task and had to provide feedback via a rubric on their peers work. Whether
and in which order students participated in the different elements of the training was up
to them but they had access to all elements at any time. After having participated in the
peer-feedback activity students again were asked to fill in a questionnaire.

2.3 Peer-Feedback Training

The design of the peer-feedback training was based on design recommendation from
the literature as mentioned previously. All instructions and activities were designed in
collaboration with the MOOC content experts. In the instructions, we explained to
students what the video, the exercise, and the peer-feedback activity are about.
Additionally, we explained the value of participating in these activities (“This training
is available for those of you who want some extra practice with the DPSIR framework
or are interested in learning how you can review your own or another DPSIR.”). The
objectives of the activities were made clear as well as the link to the final assignment
(..it is a great exercise to prepare you for the final assignment and receive some useful
feedback!”). An example video (duration 4:45 min) which was tailored to the content
of previous learning activities and the final assignment of the MOOC was developed to
give students insight into the peer-feedback tool (a rubric) they had to use in the peer-
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feedback activity later on. The rubric was shown, quality criteria were explained and
we showed students how an expert would use the rubric when being asked to review a
peer’s text. The rubric including the quality criteria was also used in the peer-feedback
activity and therefore prepared students for the actual peer-feedback activity later on in
the MOOC.

Next, to the video, students could actively practice with the rubric itself. We
designed a multiple-choice quiz in which students were asked to review a given text
exert. To review the quality of the text exerts students had to choose one of the three
quality scores (low, average or high) and the corresponding feedback and feed-forward.
After indicating the most suitable quality score & feedback students received auto-
mated feedback. In the automated feedback, students received an explanation of why
their choice was (un)suitable, why it was (un)suitable and which option would have
been more suitable. By providing elaborated feedback we wanted to make the feedback
as meaningful as possible for the students [8–10, 14]. By providing students with clear
instructions, giving them examples and the opportunity to practice with the tool itself
we implemented all of the above-mentioned design recommendations given by [1, 3,
18, 21, 24].

2.4 Peer-Feedback Activity

After the peer-feedback exercise students got the chance to participate in the peer-
feedback activity. The peer-feedback activity was linked to the first part of the final
assignment of the MOOC in which students had to visualize a marine litter problem by
means of a framework called DPSIR which is a useful adaptive management tool to
analyze environmental problems and to map potential responses. To make the peer-
feedback activity for the students focused (and therewith not too time-consuming) they
were asked to provide feedback on two aspects of the DPSIR framework. Beforehand,
students received instructions and rules about the peer-feedback process. To participate
in the peer-feedback activity students had to send in the first part of their assignment via
the peer-feedback tool of the MOOC. Then they received automatically the assignment

Fig. 1. Design of the peer-feedback training and activity
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of a peer to review and a rubric in which they had to provide a quality score (low,
average or high), feedback and a recommendation on the two selected aspects. There
was also space left for additional remarks. Within three weeks of time, students had to
make the first part of the final assignment, send it in, provide feedback and if desired
could use the received peer-feedback to improve their own assignment. After the three
weeks, it was not possible anymore to provide or receive peer-feedback. The peer-
feedback activity was tailored to the MOOC set-up in which students could either
individually or in groups write the final assignment. To coordinate the peer-feedback
process within groups, the group leader was made responsible for providing peer-
feedback as a group, sending the peer-feedback in, sharing the received feedback on
their own assignment with the group. Students who participated individually in the final
assignment also provided the peer-feedback individually.

2.5 Student Questionnaires

Before the peer-feedback training and after the peer-feedback activity, students were
asked to fill out a questionnaire. In the pre-questionnaire, we asked students about their
previous experience with peer-feedback in MOOCs and in general. Nineteen items
were divided among five variables. Seven items were related to students’ prior expe-
rience, two were related to student’s willingness to participate in peer-feedback
(training), three items were related to the usefulness of peer-feedback, two items related
to the students’ preparedness to provide feedback and five were related to their general
attitude regarding peer-feedback (training) (see Appendix 1). After participating in the
peer-feedback activity, students were asked to fill in the post-questionnaire (see
Appendix 1). The post-questionnaire informed us about students’ experiences and
opinions with the peer-feedback exercises and activities. It also showed whether and to
what extent students changed their attitude regarding peer-feedback compared to the
pre-questionnaire. The post-questionnaires contained 17 items which were divided
among four variables: two items regarding the willingness, five items about the per-
ceived usefulness, five items about their preparedness and another five items about their
general attitude. Students had to score the items on a 7-point Likert scale, varying from
“totally agree” to “totally disagree”.

3 Results

The aim of this study was to get insight into how instructional design elements of peer-
feedback (training) influence students’ peer-feedback perception in MOOCs. To
investigate this questions, we collected self-reported student data with two question-
naires. The overall participation in the peer-feedback training and activity was low and
thus the response to the questionnaires was limited. Therefore, we cannot speak of
significant results but rather preliminary findings which will be used in future work.
Nevertheless, the overall tendency of our preliminary findings is a positive one since
student’s perception in all five variables increased (willingness, usefulness, prepared-
ness and general attitude).
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3.1 Pre- and Postquestionnaire Findings

A total of twenty students did fill in the pre-questionnaire of which two did not give
their informed consent to use their data. Of these eighteen students, only nine students
did fill in the post-questionnaire. However, from these nine students, we only used the
post-questionnaire results of six students since the results of the other three did show
that they did not participate in the peer-feedback activities resulting in ‘not applicable’
answers. Only five of the eighteen students provided and received peer-feedback.

Of the eighteen students who responded on the pre-questionnaire, the majority had
never participated in a peer-feedback activity in a MOOC (61.1%) and also had never
participated in a peer-feedback training in a MOOC (77.7%). The majority also was not
familiar with using a rubric for peer-feedback purposes (66.7%).

The results of the pre- and post-questionnaire (N = 18) show for all items an
increase in agreement. Previous to the peer-feedback training and activity, the students
already had a positive attitude towards peer-feedback. They were willing to provide
peer-feedback and to participate in peer-feedback training activities. Additionally, they
saw great value in reading peer’s comments. Students (N = 18) did not feel highly
prepared to provide peer-feedback but found it rather important to receive
instructions/training in how to provide peer-feedback. In general, students also agreed
that peer-feedback should be trained and provided with some explanations. Comparing
the findings of the pre-questionnaire (N = 18) with student’s responses on the post-
questionnaire (N = 6), it can be seen that the overall perception regarding
peer-feedback (training) improved. Student’s willingness to participate in future peer-
feedback training activities increased from M = 2.0 to 2.7 (scores could range from −3
to +3). After having participated in our training and peer-feedback activity students
found it more useful to participate in a peer-feedback training and activity in the future
M = 2.2 to 2.7. Additionally, students scored the usefulness of our training high
M = 2.7 because they provided them with guidelines on how to provide peer-feedback
themselves. Students felt more prepared to provide feedback after having participated
in the training M = 1.9 to 2.3 and they found it more important that peer-feedback is a
part of each MOOC after having participated in our training and activity M = 1.4 to
2.7.

3.2 Provided Peer-Feedback

Next, to the questionnaire findings, we also investigated the provided peer-feedback
qualitatively. In total five students provided feedback via the feedback tool in the
MOOC. To get an overview we clustered the received and provided peer-feedback into
two general types: concise general feedback and elaborated specific feedback. Three
out of 5 students provided elaborated feedback with specific recommendations on how
to improve their peer’s work. Their recommendations focused on the content of their
peer’s work and were supported by examples such as “Although the focus is well-
described, the environment education and the joint action plan can be mentioned.”
When providing good remarks none of the students explained why they found their
peer’s work good, however when providing critical remarks students gave examples
with their recommendations.
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4 Conclusions

In this paper, we investigated how instructional design elements of peer-feedback
training, influences students’ perception of peer-feedback in MOOCs. Although small
in number, the findings are encouraging that the peer-feedback training consisting of an
instruction video, peer-feedback exercises and examples positively influence student’s
attitude regarding peer-feedback. We found that student’s initial attitude towards peer-
feedback was positive and that their perceptions after having participated in the training
and the peer-feedback activity positively increased. However, since participation in the
peer-feedback training and activity was not a mandatory part of the final assignment we
cannot draw any general conclusions. Our findings indicate that by designing a peer-
feedback activity according to design principles recommended in the literature, e.g.
giving clear instructions, communicating expectations and the value of participating in
peer-feedback [5, 13, 16, 17] does not only increase students’ willingness to participate
in peer-feedback but also increases their perceived usefulness and preparedness. Our
findings also seem to support the recommendations by [3, 17] who found that students
need to be trained beforehand in order to benefit from peer-feedback by providing them
with examples and explaining them beforehand how to use tools and how to interpret
quality criteria in a rubric.

In the peer-feedback training, students were informed about how to provide helpful
feedback and recommendations before getting the opportunity to practice with the
rubric. The qualitative findings show that the feedback provided by students was
helpful in a sense that it was supportive and supplemented with recommendations on
how to improve the work [10, 27]. Since we were not able to test students’ peer-
feedback skills beforehand we assume that the peer-feedback training with its clear
instructions, examples and practice task supported students in providing valuable
feedback [3].

Peer-feedback should be supported by the educational design of a course in such a
way that it supports and guides students learning. To some extent design principles are
context-dependent, however, we listed a preliminary list of design guidelines to offer
MOOC designers and teachers some insight and inspiration:

1. Providing feedback is a skill and thus should be seen as a learning goal students
have to acquire. This implies that, if possible, the peer-feedback should be repeated
within a MOOC. Starting early on relatively simple assignments and building up to
more complex ones later in the course.

2. Peer-feedback training should not only focus on the course content but also on
student perception. This means that a training should not only explain and clarify
the criteria and requirements but should also explain the real value for students to
participate. A perfect design will not be seen as such as long as students are not
aware of the personal value it has for them.

3. Providing feedback is a time-consuming activity and therefore should be used in
moderation. When is peer-feedback needed and when does it become a burden? Ask
students to provide feedback only when it adds value to their learning experience.
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Although we were only able to conduct an explorative study we see potential in the
preliminary findings. To increase the value of our findings, our design will be tested in
a forthcoming experimental study. Next, to self-reported student data, we will add a
qualitative analysis of students’ peer-feedback performance by analyzing the correct-
ness of the feedback and students’ perception of the received feedback. Moreover,
learning analytics will provide more insight into student behaviour and the time they
invest in the different peer-feedback activities.
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Appendix 1

Pre-questionnaire items Post-questionnaire items
Item Item M SD Item Item M SD

Willingness Willingness
A1 I am willing to

provide
feedback/comments
on a peer’s
assignment

2.3 1.0 PA1 In the future I am
willing to provide
feedback/comments
on a peer’s
assignment

2.3 1.2

A2 I am willing to take
part in learning
activities that explain
the peer-feedback
process

2.0 1.2 PA2 In the future I am
willing to take part in
learning activities
that explain the peer-
feedback process

2.7 0.5

Usefulness Usefulnes
B1 I find it useful to

participate in a peer-
feedback activity

2.2 0.9 PB1 I found it useful to
participate in a peer-
feedback activity

2.7 0.5

B2 I find it useful to read
the feedback
comments from my
peers

2.3 1.0 PB2 I found it useful to
read the feedback/
comments from my
peer

2.5 0.5

B3 I find it useful to
receive
instructions/training
on how to provide
feedback

2.1 1.0 PB3 1 found it useful to
receive
instructions/training
on how to provide
feedback

2.7 0.8

PB4 I found it useful to
see in the DPS1R
peer-feedback

2.5 1.2

(continued)
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(continued)

Pre-questionnaire items Post-questionnaire items
Item Item M SD Item Item M SD

training how an
expert would review
a DPSIR scheme

PB5 The examples and
exercises of the
DPSIR peer-feedback
training helped me to
provide peer-
feedback in the
MOOC

2.7 0.5

Preparedness Preparedness
C1 I feel confident to

provide
feedback/comments
on a peer’s
assignment

1.9 1.5 PC1 I felt confident to
provide
feedback/comments
on a peer’s
assignment

2.3 1.2

C2 I find it important to
be prepared with
information and
examples/exercises,
before providing a
peer with feedback
comments

1.9 1.5 PC2 1 found it important
to be prepared before
providing a peer with
feedback/comments

2.0 1.3

PC3 I felt prepared to give
feedback and
recommendations
after having
participated in the
DPSIR peer-feedback
training

2.3 1.2

PC4 I felt that the DPSIR
peer-feedback
training provided
enough examples and
instruction on how to
provide feedback

2.3 0.8

PC5 The DPSIR peer-
feedback training
improved my
performance in the
final assignment

1.3 1.5

(continued)
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(continued)

Pre-questionnaire items Post-questionnaire items
Item Item M SD Item Item M SD

General attitude General attitude
D1 Students should

receive instructions
and/or training in
how to provide peer-
feedback

2.0 1.2 PD1 Students should
receive instructions
and/or training in
how to provide peer-
feedback

2.3 1.2

D2 Peer-feedback should
be a part of each
MOOC

1.7 1.3 PD2 Peer-feedback should
be part of each
MOOC

3.0 0.0

D3 Students should
explain their
provided feedback

1.9 1.1 PD3 Students should
explain their
provided feedback

2.3 0.8

D4 Peer-feedback
training should be
part of each MOOC

1.4 1.6 PD4 Peer-feedback
training should be
part of each MOOC

2.7 0.5

D5 Peer-feedback gives
me insight in my
performance as

−.1 1.9 PD5 Peer-feedback gave
me insight in my
performance as

−.7 1.2

Pre- and postquestionnaire results with N = 18 for the pre-questionnaire and N = 6
for the post-questionnaire. Students were asked to express their agreement in the
questionnaires on a scale of 3 (Agree), 0 (Neither agree/nor disagree) and −3 (Dis-
agree). Excluding item D5 and PD5 where a different scale was used ranging from −3
(a professional) to 3 (a MOOC student).
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Abstract. Mooshak is a web system with support for assessment in
computer science. It was originally developed for programming contest
management but evolved to be used also as a pedagogical tool, cap-
italizing on its programming assessment features. The current version
of Mooshak supports other forms of assessment used in computer sci-
ence, such as diagram assessment. This form of assessment is supported
by a set of new features, including a diagram editor, a graph compara-
tor, and an environment for integration of pedagogical activities. The
first attempt to integrate these features to support diagram assessment
revealed a number of shortcomings, such as the lack of support for mul-
tiple diagrammatic languages, ineffective feedback, and usability issues.
These shortcomings were addressed by the creation of a diagrammatic
language definition language, the introduction of a new component for
feedback summarization and a redesign of the diagram editor. This paper
describes the design and implementation of these features, as well as their
validation.

Keywords: Automated assessment · Diagram assessment
Feedback generation · Language environments · E-learning

1 Introduction

Mooshak [5] is a web-based system that supports assessment in computer sci-
ence. It was initially designed in 2001 to be a programming contest management
system for ICPC contests. Later, it evolved to support other types of program-
ming contests. Meanwhile, it was used to manage several contests all over the
world, including ICPC regional contests and IEEExtreme contests. Eventually, it
started being used as a pedagogical tool in undergraduate programming courses.

Recently, the code base of Mooshak was reimplemented in Java with Ajax
GUIs in Google Web Toolkit. The new version1 has specialized environments,
including a computer science languages learning environment [7]. Although the
core of Mooshak is the assessment of programming languages, other kinds of lan-
guages are also supported, such as diagrammatic languages. This is particularly
important because diagram languages are studied in several computer science
1 http://mooshak2.dcc.fc.up.pt.
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disciplines, such as theory of computation – Deterministic Finite Automaton
(DFA), databases – Extended Entity-Relationship (EER), and software model-
ing – Unified Modeling Language (UML), thus it is useful for teaching those
subjects. Diagram assessment in Mooshak relies on two components: an embed-
ded diagram editor and a graph comparator. The experience gained with this
diagram assessment environment in undergraduate courses revealed shortcom-
ings in both components, that the research described in this paper attempts to
solve.

Enki is a web environment that mimics an Integrated Development Environ-
ment (IDE). Thus, it integrates several tools, including editors. For programming
languages, Enki uses a code editor with syntax highlight and code completion.
The diagram editor Eshu [4] has a similar role for diagram assessment. Code edi-
tors are fairly independent of programming languages since programs are text
files. At most, code editors use language specific rules for highlighting syntax
and completing keywords. A diagram editor, such as Eshu, can also strive for
language independence since a diagram is basically a graph, although each dia-
grammatic language has its own node and edge types with a particular visual syn-
tax. Nevertheless, the initial version of Eshu was targeted to Entity-Relationship
(ER) diagrams and, although it could be extended to other languages, it required
changes to the source code, in order to define the visual syntax.

Diagrams created with Eshu on a web client are sent to a web server, con-
verted into a graph representation and compared with a standard solution. The
assessment performed by the graph comparator [12] can be described as seman-
tic. That is, each graph is a semantic representation of a diagram and the dif-
ferences between the two graphs reflect the differences in meaning of the two
diagrams. However, the differences frequently result from the fact that the stu-
dent attempt is not a valid diagram. A typical error is a diagram that does
not generate a fully connected graph, which is not acceptable in most diagram-
matic languages. Other errors are language specific and refer to nodes with
invalid degrees, or edges connecting wrong node types. For instance, in an EER
diagram, an attribute node has a single edge and two entity nodes cannot be
directly connected. Hence, feedback will be more effective if it points out this
kind of error and refers the student to a page describing that particular part
of the language. To enable this kind of syntactic feedback, Kora provides a dia-
grammatic definition language, that can also be used to relate detected errors
with available content that may be provided as feedback.

Another issue with reporting graph differences is the amount of informa-
tion. On one hand, it provides too much information, that can actually solve
the exercise to the student if applied systematically. On the other hand, it is
sometimes too much and may confuse some students, as happens with syntactic
errors reported by a program compiler invoked from the command line. In either
case, from a pedagogical perceptive, detailed feedback in large quantities is less
helpful than concise feedback on the most relevant issues. For instance, when
assessing an EER diagram, a single feedback line reporting n missing attributes
is more helpful than n scattered lines reporting each missing attributes. For
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the same EER diagram, a line reporting n missing attributes (i.e. condensing
n errors on node type) is more relevant than one on m missing relationships
(i.e. condensing m errors on another node type), if n > m. Nevertheless, if the
student persists on the errors, repeating the same message is not helpful. The
progressive disclosure of feedback must take into account information provided
to the student, to avoid unnecessary repetitions. Thus, new feedback on the same
errors progressively focus on specific issues and provides more detail. Also, this
incremental feedback must be parsimonious to discourage students from using
it as a sort of oracle and avoid thinking for themselves.

This paper reports on recent research to improve diagram assessment in
Mooshak and is organized as follows. Section 2 surveys existing systems for
diagram edition and assessment. Then, Sect. 3 introduces the components of
Mooshak relevant to this research. Three main objectives drove this research:
to support a wide variety of diagrammatic languages, to enhance the quality
of feedback reported to the student, and to improve usability. The strategy to
attain these objectives follows three vectors, each described in its own section:
the development of a component to mediate between the diagram editor and
the graphs comparator, responsible for reporting on syntactic errors, in Sect. 4;
the reimplementation of the diagram editor, to enable the support of multiple
diagrammatic languages and mitigate known usability errors, in Sect. 5; and a
diagrammatic language definition, capable of describing syntactic features and
of configuring the two previous components, in Sect. 6. The outcome of these
improvements is analyzed in Sect. 7 and summarized in Sect. 8.

2 Related Work

This research aims to improve Mooshak 2.0 by providing support to the cre-
ation and assessment of diagram exercises of any type, with visual and textual
feedback. To the best of authors’ knowledge, there is only a single tool [14], in
the literature, that ensembles most of these features. This tool provides auto-
matic marking of diagram exercises, and it has been embedded in a quiz engine
to enable students to draw and evaluate diagram exercises. Although this tool
supports the assessment and modeling of multiple types of diagrams, by using
free-form diagrams, its feedback consists only of a grade, which is not adequate
for pedagogical purposes. Hence, the rest of this section enumerates several works
focusing on assessment, editing or critiquing of diagrams.

Diagram Assessment. Most of the existent automatic diagram assessment
systems are designed for a specific diagram type. Some examples of these systems
are deterministic finite automata (DFA) [2,9], UML class diagrams [1,11,15],
Entity-Relationship diagrams [3], among others.
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Diagram Editors. Many diagramming software exists from desktop applica-
tions, such as Microsoft Visio2 or Dia3, to libraries embeddable in web applica-
tions, such as mxGraph4 or GoJS5. There is also a growing number of editing
tools deployed on the web, such as Cacoo6 and Lucidchart7. However, most of
these tools do not provide validation of the type of diagram being modeled.

Critiquing Systems. From the diagram assessment viewpoint, critiquing fea-
tures are an important part of diagram editing and modeling tools. A critiquing
tool acts on modeling tools to provide corrections and suggestions on the models
to be designed. These mechanisms are important, not only to check the syntactic
construction of a modeling language, but also to support decision-making and
check for consistency between various models within a domain. Much research
has been devoted to critiquing tools and they are incorporated in systems such
as ArgoUML [8], ArchStudio5 8 and ABCDE-Critic [13].

3 Background

The goal of this research is to make use of new and existing tools to provide
support to the creation and assessment of diagram exercises of any type in
Mooshak 2.0. Thus, new tools will be created and integrated with those already
existent, creating a network of components as depicted in Fig. 1.

Fig. 1. UML diagram of the components of the system

The next items describe the tools already developed in previous researches
that compose the system presented in Fig. 1.

2 https://products.office.com/en/visio/flowchart-software.
3 https://wiki.gnome.org/Apps/Dia.
4 https://www.jgraph.com/.
5 http://gojs.net/latest/index.html.
6 https://cacoo.com.
7 https://www.lucidchart.com/.
8 https://basicarchstudiomanual.wordpress.com/.

https://products.office.com/en/visio/flowchart-software
https://wiki.gnome.org/Apps/Dia
https://www.jgraph.com/
http://gojs.net/latest/index.html
https://cacoo.com
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Diagram Editor – Eshu 1.0. The corner stone of a language development
environment is an editor. For programming languages, several code editors are
readily available to be integrated in Web applications. However, only few editors
exist for diagrammatic languages. In project Eshu [4], the authors develop an
extensible diagram editor, that can be embedded in web applications that require
diagram interaction, such as modeling tools or e-learning environments. Eshu is
a JavaScript library with an API that supports its integration with other compo-
nents, including importing/exporting diagrams in JSON. In order to validate the
API of Eshu, an EER diagram editor was created in Javascript, using the library
provided by Eshu and HTML5 canvas. The editor allows to edit EER diagrams,
import/export a diagram into JSON format, apply EER language restrictions in
diagram editor (constraints on links) and display visual feedback on EER dia-
gram submissions. The editor has been integrated into Enki [7] (described later
on this article) with a diagram evaluator, and validated with undergraduate
students in a Databases course.

Diagram Evaluator – GraphEval. Diagrams are schematic representations
of information that, ignoring the positioning of its elements, can be abstracted in
graphs. Based on this, structure driven approach to assess graph-based exercises
was proposed [12]. Given two graphs, a solution and an attempt of a student,
this approach computes a mapping between the node sets of both graphs that
maximizes the students grade, as well as a description of the differences between
the two graphs. Then, it uses an algorithm with heuristics to test the most
promising mappings first and prune the remaining when it is sure that a better
mapping cannot be computed.

Integrated Learning Environment – Enki. [7] is a web-based IDE for learn-
ing programming languages, which blends assessment (exercises) and learning
(multimedia and textual resources). It integrates with external services to pro-
vide gamification features and to sequence educational resources at different
rhythms according to students’ capabilities. The assessment of exercises is pro-
vided by the new version of Mooshak [5] – Mooshak 2.0, which, among other
features, allows the creation of special evaluators for different types of exercises.

4 Kora Component

Kora aims to improve and make feedback extensible to new diagrammatic lan-
guages. This tool acts on the diagram editor, by providing corrections and sug-
gestions to submitted diagrams, to help the student solving the exercise. It also
makes the bridge between Eshu and Diagram Evaluator.

The Kora component is divided into two parts, client and server. The
client part is integrated on the web interface, as shown in Fig. 2, and is respon-
sible for running the Eshu editor, as well as handling user actions and presenting
feedback. The server part is responsible for evaluating diagrams, generating
feedback, and exchanging information with the client side, such as language
configurations.
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Fig. 2. User interface of Enki integrated with Kora

A diagram is a schematic representation of information. This representation
has associated to itself elements that have certain characteristics and a position-
ing in the space. By abstracting the layout (the position of the elements), the
diagrams can be represented as graphs. The approach that is intended to follow
for the assessment of the diagrams is the comparison of the graphs. Thus, it is
possible to analyze the contents of the diagram without giving relevance to its
positioning or graphic formatting.

In Eshu 1.0, the types of connections are checked during creation and editing,
that is, if source and target nodes could not be connected it would be reported
immediately. However, during the validation of Eshu 1.0, it was noticed that
the editor was getting slower as the number of nodes increased, although not all
syntactic issues were actually covered. Also, syntactically incorrect graphs were
causing problems in the generation of feedback by the evaluator. Due to these
issues, syntactic verification was moved to Kora.

The diagram assessment in the system is split into two parts: syntactic assess-
ment and semantic assessment. The syntactic assessment involves the conversion
of the JSON file to a graph structure, and validation of the language syntax. It
consists of validating the structural organization of the language, based on the
set of rules defined in the configuration file. In this phase, the following tasks
are done: validation of the types for the language; validation of the edges – for
each edge it is checked if the type, source and target are valid; validation of
the nodes – check if in and out degree are valid; validation of the number of
connected components in the graph. The semantic assessment consists of com-
paring the attempt and the solution diagrams, following the graph assessment
algorithm [12]. The evaluator receives a graph as an attempt to solve a problem
and compares it with a graph solution to find out which mapping of the solution
nodes in attempt nodes minimizes the set of differences, and therefore maximizes
the classification. The feedback is generated based on these differences, and pre-
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sented in Eshu, both in visual and textual form. However, when the student’s
attempt is far from the solution, it reports too many differences.

To cope with this problem Kora uses an incremental feedback generator to
generated a corrective feedback [10]. The generator uses several strategies to
summarize a list of differences in a single message. The most general message
that was not yet presented to the user is then selected as feedback.

Kora uses a repertoire of strategies to summarize a list of differences. Some
strategies manage to condense several differences. For instance, several differ-
ences reporting a missing node of the same type may be condensed in the mes-
sage “n missing nodes of type T”. Another strategy may select one of these
nodes and show its label. An even more detailed strategy may show the actual
missing node on the diagram. A particular strategy may not be applicable to
some list of differences. In this case no message is produced.

The resulting collection of feedback messages is sorted according to generality.
General messages have precedence over specific messages. However, if a message
was already provided as feedback than it is not repeated. The following message is
reported instead. Using this approach, messages of increasing detail are provided
to the student if she or he persist on the same exact error.

Fig. 3. UML class diagram of the feedback manager

Figure 3 presents the UML class diagram of the feedback manager implemen-
tation. The class FeedbackMessage contains the feedback information, includ-
ing message, property number, weight, and in/out degrees (if it is a node).
The property number indicates the property to which the message refers, the
weight defines how much important is the mistake of the student, the degree of
input/output allows to determine the importance of the node comparing to other
nodes (i.e. higher degree, generally, means higher importance), and the message is
the message itself. The class FeedbackManager generates and selects the feedback
to be sent to the student. From the list of differences that is returned by the graph
evaluator, it is generated a list of FeedbackMessage. From this list, the feedback
already sent to the student is removed, and the remaining is sorted based on the
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fields of the FeedbackMessage class. The first FeedbackMessage from the list
is selected and sent to koraClient with FeedbackMessage (id,properties). In the
KoraClient, the FeedbackMessage is converted to text and its text is presented,
according to the selected language (Portuguese or English) and when possible it
is presented with visual feedback in Eshu.

5 Eshu 2.0

A diagram is composed of a set of Node and a set Edge; each Node has a position
and a dimension; each Edge connects a source and a target node. Although Eshu
2.0, similarly to Eshu 1.0 [4], follows an object-oriented approach for Javascript,
it separates the data part from the visualization and editing part.

Eshu 2.0 consists of three packages: eshu, graph and commands. The package
graph has the classes responsible for creating nodes and edges, storing the graph
(Quadtree) and operating on the data of the graph (insert, remove, save changes
and select an element). Package eshu contains the classes responsible for the user
interface, including handlers for user interaction, methods to export and import
the diagram in JSON format, methods to present visual feedback in the diagram
editor, among many others. The package commands contains the classes that
are responsible for the implementation of operations, such as undo, redo, paste,
remove or resize.

One of the main improvements of Eshu 2.0 is the extensibility of nodes and
edges. In Eshu 1.0, the creation of a new type of node (or edge) involves the
creation of a new class that extends Vertice (or Edge for edges) and defines the
method draw. With Eshu 2.0, a new type of node (or edge) can be inserted by
only adding a nodeType (or edgeType) element to diagram, in the configuration
file. This element contains general information for a node (or edge), such as its
SVG image path (used to represent it in the UI), type name, constraints on
connections, among others.

Eshu is a pure JavaScript library, hence it can be integrated in most web
applications. However, some frameworks, such as Google Web Toolkit (GWT),
use different languages to code the web interfaces, in this case Java. To enable
the integration of Eshu in GWT applications, a binding to this framework was
also developed. The binding is composed of a Java class (that is converted to
JavaScript by GWT) with methods to use the API, implemented using the
JavaScript Native Interface (JSNI) of GWT.

The undo and redo commands are very important to the user while edit-
ing the graph. These two operations were not included in the first version of
Eshu [4], but were now added. To facilitate the integration of these operations,
a set of classes that implement the command design pattern were developed.
Now, operations, such as insert, delete and paste, are encapsulated as an object
allowing to register them in a stack, and thus pop or push them.

Also, the API allows the host application to send feedback in the form of
changes to the existing diagram. For example, if a change is an insertion of an
element, then it is presented in the editor, selected, and its size is increased to
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Fig. 4. UML class diagram of Eshu

highlight. If these changes are deletions, modifications or syntax errors, they can
be rendered by displaying that nodes and edges with a lower transparency and
selected (Fig. 4).

6 Diagrammatic Language Configuration

Both Kora and Eshu were designed to be extensible, to be able to incorporate new
kinds of diagrams. A new kind of diagram is defined by an XML configuration
file following the Diagrammatic Language Definition Language (DL2). This file
specifies features and feedback used in syntax validation, such as types of nodes,
types of edges and language constraints. They also include editor and toolbar
style configurations to be used in Eshu.

The language configuration files are set in Mooshak’s administration view and
must be valid according to DL2 XML Schema definition. Figure 5 summarizes
this definition in an UML class diagram, where each class corresponds to an
element type. It should be noted that some element types are omitted for the
sake of clarity.

The configuration file has two main types: Style and Diagram. An element of
type Style contains four child elements, namely editor, toolbar, vertice, and
textbox. The element editor contains the styles of the editor, such as height,
width, background, and grid style properties. Element toolbar defines the styles
of the toolbar, such as height, width, background, border style, and orientation.
The textbox element contains attributes to configure the style of the labels for
nodes and edges, such as font type and color, text alignment, among others.
Finally, vertice contains general styles of the nodes, particularly the width,
height, background, and border.

Type Diagram specifies the syntax of the language, including a set of
nodeType, which describes the allowed nodes, a set of edgeType, that details
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Fig. 5. UML class diagram of DL2 XML Schema definition

the supported edges, and three attributes: name of the language (name), exten-
sion associated with the language (extension) and type of syntax validation
(validationSyntax), which can be 0 to disable validation, 1 to validate syntax
only in Kora, 2 to validate in Kora and Eshu, or 3 to validate only in Eshu.

Each nodeType has a path for the SVG image in the toolbar (iconSVG), a
path for the SVG image of the node (imageSVG), the name of the group to which
the node belongs in the toolbar (variant), the default properties of the label
(label), a group of parts of the container that can have labels (containers), a
set of properties available in the configuration window (properties), an infoURL
with information about the node, a set of possible connections that the node
can have (connects), the degreeIn and degreeOut of the node, and a boolean
attribute include which indicates if an overlap of two nodes should be considered
a connection between them.

An edgeType contains the configuration of an edge. The majority of its
properties are similar to the existent in a nodeType (type, iconSVG, label,
variant, include, properties, features and infoUrl). However, it has spe-
cific attributes, such as cardinality, that indicates whether the edge should
have cardinality, and headSource and headTarget which specify how are both
endpoints of the edge.

7 Validation

The goal of features presented in the previous sections is to improve diagram
assessment in Mooshak. In particular, the new features are expected to enable the
support of multiple diagrammatic languages, enhance feedback quality and solve
usability issues. The following subsections present the validations performed to
assess if these objectives were met.
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7.1 Language Definition Expressiveness

An important objective of this research is to enable the support of new dia-
grammatic languages. For that purpose, a new XML norm for the specification
of diagrammatic languages, named DL2, was developed. To validate the expres-
siveness of the proposed specification language, several diagrammatic languages
were configured with it.

This language defines the syntactic features of a diagrammatic language and
it is instrumental in the configuration of the diagram editor, in the conversion
to/of the diagram to a graph representation, and in the generation of feedback.

Mooshak already supported the concept of language configuration for pro-
gramming assessment. However, the available configurations were designed for
programming languages. They include, among other, compilation and execution
command lines for each language. To support the configuration of diagrammatic
languages, an optional configuration file was added. In the case of diagrammatic
languages this field contains a DL2 specification.

The previous version supported only EER diagrams. Hence, this language
was the first candidate to test DL2 expressiveness. It has twelve types of nodes
and three types of edges, and none of them has posed any particular difficulty. In
particular, all the node types were easy to draw in SVG and both the node and
edge types have a small and simple set of properties. In result, the ZIP archive
with the DL2 specifications contains SVG files of nodes and edges, and an XML
with configuration of elements.

UML is a visual modeling language with several diagram types that are
widely used in computer science. To validate the proposed approach we selected
class and use case diagrams since these are frequently used in courses covering
UML. Each of these two languages has characteristics that required particular
features of DL2. Use cases diagram define relationships among nodes without
using edges: the system is represented as a rectangle containing use cases. The
include element of DL2 allows the definition of connections between overlapping
nodes and was used to create these implicit relationships. Classes in class diagram
are also particularly challenging since they have complex properties, such as
those representing attributes and operations. The container element of DL2

definitions proved its usefulness in structuring these lists of complex attributes.

7.2 Usability and Satisfaction

The experiment conducted to evaluate the usability and satisfaction of the pre-
vious version consisted of using the system in the laboratory classes of an under-
graduate Databases course, at the Department of Computer Science of the Fac-
ulty of Sciences of the University of Porto (FCUP). After the experiment, the
students were invited to fill-in an online questionnaire based on the Nielsen’s
model [6], in Google Forms. The answers have revealed deficiencies in speed,
reliability and flexibility. Students complained mostly of difficulties on building
the diagrams, and the high delay when evaluating their diagrams.
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To check impact of the changes, the validation of the usability of the current
version followed a similar approach. The experiment took place on 16th and 19th
of June of 2017, also with undergraduates enrolled in same course. The number
of participants was 21, of which 7 were females, and the mean of their ages was
20.83 years. They attempted to solve a set of 4 ER exercises and 2 EER exercises.

The questionnaire was very similar to the used before but, this time, it was
embedded in Enki, as a resource of the course. Also, the new questionnaire
includes a group of questions specifically about feedback, to evaluate whether
Kora helps the students in their learning path while not providing them the
solution directly.

Figure 6 shows the results grouped by Nielsen’s heuristics of the previous
and new versions. The collected data is shown in two bar charts, with heuristics
sorted in descending order of user satisfaction.

Fig. 6. Acceptability evaluation - on the left side the results of the previous version,
and on the right side the results of the new version

It is clear that the usability of the system and satisfaction of the users have
improved. In fact, all the heuristics got better results. Also, the results show
that, with the new version, the heuristics with higher satisfaction are users’ help,
recognition, and ease of use. On the other side, reliability, error prevention, and
flexibility were the areas with worse results. Some students complained that the
feedback with Kora is too explicit, which can allow them to solve the problem
by trying several times while following the feedback messages.

The last question of the questionnaire is an overall classification of the system
in a 5 values Likert-type scale (very good, good, adequate, bad, very bad). The
majority of the students (57.1%) classified it as very good, while the rest (42.9%)
stated that it was good.

8 Conclusion

Mooshak is a system that supports automated assessment in computer sci-
ence and has been used both for competitive programming and e-Learning.



Improving Diagram Assessment in Mooshak 81

Recently, it was complemented with the assessment of Entity-Relationship (ER)
and Extended ER (EER) diagrams. Diagrams in these languages are created
with an embed diagram editor and converted to graphs. Graphs from student
diagrams are assessed by comparing them with graphs obtained from solution
diagrams. The experience gained with this tool revealed a number of shortcom-
ings that are addressed in this paper.

One of the major contributions of this research is the language DL2. The
XML documents using this configuration language decouple syntactic definitions
from the source code and simplify the support of new diagrammatic languages.
Configurations in the DL2 are used both on client and server sides. On the client
side, they are used by the Eshu diagram editor to configure the GUI with the
visual syntax of the node and edge types of the selected languages. On the server
side, they are used by the Kora component to perform syntactic analysis as a
prerequisite to the semantic analysis. These configurations are also instrumental
in the integration with static content describing the language syntax, that can
be used as feedback when errors are detected. The expressiveness of DL2 was
validated by reimplementing ER and EER editors, as well as a couple of UML
diagrams, namely class and use case.

Another contribution of this research are the approaches used by the Kora
component on the server side. In complement to those related to diagram syntax
and driven DL2, mentioned in the previous paragraph, feedback message summa-
rization also contributes to improving feedback quality. The graph comparator
used for semantic analysis produces a large amount of errors that confuse the
students as much they help. The proposed summarization manages to generate
terse and relevant messages, starting with general messages aggregating several
errors, and advancing to more focused and particular errors if the student’s dif-
ficulty persists. In the latter case, feedback is generated in the diagram edition
window using the diagrammatic language visual syntax.

In an upcoming version of Mooshak, this work may be used in a new assess-
ment model that transforms the diagram of the student into program code and
executes the standard evaluation model. This would allow students to “code”
their solutions using diagrams, and the evaluation to be based on input/output
test cases. Another assessment model could do the opposite (i.e., transform pro-
gram code into a diagram) to evaluate the structure of the program, thus improv-
ing the feedback quality.

Last but not least, Mooshak with Kora is available for download at the
project’s homepage. A Mooshak installation configured with a few ER exercises
in English are also available for online testing9.
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Abstract. This paper presents FLEX, a framework for electronic assessment on
students’ devices. Basic requirements to such a framework and potential issues
related with these requirements are discussed, as well as their state of the art.
Afterwards, the client-server architecture of FLEX is presented, which is
designed to meet all requirements previously identified. The FLEX client and
the FLEX server are discussed in detail with focus on utilized technologies and
programming languages. The results of first trials with the existing prototype are
discussed in relation to the identified basic requirements. Thereafter, assessment
of programming courses is discussed as use case of FLEX, which makes use of
the extensibility of client and server. The paper closes with a summary and an
outlook.

Keywords: Computer based examinations � Computer aided examinations
e-Assessment � Bring You Own Device � BYOD � Reliability
Equality of Treatment

1 Introduction

E-Assessment is a topic of growing importance for institutes of higher education.
Despite being a valuable tool for diagnostic and formative assessments, e-Assessment
has not yet been well established for summative assessments [1–4]. This is, among
other reasons, caused by financial issues: building and maintaining a centrally managed
IT-infrastructure for e-Assessment is costly [5, 6]. Since most students already possess
suitable devices [7–9], Bring Your Own Device (BYOD) is a potential solution for this
particular issue. BYOD, however, poses new challenges to security and reliability of e-
Assessment. There are already existing solutions for carrying out e-Assessment on
students’ devices, but these have some drawbacks, as further discussed in Sect. 4.1.

This paper presents FLEX (Framework For FLExible Electronic EXaminations), a
framework for e-Assessment on students’ devices, which relies on BYOD and tackles
new challenges and the drawbacks in existing solutions.

The paper is organized as follows: First, basic requirements to examinations are
discussed. Second, an overview of the actual state of research is given and identified
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problems are discussed. Third, a general overview of FLEX is given, followed by a
discussion of the technical details and first evaluation results. Fourth, programming
assessment is presented as a use case. The paper closes with a summary and an outlook.

2 Basic Requirements

In order to carry out legally conformant examinations, at least the following conditions
have to be fulfilled, which can be deduced by existing laws and regulations. The two
requirements that are discussed in the next paragraphs have implications for a technical
implementation. Therefore, we consider these as technical conditions, despite the
requirements itself being more of an ethic nature.

2.1 Reliability

Assessments have to be reliable. That requirement implies that additional conditions
have to be satisfied. On the one hand, these conditions concern the storage of the results
of the assessment, allowing for correction and a later review of the correction, and, on
the other hand, the conditions concern the secure conduction of the assessment. The
results have to be stored in a way that data sets cannot be modified after the assessment
[10] and can be safely retrieved for an appropriate amount of time after the assessment,
for example ten years at RWTH Aachen University [11]. Additionally, it has to be
possible to relate a data set unambiguously to a particular student [10]. Furthermore,
the completion of the examination has to be reliable, i.e. cheating has to be prevented to
be able to give meaningful marks for each student [10]. That means especially, that the
authorship of a set of results has to be determinable.

2.2 Equality of Treatment

In an assessment, every student has to have the same chances of succeeding as every
other student [10]. Besides being ethically important, this principle can be required by
law. For example, in Germany Article 3 of the Basic Law for the Federal Republic of
Germany demands an equality of treatment for all people (‘Equality before the law’)
[12]. Since the students’ devices expectedly differ from each other, it is practically
impossible to let every student have the exact same circumstances than every other
student. However, even in a traditional paper-based assessment, the conditions differ
between the students. For example, the students use different pens, sit at different
locations in the room and may have different abilities regarding the speed of their
handwriting. Hence, it can be concluded that the external conditions do not have to be
exactly the same, but similar enough to not handicap particular students.

To obey these requirements, a technical implementation of an e-Assessment
framework has to include technical measures that ensure the previously discussed
conditions. Besides Reliability and Equality of Treatment, other conditions, like
usability of the developed software tools, are part of the software development process.
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However, since these have no counterpart in a traditional paper-based examination,
these will not be discussed in this paper, which focuses on the basic requirements that
hold for both, e-Assessment and paper-based examinations.

3 State of the Art

3.1 Reliability

Some approaches to prevent cheating during an examination have already been
developed. Quite recently, surveillance over a camera, e.g. a built-in webcam, or online
proctoring using a remote desktop connection, are of growing interest for distance
assessment [13]. These methods could also be applied to on-campus assessment, but
introduce a lot of effort, since plenty of invigilators have to be available to monitor the
webcams or remote desktop sessions. So-called lockdown programs are an alternative
to human invigilators. These programs allow only certain whitelisted actions to be
carried out on the students’ devices during an examination, for example visiting par-
ticular webpages. An example for a lockdown program is the Safe Exam Browser
(SEB) [14], which is developed at ETH Zürich as an open source project. Commercial
products are also available, for example Inspera Assessment [15], WISEflow [16] or
Respondus LockDown Browser [17].

Dahinden proposed in his dissertation an infrastructure for reliable storage and
accessibility of assessment results [18]. We enhanced Dahinden’s system and intro-
duced versioning of the assessment results by utilizing the version control software git
[19].

3.2 Equality of Treatment

Especially in the field of mobile computing, the limited resources of mobile devices,
e.g. processing power and battery time, have led to approaches for computational
offloading [20, 21]. The same principles can also be applied to desktop computation,
for example with applications working in a software as a service (SaaS) paradigm [22].
These treat all user equally, since only a web browser is required to render the user
interface, while computationally intensive tasks are offloaded to a server. Web browser,
like Google Chrome [23] or Mozilla Firefox [24], are available for every major plat-
form and have hardware requirements that are expected to be matched by every device
bought in the last years. The performance of the application depends more on the
server’s capabilities and the speed of the network connection, than on the client’s
device. Since the server of a SaaS application is the same for every user, all users can
be expected to have a very similar performance for their application.

3.3 BYOD

In [25] we presented a review of existing BYOD approaches to e-Assessment in 2016.
As e-Assessment is a very actively researched topic, several universities have published
their approach to e-Assessment and BYOD since our review paper was published.
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Since then, several universities have started to conduct online assessment with a secure
browser: Brunel University uses the commercial product WISEflow [26], which uses
the LockDown Browser by Respondus to secure the exam environment according to its
vendor UNIwise1. The University of Basel, the Swiss Distance University of Applied
Sciences, Zurich University of Applied Sciences and Thurgau University of Teacher
Education, all located in Switzerland, use the Safe Exam Browser [27–30]. Finally yet
importantly, the University of Agder recently started to use the Inspera Assessment
software [31], after having used WISEflow before [32].

4 Identified Problems

Considering the presented state of the art, some problems can be identified, which are
described in the following paragraphs.

4.1 Reliability

The first problem concerns the security of using lockdown software in a BYOD sce-
nario to ensure reliability of the assessment. Since students’ devices have to be con-
sidered as untrusted platform in principle, there exist doubts about the security of
lockdown approaches [33] and about their applicability in a BYOD setting. Thus, there
is no guarantee that the software on the students’ devices, which shall ensure reliability,
is itself reliable. Especially if the software is deployed asynchronously, i.e. the students
can download and install the software prior to the exam, the software could have been
altered on a student’s device to provide an unfair advantage. As long as the software
leads the server, for example a server running a LMS that is used to conduct an
assessment, to believe that everything is all right, a tampered version of the software
cannot be technically determined without further effort. In general, this method of
cheating requires a lot of overhead, because the software has to be reverse engineered
first to be able to alter it without the server noticing it. Therefore, in practice, this may
be a negligible threat, however, in theory it is possible. The situation is different for
SEB, because it is available open source. Thus, everyone can compile an own version
of it and include any changes that are desirable.

Furthermore, it is not possible to prevent every possible unwanted action without
administrative privileges on a device and even with administrative privileges, there is
no guarantee that every unwanted action is effectively prevented. There may be bugs or
conceptual flaws in the lockdown software, which leave a backdoor open. Additionally,
requiring administrative privileges may be delicate, because student would have to
grant administrative privileges to a software that could be theoretically harmful to their
device. As a side note, the importance of a valid software signature of a software that is
deployed by an institute of higher education can be concluded.

1 UNIwise was contacted via email.
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4.2 Equality of Treatment

Security tools, like the previously described lockdown software, are not available for
every platform: To our knowledge, currently it exists no lockdown software that runs
on a Linux-based operating system, but only on MacOS and Windows. Especially in a
computer science study program, this could turn out to be a problem, since a higher
diversity of operating systems among the students’ devices can be expected. Therefore,
some students may be handicapped because they use a not supported operating system.

5 FLEX

The previously identified problems were considered when designing the software
architecture of FLEX in a design research workflow [34]. That means FLEX was
planned in a way that the previously discussed basic requirements are fulfilled in a way
that overcomes the issues in existing software solutions. Furthermore, the existing
prototype is used to validate that the intended goals were actually met.

5.1 Meeting the Basic Requirements

To be able to conduct reliable examinations, each student has to be identifiable and
results have to be relatable to a particular student unambiguously. Normally, a student
is identified by checking her ID and her results are related to her by her handwriting.
Checking the ID still works for e-Assessment, but relating results to students by their
handwriting does not work anymore, obviously. Therefore, it was chosen to utilize
digital signatures [35] in order to ensure authorship and integrity of the results of the
assessment. These digital signatures, however, have to be relatable to a student like-
wise. In other scenarios, for example checking marks in an online system, authenti-
cation methods like Shibboleth [36] are used to determine a person’s identity and relate
it to the digital data set that exists for that person in the university’s identity man-
agement (IdM). Therefore, information about the digital signature can be - or rather
have to be - stored in the IdM, for example the public key of the corresponding
certificate. As described in [19], students can deploy their public keys to the IdM
themselves. Later on, the students’ public keys will also be used to establish secure
communication channels during an assessment.

Because of the previously identified problems regarding the reliability of e-
Assessment scenarios using lockdown software, we proposed an alternative approach
that does not prevent all unwanted actions, but makes extensive use of logging [37],
which is a lot easier to achieve even without administrative privileges. If something
suspicious happens on a student’s device, this action will be logged on the FLEX server
(see Sect. 5.4) and one of the invigilators present at the examination room will be
informed. However, this does not solve the problem that the FLEX client (see
Sect. 5.3) could have been altered. To prevent this, remote attestation techniques are
utilized [38, 39] to check the integrity of the FLEX client.

To meet the requirement Equality of Treatment, a programming language and
software architecture have to be chosen appropriately. As already mentioned, SaaS
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fulfills the requirement quite well, since it can be designed in a way that only the
frontend, i.e. the user interface, runs on the students’ devices with rather low
requirements and everything else, especially computationally intensive tasks, can be
offloaded to a server. Since this server is the same for all students, this scenario can be
considered to fulfill the requirement. A second advantage of SaaS is the portability to
different platforms, since only a web browser is needed in order to execute the
application. Therefore, supporting the major desktop platforms (Windows, Linux,
MacOS) and even mobile platforms (Android, iOS, ChromeOS) later on is easy.

Another requirement, which came up, was the relinquishment of administrative
privileges on the students’ devices. In addition to the previously mentioned concerns
about security, to make the deployment of the client software as easy as possible, it
should be runnable as portable software without administrative privileges. Thus, a
regular user account should be sufficient to run the software properly. This requirement
is of importance, because the students do not have necessarily administrative privileges
on the devices used during an assessment. This could be, for example, the case if a
student employee is allowed to use a device that is provided by her employer.

5.2 Basic Architecture

FLEX consists of a FLEX client (see Sect. 5.3) and a FLEX server (see Sect. 5.4),
which have to communicate periodically throughout the assessment. In order to secure
the communication between client and server, a client authenticated TLS-secured
connection between client and server is utilized. Therefore, the server and the client use
certificates to verify their identity to each other.

The basic architecture is depicted in Fig. 1.

Fig. 1. Basic architecture of FLEX.
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5.3 FLEX Client

To fulfill the previously discussed requirements, it was decided to implement the FLEX
client using the electron framework [40], which is based on Node.js [41]. Therefore, the
programming language used is JavaScript. The electron framework offers the ability to
develop cross platform applications using web technologies, therefore keeping the
applications lightweight. It is, however, also possible to make use of native features of
the operating system, which is important for integrating security features into the client.
In case, the API provided by electron does not support particular operations, it can be
extended by plugins, which are provided in form of shared libraries. These shared
libraries are implemented in C++ in order to have the native APIs of the different
operating systems available. Logging and remote attestation are implemented as native
plugins, because these mechanisms have to be platform dependent.

The Node.js runtime environment already offers functionalities for cryptographic
operations. Therefore, a TLS-secured connection to the server and a digital signature of
the assessment results, using the previously described certificate, can be implemented
with the available API.

The client application itself is also extensible via plugins. Therefore, the client can
be extended in order to integrate new features, for example new types of assignments or
new storage backends.

5.4 FLEX Server

The implementation of the FLEX server is done in JAVA [42]. Mainly intended to be
used on a Linux-based server, the implementation in JAVA potentially allows for the
change of the server’s operating system later on.

The server has different purposes. It identifies the students by their certificates, it
distributes the assignments of the assessment and it collects the students’ (intermediate)
results. Additionally, it implements a part of the security mechanism described in [37]
and provides capabilities for computational offloading. Depending on the plugins that
may be used in the client, the server potentially has to be extended as well if a particular
plugin requires a counterpart on the server. Therefore, the server uses a micro services
architecture [43] to be easily extensible.

Additionally, the server communicates with external systems in order to retrieve
information that are needed throughout an examination. Such a system could be, for
example, the IdM to verify the students’ certificates.

6 First Results

While FLEX is still in development, a first functional prototype is available. Therefore,
we were able to conduct first evaluations regarding the question whether FLEX fulfills
the postulated requirements. For the first trials, we concentrated on the requirement
Equality of Treatment, since it had to be ensured this basic requirement is fulfilled by
the chosen technologies and architecture. More on the Reliability of FLEX can be
found in [19, 44].

A Framework for e-Assessment on Students’ Devices 89



To check whether all users would have a similar user experience in terms of the
performance of FLEX, we measured the timing of crucial steps within the workflow of
the FLEX client. We considered three steps, because these are the most computa-
tionally intensive ones for the FLEX client: starting the application (start), loading and
initializing an exam (init), and finishing an exam (finish). The steps init and finish
include network latency, because they contain communication between FLEX client
and FLEX server.

We had six different test systems available and conducted 1000 runs of the FLEX
client on each system in order to smooth out random fluctuations in the time mea-
surement, e.g. caused by the operating system scheduling. The setup of the test systems
can be found in Table 1.

The obtained results are shown in Table 2.

From the obtained results, we conclude that the chosen technologies and archi-
tecture is suited to fulfill the requirement of Equality of Treatment in principle.
Admittedly, there are differences in the measured timings for the different test systems,
however, these can be considered negligible, since the differences are in the order of a
few hundred milliseconds. Interesting to note, though, that not only the used hardware
but also the used operating system seems to make a difference.

Table 1. Configuration of the test systems.

System ID CPU RAM OS

1 Quad Core (3.1 GHz) 8 GB MacOS (High Sierra)
2 Quad Core (1.8 GHz) 8 GB MacOS (High Sierra)
3 Quad Core (2.5 GHz) 8 GB Windows 10
4 Quad Core (2.5 GHz) 8 GB Ubuntu (GNOME 3)
5 Quad Core (2.5 GHz) 4 GB Windows 10
6 Quad Core (2.5 GHz) 4 GB Ubuntu (GNOME 3)

Table 2. Obtained results.

System ID Start Init Finish
P

1 1370 ms 176 ms 52 ms 1598 ms
2 1585 ms 217 ms 52 ms 1854 ms
3 1657 ms 35 ms 1037 ms 2729 ms
4 1523 ms 43 ms 42 ms 1608 ms
5 1630 ms 39 ms 1036 ms 2705 ms
6 1365 ms 38 ms 43 ms 1446 ms
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7 Use Case: Programming Assessments

Despite FLEX being designed as a flexible system in general, this chapter discusses
assessment in the field of computer science respectively its subfield programming. In
this section, assessment for programming courses will be discussed as a representative
use case for FLEX. In a programming assessment, the students are obliged to write a
program in JAVA using the FLEX client. The students’ performance in this assignment
is assessed by the quality of the source code that is delivered as their solutions.

7.1 FLEX Client

To be able to carry out programming assessments, a plugin for the FLEX client was
developed. This plugin offers a user interface that resembles a programming integrated
development environment (IDE). Therefore, a text editor with syntax highlighting is
available and the possibilities to execute and debug the entered program code. Addi-
tionally, it is possible to load a code fragment provided by the examiner from the
storage backend as a starting point. The editor is implemented based on CodeMirror
[45], which is a freely available open source project, which was chosen, because it is
extensible via plugins. Additionally to the code editor, webpages can be provided to the
students, for example a programming API.

The functionality to execute and debug programs has to be realized in a way that
ensures Equality of Treatment. Therefore, the code is not executed or debugged on the
students’ devices, which could result in different time consumption due to different
hardware capabilities, but the code is transmitted to the server and executed or
debugged there [46].

A screenshot of the FLEX client using the developed plugin for programming
assessment is shown in Fig. 2.

Fig. 2. Screenshot of the FLEX client.
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7.2 FLEX Server

The server provides the capabilities to execute and debug code. The possibility to
execute code is offered via a RESTful webservice [47]. The client sends the code to the
webservice, which executes this code and sends the generated output, for example error
messages or printings to the standard output, back to the client. In case the code shall be
debugged, the connection between server and client is established over a websocket,
which is, in difference to connections to a RESTful webservice, stateful. Statefulness is
important for debugging, since several commands could be sent to the server, which are
potentially related to each other.

In both cases, the code is executed in a Docker container [48] in order to prevent
the execution of malicious code directly on the server. Therefore, in the worst case, the
malicious code infects or destroys the Docker container, but the integrity of the server
itself is preserved.

7.3 Assessment

The solutions that are handed in by the students are checked for the ability to solve the
given assignment successfully. First, it has to be determined whether the source code
successfully compiles. This should be the case, since the students can verify this before
handing in using the FLEX client. However, if the source code does not compile it has
to be determined why this is the case, which has to be done manually by the corrector.
If the source code compiles successfully, the expected functionality of the resulting
program is verified automatically using unit tests [49]. Based on the successful com-
pilation and the number of unit tests that the compiled program passes, a grade can be
obtained. Several approaches for assigning a grade already exist [50].

8 Summary and Outlook

This paper presented the FLEX framework, which is a framework for electronic
assessment on students’ devices. The requirements to such a framework were presented
and the state of the art for those requirements was discussed. Based on the postulated
requirements, the basic architecture of the framework was discussed. First evaluation
results were presented and their discussion implied that the assumptions that were made
about the chosen technologies are justified. Finally yet importantly, assessment of
programming courses was presented as a use case that makes use of the extensibility of
FLEX client and FLEX server.

To provide additional security measures, the further developed of FLEX will
include additional software tools on the server, which can be used to detect plagiarism.
Especially for the assessment of programming courses, techniques to verify the
authorship of source code will be implemented according to [51].

In the actual state of the project, FLEX client and FLEX server are implemented
prototypically. The next steps will be beta testing and bug fixing. Especially Equality of
Treatment and Reliability as discussed before will be in the focus of the beta test.
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Abstract. We present some preliminary findings of the Erasmus+ KA2 Strategic
Partnership project “Online Proctoring for Remote Examination” (OP4RE).
OP4RE aims to develop, implement and disseminate up to par practices for remote
examination procedures. More specifically, OP4RE strives to develop guidelines
and minimum standards for the secure, legal, fair and trustworthy administration
of exams in a remote location away from physical exam rooms in a European
context. We present findings and issues regarding security, cheating prevention
and deterrence, privacy and data protections as well as practical implementation.

Keywords: Proctoring � Invigilation � Remote examination
Distance education � e-Assessment � Technology-enhanced assessment

1 Introduction

Online proctoring involves technologies and procedures to allow students to take
exams securely in a remote location away from a physical exam room. In the US, the
term proctoring is used to describe the oversight and checking of students and their
credentials for an examination. In the UK and other English-speaking countries, this is
referred to as invigilation. With secure online proctoring, exams can now for example
be taken at home. Cheating, collusion and/or fraudulently acquiring answers to tests are
the core phenomena that proctoring must prevent during the examination process. It is
expected that a future secure level of online proctoring will contribute to increasing
access to higher education (HE) for various groups of (prospective) students. Online
proctoring is expected to increase the opportunity for ‘anytime, anyplace’ examination
processes once security and privacy issues have been resolved to the satisfaction of the
HE institution (HEI) and the student.
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Online proctoring must be seen as part of the complete assessment cycle, which
combines systems and processes to author test items and tasks, to assemble test items
into tests, to administer these tests to students under correct and controlled conditions,
to collect responses and to execute scoring and grading. Online proctoring itself
involves technologies, processes and human observers (proctors, examiners, exam
board members) to record and view test-takers as they take their tests [1]. A graphical
overview of the systems and individuals involved is depicted in Fig. 1.

The importance of online remote examination is clear in relation to goals of the
European Union (EU) and HEI’s in general. It is for example an Erasmus+ priority to
enable ‘supporting the implementation of the 2013 communication on opening up
education’ [2] along with the directive of ‘open and innovative education, training, and
youth work in the digital era’ [3]. The priorities of Erasmus+ address the ultimate
objective of using the current strides in technological advancements to increase access
to HE for citizens. HEIs in the EU are increasingly seeking to attract students from all
over Europe and the world to be attractive and competitive in current education and
research.

Test taker

Exam board

Proctor

Proctoring system

Examiner

E-assessment system
E-assessment 

super user

Proctoring system 
superuser

Fig. 1. Overview of systems and individuals involved in online proctoring.
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In this paper, we present some preliminary findings of the Erasmus+ KA2 Strategic
Partnership project “Online Proctoring for Remote Examination” (OP4RE), which
started in September 2016. In the project, seven HEIs and a proctoring technology
provider collaborate to study the possibilities for and limitations of remote examination
in HE. OP4RE aims to develop, implement and disseminate innovative practices for
remote examination procedures. More specifically, OP4RE will strive to develop
guidelines and minimum standards to minimise the impact of the key barriers to the
uptake of remote examination in higher education in a European context:

– Issues related to the validity and reliability of remote examination in view of
accreditation and the student experience

– Issues related to security and cheating
– Issues related to practical and technical issues for the implementation of online

proctoring
– Issues related to privacy and data protection.

The preliminary phase from the first year is almost done (June 2017) and this paper
will share some of the dissemination of the project achievements to date.

2 Assessment

The prevailing European and US cultural view on any accredited educational pro-
grammes in HE is that summative tests are needed in many cases to assess student
achievement in a reliable and valid way [4]. Summative tests can be divided into low,
medium- or high-stakes exams, depending on the extent of the consequences or
importance of the decision made based on the outcome of the assessment [5]. High
stakes imply that for both the test-taker and the educational institution, much depends
on the successful outcome of an exam. High-stakes exams tend to result in issuing
course credits, course certificates, diplomas and degrees. High-stakes exams may
involve the release of funds or access to HE or the workplace.

3 Possible Applications

It is clear that distance education students can benefit from online remote proctored
examination as the need for travel and physical presence in exam rooms are removed.
In this line of thinking there are specific applications under study in the OP4RE project.
For example, experiments geared towards students with disabilities and students
studying for a limited time in a foreign country but needing to resit exams. Other, more
large-scale examples, are also under consideration:

Example 1: Selection Tests for Entrance into Bachelor Programmes with
Numerus Fixus. Experiments for remote proctoring are set-up in the OP4RE project
for bachelor study programmes that require the selection of students (numerus fixus
programmes). Dutch HEIs are obliged to offer students living in the so-called ‘overseas
islands’ (Bonaire, Saba and Sint Eustatius) the possibility to take these selection tests
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under the same conditions as mainland Dutch students without any possible financial
barriers. As travelling to the Netherlands can be costly, online proctoring can provide a
solution to this problem both for the HEI’s as well as the prospective students.

Example 2: Mathematics Proficiency Tests for International Students. The second
example is concerned with offering remote examinations to international students who
want to enter an international bachelor study programme in the Netherlands, but lack
evidence of having sufficient mathematical skills. Currently, students need to come to
the Netherlands to take mathematics ability tests. Improved access to HE can be
realised if these students could take these tests online. Conducting an experiment
within the OP4RE project could provide additional empirical evidence to support such
a business case. In such a business case, the possible outcomes for remote examination
(in terms of increased student enrolment from specific countries and chances of suc-
cessful study careers) are weighted against the costs of designing, maintaining and
administering high-quality homemade mathematics tests.

Example 3: Online Proctoring in a MOOC Context. The final example is related to
online proctoring in the context of massive open and online education. A few exper-
iments have already been undertaken in the past with the current MOOC providers such
as Coursera <ref>, but up to now online proctoring in that context has not taken off
fully. This is amongst others due to problems of the sheer number of test-takers in
relation to too low protecting against uncontrolled exposure and dispersion of exams
and exam questions. In that context, authenticating students and ensuring a secure and
fraud resistant form of summative examination is under study in the OP4RE project.

4 Trust

Trust is one of the main concepts when it comes to assessment. HEIs and society place
a strong emphasis on the accreditation of trustworthy diplomas and degrees awarded
and hence in the trustworthiness of examination processes. The higher the stakes of an
exam, the higher the trustworthiness of the exam and exam procedures that is required.
When HEIs are exposed to and confronted by (suspicions of) unethical behaviour,
malpractice or otherwise fraudulently acquired course credits, diplomas or certificates,
trust is undermined.

The trustworthiness of online proctored exams has been called into question in a
number of reports. In particular, problems have been uncovered by mystery test-takers
who tried actively ‘to game’ the system [6, 7]. Publishing stories involving such
mystery guests and uncovered breaches in cheating prevention in the national media or
social media are often presented in terms of a ‘loss-frame’ [8], emphasizing the grave
consequences the identified problem causes. These stories can induce a large setback
for the uptake and acceptance of online proctoring. Serious consequences can arise.
These consequences can include nullified diplomas, damaged reputations and declining
student numbers [7, 9].

An interesting comparable situation can be seen in the area of e-voting. In recent
years, a number of experiments have involved implementing e-voting for national
elections. These experiments did not all run well. For example, in the Netherlands, an
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attempt to implement e-voting was made, but a group of computer specialists identified
possible security risks in the process and technical chains. This fuelled intensive
political and public debate, eventually leading to the abandonment of the idea of e-
voting in the Netherlands altogether [10].

Online assessment including proctoring calls, in the light of trustworthiness, for
even more stringent application and communication of possible problems and remedies
than traditional proctoring already does. In the eyes of the public, teachers and
examiners, the fact that an examination is held in a remote location of the student’s
choosing instead of at an accredited assessment location means that much stronger
guarantees regarding the prevention of fraud or cheating must be in place.

5 Online Proctoring in the US in HE

With the advent in 2001 of service providers for online remote proctoring [11], the
apparent number of identified cheating possibilities in online examinations has been
reduced substantially. Kryterion was the first company to offer online proctoring ser-
vices and systems (WebAssessor™). Later, a number of other software solutions and
service providers entered the market [12, 13]. Each combination of software solutions,
offering additional services, such as fingerprint authentication or data forensic and
proctoring options (live proctoring or recorded proctoring), raises the bar with an extra
layer of security and cheating deterrence and detection [14, 15].

Example 1. A well-known example of an HEI using online proctoring is Western
Governors University (WGU) based in Salt Lake City. Since 2009, WGU has used
amongst others WebAssessor™ in their distance education programmes [16]. Cur-
rently, more than 36,000 assessments per month are administered at WGU [17]. Case
and Cabalka were of opinion in an evaluation report of the pilot practices at WGU, that
no significant differences with respect to performance between students taking an exam
on-site or online were detected and no significant differences in occurrences of
cheating. Their findings however are not extensively documented or supported by
detailed evidence.

Example 2. An initiative focused on part of the complete e-assessment process is the
EU-funded project TeSLA. TeSLA’s aim is to develop and deliver methods and
techniques for the authentication of test-takers via biometric approaches [18]. The
project involves research on facial recognition, voice recognition, keystroke analysis
and fingerprint analysis to ensure that test-takers are not impersonators and that the
answers are provided by the actual test-taker. The technologies developed are intended
to become building blocks for use with managed learning environments, such as
Moodle, or with proctoring solutions that are more general, such as ProctorExam.
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6 Online Proctoring in the EU in HE

While developments in and the employment of online remote proctoring in HE have
gained substantial ground in the US, this is not yet the case in both distance and
residential education in the EU [1]. In the countries involved in the OP4RE project
(United Kingdom, Germany, Belgium, France, The Netherlands), only limited number
of applications are known and most of them are in pilot or early phases. It is only the
distance education department of VIVES University College in Belgium that applies
online remote proctoring to a more large scale of approximately a thousand exami-
nations per year [19] using dedicated support staff. A few reasons for this limited
uptake of online proctoring in a European context can be pointed out.

First, no EU-based technology and service provider existed previously. Most
proctoring companies are US-based, and only a few HEIs in the EU have piloted online
proctoring with US-based companies [20, 21]. This hindered a more trust-based col-
laboration between HEIs in the EU and proctoring service providers. It was not until
2013 that a few European companies entered the market, including ProctorExam
(Netherlands) and TestReach (Ireland). ProctorExam was established in Amsterdam to
allow for closer collaboration in designing technology and fitting in with the European
educational culture of examination at, for example, the University of Amsterdam [22].

Second, HEIs need to become familiar with the concept of online proctoring and
they require new procedures and protocols. It is essential to determine who is
responsible for which part of the process in the institution in terms of execution,
governance, administration, finance, legal issues, exam procedures, standards, etc.
Implementing online proctoring in a traditional HEI will also likely require internal
organisational change and development, as individuals and organisational units need
restructured funding, expertise and processes.

Third, HEIs are increasingly obliged by law to comply fully with privacy and data
protection legislation. Legislation regarding privacy and data security has become
increasingly restrictive within and outside of Europe in the past decade. With the
advent of the EU General Data Protection Regulation (GDPR), there will be many
changes to data privacy regulations. It will enter into force on 25 May 2018 [23]. HEIs
must be cautious when collecting data and employing service providers, data proces-
sors and technologies if the HEI cannot oversee the possible consequences that these
legislative rules imply. In particular, this relates to the required rules of conduct (in
detail) and potential high fines that data authorities can issue when there is a failure to
comply with regulations.

Finally, the cost of online proctoring cannot be neglected [24]. For example, in the
legislation of some EU countries, charging extra fees for students to take exams is
prohibited by law. Therefore, any extra out-of-pocket cost for HEIs arising from
deploying online proctoring is not yet accounted for in the regular budgeting practices.
Of course, current exam facilities and proctoring procedures also cost money, but these
costs are already factored into many long-term financial plans, and the internal setup of
a central authority for managing assessments across individual HEIs is not so sepa-
rately visible. This problem can be enlarged in situations in which HEIs must ensure
equal access to all groups, not only distant or specials groups. The latter could imply
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that when an HE offers an online proctored examination to distance students, they are
obliged to offer this service to all regular students.

7 Security

Preventing and reacting to security breaches is one the main preliminary conditions for
successful and trustworthy online proctoring. Possible security problems in technical
systems can be identified in numerous process steps, technological devices, software
and organisational structures in the proctoring chain. Security issues can relate to
manipulating the flow of information through the system with fraudulent intent on the
one hand. On the other hand, security issues can relate to processes that cause mal-
functioning of proctoring or assessment systems. Therefore, in the OP4RE project,
close analysis and testing of the proctoring system of the technology vendor Proc-
torExam is part of the project. For this activity, the Threat Assessment Model for
Electronic Payment Systems (TAME) will be used [25]. The TAME is a third-
generation threat assessment methodology that uses organisational analysis and a four-
phase analysis and trial approach as the core activities to assess the nature and impact
of security threats and measures to minimise or inhibit these threats. In the OP4RE Start
Report [1], a further outline of the TAME model can be found. Figure 2 illustrates the
high-level phases of the TAME.

Fig. 2. Phases of the TAME methodology.
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8 Cheating

One of the primary goals of online proctoring is to deter and detect cheating. Possi-
bilities for cheating can be identified at various stages and phases of the examination
process, comprising in general (1) prior sight of exam questions, (2) unfair retaking or
grade changing for assessments and (3) unauthorised help (impersonation, illegal
assistance, illegal resources) during the assessment [4, 11]. With online proctoring,
phase (3) specifically is subject of scrutiny.

More and more ‘tips and tricks’ are available on the Internet that show how to cheat
in online and face-to-face exams, and new methods arise constantly [26, 27]. One could
conclude that deterring and detecting cheating is a mission impossible. Based on Foster
and Layman [12] and on Kolowich [13], however, the number of incidences of serious
suspicions of online cheating in online proctoring is below five or 2.7%. Foster and
Layman conclude that this constitutes neither more nor less incidences than during
regular face-to-face proctoring. Therefore, there seems to be no objective reason why
the public or accreditation bodies should be more concerned with the problem of
cheating in online proctoring as compared to the current processes involved in face-to-
face proctoring.

9 Technology in a Practical e-Assessment Context

Given high demands for security and preventing and detecting cheating, yet allowing
for a smoothly run, uninterrupted exam process, exams must be designed and
administered in a manner that is easy to understand and control, but at the same time
requires high personal and academic standards of behaviour from all stakeholders
involved in the examination process. These stakeholders include students, academic
faculty members, examiners, exam boards and proctors, as well as information tech-
nology (IT) and administrative staff. On all levels and throughout the complete
infrastructure, all possible negatively impactful events should be faced up front. This
calls for closely aligned and orchestrated procedures and responsibility assignments.

Example 1. Case and Cabalca [16], Beust et al. [20] and Beust and Duchatelle [28]
concluded that the first time that students take an online proctored test, anxiety levels
with respect to following correct procedures and the adequate use and reliability of
technology are high. They reported a fair number of incidents in which procedures
failed and a number of incidents in which students declined from participating in an
online exam altogether. However, in subsequent tests, anxiety levels and procedural
failures drop much lower due to familiarisation with procedures and technologies. It
can be concluded that there is a steep learning curve for test-takers in taking online
exams, but there is also a steep reduction in anxiety in later situations after the first run
of proctoring has been successfully executed.

Example 2. The language spoken by the test-takers and that spoken by the proctors
should be compatible. Beust and Duchatelle [28] reported that French-speaking stu-
dents were dissatisfied that communication with a proctor of ProctroU could only be
conducted in English and that language issues caused problems during proctoring. As it
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cannot be expected that all test-takers are able to speak or read English, live proctors
must be able to speak the mother tongue of the test-takers preferably, and the user
interface of the proctoring software should be adaptable to the language of the test-
taker.

Example 3. The WebAssessor™ suite includes such technologies as data forensics
(searching and immunising online illegal repositories of exams), digital photography,
biometric facial recognition software, automated video analysis or keystroke analysis to
ensure the identity of the test-taker and the ownership of the test data. All these
technologies result in the identification of possible misconduct. However, not all
identified issues are necessarily related to actual cheating. For that reason, for example,
Software Secure (another proctoring solution provider) identifies three sorts of inci-
dents according to Kolowich [13]: “minor suspicions” (identified in about 50% of
reported issues), “intermediate suspicions” (somewhere between 20 and 30% of
reported issues) and “major incidents” (2–5% of reported issues). Interestingly enough,
after the initial implementation of high-level technologies, such as biometric authen-
tication and keystroke analysis, Western Governors University currently does not use
these high-level features anymore. WGU found that any additional technology to detect
possible cheating leads to more occurrences of failure in executing a proctoring session
successfully. Equally important, the technologies lead to far too many instances of
false-positives for cheating suspicion [17]. WGU now always uses live proctoring with
as little as possible technological features. WGU places most trust at this moment in
human proctors who invigilate test-takers in real time. At WGU, a dedicated team of
multiple full-time equivalents is responsible for the whole process of online proctoring.
By ensuring thorough training and monitoring of the quality of the human proctors,
malpractice is most effectively deterred and detected, according to WGU.

10 Privacy and Data Protection

Given the wider political, legal and public concern for privacy, data protection is
becoming more and more important: students want to know who is collecting data, for
what goal, how will it be stored and in what kind of system accessible by whom, etc.
Incidents in which personal data are accessed illegally or made public are still presented
in the media as ‘big events’, causing damage to the reputation of the institution at hand.
As well, in view of the new European and international legislation, institutions can face
serious fines.

The data stored for online proctoring contain the personal information of a test-
taker (for example, the ID card shown and photographed with the webcam) or the
examinee’s home interior. Camera images and video footage fall into a separate cat-
egory under the GDPR: namely, that of sensitive personal data. In particular, camera
images can be used to detect medical conditions (e.g. ‘wears glasses’), race and eth-
nicity. This personal data may not in principle be processed unless the law provides
specific or general exceptions.

The legislation can be more or less restrictive on these points in different countries.
In France, for instance, the national institution for personal data protection and
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individual liberties (CNIL) allows an HEI to store identity information and full video
recordings using a webcam, but it does not allow easily the use or storage of biometric
data. Being knowledgeable about these rules and guidelines is of great importance for
HEIs to go forward with implementing online proctoring.

Any institution wanting to begin using online proctoring should consider the
concept of privacy by design. A flow chart is in development that can be used to
communicate the steps to ensure privacy by design. See Fig. 3.

This flow chart can be of assistance in designing processes and agreements with
that goal. Therefore, after identifying opportunities for online proctoring, each insti-
tution will have to develop and implement privacy and data protection policies,
regardless of any proctoring system being used. The relevant officers must be identified
and the relevant procedures and agreements should be drawn up and agreed upon. This
privacy by design approach must be used, along with other aspects of online proctoring
that are of importance, such as raising awareness, practical procedures, security, fraud
detection etc. Hence, multiple streams of policies and technical studies must be exe-
cuted when an institution wants to begin using online proctoring and comply with data
protection regulations.

Some general—and relatively easy and obvious—guidelines have already been
identified when conducting any form of online proctoring. We will provide a few
examples:

– When performing an online exam, candidates need to be informed in advance of the
nature of the exam, and their consent to use the data is needed. Consent information
must be as clear as possible. Candidates need to be made explicitly aware of what is
going to happen with the data and their rights (ownership, data protection, etc.). In
some institutions, these kinds of experiments (with students) even need to be
submitted to an ethical commission. In the OP4RE project, templates for consent
forms will be developed.

– When collecting ID information, ensure the test-takers cover any information on
their ID cards that refers to, for example, passport, social security or driver license
numbers.

– Ensure that obvious rules-of-conduct for superusers of systems, proctors and
examiners are in place, such as not viewing videos in a public place, not down-
loading videos to personal or unprotected devices, not downloading ID cards and
photographs to personal or unprotected devices, etc.

– Ensure that any video or ID material that is stored will be erased by default from all
systems after a set time in case that no suspicions of fraud had been detected.

Issues concerning data protection when multiple and/or foreign countries are
involved in a proctoring situation should be resolved as well (cross border flow of
data). The problem that arise from this are not easy to oversee. For example, HEIs in
one country organising online proctoring for a remote examination for test-takers in
other countries and the ID and video data are stored in yet another country must comply
with all three local regulations. How do international regulations (i.e. foreign laws,
local laws) and institutional procedures match? Which specific regulations are appli-
cable? It is important to know all specific regulations and act accordingly to be able to
comply fully.
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Fig. 3. Flow chart of privacy by design for online proctoring.
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11 Conclusion

In this paper, we described the current understanding in de Erasmus+ project ‘Online
Proctoring for Remote Examination’ (OP4RE) of the concept of online remote proc-
toring in a European HE context. Online remote proctoring can increase access to
higher education for various target groups and applications. We posited that trust is the
main concept in thinking about the broad acceptance of online proctoring. Trust can be
built by developing technologies and procedures in close collaboration with all
stakeholders. Current practices, in particular in the US, show that large scale online
proctoring is possible, provided that the organisations adapt to it. For distance edu-
cation institutions, this seems easier to accomplish than for residential focused HIE’s.
Many issues related to security, cheating and data protection need to be addressed to
allow for a larger uptake of online remote proctoring in higher education. The OP4RE
project aims to develop descriptions of best practices, to develop templates, to develop
rulebooks and guidelines that can help all HEI’s in the EU to be able increase the speed
of utilization of online proctoring technologies in a managed and trustworthy manner.
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Abstract. It has been suggested that the amount of plagiarism and cheating in
high-stakes assessment has increased with the introduction of e-assessments
(QAA 2016), which means that authenticating student identity and authorship is
increasingly important for online distance higher education. This study focuses
on the implementation and use in the UK of an adaptive trust-based e-
assessment system known as TeSLA (An Adaptive Trust-based e-Assessment
System for Learning) currently being developed by an EU-funded project
involving 18 partners across 13 countries. TeSLA combines biometric instru-
ments, textual analysis instruments and security instruments. The investigation
reported in this paper examines the attitudes and experiences of UK students
who used the TeSLA instruments. In particular, it considers whether the students
found the e-authentication assessment to be a practical, secure and reliable
alternative to traditional proctored exams. Data includes pre- and post- ques-
tionnaires completed by more than 300 students of The Open University, who
engaged with the TeSLA keystroke analysis and anti-plagiarism software. The
findings suggest a broadly positive acceptance of these e-authentication tech-
nologies. However, based on statistical implicative analysis, there were
important differences in the students’ responses between genders, between age
groups and between students with different amounts of previous e-assessment
experiences. For example, men were less concerned about providing personal
data than women; middle-aged participants (41 to 50 years old) were more
aware of the nuances of cheating and plagiarism; while younger students (up to
30 years old) were more likely to reject e-authentication.

Keywords: Trust in e-assessment � e-Authentication � Cheating
Plagiarism � Responsible Research and Innovation

1 Introduction

Data collected by QAA (2016) from UK Universities revealed that British education is
experiencing an epidemic of academic dishonesty [1, 2]. However, traditional proc-
tored tests have not experienced any notable increase in academic fraud [3, 4]. Instead,
the amount of plagiarism and cheating in high-stakes assessments has increased with
the introduction of e-assessments [5].
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The authentication of student identities and authorship in high stakes assessments
has become especially important for online distance education universities, where the
use of online assessments has raised concerns over fraud [1]. For example, students can
easily plagiarize the Internet. They can find information on the web and cut-and-paste
ideas without attribution or they can use an online bespoke essay-writing service and
claim authorship for someone else’s work. Other forms of cheating are also possible in
digital environments. For example, students can send text messages via mobile phones
to ask a friend to help during an online examination or to take the e-assessment on their
behalf by using their username and password.

Whitelock [6] has advocated the use of new technologies to promote new assess-
ment practices, especially by means of the adoption of more authentic assessments.
This paper builds on that work by focusing on the findings from a pilot study under-
taken by the Open University, UK, (OU) as part of the EU-funded TeSLA project (An
Adaptive Trust-based e-Assessment System for Learning, http://tesla-project.eu). The
TeSLA system has been designed to verify student authentication and checking
authorship through the following instruments:

• Biometric Instruments: facial recognition for analysing the face and facial
expressions, voice recognition for analysing audio structures, and keystroke anal-
ysis for analysing how the user uses the keyboard.

• Textual analysis instruments: anti-plagiarism for using text matching to detect
similarities between documents and forensic for verifying the authorship of written
documents.

• Security instruments: digital signature for authenticating and time-stamp for
identifying when an event is recorded by the computer.

Our investigation examines student perceptions of plagiarism and cheating, and
their disposition to provide personal data when requested for e-authentication. Such
findings might be useful both for e-authentication technology developers and for online
distance educational institutions.

1.1 Cheating

Cheating in online assessments has been examined at various levels. For example,
Harmon and Lambrinos’ study [3] investigated whether online examinations are an
invitation to cheat, and found that more mature students who have their direct expe-
rience or working with academics are less likely to cheat. This group were also found to
be more open to e-authentication systems, believing that they will assure the quality of
the online assessment and will contribute to a satisfactory assessment experience.
Meanwhile, Underwood and Szabo [4] highlight an interrelationship between gender,
frequency of Internet usage, and maturity of students, and an individuals’ willingness to
commit academic offences. Their study, which focused on UK students, found that new
undergraduates are more likely to cheat and plagiarise than students in later years of
their degree. Finally, here, Okada et al. [7] stressed that reliable examinations, credible
technologies, and authentic assessments are key issues for quality assurance (reducing
cheating) in e-assessments.

110 A. Okada et al.

http://tesla-project.eu


1.2 e-Authentication Systems and Instruments

There are various studies that examines security and validity of online assessment
supported by technology. Some of these research papers have recommended that online
distance universities use traditional proctored exams for high-stakes and summative
purposes [8, 9]. However, this recommendation, while understandable from an orga-
nizational and authentication point of view, brings self-evident difficulties. For some
online students (for example, those who have mobility difficulties, those who are in
full-time employment, and those who live at a considerable distance) having to attend
an examination centre in person can be especially challenging [10]. Some recent
studies (e.g. [11, 12]) have focused on commercial e-authentication systems (such as
Remote Proctor, ProctorU, Kryterion, and BioSig-ID; see Table 1) that have been
adopted by several universities.

Some authors [12] highlight that e-assessment systems are perceived as secure and
appropriate when the instruments successfully identify (Who are you?) and authenti-
cate (Is it really you?) the examinee. Other authors [13] draw attention to four groups
of instruments for online authentication, which they term: knowledge, biometric,
possession and others. To this, in the TeSLA project, we add a fifth group: product.

• What you know (Knowledge). Here, authentication is based on the students’
knowledge of private information (e.g. their name, password, or a security ques-
tion). Advantages of knowledge group tools include that they can be easy-to-use

Table 1. e-Authentication assessment systems and instruments (adapted and extended from
Karim and Shukur 2016 [13])

e-Authentication
assessment

What you
know
(Knowledge)

Who you are (Biometrics) Where you
are (Other)

What you do
(Production)(Behavioural) (Psychological)

Remote Proctor - - Fingerprint - -
ProctorU Username

and
password ID
photo

- - Human
proctor audio
and video
monitoring

-

Kryterion - Keystroke
rhythms

Face
recognition

Secure
browser
video
monitoring

-

BioSig-ID Username
and
password

Signature - - -

TeSLA Username
and
password

Voice
recognition
keystroke
analysis

Face
recognition

Timestamp Anti-
plagiarism
forensic
textual
analysis
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and inexpensive, while disadvantages include that they provide low-levels of
security because they rely on knowledge that is susceptible to collusion and
impersonation [14].

• Who you are (Biometrics). Here, authentication is based on physiological and
behavioural characteristics. Physiological characteristics include facial images (2D
or 3D), facial thermography, fingerprints, hand geometry, palm prints, hand IR
thermograms, eye iris and retina, ear, skin, dental, and DNA. Behavioural charac-
teristics include voice, gait, signature, mouse movement, keystroke and pulse [15].
Advantages of biometric group tools include that they can be effective and accurate,
while disadvantages include that they can be technically complex and expensive.

• What you have (Possession). Here, authentication is based on private objects that
the examinee has in their possession, such as memory cards, dongles, and keys [16].
This tends to be the least popular e-authentication group of instruments, mainly
because they can be stolen or copied by other examinees.

• Where you are (other). Here, authentication is based on a process, such as the
examinee’s location, a timestamp, or their IP address.

• What you do (learning). Here, authentication is based on what the student has
written and how the writing has been structured, for example by means of anti-
plagiarism software and forensic textual analysis.

1.3 User Interfaces

Studies that have examined a number of e-authentication technologies show that user
interfaces have an important effect on users’ disposition to accept and use the systems
[13]. The user interface often determines how easy the system is to use, whether it is
used effectively and whether or not it is accepted [17]. In addition, the user interface
can affect different users (those who have different characteristics or preferences, based
on their individual backgrounds and culture) in different ways. This might also impact
upon the users’ acceptance and usage of the system [18].

There is a limited literature on user interfaces using biometric authentication in the
context of learning that examines real scenarios with students. Examples that do exist
and that focus on technology include [15]: random fingerprint systems for user
authentication [19], continuous user authentication in online examinations via key-
stroke dynamics [20], face images captured on-line by a webcam to confirm the
presence of students [21], fingerprints for e-examinations [15, 22], and combination of
different biometric instruments [23, 24].

User interfaces also have particular relevance for students with certain disabilities.
Ball [25] drew attention to the importance of inclusive e-assessment. In particular, Ball
emphasised the importance of ‘accessibility’ (to improve the overall e-assessment
experience for disabled users) and ‘usability’ (which, instead of targeting someone’s
impairment, should focus on good design for all learners based on their individual
needs and preferences).

Finally, here, Gao [15] also drew attention to credential sharing problems. Some of
the commercial systems presented in Table 1 require a webcam for video monitoring
the students while they are taking an online examination. Alternatively, if a webcam is
not available, a frequent re-authentication of the student’s live biometrics becomes
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necessary for the duration of their e-assessment. Biometric systems, however, present
two key issues: error and security. The systems must be configured to tolerate various
amounts of error (they are at least currently incapable of error-free analysis, and two
measurements of the same biometric might give similar but different results). Data
security and privacy must also be assured since the data will be saved in a central
database. Students might be unwilling to give out their biometric data when they are
unsure how data will be used or saved.

1.4 Research Questions

This study investigates student attitudes by means of the following research questions:
What are the preliminary opinions of students on cheating in online assessments? Do
students consider e-assessment based on e-authentication to be a practical, secure,
reliable and acceptable alternative to traditional face-to-face (proctored) assessments?
Do gender, age and previous experience with e-authentication have an impact on their
views?

2 Method

The TeSLA project http://tesla-project.eu conducted various studies during the first
semester of 2017. This involved seven universities across Europe, including the OU in
the UK, and approximately 500 students per university. The pilot studies were designed
to check the efficacy of the TeSLA instruments while gathering feedback from users
about their experiences using the instruments. The TeSLA instruments piloted by the
OU were keystroke analysis and anti-plagiarism (future studies in the UK will include
the other TeSLA instruments).

2.1 Participants

The OU invited by email four tranches of up to 5,000 OU undergraduate students (the
OU carefully manages the number of research requests put to students), to participate in
the pilot study. The invitees were selected from 11 modules (those that had among the
largest cohorts at the OU at the time of the study, see Table 2) and were studying
towards a range of different qualifications (49 different qualifications in total, including
a BA (Hons) in Combined Social Sciences, a BSC (Hons) in Psychology and a BSc
(Hons) in Health Sciences). The students were allocated randomly to either the key-
stroke analysis tool or the anti-plagiarism tool. Of the 13,227 students who were invited
to participate, a total of 648 participants completed the pilot (thus creating a self-
selected unsystematic sample). This paper analyses a selection of data from the 328
participants who also answered both the pre- and post-questionnaire. TeSLA pilot
studies received local ethics committee approval and all of the data were anonymized.
The OU UK students accessed the video about TeSLA e-authentication instruments
(https://vimeo.com/164100812) to be aware of the various ways used to verify identity
and checking authorship. They were randomly allocated to each of the two tools used –

Keystroke and Anti-Plagiarism, which were available in the Moodle system and
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adapted by the OUUK technical team. The decision to ask participants to only attempt
to use one tool, rather than two or more, was based on a concern about the time
commitment required for our geographically dispersed online distance learning
students.

2.2 Procedures

The participants were asked to complete the following steps (it was made clear to the
participants that they were free to drop out of the study either before, during or after
any step):

1. Log in. Participants were asked to use their OU username and password to access
the secure TeSLA Moodle environment.

2. Consent form. Participants were asked to read and sign a 1-page document that
included information about relevant legal and ethical issues, including data pro-
tection and privacy related to their participation in TeSLA project. If participants
declined to sign this consent form, their involvement in the pilot finished here.

3. Pre-questionnaire. Participants were asked to complete a 20-question question-
naire about their previous experience with e-assessment, their views on plagiarism
and cheating, their opinions of e-authentication systems, their views on trust and e-
authentication, and their willingness to share personal data such as photographs,
video and voice recordings for e-authentication.

4. Enrolment task. Those participants allocated to the keystroke analysis tool were
asked to complete an activity to initialize (set a baseline for) the system. This
involved the participant typing 500 characters. There was no enrolment task for the
anti-plagiarism tool.

5. Assessment task. Those participants allocated to the keystroke analysis tool were
asked to complete a task that involved typing answers to some simple questions.
The participants allocated to the anti-plagiarism tool were asked to upload a pre-
viously assessed module assignment.

Table 2. Modules from which students were invited to participate in the study

Open University module name Number of invited students

Investigating psychology 1 4,663
Introducing the social sciences 2,777
My digital life 1,692
Discovering mathematics 1,253
Essential mathematics 1 950
Children’s literature 656
Software engineering 354
Investigating the social world 306
Adult health, social care and wellbeing 226
Why is religion controversial? 212
Health and illness 138
Total 13,227
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6. Post-questionnaire. Finally, participants were asked to complete a 15-question
post-questionnaire about their experience with the TeSLA system, their opinions of
e-authentication systems, their views on trust and e-authentication, and their will-
ingness to share personal data such as keyboard use and previously marked
assessments for e-authentication.

2.3 Data Collection and Analysis Tools

The data analysed in this study are drawn from the pre- and post- study questionnaires
(Steps 3 and 6 described above), which were developed by the TeSLA consortium and
administered via a secure online system. The responses recorded were exported to a csv
file, converted into variables with binary values in Microsoft Excel, then imported into
the software tool CHIC - Cohesive Hierarchical Implicative Classification, for SIA -
Statistical Implicative Analysis, which is a method for data analysis focused on the
extraction and the structuration of quasi-implications [26]. CHIC was used to identify
associations between variables and to generate cluster analysis visualizations by means
of a similarity tree (also known as dendrogram), which is based on the similarity index
[26, 27] and is used to identify otherwise unobvious groups of variables. Similarity
index is a measure to compare objects and variables and group them into significant
classes or clusters based on likelihood connections [27]. Gras and Kunts (2008: 13)
explain that SIA help users “discover relationships among variables at different
granularity levels based on rules to highlight the emerging properties of the whole
system which cannot be deduced from a simple decomposition into sub-parts”. CHIC
was used in this study because it enables researchers to extract association rules from
data that might be surprising or unexpected.

3 Findings

3.1 Descriptive Statistical Analysis

A descriptive statistical analysis was used to address the first and second research
questions (about students’ views on e-authentication, on cheating, and on the viability
of using e-authentication in lieu of traditional proctored assessments).

Description of Participants. Data presented in Table 3 reveal that the sample was
broadly comparable with overall OU student demographics [28]. The sample com-
prised 41% male and 59% female participants. 30% of the sample were aged up to 30
years old (henceforward we refer to this group as ‘young students’), 26% were between
31 and 40 years old and 23% were between 41 and 50 years old (‘middle-aged’), and
23% were more than 51 years old (‘senior age’) (figures have rounded to the nearest
integer). Cross-referencing with anonymous OU data showed 26% of the participating
students classified themselves as having special educational needs or disabilities, which
is important data for further studies on accessibility and adaptability in e-assessment
[25, 29]. The data also show that 39% of the sample had previous experience of e-
assessment, while 61% did not.
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Table 3. Questionnaire responses for 328 participants

Categories Indicators Values Pre-
survey

Post-
survey

Demographics Gender Female 193 59%
Male 135 41%

Age <21 25 8%
22–30 71 22%
31–40 84 26%
41–50 74 23%
>51 74 23%

Occupation Student 26 8%
Employed 218 66%
Retired 23 7%
Not working (e.g.
disabled)

20 6%

Other 41 13%
Level of education Vocational 92 28%

Secondary school 80 24%
Bachelor’s degree 41 13%
Master’s degree 28 9%
Other 87 27%

Special needs Disabled 85 26%
Previous
experiences

Experience with e-
assessment (during the
whole module)

Yes 129 39%
No 199 61%

Preliminary
opinion

Is it plagiarism if I help or
work together with a
classmate in an individual
activity and the work we
submit is similar or
identical?

Strongly agree, agree 256 78%
Neutral 26 8%
Strongly disagree,
disagree

46 14%

Is it cheating if I copy-paste
information from a website
in a work developed by me
without citing the original
source?

Strongly agree, agree 311 95%
Neutral 3 1%
Strongly disagree,
disagree

14 4%

Acceptance e-Authentication & quality Strongly agree, agree 296 90% 297 91%
Trust online assessment Strongly agree, agree 254 77% 259 79%
University does NOT trust
students

Strongly disagree,
disagree

311 95% 311 95%

What personal data would
you be willing to share in
order to be assessed online

Video of my face 103 31% — —

Still picture of my face 223 68% — —

Voice recording 195 59% — —

Keystroke dynamic 210 64% 235 71%
A piece of written work — — 225 69%

(continued)
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Participants’ Preliminary Opinion on Plagiarism and Cheating. The questionnaire
also investigated the participants’ prior opinions on academic plagiarism and cheating.
Participants were asked to provide their opinion by answering “Is it plagiarism if I help
or work together with a classmate in an individual activity and the work we submit is
similar or identical?” 78% of students agreed while 8% of participants were not sure
and 14% disagreed. Students also appeared to be aware of some aspects of ‘cheating’ in
e-assessments based on their opinions about “Is it cheating if I copy-paste information
from a website in a work developed by me without citing the original source?”. 95% of
students agreed, while only 4% were unsure and 1% disagreed.

Table 3. (continued)

Categories Indicators Values Pre-
survey

Post-
survey

Rejection
potential
issues

e-Authentication and quality Strongly disagree,
disagree

8 2% 4 1%

Trust online assessment Strongly disagree,
disagree

32 10% 28 9%

University does NOT trust
students

Strongly agree, agree 15 4% 15 4%

What personal data would
you be willing to share in
order to be assessed online

None 18 0.05 29 0.09

Practical
issues

I am satisfied with the
assessment

Strongly gree, agree 251 77%
Strongly disagree,
disagree

77 23%

The workload is greater than
I expected

Strongly agree, agree 95 29%
Strongly disagree,
disagree

233 71%

I felt an increased level of
surveillance

Strongly agree, agree 48 15%
Strongly disagree,
disagree

280 85%

I felt more stressed Strongly agree, agree 33 10%
Strongly disagree,
disagree

295 90%

Security and
reliability

My personal data was
treated in a secure way

Strongly agree, agree 253 77%
Strongly disagree,
disagree

75 23%

I received technical
guidance

Strongly agree, agree 106 32%
Strongly disagree,
disagree

222 68%

Issues were quickly and
satisfactorily solved

Strongly agree, agree 60 57%
Strongly disagree,
disagree

16 15%
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Participants’ Opinions on e-Authentication. Questions also investigated the par-
ticipants’ opinions, before and after they engaged with the TeSLA tasks, on the
importance of e-authentication for enhancing the quality of assessment in online dis-
tance universities. Pre- and post- questionnaire answers were very similar. First, par-
ticipants were asked whether or not they agreed that “the university is working to
ensure the quality of the assessment process”. Responses of both questionnaires (pre-
and post-) were very similar, 90% of students agreed, while 7% were unsure and 2%
disagreed. The participants were also asked whether “they would trust an assessment
system, in which all assessment occurs online”. Again, the difference between pre- and
post- questionnaires was very small. 77% participants agreed while13% were either
unsure and 10% disagreed. Finally here, participants were asked whether they agreed or
disagreed with the statement “the use of security measures for assessment purposes
makes you feel that the university does not trust you”. On both questionnaires, only a
small number, 5% of students, agreed with this statement while most disagreed, 95% of
students.

Students’ Disposition to Submit Personal Data for e-Authentication. Participants
were also asked about which types of personal data they were willing to share as part of
an e-authentication process. 16% were willing to share all the types of personal data
that they were asked about and only 31% were willing to share video. Yet, 68% of
participants were willing to share their photograph and 59% were willing to share a
voice recording. Additionally, data from post-questionnaire revealed that 64% were
willing to share their keystrokes and 69% were willing to share a piece of their written
work.

Participants’ Opinions on Practical Issues with e-Authentication. Considering data
from post-questionnaire, participants were asked whether they were “satisfied with the
assessment”; most participants agreed (77%). They were also asked whether “the
workload is greater than I expected”, whether they “felt an increased level of
surveillance due to the TeSLA pilot”, and whether they “felt more stressed when taking
assessments due to the use of security”. Most participants disagreed with each of these
statements (71%, 85% and 90%, respectively). Finally, participants were asked ques-
tions about security and reliability. Most (77%) agreed that their “personal data was
treated in a secure way”. However, while 69% disagreed that they had “received
technical guidance”, 79% of respondents (n = 76) agreed that “issues were quickly and
satisfactory solved”.

3.2 Statistical Implicative Analysis

Impact of Gender, Age and Previous Experience. Figure 1 presents an extract of the
similarity tree, showing various indexes of similarity (IoS) generated by the CHIC
software, between the various questionnaires items (the full similarity tree is too large
for inclusion in this paper). Figure 1 shows a high similarity between female partici-
pants and those who said that they did not receive technical guidance (IoS = 0.768)
when using the TeSLA system; and a high similarity between male participants
and those who were willing to share personal data: voice and video recordings
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(IoS = 0.997) and photographs (IoS = 0.953). Male participants also had a smaller but
noteworthy similarity (IoS = 0.401) with those who are willing to share keystrokes
after using the TeSLA system. The similarity tree shown in Fig. 1 also suggests that
participants aged over 51 years who are retired and have completed masters-level
education have limited previous experience of online assessment (IoS = 0.850).
Finally, here, the full similarity tree shows a high similarity between senior women
who were more than 50 years old and retired participants, who hold a master degree
and middle age (from 41 to 50) who have a full-time job and a vocational qualification
with those who have not previously experienced an online module with online
assessments.

Trust and Security. Figure 1 also suggests two clusters related to plagiarism and
cheating. The first cluster shows participants who were aware of what constitutes
plagiarism and satisfied with the online experience (IoS = 0.694). The second cluster
includes those participants who expressed trust in online assessments and those who
believe that their personal data are treated in a secure way (IoS = 0.902). Further, these
two clusters have a smaller but noteworthy connection with each other (IoS = 0.466).
Finally, those participants who do not “feel an increased level of surveillance” are
linked to those who do not feel more stressed when taking assessments due to the use
of security procedures (IoS = 0.814), and to those who have trust in their institution
(IoS = 0.661).

The CHIC similarity tree analysis also suggested other noteworthy clusters. A first
such cluster includes young students (<22 years old), all of whom had previous
experience with online assessment (IoS = 1.000), with those who requested technical
guidance and had all their technical issues solved (IoS = 0.897). A second cluster
includes young students (22–30 years old) who were strongly linked (IoS = 0.996)
with those who disagreed that e-authentication will improve the quality of e-assessment
systems. This group were also strongly linked (IoS = 1.000) with those who agreed

Fig. 1. Extract of the similarity tree created in CHIC to analyse the impact of gender.
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that universities using e-authentication did not trust them, those who felt more stressed
and those who felt an increased level of surveillance (IoS = 1.000). They were also
strongly linked (IoS = 0.991) with those who were unsure about trust or security and
did not want to share their personal data, those who were not satisfied with the
assessment experience and did not have their technical issues solved, and those
(IoS = .882) who did not agree with the examples provided about plagiarism and
cheating. A third cluster includes middle-aged students (31 to 40 years old) who were
strongly linked with those who were unsure about the examples provided on plagiarism
and cheating (IoS = 0.986). A fourth cluster includes students who hold a bachelor’s
degree who were strongly linked with those who indicated that the e-authentication
system had a higher workload than expected.

4 Discussion and Conclusion

This study investigated student acceptance of online assessment with e-authentication
in the UK, with a sample that was self-selecting (comprising those participants in the
TeSLA UK pilot study who also answered both the pre- and post-questionnaire),
effectively random and broadly representative of the OU UK student body.

Findings related to the first research question indicated a large majority of partic-
ipants who were aware of what constituted cheating in online assessments. The out-
comes related to the second and third question, however, were more interrelated. The
overall findings suggest a positive acceptance of e-authentication for e-assessments by
both participants women and men. In addition, neither group finding the e-
authentication instruments to be either stressful or onerous. In general, findings show
that the women participants, trusted online assessments more than men, and they were
more confident that e-assessment based on e-authentication has the potential to enhance
the quality of online assessments. However, although opinions about sharing personal
data for e-assessment based on e-authentication indicated that half of the sample were
willing to share all the named types of personal data and half were unwilling, men were
on average more willing to share. This indicates an issue that e-authentication must
address: if students do not want to share the types of information for e-authentication
then how can e-assessment work?

Yet, as noted, attitudes to e-authentication were positive in general, there were
some nuances by age, supporting the earlier findings [3, 4, 7]. While older students,
who typically had limited prior experience with e-assessments, were more willing to
trust e-authentication instruments, some younger students were unconvinced that e-
authentication had the potential to enhance e-assessment. Findings revealed that many
of the younger students saw the university’ use of e-authentication as an indicator that
the university did not trust the examinees not to cheat. It is perhaps for this reason that
the younger students were also more likely to reject the use of e-authentication in
assessments. Finally, although e-authentication makes e-assessment potentially easier
for institutions, the disabled students presented on average a negative opinion to e-
authentication for online assessments.
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The outcomes of this quantitative study presented the need for the e-authentication
technology teams and teaching staff to identify the distinctive nature of students to
anticipate any potential barrier. The Responsible Research and Innovation – RRI
approach implies that computer scientists, technology developers, course teams and
students must interact during the whole process of RRI to better align both its outcomes
and process with the needs, expectations and values of whole community as high-
lighted by the European Commission. Society and technology innovators, through RRI,
become more responsive to each other by examining together the ethical acceptability
and sustainability of the innovation process [30]. The lack of qualitative data is con-
sidered as a limitation of this study. Our next research work will examine the updated
TeSLA e-authentication system based on mixed-method approach with a larger group
of OU students.
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Abstract. Learners aiming to master a complex skill may benefit from the
combination of abstract information found in a text-based analytical rubric and
concrete information provided by a video modeling example. In this paper, we
address the design dilemmas of combining video modeling examples and rubrics
into a Video Enhanced Rubric. We propose a model to address these design
dilemma’s and develop our first prototype based on this model. We review the
first prototype through a two-stage international expert validation session. In the
first stage, 20 experts are asked to design a user interface for the Video
Enhanced Rubric. In the second stage, 20 experts are asked to perform an expert
appraisal of our first prototype. The preliminary results of the expert validation
session are subsequently analyzed using Sauli, Cattaneo and van der Meij’s
Framework for Developing Instructional Hypervideo to detect common design
suggestions. Following the results of the expert validation, we developed a
second prototype of the Video Enhanced Rubric. With the design guidelines of a
Video Enhanced Rubric, we aim to improve the formative assessment and
mastery of complex skills by fostering learner’s mental model development and
the quality (consistency, concreteness) of both given as well as received feed-
back. On a more general note, we expect the design dilemmas addressed in this
paper to inform researchers who aim to apply theoretical multimedia design
guidelines to formative assessment practices with rubrics.

Keywords: Video � Rubrics � (Formative) assessment � Complex skills
Mental models

1 Introduction

A text-based analytic rubric can be an effective instrument for the formative assessment
of complex skills, providing a detailed description of each level of complex skill
mastery. This detailed description provides structured and transparent communication
of the assessment criteria, providing a uniform assessment method that fosters insight
into complex skills acquisition and fosters learning [1]. Apart from being an effective
instrument, the rubric is an instrument that can be implemented to address the lack of
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explicit, substantial and systematic integration of complex skills in the Dutch cur-
riculum [2, 3]. While a transparent description of a complex skill can be presented to a
learner using a text-based analytic rubric, such a textual rubric has three deficiencies
[4]. First, it provides a fragmentary textual framework, because a rubric describes a
complex skill using a subdivided set of constituent (sub)skills that are identified by the
expert. This may result in insufficient attention to the necessary integration of con-
stituent skills during task execution. Second, a text-based rubric lacks the contextual
information needed to convey the real world attributes and natural context of skills’
execution and represent the dynamic information (such as gesturing in the complex
skill of presenting) that can be extracted from dynamic stimuli such as a video [5, 6].
Third, rubrics may not provide the procedural information needed to support the
automation of constituent skills, risking the formation of an incomplete mental model.
This paper proposes a design that may address the afore mentioned deficiencies of a
textual analytic rubric by combining them with video modeling examples, introducing
a format called ‘Video Enhanced Rubrics’ (VER). VER are a synthesis of the concrete
information of video modeling examples and the abstract information of a textual
analytic rubric into a single format. We expect that video modeling examples can
provide the lacking contextual and dynamic information, may foster inter-task and sub-
skill coordination and the formation of a richer mental model than a text-based rubric
alone.

From a pedagogical perspective, the information carried by both rubric and video
may offer a platform to engage the learner in a more emotional and motivational
manner by offering an educational narrative [7]. From a didactical viewpoint, emotional
and motivational engagement may foster deeper learning [8, 9].

In this paper, we aim to take one step closer to the practical implementation of the
VER by answering the research question: “How to formulate design guidelines for a
Video Enhanced Rubric to improve the formative assessment of complex skills by
fostering learner’s mental model development, feedback quality, and complex skill
mastery? With practical implementation within Dutch lower secondary education in
mind, the preliminary validation and prototype sections will question the ecological
validity of the first prototype Video Enhanced Rubric using a two-part validation with
multimedia experts. We value the ecological validity of our prototype because we aim
for real-life applicability in Dutch classrooms. The first part instructed the participants
to design a user interface according to the design requirements, conditions, and
guidelines set by the Viewbrics project. The second part consisted of an audio-recorded
expert appraisal with 20 participants. During this appraisal, the participants provided
detailed feedback on the first prototype and the associated design decisions. The design
guidelines resulting from the analysis of this two-step ecological validation were then
used to formulate the second prototype.

Having addressed the outline of this paper, we conclude the introduction with a
definition of the concepts used in this paper. Although the VER may support the
development of a wide range of complex skills, we limit the design guidelines to the
complex skills of presentation, collaboration, and information literacy as these are the
complex skills addressed by the Viewbrics project. For this paper, we limit the concept
of feedback quality to consistency and concreteness of both given as well as received
expert- and peer feedback [10]. As stated in our research question, we aim to foster a
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rich mental model of a complex skill with the VER, which in turn is expected to affect
feedback quality. To define a ‘rich’ mental model, the Viewbrics project identified 11
constituent skills within the three skill clusters of presenting, 14 constituent skills
within the four skill clusters of information literacy and 20 constituent skills within the
four skill clusters of collaboration. Having described the background, outline and
defined the applicable concepts of this paper, we move on to the identification of design
guidelines.

2 Identification of Design Goals and Roles

Using the ISO 9241-210 standard for Human-centred design processes for interactive
systems, we identified two roles and two goals the VER may fulfill following the
evolving growth of the learner in the formative assessment cycle [11, 12].

The first goal of the VER is to foster the development of complex skills. To support
learners’ achievement of this goal, the feedback and transparent assessment qualities of
a textual analytic rubric and the dynamic and contextual qualities of an expert modeling
example need to be accessible throughout the VER. To foster this goal, navigation and
motivating the learner to explore both video and rubric are key. The control feedback
principle may motivate the learner to explore by giving the learner control over the
VER [13]. As our video of the complete complex skill of collaboration has a runtime of
thirteen minutes, we also consider Keller’s Attention, Relevance, Confidence, and
Satisfaction (ARCS) model to foster the learner’s motivation. Motivation may be of
importance for self-regulation of complex multimedia learning, as it may mediate the
cognitive load impact of the VER as well as foster whole-task learning [9, 14–17].
Guidelines for developing complex skill instruction can be found in Four Component
Instructional Design Theory (4C/ID) [18]. We choose this particular complex skill
instructional design methodology for its integration with multimedia theory and SDT as
found by Van Merriënboer and Kester [18] and Van Merriënboer and Sluijsmans [19].
The integration of 4C/ID with SDT is essential for the VER as the formative assess-
ment context of the VER requires the learner to formulate a self-directed goal con-
cerning a complex skill.

The second goal of the VER is to visualize every constituent (sub-) skill in both the
rubric and the video modeling example. This may allow the learner to recognize and
mentally connect the constituent skills within the video modeling example and may
help them to form a rich mental model from both textual and Visio-spatial information.
To foster this goal, the location of each constituent skill in both rubric and video must
be clear [20]. As this goal concerns the physical placements of multimedia elements
and their effect on learning, we choose to rely on Mayer’s principles. Using the effect
size of Mayer’s principles to quantify the learning effect of design decisions, the choice
for the design guidelines with the best transfer score can be made [21].

As formative assessment facilitates the growth of the learner, the VER will be used
by beginning and advanced learners. To support learners with different levels of prior
knowledge, we identify two distinct roles for the VER, the orientation role, and the
preparation role.
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In the orientation role, we aim to support the learner’s first orientation on the
complete complex skill. The learners participate in Dutch lower secondary education
where one teacher guides approximately thirty learners aged 12–14 years old. The
learners have limited experience in explicitly practicing and assessing complex skills.
Assuming little experience in the complex skills as an attribute of our learners, we can
also assume that their current mental model of the complex skill is of limited com-
plexity. By familiarizing the learner with a whole task performed by a modeling
example, we aim to foster the formulation of a rudimentary mental model. As stated by
van Merrienboer [22], such a modeling example operationalises his mastery mental
model into the performance of the complex skill. Although this is the learners first
viewing of the video, we aim to guide the learner in unraveling the underlying mastery
mental model of the expert modeling example during the use of the VER using the
performance criteria in the rubric to offer insight.

In the preparation role, we aim to support practicing a complex skill by fostering
self-assessment and self-directed goal selection and improving the feedback quality of
received expert- and peer assessment through the use of the VER [10]. The transparent
and descriptive performance criteria in a rubric may allow the learner to review the
received feedback with the help of the rubric. Moreover, it may help the learner to
provide (self- and peer) feedback based on the rubric [23, 24].

3 Prototype 1

When combining the design guidelines derived from various feasible theories, several
design dilemmas emerged. It turned out to be challenging to formulate a single set of
design guidelines for the VER. In Fig. 1, we illustrate several dilemmas we have
encountered. Figure 1 shows the tension between motivational and complex skill
developmental guidelines as derived from 4CID, ARCS, SDT and Cognitive Load
Theory on the left hand, with the multimedia learning guidelines as derived from the
cognitive theory of multimedia learning on the right hand.

We have addressed the design dilemmas by focussing on the roles defined using the
ISO guidelines for User Centred Design. The orientation role of prototype 1 has the
primary goal to support learners during their orientation on the complex skill. This also
defines our position in the method versus media debate as placing the methods that
foster complex skill development first, and the media carrying the method second.
Therefore, according to 4C/ID guidelines, The orientation role must represent a whole
task [19]. Several guidelines can then be used to support this primary goal. Showing a
whole task of a complex skill may take longer than the working memory of a learner
can facilitate. We will take a working memory limitation of approximately four items
into account to prevent errors in the learner’s memory retrieval. We choose approxi-
mately four items in line with Cowan’s four, Miller’s magical number 7 (plus or minus
two) and most importantly, research from Luck and Vogel, finding visual items are
retained in three or four independent object ‘slots’ in working memory [25, 26].
Although the existence of transport time between working memory and long-term
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memory is still a matter of discussion, we do aim to support this process in the VER
using fading between each (sub)-skill-cluster of approximately four items [19, 21, 27].

To foster the learner’s motivation regarding watching the video, the video is
scripted using the ARCS method. Firstly, grabbing the learner’s Attention (A) by using
recognizable and identifiable role models and scenario’s within the video modelling
examples, secondly establishing Relevance (R) by illustrating a school-related real-
world task, thirdly by inspiring Confidence that learners can learn the skills themselves
by using identifiable peer actors and voice-overs that reveal procedural information and
emotion, and concluding with a successful ending.

As we adhere to a method before media standpoint, we lastly elaborate on the used
media guidelines. In the orientation role the video of a whole task has priority in the
user interface. The orientation role has minimal learner control to limit cognitive load
and is designed only to provide stimuli from the medium that is essential for learning at
the moment (the redundancy principle). The segmentation principle has already been
implemented from a cognitive load standpoint, taking working memory into account.
The personalization principle has already been implemented from the ARCS stand-
point, using peer-actors and a motivational script. We adhere to Hoogerheide’s argu-
ment seen in Fig. 1 concerning the ‘perception of mastery’ providing a better modeling
example by only providing a ‘mastery’ example and working with slightly older actors,
able to perform the skill with mastery while remaining within peer appearance [28].

The preparation role of prototype one is designed to support the contextualization
of the received peer- and expert feedback, self-directed goal selection and for prac-
ticing a complex skill. An interactive interface is used to facilitate these features. The

Fig. 1. Encountered design dilemmas for the design of a VER

The Dilemmas of Formulating Theory-Informed Design Guidelines 127



Fig. 2. Prototype 1, the orientation role

Fig. 3. Prototype 1, the preparation role (Color figure online)
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skill cluster is located on the left, functioning as the table of contents. In line with web-
ergonomics, the navigational menu is placed in Jakob Nielson’s [29] traditional
F-shape viewing pattern, illustrated in Fig. 3, fostering navigation through a quick scan
of the skill, cluster and selected sub-skill.

Learners may use the table of contents to navigate to the sub-skill they wish to
develop. The expert feedback is visible on the right, providing the learner with personal
feed forward on the level of the whole complex skill. The learner’s goal is visible on
the right of the screen to provide input selecting the corresponding sub-skill(s). The red
field on the right hand of the screen shows a general tip for all learners, based on the
teacher’s experience with the complex skill. When the learner selects a constituent
skill, a subpage dedicated to only this constituent skill opens as seen in Fig. 2. The
subpage plays the specific scene of the video modeling example performing a con-
stituent skill, with the scenes needed to provide the needed context to the constituent
skill. The subpage will also show the complete descriptive rubric text as shown in
Fig. 3, providing the learner with feedback.

4 Preliminary Validation

The first prototyping was validated with an international expert appraisal work-
shop. This workshop aimed at gauging how different multimedia and instructional
design experts would react to the validity and potential practicality of the first proto-
type. A two-step approach was used during this workshop. During the first part, par-
ticipants were instructed to design a user interface according to the design guidelines
addressed in paragraph 2, without having seen our first prototype. The second part
consisted of an audio-recorded expert appraisal of the prototype design with 20 par-
ticipants. During this appraisal, the participants provided detailed feedback on the first
prototype. In this paper, we focus on the preliminary analysis of the expert designs
which were made during the first part of this workshop.

Participants. Twenty international multimedia and instructional design experts were
invited to the expert appraisal workshop: five full professors (of ICT, Pedagogics,
Educational Psychology, New Media and Learning and Instructional design), two
associate professors, one researcher, one junior researcher, one scientific collaborator
and one junior instructional designer, one developer, one lecturer and one teacher. The
international participants were aged between 26 to 53 years, had 1 to 20 years of design
experience and came from Switzerland, Italy, Spain, Germany, the Netherlands, Israel,
and Finland.

Procedure. Along with the following assignment at the beginning of the workshop,
the participants were given a pencil, one piece of A3 paper and one piece of A4 paper:
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"You are the multimedia expert of a secondary school. The school is developing a 
multimedia application to foster a complex skill for kids aged 12 to 14, for this exam-
ple we will use the complex skill of presentation. Specifically, the multimedia applica-
tion must foster the feedback quality, mental model accuracy, and performance of 
presentation. The application collects peer and teacher-feedback, which is presented 
to learners to foster their self-directed goal selection. You are specifically hired to 
develop the screens in which video modeling examples and rubrics are combined. The 
screens you are asked to develop have to support the formative assessment process, 
giving learners insight into their development over time."

The participants were then instructed to draw a user interface design (screens) on a
piece of A3 paper, and make notes of the considerations and decisions that led to their
design on a piece of A4 paper. The participants were given 20 min and where free to
form couples and discus their designs as they saw fit.

Analysis. During part one, 20 participants produced 11 user interface designs. For the
preliminary analysis of the expert appraisal workshop data, the designs are analyzed
using the design features found in Cattaneo, Van Der Meij, Aprea, Sauli, and Zahn’s
[30] model for designing hyper video-based instructional scenarios as seen in Fig. 4.
We use this model as it allows us to categorize the main features of hyper video.

Fig. 4. Cattaneo, Van Der Meij, Aprea, Sauli, and Zahn’s model for designing hyper video-
based instructional scenarios
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The features found in this model are connected to the participants’ interface designs
using concept mapping software. Using this method, we can quantify the number of
times each feature of the model occurs in the user interface designs. The 11 user
interface designs are then translated to a table to identify additional design guidelines.
In this initial analysis, we can see the features “individual annotation” and “table of
content” have been illustrated the most in the 11 user interface designs. On a cluster
level, as seen in Table 1. From the analysis on a cluster level, we can see that the
participants drew the 22 features on the exchange feature level, followed by 16 features
on the non-linear level and 14 features on the linear level. Drawings and three and eight
are considered of high quality, as they depict 7 or more elements from Sauli, Cattaneo
and van der Meij’s Framework for Developing Instructional Hypervideo [30]. Drawing
three and eight also represent the most experience, exceeding 20 years of expertise.
Drawing 8 (as seen in Fig. 5), has noted the highest amount of design considerations,
such as ‘annotation,’ ‘goals,’ ‘comparison,’ ‘summery,’ ‘contents,’ ‘presentation’ and
‘key events.’

Fig. 5. One of the user interface designs drawn by the participants
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The data shows the annotation feature has been referenced 15 times in the draw-
ings. This may suggest an individual annotation as an additional feature compared to
prototype 1. For instance, using notes, events, and annotation as highlighted in Fig. 5.
The importance of the individual annotation feature may confirm our method before
media standpoint, as the results prioritize the complex skill development benefits of the
individual annotation function above the possible extraneous load of such a feature.
The importance of this feature may resolve the design dilemma is in favor of the
methods and underlying theories on the left side of Fig. 1. The data also shows the
importance of the content/index menu, being referenced 12 times in the drawings.

The expert appraisal session is recorded in a 17-minute audio file and transcribed in
Nvivo 11.4. The session referenced to the design features found Cattaneo, Van Der
Meij, Aprea, Sauli, & Zahn’s model for designing hyper video-based instructional
scenarios on 18 instances, representing a 29.07% coding coverage. The expert appraisal
yielded four main areas of interest: Annotation, The Recorded Learner, Gamification
and Learner Control.

Annotation is referenced the most in the analysis of the expert appraisal. The
function of annotation is found four times and mainly concerns facilitating the learner
to connect the abstract knowledge (rubric) to concrete knowledge (video) in the per-
sonal language of the learner.

The recorded learner is also referenced four times. The argument made by the
experts for recording the learner relies on preface that a recording of the learner may
result in a more objective self-assessment. A counter argument is also given by one of
the full professors in the expert appraisal, saying:

“(video of the learner) Is more appropriate for VET (vocational educational
teaching) then for formal learning of 12–14 years. So, for your target, more formal,
you do not need real self-assessment”.

Gamification has been found in the designs as well as the expert appraisal. It is
argued by the participants that gamification should serve the purpose of making the
prototype feel learner-centered, as well as introducing a competitive element.

Table 1. Preliminary results for additional design guidelines
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Considerations. Annotation is referenced the most in both the drawings as the expert
appraisal; we will incorporate this feature into the second prototype. Annotation may
be of value to the VER because annotation may facilitate the connection between the
video and rubric, fostering our design goals. Annotation may be a tool for the learner to
regulate learning, positively affecting cognitive load according to Moreno’s Cognitive
Affective Theory of Learning with Multimedia [7]. Although a counter argument can
be made for the increased cognitive load of an annotation feature, we will prioritize the
methodological value of annotation over the media guideline in this case and consider
this result in the second prototype [21].

Recording the learner may have benefits for more objective self-assessment.
However, the technical limitations of the viewbrics project do not allow for this feature
to be implemented at the current stage.

Gamification has been found in both the designs and the expert appraisal, aiming to
increase personalisation, goal setting, and peer-competition. Learner-centred designs
can be theoretically supported with both Mayer’s personalisation principle as the
ARCS motivational model. As this element is complementary to our current guidelines,
we will consider it in the second prototype.

5 Prototype 2

We aim to meet the complementary guidelines from the results by implementing
changes in the design of the first prototype 2. For the orientation role, we choose to
implement the annotation feature. It is our goal to build the mental model of the learner
by linking the video and rubric information. To facilitate this, we implement a Quiz
feature to present the learner with a question that may trigger connecting a constituent
skill found in both rubric and video such as: ‘How did Quinn confirm his task? The
answer to this question is then stored into the annotation field of the appropriate
constituent skill in the preparation role, where the learner may serve as input for the
evaluation, selection and preparation process as seen in Fig. 6.

Fig. 6. Prototype 2. Left: orientation role. Right: preparation role
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6 Conclusion and Discussion

The question of “How to formulate design guidelines for a Video Enhanced Rubric to
improve the formative assessment of complex skills by fostering learner’s mental
model development, feedback quality, and complex skill mastery?” has presented us
with several design dilemmas. We conclude that a thorough analysis of the learner’s
attributes, the implemented instructional design and the different didactical roles of the
VER may greatly decrease the design dilemmas for researchers who aim to foster
complex skill development using multimedia.

Considering the complexity of complex skills development, we also found it may
prove fruitful to (a) prioritize method over media and (b) facilitate the learner to
personally consolidate the connection between the abstract information of a textual
analytic rubric and the concrete information of a video modeling example. This con-
nection can be facilitated by implementing features such as notes, events, annotation or
a quiz.

We will focus our further work on the more in-depth analysis of our data and the
effect of the implementation of the second prototype on the formative assessment and
mastery of complex skills of learners in Dutch secondary education. Information on the
Viewbrics project can be found on www.viewbrics.nl.
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tiative for Education Research (NRO), part of The Netherlands Organisation for Scientific
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Abstract. The aim of this study is to investigate whether the LiteMap appli-
cation tool helps teachers annotate students’ socio-scientific discussion and
assess their evidence-based dialogue using a rubric system of inquiry skills for
Responsible Research and Innovation (RRI). This study focuses on a set of
materials and activities of the European ENGAGE project used by Brazilian
students from a city affected by the Zika virus to discuss whether the mosquito
Aedes Aegypti should be exterminated or not. The Zika virus project was
developed by 24 teachers and 478 students from a public professional school in
Irecê including also 5 collaborators and 2 researchers. This qualitative study
analyses the dialogue of 35 students (21 girls and 14 boys) randomly selected
who participated of 1-h debate to discuss their informed views and evidence-
based opinions. Findings of this study reveal that the rubric system facilitates the
annotation and mapping of questions, claims, arguments and evidence. LiteMap
was useful to represent students’ evidence based dialogue and provide feedback.
The visualization of evidence-based dialogue maps can be used by teachers and
students during formative assessment of inquiry skills for RRI. However, the
process must be planned and it requires time.

Keywords: Rubrics � Evidence-based dialogue map
Research and responsible innovation � RRI � LiteMap � Formative assessment
Open schooling � ENGAGE

1 Introduction

Digital scientific literacy is increasingly important for students to make sense of sci-
entific innovations that affects their lives and make decisions based on evidence (Okada
2016). To become digitally scientifically literate, students must know concepts and
understand processes on how scientific research is constructed and how digital tech-
nology can be used. One of the important challenges for educators is to prepare
students with knowledge and skills for discussing scientific innovation and reflecting
on its applications and implications for society. Teachers must also be prepared to
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know how to assess and support students to develop informed views and to argue
scientifically (Okada 2016).

This exploratory study, aims to investigate whether a system of rubrics with
LiteMap tool can help teachers annotate and assess students’ evidence-based dialogue
of socio-scientific issues and whether the visual representations of students’ arguments
can be used for teachers to provide feedback to enhance learning. This study focuses on
the system of rubrics developed for the ENGAGE project by Okada (2015) to guide
teachers to map argumentative discussions on topical dilemmas and support students to
develop inquiry skills for Responsible Research and Innovation (RRI).

ENGAGE, funded by the European Commission, aims to help teachers prepare the
next generation for RRI through inquiry based learning, by offering Open Educational
Materials (OER) on topical science and MOOC (Massive Open Online Courses) on
pedagogical strategies for educators. ENGAGE is an open schooling portal that reached
more than 18,000 members in 80 countries: teachers, lecturers, researchers, topical
science educators and scientists. This community has been reusing and recreating OER
for learners to develop 10 inquiries based learning skills for RRI.

The purpose of RRI is to engage society and scientists to work together considering
that the responsible development of science and technology is the base for a better
future. Therefore, innovations must be carefully planned to address societal needs by
engaging all societal actors. This interaction must consider societal values in order to
maximize the benefits and reduce any harmful impact for people’s life and the
environment.

The relevance of this work is to examine whether LiteMap - cloud-based appli-
cation for collaborative mapping - can help teachers annotate and map students’
evidence-based dialogue for formative assessment of inquiry skills for RRI.

The following Sect. 2 presents the literature about the use of evidence-based dia-
logue maps and rubrics to support formative assessment of argumentation as well as
challenges related to the uses of mapping tools by teachers and students. Based on
these challenging issues, Sect. 3 introduces the research questions and Sect. 4 describes
the qualitative approach based on participatory action-research including findings.
Finally, Sect. 5 presents a brief discussion and conclusions.

2 Literature

The word “rubric” derives from the Latin whose meaning is “red ochre” to mark part of
a text to emphasize it. Rubric is used in education for assessment, as an approach to
establish a system of criteria and requirements to address these criteria. It also refers to
a list of expectations for an assignment, or a set of assignments, including levels of
quality in relation to each of these expectations (Reddy and Andrade 2010). Rubric for
assessment is formally defined as a scoring guide, consisting of specific pre-established
criteria, used to assess students’ work or their performance.

Rubric can be used as an assessment instrument, which has been increasingly
adopted by educators in universities (Simon and Forgette-Giroux 2001) and widely
used in secondary school as well (Reddy 2007). One of its popular benefits is to
enhance the psychometric properties of performance assessment and also support the
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process of formative assessment, particularly when rubric is used to inform students
about their progress to help them in their development (Black and Wiliam 2009;
Wiliam 2011).

Visual representation of knowledge such as knowledge mapping (Okada et al.
2008) is a pedagogical strategy to support students’ learning and assess students’
domain knowledge and skills, such as concept maps (Novak and Canas 2006; Nesbit
and Adesope 2006); argumentative maps (Rider and Thomason 2006) and evidence-
based dialogue maps (Okada 2008; 2014). The use of visual representation to map
knowledge has been studied previously in combination with metacognitive activities
(e.g., Hilbert and Renkl 2009) and with the use of rubrics to enhance learning including
the reliability and validity of students’ self- and peer assessment (Besterfield-Sacre
et al. 2004).

The evidence-based dialogue map is a technique created by Okada (2006) to
support scientific thinking for inquiry based learning. It is grounded on IBIS created for
Information Systems and Toulmin scheme usually applied in Law. Table 1 shows the
common components of these three approaches. IBIS is used to represent shared
understanding of complex issues called “wicked problems”. Toulmin scheme is used to
represent argumentation often in Law. Evidence-based dialogue represents components
of a discussion supported by data, facts or knowledge. Table 1 shows the key- com-
ponents and the fundamentals that support this approach.

Table 1. Components of evidence-based dialogue, Okada 2006

Evidence-based dialogue
map

IBIS Issues Based
Information Systems

Toulmin scheme

Question: is related to a
socio-scientific issue

Question: is related to a
wicked problem

Idea: is a claim that
responds a socio-scientific
issue

Idea: is a claim that
responds a wicked
problem

Argument: includes pros
that support the idea and
cons that refute the idea

Argument: includes pros
that support the idea and
cons that refute the idea

Argument: includes pros that
support the idea and cons that
refute the idea

Substantive evidence: is
based on knowledge,
generalization, cause and
consequence

Data: are facts, examples and
statistics

Motivational evidence: is
based on beliefs,
convictions, circumstances
or contexts

Qualifier: Represents the
validity of a plea and context or
circumstance in which the plea
is “true”

Authoritative evidence: is
based on references or
experts’ views

Support: refers to a source of
authority for the warrant
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The evidence-based dialogue mapping uses a set of icons to classify each sentence
of a discussion to identify its components. The classification through icons helps
participants visualize the argumentation and evidence or lack of evidence. In the
ENGAGE project, the icons of the evidence-based dialogue map were used to represent
key inquiry skills for RRI.

Although LiteMap and the system of rubrics (Table 2) was introduced through the
ENGAGE MOOC for teachers, the majority of examples and practices using these
approaches were developed by knowledge mapping practitioners.

To examine the potential of LiteMap and rubrics used by teachers to facilitate
assessment, this study consider three challenges described by previous studies of the
ENGAGE project:

1. Teachers who are not used to inquiry-based learning need resources and peda-
gogical strategies to move from science content to knowledge and skills for RRI
(Okada and Bayram Jacobs 2016).

2. Although teachers are open to RRI materials, they lack pedagogical tools and
training for teaching and assessing evidence-based discussions on topical socio-
scientific issues (Kiki-Papadakis and Chaimala 2016).

3. LiteMap can be used to map discussions on RRI collaboratively by academic
communities (Okada 2016) or evidence-based practices for RRI by educator-
researchers, however it has not been used by teachers nor students for assessment
(Okada et al. 2015);

The key contribution for the literature about Knowledge Cartography (Okada 2006)
is to provide new ways to scaffold the process of evidence-based dialogue mapping for
teachers and students who are not mapping practitioners through rubrics and
annotation.

3 Methodological Approach

This study was developed at the Territorial Center of Professional Education - CETEP,
in the municipality of Irecê, state of Bahia-Brazil, from October to December 2016.
Irecê is located in the state of Bahia in the northeast of Brazil, which has been widely
affected by the ZIKA virus.

Table 2. ENGAGE rubrics to assess inquiry skills for RRI developed by Okada (2016)

Icons RUBRIC ATTRIBUTES to be checked SCORE
( ? ) Devise questions refers to a socio-scientific issue +1
( ) Communicate Ideas presents (informed) ideas related to the issue +1
( - ) Critique claims highlights counter-argument that refutes an idea  +1
( + ) Justify opinions explains opinions linked to knowledge, facts or data +1
(+/-) Examine consequences shows benefits or risks for society or environment +1
( ) Interrogate Sources  shows details about reliable evidence +1
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It was based on the ENGAGE Exterminate project, which was introduced to the
school as a non-compulsory activity, for a professional high school. All participants –
teachers and students – were informed about the purpose of the study as well as how
the lessons would be recorded and the method for the study: participatory-action
research. Everyone joined the project and signed a consent form for video and audio
recording including photos of the groups’ discussions and their activities.

3.1 Research Questions

Based on the challenges highlighted in the previous section, this study examines
whether the LiteMap application tool can be used by teachers to assess evidence-based
dialogue on socio-scientific issues and provide feedback for students on inquiry skills
for RRI. The specific questions in this study are: (1) How useful are rubrics to annotate
and map students’ evidence-based discussion? (2) In what ways can LiteMap be used
by teachers to assess inquiry skills for RRI? (3) How helpful are rubrics and LiteMap
visualizations for providing feedback for students?

3.2 Participants

Participants were 24 teachers, 08 coordinators and 21 classes. A total of 478 students of
technical level courses participated in the ENGAGE project from the following courses:
agricultural, administration, clinical analysis, commerce, nursing, environment, nutri-
tion, advertising and occupational safety. Students were from 15 to 18 years old, 60.2%
were female and 39.8% male. This qualitative study analyses the dialogue of 35 stu-
dents (21 girls and 14 boys) in their third and fourth years randomly selected who
participated in the final activity: a 1-h debate about the ENGAGE dilemma after
completing the all procedures described in the following section.

3.3 Procedures

Initially the meetings were held with the school community to present the project
proposal and reflect on how to best develop the project including all members of
CETEP. Teachers and students received information about the project and activities
organized in three phases: 1- set up the project (teacher-led), 2- analyze and solve
(student-led) and 3- communicate (student-led with a teacher intro).

The first phase was “setting up the project”. Teachers presented the socio-scientific
dilemma “Should we exterminate the Aedes Aegypti mosquito?” The activities con-
sisted of discussions through a game about the food chain in the ecosystem and the
construction of a table where students recorded what they already knew about the
subject, what they would like to investigate, where to find data and what they learned
about the topic. The group discussions were recorded in a logbook. The teachers also
took pictures and the group facilitators also captured video clips of the project’s key
discussions in school.

The second phase was “analysis and solution of the dilemma”. The teachers pro-
posed to students to read and discuss about the articles on genetically modified
(GM) mosquitoes, released in Brazil by the British company Oxitec. Students used
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their mobile devices to search for information. They discussed about opinions related to
the risks and benefits of using GM mosquitoes. They assessed research sources and
were challenged to build evidence-based arguments to justify their answers about the
dilemma. The systematization was mapped and recorded in the logbook.

The third final phase was communication. Teachers guided group of students to
construct argumentative maps based on the LiteMap mapping software tool, including
the rubrics icons: devise questions, communicate ideas, justify opinions, critique
claims, examine consequences and interrogate sources, in order to systematize their
evidence based opinions about the dilemma. However, due to problems with internet
connection, it was not possible to use LiteMap. However, the groups used the same
icons on paper to create maps, similar to LiteMap. The mapping activity was used to
support students to develop their arguments and explanations based on evidence.

Students prepared slides in PowerPoint about their argumentative views on exter-
minating ZIKA virus with a variety of information from their portfolio of activities
during the ENGAGE project, which included:

• Glossary about new concepts and definitions.
• Game of Life: what would happen with the ecosystem without mosquitoes
• Food web including the Aedes Aegypti mosquito.
• Discussion on scientific paper about GM mosquitoes produced by OXITEC.
• Press release developed by Students.
• Risks and benefits analysis of different solutions to reduce Zika virus.
• Analysis of risks and consequences.
• Dilemma discussion about exterminating or not the Aedes Aegypti mosquito
• Conclusions of their groups’ projects with justifications.
• Photos and videos produced during the process.

After groups presenting their slides in the auditorium of the CETEP School, 35
students debated about the ENGAGE dilemma. This event was facilitated by the teacher
mediator, two different subject teachers and the course coordinator teacher, whose
reflections about the process was also shared using notes. This debate was filmed,
annotated and mapped in LiteMap using the same rubrics for performance assessment.
Data analyzed for this paper with participants’ consent refer to this debate. The out-
comes of the analysis were discussed and reviewed by the students, teachers and
researcher authors. This qualitative study is based on participatory action research
using various instruments to gather and analyze various types of data: photos, video,
maps in LiteMap.

LiteMap application tool was used by the teacher-facilitator to analyze audio and
video recording of group discussions, which was transcribed in Portuguese and saved
in HTML for annotation. Various visualizations supported by LiteMap were used to
reflect and review the analyses by the student-author and researcher-coordinator-author
with an interpretive approach based on the studies of Becker et al. (2006); Stauss and
Corbin (2008).
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4 Findings

How Useful Are Rubrics to Annotate and Map Students’ Evidence-Based
Discussion?
The teacher facilitator who used LiteMap observed that the use of rubrics enabled the
development and systematization of criteria and served as an indicator of analysis and
evaluation, reducing the subjectivity of the process. The subject teachers mentioned
that the rubric system helped to construct more transparent and coherent criteria in
relation to learning objectives. Students also noticed that the annotations of their dis-
cussion using the LiteMap toolbar was helpful in highlighting more easily the marks
referring to RRI skills (see extract 1). The teacher-facilitator observed that with the
annotations, it was possible to visualize the sequence of the discussion, highlighting
key points of emphasis of rubrics. All the participants could access the text with the
annotations and reflect with the pre-defined rubrics. Thus, through the annotation of the
students’ discussion, subject teachers perceived that the definition of a system of
headings connected to the rubrics facilitated the annotation and mapping of questions,
ideas and arguments; in addition to developing the capacity of classification, catego-
rization, clarity and prioritization of opinions facilitating the process of conclusion and
evaluation (Fig. 1).

However, the teacher-facilitator who used LiteMap found out that the attributions of the
rubric in classifying some arguments are not so simple and direct. Some questions can
be classified as questions that reflect consequences (e.g. Does Brazil has the infras-
tructure to support so many sick people?). Moreover, there are many doubts about what
to annotate or not. This requires time and many re- readings and also, recalling the
context of the discussion, for instance through the video of the debate (Fig. 2).

Student 3: “ I read about the Zika virus in the newspaper, but there are not 

many cases in my area". When we discussed this topic deeper we realized that "it 

was something that would certainly hurt us" and our group came to the conclusion 

of non-extermination because of the food chain, and There is the question 

whether genetically modified mosquitoes should be used or not ; we are in favor

of; but also, we are against it from the moment that many mosquitoes are re-
leased there might be overcrowding of the species in a certain area affecting the envi-
ronment; overpopulation and extermination damages the ecosystem.

Fig. 1. First extract of the group discussion annotated with LiteMap
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In What Ways LiteMap Can Be Used by Teachers to Assess Inquiry Skills for
RRI?
The teacher who facilitated and annotated the discussion using rubrics observed that
LiteMap was very useful to visualize and assess how the students used the knowledge,
facts and data as evidence to support or refute the arguments (Fig. 3).

The process of annotating and mapping in LiteMap was useful to identify the com-
ponents of argumentation which were neither explicit nor structured as they emerged in
different moments during the chronological linear dialogue.With the mapwas possible to
establish the multiple connections of the arguments used to support or refute the ideas.
This multilinear view, enabled teachers and students to visualize the connections between
arguments and also between arguments and evidence presented in the discussion. The
evidence-based dialogue map provided a clear understanding of the argumentation based
on knowledge, data or facts that were shared by students during the process.

Student 2: many groups advocate the genetically modified mosquito, but if 
the genetically modified mosquito can mate with all the wild females and all, 
reproduce the mosquito, and the mosquito is born weak and in the same way die, it 
will not eradicate many species of mosquito? I know it is wrong it is not 
ethical to exterminate the mosquito, because it is something that is already before us 
in the environment, but we must also think about the human being, if in Brazil 
today the health is already in this decadence, imagine with overcrowding, these 
mosquitoes only transmitting disease, every year that passes is a new disease, 

will Brazil have the infrastructure to support so many sick people?

Fig. 2. Second extract of the group discussion annotated with LiteMap

Fig. 3. Group discussion map created with LiteMap tool. There are zoom and orientation
controls available and the mouse can be used to zoom in and out.
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Each annotated text, which includes a clickable icon representing the rubrics,
provided a direct access to the map by its URL. Each sentence annotated from the text
and represented by the icon was included as a node in an evidence-based dialogue
map. These nodes enabled students to return to the annotated text, therefore, it was
possible to visualize the rubrics in the original text from the map. LiteMap also enabled
participants to add images, videos, photographs which complemented the evidence-
based argumentation with concepts, facts and references.

Through LiteMap, it was possible for participants and research authors to navigate
on the dialogue following multiple connections. It was also possible to visualise the
most connected ideas with various connections or the most popular arguments with
various nodes. Zoom-in and Zoom-out were used to explore the multi-linear visuali-
sation and access specific ideas of the dialogue. LiteMap helped teachers, participants
and collaborators to become aware of multiple connections of the components of
evidence-based thinking which are also related to the skills for RRI. LiteMap enabled
participants to identify weak arguments, checking whether there was more evidence
across the whole discussion, identify relevant ideas that were not argued at all and
identify strong arguments in order to support them to assess and review their con-
clusions and the evidence-based thinking process.

How Helpful Are Rubrics and LiteMap Visualizations for Providing Feedback for
Students?
The rubrics of the ENGAGE project with LiteMap facilitated the process of mapping
evidence-based argumentation. The LiteMap maps (e.g. Figure 3) and graphs (e.g.
Figure 4) enabled teacher and students to access the visualization to identify strong and
weak argumentation (with and without evidence - grey colour) between data and
students’ knowledge and opinions.

One of the LiteMap visualizations used to identify the most popular informed views
was the “conversation nesting graph” that represents the assignment of rubrics in
different colors (purple), questions (pink), arguments (green), counter-arguments (red),
sources (grey), consequences/risks (blue).

The nested circles enabled participants to observe the most reflective ideas
according to the level of depth through several concentric circles; and the broadest
ideas based on diversity of arguments through larger circles with more elements. The
various ways to gather feedback from LiteMap through the visualization of both
annotated linear texts, maps with multiple arguments and the conversation nesting
allowed the teachers and students to review their evidenced-based dialogue, observe
how their thought was constructed and what influenced in a confirmatory or chal-
lenging way, The feedback for collaborative assessment enabled the group to examine
evidence-based views presented by the group in the end of the discussion. In addition,
it was possible to identify emerging ideas without any connection or nodes (smaller
circles) to be substantiated future discussions.

Through this work, students were able to visualize graphically, perceive relation-
ships more easily, and increase their understanding and comprehension of their
evidence-based argumentation. The graphs and maps offered more visibility of stu-
dents’ thinking by making it more visible and accessible.
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Other useful LiteMap visualizations for providing feedback to students and teachers
were quick overview and activity analysis.

The activity analysis visualization (Fig. 5) helped teachers and research collabo-
rators identify that the map was accessed and viewed more than 100 times in the first
week by participants during various days after the debate. It also revealed that the
process of annotating and mapping a discussion requires time and feedback from
participants. In terms of content categorized by rubrics, the quick overview visual-
ization, for example, shows that the students’ discussion included: 28 Supporting
Argument, 12 Counter-Argument, 12 Notes/comments, 4 Idea and 7 Issues. In addi-
tion, this dialogue had approximately 101 words minimum as the average contribution,
836 words as the maximum, 2 logged-in participants viewed this Conversation 13
times between 6 and 14 days ago e 1 logged in person viewed this Conversation 1 time
in the last 5 days while the teacher and authors were analyzing data.

Other collaborators who contributed to this project also accessed the dialogue
mapping and graphs in LiteMap. Teachers who accessed the map observed that it was
created during the first day and completed during the following two days. Any member
of this community could add more information after the debate as well as make
comments and provide score (+1) like and (−1) dislike in LiteMap based on the rubrics’
system. The use of rubrics was reviewed by the three authors and participants who
accessed the map. The content of the map was improved and edited after students’
feedback.

(red), sources (grey), consequences/ risks (blue).

Idea: No, we shouldn’t exterminate the mosquito

Fig. 4. Conversation nesting of the final group discussion generated by LiteMap (Color figure
online)
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5 Discussion and Conclusion

Findings of this study show that the ENGAGE project rubric system facilitated the
annotation and mapping of questions, claims, arguments and evidence with LiteMap.

During this process, various preliminary activities were important to prepare stu-
dents to use their knowledge and skills for evidence-based dialogue. Knowledge and
skills highlighted by rubrics become more explicit when it is enhanced visually through
icons, colors, connections and votes. The visualizations of the rubrics in the annotated
discussion, the evidence-base dialogue map and the conversation nesting graph pro-
vided different perspectives, which can be used to support inquiry based learning of
socio-scientific issues and formative assessment for RRI.

This study revealed that LiteMap was useful for representing students’ evidence-
based dialogue graphically and providing feedback for students to identify strong and
weak opinions and conclusions. This occurred when educators and learners visualized
and assessed components and connections of the scientific argumentation. According to
Okada (2006) evidence-based dialogue maps can be used as a methodological tool to
plan participatory action research (2008a); develop knowledge and inquiry skills
(2008), assess argumentative discussions, scientific writing (2008), and improve ped-
agogical practices.

Fig. 5. Activity analysis visualization (view – add – edit)
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The results of the implementation of the ENGAGE rubric system with LiteMap
contributed to the teaching and learning processes. The key limitation of this study is
that it focused on a small group of teachers who used LiteMap to create the maps, most
of other educators and learners accessed the map to provide comments and feedback. It
was observed that participants who were not familiar with technology found this
mapping tool difficult due to the possibilities and information on the screen. In addi-
tion, findings revealed that this process of categorizing, annotating and mapping the
students’ discussion requires time and experience.

Further studies will be important to examine new issues: How can teachers be
engaged to plan teaching and assessment activities with rubrics with LiteMap? Can
LiteMap be used by an open schooling community with distinctive members interested
in the same socio-scientific issue? Will CPD in the workplace be relevant for teachers
to learn how to use LiteMap in the classroom as part of the students’ activities and
projects? Can this approach be used to improve formative assessment with common
and transparent procedures that can be used by teachers and understood by students
through a common visual language for evidence based thinking?
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Abstract. Student assessment is a challenging topic where methods are still
being developed to embed active learning, deeper understanding, fairness and
appropriateness to the learning process. As a candidate assessment factor, stu-
dent engagement is a known contributor to student success, although the lack of
student engagement and success, particularly in online environments are both
challenging and ongoing issues. Student engagement is typically measured in
retrospective data collection to understand how engagement has affected student
learning. However in online learning environments we have access to data in a
timely manner from resource access to assessment tasks, where they can be
captured seamlessly and used in analytics to understand student behaviours and
learning patterns. By combining a microlevel student engagement measurement
we have implemented, with the goal of assessing engagement, we present initial
results in this paper from a study we have carried out at Universitat Oberta de
Catalunya in Spain, which shows promise in student engagement measurement
as a form of continuous assessment. By measuring microlevel engagement, we
have observed we can collect a variety of missing subjective dataset to com-
plement the system-level data, and it can also be an opportunity for students to
reflect on their own engagement as well as have a method to record their
microlevel state. In several courses teachers rewarded points based on
engagement, leading to continued engagement of students and a stream of
actionable information to understand where students have challenges of
engagement in their learning and revision of course content.

Keywords: Student engagement � Continuous assessment � Online education

1 Introduction

Online learning has been gaining momentum in recent years (Bonk and Kim 2006; Ni
2013; Allen and Seaman 2015) with traditional universities opting for online degree
programs, Massive Open Online Courses (MOOCs), online distance learning pro-
grams, self-paced online courses and blended classroom settings. However challenges
persist in online learning environments such as psychological risks that affect the
students who have less experience (Braunsberger et al. 2016) and higher dropout rates
than traditional classrooms, as high as 80% (Carr 2000). Furthermore online learning
has a more student-centric environment compared to a traditional classroom
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environment (Smith and Hardaker 2000; Ni 2013), which could lead the students to
success or to failure depending on the level of support given particularly in challenging
areas such as Science, Technology, Engineering and Mathematics (STEM).

In a discussion about learning, assessment has an equal importance as it has been
defined as the measurement of the learner’s achievement and progress in the learning
process (Keeves 1994; Hettiarachchi et al. 2016) and particularly continuous assess-
ment as the assessment intended to enhance teaching and learning (Cowie and Bell
1999). Studies have identified lower grades in online learning compared to traditional
face-to-face courses (Cavanaugh and Jacquemin 2015), therefore assessment should be
further investigated and strengthened to resolve these disparities.

Student engagement also has a critical value in learning since it is a known con-
tributor and predictor of student success (Carini et al. 2006; Shernoff and Schmidt
2008; Ladd and Dinella 2009). Student engagement data has the potential to provide a
highly detailed index of the students’ learning process and timely data in particular
could be used to diagnostically fine-tune learning (Coates 2005). Student engagement
is often considered as an aggregate of three dimensions of behavioural, cognitive and
emotional engagements (Connell and Wellborn 1991; Skinner et al. 2009) and con-
sidered to be dynamically interrelated within an individual and cannot be separated
from the environment in which it occurs (Fredricks and McColskey 2012). Taking
these factors together into consideration, it becomes clear that microlevel student
engagement has the potential to diagnose student learning and to act as a detailed map
of what the students are actually doing and as a by-product measuring microlevel
student engagement also becomes a process of engaging students. This is especially
important at a time when it is claimed that students perceive school education as boring
or as performing as little as possible to receive passable grades (Burkett 2002; Pope
2002; Fredricks et al. 2004).

Considering the challenges that online learning environments and conventional
student engagement measurement have imposed, a microlevel student engagement
(MSE) measurement can act as an underlying system to monitor and assist students in
online learning environments (Balasooriya et al. 2017) as well as become an integral
part of the assessment process of learning in general. This paper is aimed at proposing
how a MSE measurement can become an alternative form of continuous assessment, as
well as an accessory to the ongoing continuous assessment processes by introducing
assessment of engagement. This can be an enabler for reflection on students’ own
engagement and thereby receive richer data that can describe student learning in a
detailed subjective angle, which is also an important component of learner data
(Appleton et al. 2006), but with the possibility of placing them in the already captured
objective data. Section 2 of this paper presents a literature overview on student
assessment methods used in online higher education and Sect. 3 presents our proposal
for assessment of engagement as a form of continuous assessment. Section 4 presents a
pilot study that we have carried out in order to explore potential MSE data and Sect. 5
discusses the implications of our approach on real-life educational contexts and future
improvements that we hope to achieve.
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2 Assessment and Engagement in Online Education

E-assessment in particular has become a topic of interest in online learning, as it
automates some aspects of feedback where possible and can increase the frequency of
assessment and feedback resulting in improved student motivation (Gibbs and Simpson
2004; Hettiarachchi et al. 2016). Research suggests that the most valid form of
assessment comes from breaking down the assessment into components such as the
knowledge content, problem solving skills, communication skills and assess the out-
comes separately rather than from a single measure (Fairweather 2008). Therefore
continuous assessment should ideally break down into a series of assessment com-
ponents measured throughout the study period. Summative assessment on the other
hand is generally administered as an examination at the end of the study period which
assesses the overall knowledge and skill acquisition and to provide a certification
(Crisp 2011).

Formal continuous assessment which is offered at particular points throughout the
semester is a more discrete process. However informal methods of continuous
assessment can shed more light on the ongoing learning of students. Skill assessment is
more formative than knowledge assessment, since skills generally acquired through
continued practice. In subject areas such as STEM, practice is a larger component
which leads to higher engagements than a typical knowledge acquisition in a passive
manner. Active learning, which particularly appeals to STEM characteristics such as
group problem solving, in-class task completion, use of personal response systems for
feedback, has shown an increase in student performance and final grades in contrast to
traditional lecture-based learning (Freeman et al. 2014). Active learning also would be
particularly useful and easy to implement in online learning environments where
technology enhanced tools and resources are readily available. With the same tools it
would also present an opportunity to capture the activeness of students based on
engagement data.

Student Engagement has been defined as an aggregate of three dimensions of
behavioural, cognitive and emotional (Connell and Wellborn 1991). The behavioural
dimension relates to observable actions of students from classroom attendance to
extracurricular activities, whereas cognitive engagement refers to invested effort to
understand concepts and apply them and finally the emotional engagement being the
feelings towards the learning and the environment. Research on student engagement
has built on these dimensions in order to develop instruments of measurement to
conceptual models.

2.1 Assessment of Engagement

Reflection is a well-established aspect of learning, known to enhance learning (Ash and
Clayton 2004), that allows understanding gained through experience enabling better
choices in the future (Rogers 2001) and requires a connection between the course
material to the act of reflecting (Welch 1999). Nicols and Macfarlane-Dick (2006), state
that students already monitor and assess their own engagement and generate internal
feedback, and that higher education should utilize and build on this ability. Therefore it
can be seen that a continuous reflection can enhance the learning process and it can be
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done ideally in context timely with a connection to the learning resources. Timeliness is
especially important in the case of reflection since retrospective judgments differ
strongly and systematically from real-time experiences (Goetz et al. 2013).

By using the four basic types of assessment, (1) Diagnostic (2) Integrative
(3) Formative (4) Summative (Crisp 2011), we then move towards a conceptual model
where a microlevel assessment of student engagement can become a form of contin-
uous assessment and can be embedded within the other assessment types as illustrated
in Fig. 1 and also used within the other types.

The proposed approach is to focus more towards an ongoing assessment of student
engagement, in order to learn more of student engagement in all three dimensions. We
have explored the potential of MSE as an extended branch of Learning Analytics
(LA) called Engagement Analytics (Balasooriya et al. 2017) or specifically MSE
Analytics. However from a point of view of assessment, we have yet to establish a clear
correlation of the goals of MSE measurement with that of assessment. Based on the
importance of self-reflection, the task here is to make the student reflect their own
engagement immediately afterwards an activity in order to have a clear indication
whether the engagement was successful or not. At this granularity level, the data is
timely and useful for both the student and the teacher to make a decision about the
student’s trajectory. As an example, a student watching an instructional video is a
visible act of engagement, usually captured at the system level by establishing whether
the student has played the video or not. The more intangible dimensions of engage-
ment, i.e. cognitive and emotional are not captured in traditional modes of LA. In our
model of MSE data capture we also focus on self-reported data about cognition and
emotions (Balasooriya et al. 2017) which visualizes that specific act of engagement
both timely and in a more comprehensive way. While in our initial design of the
instrument, we intended the data capture process as separate and optional, we observed
severe limitations in feedback from the students. In order to answer this drawback of
our approach, we integrate it with the assessment component of course subjects.

As mentioned in Sect. 2, continuous assessment is a tool intended to enhance
teaching and learning. The measurement of MSE as a continuous assessment is
intended to integrate the reflection aspect to the learning process when it happens rather

Diagnostic 
Assessment 

Integrative 
Assessment 

Formative 
Assessment 

Summative 
Assessment 

Microlevel 
Engagement 
Assessment 

Fig. 1. Embedding microlevel assessment of engagement within assessment
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than in retrospect. In this format, we consider the student engagement in a virtual
learning environment (VLE) as an ongoing/continuous assessment and therefore
measure it and use its assessment for final student grades. A VLE hosts a variety of
learning resources, that includes multimedia learning materials, tools, forums, practice
tasks, assignments etc. In order to measure the engagement with these different learning
resources, we have chosen to define the cognitive and emotional aspect of each
engagement, whereas behaviour is reflected through the student actions in the VLE. We
define engagement questions for each resource based on an instrument we have created
that splits the traditional engagement survey model into a series of micro-surveys
placed at microlevel learning resources. Single item or such shorter measures have been
known to provide empirically valid data particularly in academic affective (emotional)
and academic motivations research (Gogol et al. 2014). Cognitive data refers to
whether learning resources are comprehensible, easy to complete; relevant to the
current activity, whether the instructions or resources are helpful or the number of
resources adequate etc. Emotional data is based on what the student feels during
engaging with a particular learning resource, whether the learning resources are
interesting, the instructor’s involvement satisfactory, the lesson is valuable to the
overall goals etc. By identifying the cognitive and emotional data counterparts to each
resource we define a data template for each resource, making sure the behavioural data
is also captured at a system-level.

As examples, Figs. 2 and 3 present two such micro-survey templates created for
two types of learning resources.

Fig. 2. A micro-survey template for an algorithm resource

Fig. 3. A micro-survey template at the end of the course prior to the examination
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Our goal here is to represent student engagement in its theoretical form alongside
cognitive and emotional aspects of engagement which are especially critical since there
is an overemphasis on behavioural engagement in practice (Appleton et al. 2006). A 1–
5 Likert scale is used in these micro-surveys that contain at most 3 items, and contains a
mixed variety of cognitive and emotional engagement based questions. These micro-
surveys are then prompted at various locations of the learning resources which are
ideally answered at the end of the activity. The data captured through this process is
self-reported, meaning that the students’ subjective perception is captured as a part of
their engagement, which is as important as capturing their physical behaviour within
the VLE (Appleton et al. 2006).

In addition, micro-surveys were also designed for each assignment, to incorporate
all engagement dimensions, and were specifically aimed at the assignment task, such as
the student’s perception of how easy it was to complete, how much the learning
materials helped, how hard the student worked on it, how happy he/she is about the
performance in the assignment and the amount of time it took to complete.

3 Data from an Empirical Study

Our study is based at the Open University in Barcelona Universitat Oberta de Cata-
lunya (UOC), Spain where all student learning and assessment is done online and a
large body of students exist. Using an action research methodology (Susman and
Evered 1978), we tested our design in an actual learning environment and iteratively
improve the design based on the results. The UOC currently utilizes a data-mart system
in which all the system-level data (behavioural) is recorded and archived. In a pilot
study conducted at UOC to test our design on MSE data to develop Engagement
Analytics (Balasooriya et al. 2017) we collected student data from Fundamentals of
Programming, a mandatory 6 ECTS credit course offered to both the Telecommuni-
cation Engineering and Computing Engineering degrees. This was an optional task to
the students and there was no reward system in place for students who left engagement
data as feedback. From a total of around 150 students we received data from around 50
students during the semester. Also this data analysis was done after a user
anonymization process conducted by the e-Learn Centre at UOC therefore no special
permissions were required from the students regarding the data collection. In the
second iteration of the study, teachers from several courses offered to adopt our
approach of assessment of engagement, and students who submitted assignment related
micro-surveys were offered points. We observed higher submission rates of surveys
with this approach and extracted richer information which were not possible before.

The assignment micro-surveys enabled us a look at microlevel changes between
different types of assignments, in our case study, CATs (Continuous Assessment
Tasks) as well as practicals (projects which are larger in scope). Multiple CATs and
practicals are given in a single semester in a given subject. Figure 4 illustrates a
comparison between these assessment tasks during the semester based on the answers
submitted by the students.
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The data shows the student answers more biased towards ‘not easy’ after the first
CAT. To explore each of the lines above, by combining the other factors such as
invested time for the task and the grade received we can further shed light on the
engagement and success as shown in Fig. 5.

To explore the CAT 2 line in Fig. 4, which shows a notable deviation from the
level of ease reported, we can compare it with Fig. 5, which illustrates the percentages
of students who invested an amount of time as indicated, and the grades they received.
The results show the highest percentages of students who worked on it for more than
20 h were able to receive the best grades.

Fig. 4. Comparison of the student reported level of ease of the assessment task

Fig. 5. Comparison of the time investment to the assessment task and the grade received
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Furthermore, we can also visualize the student happiness on their own performance
before they receive grades, simply by recording their subjective opinion. This data
shows an interesting pattern as illustrated in Fig. 6.

Students who only reported ‘very happy’ levels have later received the top grades.
While statistical correlations are further required to demonstrate the validity of these
comparisons, we believe as initial results they are promising.

Apart from assignment based surveys, the base approach was integrating the
microlevel data capture module in the online learning environments. In the wiki
platform of one of the courses which holds the learning resources, one aspect we
measured were the interest levels in the lessons as part of their emotional engagement.
Figure 7 illustrates the average values for the self-reported student interest levels.

It can be seen that the results show an ongoing and varying levels of interest which
can be useful for the students as a scale of which lessons to pay more attention to, and
for the teachers to re-think the teaching approach for them to be more interesting. While
our initial pilot study was aimed towards the implementation of Engagement Analytics,
it has informed us of its validity as a data collection design for using it as a continuous
assessment plan based on engagement and reflection.

Furthermore we could derive average levels of the cognitive ease of using different
resource components in the learning environments through the microlevel data capture
approach. Figure 8 illustrates the student feedback answered in a scale from 1 to 5, 1
being very hard to understand and 5 being very easy to understand. The results show
algorithms, examples and videos being better enablers of understanding programming
concepts (easy to understand), and that students have difficulty understanding tables
and code snippets.

Fig. 6. Average student interest levels in lessons
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4 Discussion, Limitations and Future Work

One of the requirements of using MSE measurement in continuous assessment is that it
becomes a form of assessment of engagement of a student. Therefore it is necessary to
have clear guidelines by the teachers about the assessment of engagement. In formal
assessment, it should be part of the official grading system. These guidelines should
also be made clear to the students. As an informal assessment it can still be invaluable

Fig. 7. Average student interest levels in lessons

Fig. 8. Average cognitive engagement effort by resource type
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to understand how students engage with the activities. In both of these variations, it can
be seen that engagement is a worthy aspect of assessment.

The strength of our approach is based on its ability to invoke student engagement as
it tries to measure the engagement itself. As illustrated in Figs. 1 and 2, the time the
student takes to answer meta-questions about their own engagement is a time taken to
reflect on their engagement. Their ability to confidently answer questions about
engagement is also reflected in their confidence in their accomplishment of the learning
task. This idea can be clearly seen in Fig. 6, with the students’ happiness levels about
their own performances later relate to top grades.

A limitation of our approach comes from the intrusiveness of self-report instrument.
While the well-known student engagement surveys such as NSSE, MSLQ reply on the
self-reported data from students, they are administered only once at the end of a
semester or an academic year. Adapting a self-report instrument throughout the
semester even with a minimal number of items present challenges in order to not
intrude on the actual learning of students. There are strong reasons why self-report
measures cannot be replaced, particularly when it comes to internal dimensions of
engagement such as cognitive and emotional. What a person thinks or feels cannot be
confirmed only by the externally manifested behaviours and artefacts (Shum and Crick
2012) and data collected otherwise becomes highly inferential (Appleton et al. 2006).
In addition, in order to minimize the intrusiveness of the instrument and to keep it
relevant, we have also had to limit the inclusion emotional engagement based questions
in certain occasions.

The motivation behind this paper is based on the successful implementation of a
MSE data collection design for Engagement Analytics in our previous study (Bala-
sooriya et al. 2017). However as an assessment component, the applicability of mea-
suring student engagement is very promising based on our results. With our micro-
surveys embedded in the learning environments, and the micro-surveys sent out after
each continuous assessment tasks, the MSE data obtained could visualize a zoomed-in
view of student engagement, which would be a richer representation of a continuous
assessment in an informal sense, rather than mere grades acquired through continuous
assessment tests. Therefore the proposed approach would be beneficial for the students
to reflect on their learning and make that engagement part of their self-assessment and
learning management as well as for the teachers to gain a better understanding of the
students’ learning and engagement in the classroom while providing them an incentive
to engage more.

5 Conclusions

The central theme of this research has been the combination of the concepts of con-
tinuous assessment and student engagement in the form of: how can we assess
engagement, preferably at a microlevel where the data is relevant and timely. The need
for richer data on student engagement has stemmed from the transition from face-to-
face classroom model to a virtual one where much of the student engagement is
obscure. In challenging subject areas, especially such as STEM where high number of
dropout and low grades persist, it has become critical to ensure the students engage
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with their learning. In order to achieve this, we have proposed to bridge our design a
microlevel student engagement measurement approach with continuous assessment.
Assessment of engagement presents an opportunity to the teacher to engage the stu-
dents more, and informs about the overall dimensions of engagement in the classroom,
and works as a self-reflection task for the student as well. It includes the cognitive and
emotional aspects of engagement in addition to the behavioural engagement usually
captured system-logs. From a pilot study we have carried out in order to test this data
capture design, we have successfully obtained self-reported data from students about
their continuous engagement. In this paper we have tried to present our second iteration
of how we incorporated this data to be part of the continuous assessment process.
While further validations are necessary, even at a first glance our data suggest that
microlevel engagement data has the potential to inform about enhanced learning and
higher academic achievement, and therefore worthy of being included in the assess-
ment process.
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Abstract. Assessment of maritime training has been a growth in collaborations
between nautical instructors and researchers in marine operations. Through a
qualitative study and using eye tracking data, this paper presents a case study
wherein the relations between communications and visual focus in dynamic
positioning (DP) operations in maritime operations are examined. We investi-
gated how communication and visual focus are related to DP operations in a
team of marine operators. The results show that communications and visual
focus do affect marine operations in the consistency, conciseness and maximum
effect of communication skills through two rules—(1) the effectiveness of
communications and visual information from eyes, (2) the goldfish memory
skills for communications.

Keywords: Assessment � Maritime simulation � Communication
Human factor

1 Practical Background

Researchers have drawn attention on assessment of dynamic positioning operation
since it is a key part of the subsea installation. Dynamic positioning (DP) operation, as
defined in maritime technology, is a computer-controlled operation (see Fig. 1) to
maintain a vessel’s position and heading by using its propellers and thrusters [1].
Although automation engineers believe that DP operation could be done automatically
[2], an operation of DP systems requires cooperation among maritime operators [3].
Thus, it is worthy to assess how marine operators work with DP systems. In this
manner, we focus on work practices of marine operators in the DP workplace rather
than the technical aspects of DP systems. Thus, assessment of DP systems becomes an
investigation process of how maritime operators work with DP systems and how they
communicate with each other regarding cooperation and safety issues during the DP
operation. This paper mainly addresses on this topic.

There are a few studies addressing the evaluation of maritime training and using the
DP systems as a technical platform. The contributions of these studies are twofold –

(1) technical evaluation of vessels’ automation abilities and (2) Assessment of work
procedures of maritime training.
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For example, researchers assess the frequency of position loss, establish vessel
speed, and distance profile involved in position loss. Based on these assessments, the
completion of DP operation is concluded based on the estimating probability of suc-
cessful intervention in the case of position loss [4]. The study mainly focus on the
assessment of the abilities of automated maritime types of machinery. The cooperation
with maritime operators and their work practices in the DP workplace are dismissed.

Other examples address the human aspects of assessment of DP systems. There is a
study focusing on how DP operators should be trained and be able to perform when DP
systems have to be operated manually. In such case, scholar uses eye tracker as an
assistive tool for the training procedure on DP operation [5]. Josson and Holmström [6]
conduct the qualitative research to investigate how accommodation specific DP oper-
ation could be developed. The purpose is to minimize risk and contribute to safer
marine operations via analysis of communication, human factors, and other sensors.

1.1 Research Question

As mentioned above, these twofold contributions have their merit from a technical
aspect and human factor aspect on assessment of DP operation. It is important to note
that DP operation may have many faces when addressing on a deeper investigation. For
example, the cooperation with maritime operators is a core element in DP operation. As
discussed by researchers in workplaces studies, computer technology may not be able
to support cooperative work of maritime operators, in general, cooperative work [7–9].
In addition, training on work procedures may be insufficient to enable maritime

Fig. 1. Dynamic positioning operational systems (white circle) and communication systems (red
circle) in Ocean Training & Competence AS (OTC) simulator (Color figure online)
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operators because it may not support duplication of safe work practice in a “lab-based”
environment within a fixed training scenario [10]. All these factors result that it is
difficult to assess marine operations with a larger focus overall workplace and work
practices of all maritime operations. Thus, the research question of this paper is about
how to use qualitative research and eye tracking data to interpret cooperative work in
a team of marine operators when operating DP systems. We investigate cooperative
work in a team within the DP workplace, focusing on work practices of maritime
operators. Thus, a mixed research method is used in this research. With qualitative
research, we did observation and interview. The purpose is to make sense of the work
practices of maritime operators regarding their behaviors, such as visual focus and
communication in their work practices. With quantitative research, we used eye tracker
to identify how maritime operators behave during their DP operations. The aim is to
make sense of the relations between their communications and visual focus in the DP
operation.

The paper is structured as follows: Sect. 2 presents existing studies in communi-
cations and eye tracking in the maritime domain. Section 3 presents the methods that
we use to collect data and our empirical setting and experiment design. Findings and
discussion are presented in Sect. 4. Section 5 concludes the paper.

2 Literature Review

2.1 Communication in and Outside of Maritime Domain

Communication training refers to various types of training to develop necessary skills
for communication in different domains. Effective communication is vital for the
success in various situations, such as business and transportation fields in airline
cockpit [11–15], maritime navigation [16–18], and emergency services [19, 20]. The
concentrated points of communications are different from domains such as listening,
negotiation, and report writing skills in communication, speaking and interacting skills
in network working environment. For example, researchers use a micro-analytical
approach to identify the work practices that speakers display in pre-scripted user-device
interaction, such as airline operation center and air traffic control [21]. Whalen and
Zimmerman argue that the organization of citizen calls to emergency services reveals
how the sequential machinery of conversation is adapted by speaker-hearers to orga-
nize, coordinate and exhibit to one another their knowledge and purposes on particular
occasions [22]. The study proposes that the following organization of communication
is a fundamental resource for social activities directed to matters outside of, but
addressable through talk, and for achieving regular, recurrent patterns of action in the
face of varying details and circumstances [19]. They point out the importance of
communication that should involve what events are occurring, and who is reporting
them, and what their importance is, given who it is that is calling [23]. Tracy and Tracy
[20] critique assumptions made in past emotion labor and organizational burnout
studies through the case of 911 call-takers. Through examining the different ways of
human feelings, the study presents that in 911 emergency situation, a call-taker can be
verbally helpful and sympathetic to a caller while displaying irritation, amusement or
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disgust to fellow call-takers through nonverbal expressions such as tone of the voice
and gestures.

In the maritime domain, studies on communication are few. Those studies can be
divided into mainly two categories – (1) social studies on maritime language use and
(2) communication in interactive work between human operators and digital devices.
For example, Pritchard and colleagues [16, 17] investigate the status of Maritime
English regarding the minimum International Maritime Organization’s requirements
(IMO STCW Convention 1978/1995). They suggest that Maritime English Syllabus
should be further developed in its context with collaboration from an interdisciplinary
environment such as general & theoretical linguistics, cognitive science, information
science and teaching theory. Such efforts could offer a standard requirement of Mar-
itime English from the development of digital computer systems to the training of
seafarers. Bailey et al. [18] examine how ‘bridge teams’ utilize a range of practical
communication approaches and devices in carrying out the days work within a context
where temporal and spatial considerations are paramount. The studies explore empir-
ical examples of interaction and identify the way that an interactional accomplishment
is a confirmatory form of talk that is utilized to avoid confusion and maritime disaster.
They suggest that bridge teamwork is accomplished, organized, and sustained by
inquiry and modify training practice of articulation work. In a recent study, the
researchers used the method of conversation analysis to check whether marine oper-
ators have done “read back” during their communications [24]. In a readback loop in a
communication process, everyone repeat themselves while receiving and sending
messages. All those studies mainly address on how social orders of work practice are
conducted. Another study on communication investigated the interactive relations
between human operators and researchers assert that design of communication chan-
nels should focus on those interactional work [25]. Also, those studies also address on
how such orders of work practices can shed light on a technology use and design.

It is nothing new in maritime domain to focus on communications studies; how-
ever, it seems new that evaluation of maritime communications due to safety concerns
in cooperative work situations. As abovementioned, studies in social orders of work
practice do not point out a direction where should we focus on maritime training. Even
though a study suggests, the vital point is the interactive relations in communications
with a focus on ‘what-you-see-is-what-I-see’ between cooperative human operators; no
study focuses on an assessment of how communications effectively relate to other
perceived sight information to help human operators to accomplish their works in a
safety-critical environment. Hence, below it is important to introduce how visual focus
are used for training purposes.

2.2 Eye Tracker Use in and Outside the Maritime Domain

Visual information is an essential factor in human interactive applications. It has been
observed for years that detecting visual focus is beneficial to understand human
behavior [26]. In particular, two primary eye movements—eye fixation and saccades,
provide information of location and shift of visual attention. In addition, tracking gaze
points, improvements in eye-tracking technology, such as deploying high-speed
cameras together with versatile eye tracking solutions by using either wearable glasses
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or desktop mounted system enable measurement of statistical eye metrics, e.g., defining
regions in the stimulus that are of interest, applying heat maps to show the general
distribution of fixations, and finding out the scan pattern for individuals. Differences of
the metrics have been proposed as markers of ability for identifying varying skill levels
[27].

As a method of assessment, eye tracking has been applied as a training tool in
various fields, ranging from surgery [28] and aviation [29] to sports [30]. A concept
known as “quiet eye” defines how people perform precise motor-like skill like driving a
car [31]. It is a way to examine visuomotor planning and control regarding coordination
and reflex for human physical and cognitive performance. Eye trackers, in this case, are
considered a useful intervention to enhance attentional control. Comparative studies
between experienced and novice participants such as the difference of search pattern
can provide valuable information for teaching [32]. Also, analysis of eye-tracking data
is a valid mechanism in the debriefing process, which not only improves training by
objective evaluative feedback of eye tracking but also makes the most effective use of
time [33].

Although eye tracking as a training tool in maritime domain is applicable, maritime
eye tracking is just used as a measuring means rather than investigation tool. That
means the data extracted from eye movement does not point out how visual infor-
mation is used by operators with other means such as communications, regarding
different work situation and context. Thus, we position our study in this field to fulfill
such concerns with aims to unpack opportunities which might be useful to effectively
use visual focus with communication in an assessment of marine operations.

3 Theoretical Background and Methods

3.1 Qualitative and Quantitative Ethnography

Ethnomethodology is originally a perspective within sociology which focuses on the
way people make sense of their everyday world. People are seen as rational actors, but
employ practical reasoning rather than formal logic to make sense of and function in
society. Ethnomethodology leads to the findings of conversation analysis, which has
found its place as an accepted discipline. However, our account of the ethnomethod-
ologically alternative to mainstream social science has thus far been piecemeal, with
parts being surfaced for particular purposes. We, as engineers, are not social scientists
and we may not find it an important matter to follow the twists and turns of social
science thinking about how to study social world. Instead, we seek how engineers
could buy into the importance of understanding the social for assessment purposes, and
ethnomethodology itself may support such understanding on how to utilize knowledge
from social sciences to serve the engineering studies.

Ethnomethodology’s core concerns are to do with how society is understood and
with specifying what it considers to be erroneous formulations of what it is and how it
can be studied [34].

Such efforts have proved to be of value to design research, enabling designers,
evaluators, and other experts to appreciate the things that people actually do in some
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setting or domain and how they do them in practice, which in turn enables designers,
evaluators, and other experts’ to build knowledge around these understanding [35]. In
line with this, we conducted video and audio recording with the purpose to understand
how human operators cooperate to finish their tasks in safety-critical situations. We
mainly focus on the conversations during the designed scenario of DP operations.

3.2 Eye Tracking and Questionnaires

Taking advantages of the eye tracking device, the gaze data in time series was col-
lected. The data includes the timestamp, the gaze position and direction, the eye
movement type and so on. By selecting interested recording, the heat map and the scan
path were obtained. If needed, AOI can be customized, and the corresponding hits
statistics can then be calculated. Besides, the data from the onboard sensors such as the
gyroscope and the accelerometer was collected and synchronized by default.

Also, pre- and post- questionnaires were developed. The pre-questionnaire mainly
focuses on the background information, such as the participants use DP simulators and
report their experiences on maritime training. Moreover, we are particularly interested
in their experience on maritime communication training. In the post-questionnaire, a
Likert-scale [36] is used. The questions mainly address on their perceptions of the
relations between communications and visual focus, also; we asked a question
regarding work practices in a team.

3.3 Empirical Setting and Experiment Design

To assess the role of both communication and vision during DP operations, we
designed the following experiment to be conducted in a maritime simulator located at
the Norwegian University of Science and Technology (NTNU) - campus Ålesund. The
experiment consists on simulating the operation of transferring cargo from the deck of a
platform supply vessel (PSV) A, to the deck of another PSV B. The cargo transfer will
be performed using an oil rig crane, which should lift the cargo container from the deck
of PSV A and land it safely on the deck of the PSV B. Due to a short weather window
and tight schedules, the vessels need to move closer together under the rig crane so the
operation can be finalized as soon as possible.

To position the vessels and keep them at the correct location, the PSVs pilots make
use of DP systems while communicating with the other PSV pilot and with the crane
operator to be aware of the current state of each actor involved in the operation and let
other actors be aware of his/her intended actions.

Aiming to make the communication process even more relevant, when the two
PSVs are close to their final position, a system failure in the propulsion system of one
vessel will be triggered, disabling that vessel’s DP system. This mechanical failure
together with the wave and current directions defined in the simulated scenario will
require a fast response from the PSVs pilots to avoid an imminent collision.

The empirical setting is located in the Ocean Training & Competence AS
(OTC) facilities at NTNU in Ålesund. It consists of a maritime simulator, which is a
system capable of realistically simulating maritime equipment, ships, oil rigs and
maritime environment for teaching, training, research and other purposes.
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Figure 1 shows a reproduction of a typical ship bridge from a PSV, located on the
OTC facilities. This installation will be used in our experiment to accommodate the
operators controlling one of the PSVs. The red circle in Fig. 1 indicates the DP system,
which will be used by an operator for the position keeping operation. The green circle
highlights the communication system, which will be used by a second operator in the
bridge to communicate with the crane operator and with the other vessel, which can be
seen on the simulator screen, circled in blue. This other vessel is operated by another
pair of operators in another room like this one.

In Fig. 2, the control console of the OTC maritime simulator is shown. In the
picture, the simulator staff members can be seen coordinating the simulation. From this
main console, it is possible to define all the parameters for the desired operation,
including number and types of vessels and oil rigs, weather condition, waves and
current direction and intensity and so on. For the current experiment, no crane simu-
lator was used, since the goal was to evaluate the communication and vision regarding
the use of DP system on the vessels. Instead, the OTC staff used the main control
console to mimic the presence of a real crane operator, providing communication
between crane and vessels. It was from this control console that the propulsion system
failure was triggered during the experiment.

3.4 Experiment Procedure

The designed experiment was performed six times. In each case the experiment was
run, the environmental conditions were defined as calm, with small wave heights, but

Fig. 2. OTC simulator main control console.
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with enough current speed to make the vessels drift in case the DP systems are not
activated.

During each one of the scenarios, the operators from one of the vessels were
tracked. To track the communication and vision of the operators, two different
approaches were used. For tracking the communication, audio and video recording
equipment were used. For tracking the vision of the DP system operator, a Tobii® eyes
tracker was used.

At the beginning of each scenario, the PSVs were positioned around 50 to 70 m
away from the desired position, and the experiment starts with the crane operator
requiring the PSVs operators to position the vessels closer to the required location,
under the oil rig crane. The approximation process is gradual and should be conducted
in several small steps to avoid a collision. When the vessels are close to the final
position, a propulsion system failure is triggered in one of the vessels, requiring an
emergency maneuver from both PSVs.

4 Finding and Discussion

4.1 Communication and Visual Focus

Like most studies in communications [16, 24, 37, 38], we also found ‘readback’ is a
rule of thumb for the DP operations, especially for teamwork tasks. Differently from
these previous studies; our focus was not about the social concerns regarding com-
munications. Moreover, we consider how communications are conducted in a particular
working context where maritime technologies are present (e.g., maritime simulators).

For example, in the airline cockpit studies, Nevile argues that the institutional talk
and turn talk are important factors for evaluating of communications in safety-critical
and high-pressure working environment, such as airplanes [11]. In most cases, pilots
know who will say what to whom, and when, because they are legally required to use
scripted procedural wording [13]. By following such scripted procedural wordings,
checklists should be completed [15]. However, we found this is a difference between
airplane operation and DP operation on the vessel. For maritime operations, such as DP
operation, there is no scripted procedural wording. Also, there is no institutional talk as
the airline industry. However, there is turn talk in the maritime communications, such
as readback [24]. From our experiment, readback is not always correctly used by all
maritime operators. For example, we found that even though five groups of our par-
ticipants are trained in the maritime simulators regarding operations, communications
and emergency situation handling were not good as the maritime trainers expected.
Only one group followed their way to make the communication effective by repeating
their names and the questions/requests they heard once or twice before replying. For
example,

[00:16:01] A: This is Sola. I will move 20 m, 2–0 m further.
[00:16:21] B: Sola, this is Haram. Yes, you move 20 m. I will hold my position.

According to our post questionnaire, all participants (100%) replied that ‘readback’
is important. Also, they self-reported that all numbers should be clarified in answering
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questions and making statements. Moreover, ‘readback’ should be standardized as they
choose the answer: a formatted script for maritime operations is necessary.

4.2 Goldfish Memory Myth in Communication Analysis

Regarding their statement about standardized scripts in maritime communication, we
examined all voice recording. Many fishes – such as minnows, sticklebacks, and
guppies – are capable of the same intellectual feats as many mammals [39]. However,
when the environmental, sounds and behavioral habits are regularized. If not, mistakes
will raise up. For example, we found that the communication can be accurate when the
duration of communication is short, and language use is concise. However, when the
language use is complex regarding working context, some information could be mis-
interpreted. Below is a good example from our transcribed materials.

[00:24:33] A: Haram, This is Sola. I have [to move] 1–5 m closer to the platform.
[00:24:42] B: Moving 15 m closer to the platform.
[00:26:26] A: Haram. This is Sola. I will now move 10 m. 1–0 m

In this example, in roughly two minutes two marine operators could concisely
express their idea. They repeat their ideas, such as numbers and names to make their
communication effectively. However, this is the only group in our experiment which
can express themselves even in our human-made situation. Most of the groups couldn’t
make their communication clear even during a simulated working context. For
example, when one of the vessels lost power during the operation, we identify this
communication:

[00:17:32] C: Haram. This is Crane. You are 3–0 m away from your final position.
[00:18:30] D: Crane, This is Haram. 2–0, 20 m to the final position? Sola, Sola.
I will move 20 m.
[00:19:30] E: Haram, this is Sola. I will move 10 m.
[00:19:40] D: This is Haram. Will you move 10 m?
[00:19:42] D: Are you move[ing] 20 m?

It is interesting that even when the communication had roughly the same duration
(2 min), not all participants could express themselves concisely and accurately. When
we discussed with the maritime instructor regarding the communication training, the
trainer stated that there are rules in communication training. However, there is a
shortage of standardized format in detail for checking speaking language of maritime
operators. However, a standardized format requests more efforts in the maritime
domain. Maybe a detailed exploration of international telecommunication for maritime
mobile and mobile-satellite is a platform [40].

4.3 The Relationships Between Communications and Visual Focus

Our participants also report that there are indirect relationships between communica-
tions and visual focus. For example, when asked whether they are using their visual
focus to judge the distances between two vessels on DP displays, the participants
replied in most times (higher than 75%) that look outside during DP operations. And
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when asked “do you look outside to monitor the distance between two vessels and the
crane,” participants replied that they only spend 50% of the time during the DP
operation looking outside. However, they also reported that “it is important to have
distance information on the DP systems (100%) and it is important to use such
information in their communication (80% importance)”. Well, DP systems do not
function to measure distances. This is an interesting finding that may reveal current
simulators request improvement regarding our assessment of DP operations.

However, although they report there are relationships between communications and
visual focus, eye tracking data from one group might disagree with their statements.
We chose the best performing group as a case and found out that looking outside is
more important than information on DP systems (see Figs. 3 and 4). Two of the
participants spent more time (heating maps, red color) looking outside and perform the
experiments properly.

Fig. 3. A good example of DP operation. (Color figure online)

Fig. 4. Bad examples of DP operations (Color figure online)
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The rest of the groups spent more time on DP systems. As advised by the maritime
instructors, such behavior is insufficient. During the DP operation, the participants
should spend more time to observe outside than the monitors inside the bridge.
Through this experiment, we realized that the maritime operations training might need
to teach trainees where to get useful information and how to present this information to
who and in what way. This may contribute to the maritime training with more accuracy
means in the maritime courses. For example, recorded heatmap could help to guide
trainees to get useful information and to learn how to present it to the correct receivers.

5 Concluding Remarks

In this paper, we examined the relationship between communications and visual focus
in the dynamic positioning operations in a team-based work. Through the study, we
find that visual focus and communications together affect the quality of marine oper-
ations. However, due to lack of experience marine operators may be unable to properly
combine their verbal and visual focus information for their work tasks. We find three
important factors which affect the quality of marine operations. To increase the quality
of maritime training, we assert that the communications and sight information should
be used together. Also, the communications should be effectively and efficiently done
within a short timescale. In doing so, a good training should educate marine operators
where to grasp information on visual focus and how to express it properly.
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Abstract. Although Moodle quizzes are a wide used tool for e-assessment,
they present some limitations regarding the possibility to provide randomized
quizzes with different questions for each different student. In this paper, we
present different approaches to incorporate variables with randomness in ques-
tions within Moodle, so that multiple versions of the same question can be
generated automatically reducing the workload of the teacher when preparing
the quizzes. Furthermore, we explain our experiences in the design and
deployment of self-assessed questions, with randomness and feedback, to an
online Cryptography course.

1 Introduction

The wide adoption of Internet worldwide has revolutionized higher education learning.
From online-only universities, that award official university degrees to students that
have followed their courses online, to MOOCs (Massive Open Online Courses), that
focus on bringing quality high level education to the masses in an open way, Internet
has led to the emergence of new ways of learning (and teaching) that were difficult to
imagine just a few years ago.

Online learning has one obvious advantage: it provides flexibility by removing the
need to physically attend a traditional class (with a fixed schedule, a specific location,
and a limited capacity). But this is not the only benefit online learning offers. By
putting Information and Communication Technologies (ICTs) in a central place, online
learning is able to provide students and teachers with enhanced learning tools and
experiences.

Within these enhanced learning tools appears the ability to create automated
individualized self-assessed problems or quizzes, that can be used both during the
learning process and for evaluation purposes. Whereas creating and reviewing one (or
even multiple) different problems for each individual student is very time consuming in
a traditional (analog) setting, ICTs provide ways of doing so with minimal effort.

Specifically, in this paper we deal with automatic self-assessed quizzes containing
questions that include randomized variables. We create a new tool, MoodleRanQ, that
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automatically generates multiple versions of the same question by introducing ran-
domness to a set of variables of the question. MoodleRanQ allows to create as many
versions as needed of a single question, whereas retaining the automatic assessment
capabilities. This tool enhances the standard functionality of the randomized Moodle
quizzes since it provides a simple, fast and efficient method for the teacher to create as
many questions as desired in an automated process, for its later use as input in a
Moodle random quiz.

We make use of our tool for creating automated self-assessed quizzes (with ran-
domized input questions) with two different goals. First, we intend to improve learners
experience by allowing them to practice the resolution of problems related to the subject.
By providing students with asmany problems as theywant, we ensure each student is able
to obtain a number of practice problems that matches their learning needs. Moreover, by
carefully designing the automated feedback the quizzes provide, we intend to guide the
student through the learning process, either by providing clues on the errors that lead to
wrong answers or by suggesting additional content to further explore a topic after a
successful answer. Second, our tool is also used to generate self-assessed quizzes as an
assessment tool: they can be used to evaluate to which extent a student has learned a given
topic.With this regard, introducing randomness to questions ensures each student obtains
an individualized quiz to solve that is different from the quizzes provided to fellow
classmates. Thismayhinder cheating attempts, since students are no longer able to directly
copy other students’ answers. Note that, in our case, students solve the quizzes online over
the Internet (without any kind of external supervision); they have about two hours to solve
the quiz once they have visualized the questions; and they are given a time frame that may
last from a few days to a few weeks to make the attempt. Therefore, introducing ran-
domness to the questions obstructs any copying effort. Of course, being an automated tool,
another direct benefit of using these quizzes for assessment is that they allow a teacher to
evaluate a huge number of students with minimal effort.

Beyond these two main goals, we have found the usage of automated self-assessed
quizzes to have other benefits. For instance, students tend to be very satisfied with the
fact that they get feedback (and, if applicable, grades) immediately after they finish
their attempt, in contrast with traditional activities graded manually by teachers, where
feedback takes at least a few days to get back to the student.

This paper provides two main contributions. On the one hand, it describes three
different technical approaches to incorporate variables with randomness in questions
within Moodle’s Virtual Learning Environment (VLE), so that multiple versions of the
same question can be generated automatically. We expose the limitations and highlight
the benefits of each of the approaches. This know-how can be used by other teachers
when designing their online activities. On the other hand, the paper explains our
experiences in the design and deployment of self-assessed questions, with randomness
and feedback, to an online-only Cryptography course. We give an overview of the
observations collected during five different editions of the course and using these
questions within two different quizzes’ models: giving students two attempts on a
graded quiz or providing (ungraded) practice questions together with a one-attempt
only graded quiz.

The rest of the paper is organized as follows. First, we provide a basic description
of Moodle quizzes, the tool we used to deploy our quizzes, and describe past related
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works. Then, an overview of the kinds of problems into which we introduce ran-
domization within our Cryptography course is presented. After that, we describe and
evaluate the three technical approaches to introduce randomness to the inputs of
Moodle questions. We next summarize the results of deploying automatic self-assessed
quizzes with randomization during five different editions of the Cryptography course.
Finally, the conclusions and lines for future research are highlighted.

2 Background on Moodle Quizzes and Related Work

Moodle is a widely used open source VLE with multiple functionalities, including e-
assessment tools. One of these tools is the Quiz module that allows to build quizzes
from a set of questions drawn from the Question bank. The Question bank stores all the
existing questions. Questions can be classified in categories, which in turn may be
nested within other categories, allowing to effectively organize the set of available
questions.

Moodle supports different kinds of questions, from basic True/False or Multiple
Choice questions, to Calculated ones (where answers are described as mathematical
formulas that are evaluated at visualization time). Each type of question has its own set
of configuration parameters, for instance, to describe how is the correct answer iden-
tified or how is grading computed. Moreover, questions may also include feedback to
be given to students, either conditioned to specific answers or general to anyone who
attempts the question.

Once the questions are created, they can be used in Quizzes. Quizzes are created by
selecting a subset of questions from the bank, assigning a punctuation to each question
inside the quiz, and configuring the behavior of the general quiz. Questions can be
arranged in a predetermined order (or the order may be left to random). Additionally,
one may also include randomly chosen questions in a quiz. In this case, a category of
questions is selected, and the quiz will randomly pick one of the questions of that
category to show during the attempt.

Multiple authors in the scientific literature point out the potential of Moodle quizzes
as a self-assessment tool. Blanco and Guinovart [1] describe the use of Moodle quizzes
as an assessment tool for undergraduate subjects in applied mathematics. Salas-Morera
et al. [2] show that using online quizzes, in a subject related to project methodology,
organization, and management, has a proven positive influence on students’ academic
performance. Furthermore, one of the problems associated with e-assessment is related
with the risk of cheating and copying the answers. Randomized questions, like the
approach discussed in this paper, is an interesting approach to reduce such a risk, as
different authors has already pointed out in the literature [3, 4].

3 The Cryptography Course

“Cryptography” is a 6-ECTS credits course addressed mainly to computer science
undergraduate students. Students enrolled into the course are expected to have already
completed basic programming and mathematical courses.
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The course is taught entirely online. Students are provided with a course manual
that contains the theoretical content of the course, together with access to a virtual
learning environment (VLE). The VLE used in this course is the virtual campus of
Universitat Oberta de Catalunya (UOC) [www.uoc.edu]. This VLE has a modular
architecture design that allows Moodle classrooms to be smoothly integrated, allowing
us to use standard Moodle quizzes in the course.

The course is focused on modern cryptography with a short introduction including
historical cryptography. Among many other concepts, the subject teaches different
kinds of cryptographic schemes. The cryptographic schemes themselves (or, at least,
parts of them) can be seen as functions that compute an output from a set of input
variables.

For instance, one of the most basic cryptographic schemes, the Caesar system [5],
works by substituting each letter of an input plaintext with the letter that is found three
positions afterwards in the alphabet. For example, the input plaintext ATTACK-
ATDAWN is transformed to DWWDFNDWGDZQ when ciphered using Caesar.

Although this is just a trivial example, there are many interesting problems within
the subject which follow this very same structure: the goal is to compute an output of a
certain function given a set of inputs. Following with the previous example, the goal
would be to compute the ciphertext (output) of a given plaintext (input) applying the
Caesar cipher (function). The particularity of these kinds of problems is that the same
exact problem (function), with different input variables, gives totally different results.

We were interested in generating automated self-assessed questions that followed
this pattern, that is, questions where the input variables were selected randomly from
the set of valid inputs and answers were computed on execution time, by applying a
function or algorithm to the set of generated inputs.

4 Technical Approaches to Random Question Generation

Although Moodle’s Calculated questions already provide a way to generate questions
with dynamic parameters, the set of functions that can be implemented with this type of
questions is very reduced. Because of the complexity of the functions that compute
outputs for a cryptography course (e.g., they may include processing large integers,
performing finite field arithmetic operations, or implementing complex algorithms),
Moodle’s Calculated questions are far away from fulfilling the needs for our course.

In order to overcome these limitations, we have been following three different
approaches: (1) using the WIRIS1 quizzes plugin to dynamically compute the answers,
(2) computing the answers with external tools and embedding them in a WIRIS
question, and (3) generating multiple individual questions with MoodleRanQ, our tool
for random Moodle questions generation.

In the next sections we describe the three alternatives. As an example to illustrate
the three approaches, we use a Multiple choice question that asks for ciphering a given
plaintext using a generalization of the Caesar cipher explained in Sect. 2. Instead of

1 WIRIS - http://www.wiris.com.
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looking for the letter three positions ahead, the number of positions is arbitrary and
represents the key of the cipher. Figure 1 shows a specific example of the question. In
this case, the input variables to which randomness is applied are two different ones: the
plaintext and the key. The plaintext can be any sentence without spaces (in the attempt
shown in Fig. 1 the plaintext was chosen randomly to be “TREATISEONENIGMA”)
and the key can be any possible integer from 1 to 25 (in Fig. 1 attempt the key was
chosen randomly to be 3). In order to build the question, the correct answer must be
computed from the input parameters, as well as four additional (wrong) answers that
will be shown as the other possible choices.

4.1 WIRIS Questions

The first approach we followed is to use WIRIS quizzes [6], a Moodle plugin that
provides an additional set of Moodle question types replicating the standard Moodle
types but incorporating advanced scripting features.

With these new question types, one is able to specify a set of variables within the
question and compute the answer programmatically, by applying a predefined algo-
rithm to the input variables. Then, when the student attempts the question, the variables
are instantiated, and the answer computed at that moment by applying the algorithm as
defined when creating the question. In contrast with Moodle’s calculated questions,
WIRIS allows to implement not only basic functions but also algorithms, with control
flow instructions, so WIRIS effectively increases the set of functions that can be
implemented with respect to basic Moodle Calculated questions. Moreover, the plugin
provides a graphical interface, the WIRIS quizzes studio, from which the teacher can
create this kind of questions.

Figure 2 shows an example of the Caesar question algorithm implemented using
WIRIS CAS, the mathematical editor for formulas and algorithms integrated within
WIRIS quizzes studio. Inside the libraries box the algorithm for ciphering with Caesar
is defined. Then, in the variables box, the key and plaintext are chosen randomly and
the CaesarCipher algorithm is used to cipher the chosen plaintext. The variables
defined in this box can then be used in the text of the question. Note that, following this
approach, both the algorithm and the randomization procedure are implemented with
WIRIS.

Fig. 1. An attempt on the Caesar cipher question
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However, this approach has some limitations. First, algorithms have to be described
using the own WIRIS syntax [7], for which there is a small amount of documentation,
community support, and debugging tools. Note, for instance, that the keywords used by
the code in Fig. 2 are Catalan words (e.g. inici, mentre, fer, fi), since the WIRIS
instance running in our server is configured to use that language (currently WIRIS is
available in Catalan, Spanish, English, and Danish). Second, depending on the
deployment and in order to create the questions, the teacher needs to execute a Java
applet in their browser, or download and execute a (.jnlp) file in their own computer file
to be able to introduce the code that implements the desired function. This is often a
source of technical problems that complicate the procedure. Finally, in contrast to the
Moodle open source approach, WIRIS is a license-based software.

4.2 WIRIS Questions Combined with SageMath

The second alternative we deployed is to combine the potential of WIRIS question
types together with an external tool. In our case, the external tool was SageMath [8]
(previously known as sage), an open-source software for mathematics that uses a
Python-like syntax. Python [9] is currently one of the most used programming lan-
guages [10], and there exists huge amounts of documentation, debugging tools, and
editors for programmers, as well as a very active community. SageMath provides a
complete programming language with many libraries that are designed to deal with
number theory, algebra, cryptography, etc. Therefore, implementing the cryptographic
algorithms needed for our course with SageMath is a much easier task than doing so
with WIRIS.

Fig. 2. Code to implement the Caesar question with the WIRIS plugin
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This approach is based on decoupling the implementation of the algorithm that
solves the question from the random selection of inputs. The former is implemented
using SageMath, while the latter still uses WIRIS functionalities. As a result, we take
advantage of SageMath when implementing cryptographic schemes together with the
flexibility of WIRIS to introduce randomness into Moodle’s questions.

Specifically, the procedure of creating a question with this approach is as follows.
First, we implement the cryptographic algorithm within SageMath. Then, we use the
implementation to generate multiple different tuples of values, with each tuple con-
taining all the information needed for a single question (input parameters and answers).
Finally, we create a WIRIS question that randomly choses one of the tuples. From a
technical standpoint, n dimensional tuples are exported from SageMath and imported to
WIRIS using n different lists, that is, a list is exported/imported for each single variable
of the question.

Figure 3 shows the SageMath code to generate the Caesar question. Note that the
gains in code conciseness and readability can already be appreciated in a question as
simple as this one. The code generates num_questions tuples of values, with each
tuple containing: plaintext, key, ciphertext, and 4 wrong answers.

The values generated by SageMath can then be imported in a WIRIS question (see
Fig. 4). Then, the WIRIS algorithm only needs to select a random integer that defines
which of the tuples is selected for the current attempt. Again, from an implementation
point of view, the random integer is used as the index of each of the lists.

The main drawback of this approach comes from using two different tools for a
single task: question authors need to be have access to both software and must man-
ually copy the results from one to the other. However, the potential of SageMath allows
to construct questions based on complex algorithms without much effort.

Fig. 3. SageMath code to generate variables for the Caesar question
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4.3 MoodleRanQ

Our third alternative consisted in developing our own tool, MoodleRanQ, that allowed
us to generate random Moodle questions, using the potential of SageMath/Python but
removing the need to interact with the WIRIS plugin.

MoodleRanQ is a Python application with a web interface implemented with flask
[11], a microframework for web development. Therefore, MoodleRanQ interface can
be accessed with any standard web browser. MoodleRanQ can be deployed as a
standalone app (using flask built in minimal web server) or in combination with a
proper web server (e.g. Apache, nginx or lighttpd).

In order to create a new question, the author selects the type of question to create
and then introduces the title, category, text, and answers. The special character # is used
to include variables within the question (in a similar way than the WIRIS plugin).
Additionally, the authors also determine the total number of versions of the question to
generate and the function that will be called to create the answers.

Figure 5 shows an example of creating the Caesar function with MoodleRanQ.
Checkboxes are used to indicate the correct answer.

The function that generates the tuples must be a SageMath/Python function with a
specific template: it receives a single parameter (the number of versions of the question
to generate) and returns a dictionary with as many keys as variables introduced in the
question. For each key, the dictionary contains a list with as many elements as versions
of the question to generate. MoodleRanQ then combines the information given by the
user with the results of the function and generates the questions. Different versions of
the same question are grouped into a single category, so that they can be afterwards
properly included in a quiz.

Fig. 4. WIRIS code to randomly select variables computed in SageMath
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Importing the questions into Moodle requires minimal interaction from the authors.
MoodleRanQ generates a file using the Moodle XML format [12] (a Moodle-specific
format designed specifically for importing and exporting questions for the Quiz
module). This file can be directly uploaded into Moodle.

Figure 6 shows a minimal example of a Moodle XML file for the Caesar question.
First, a dummy question with the category type is used to define the category for the
questions. Then, multiple questions of type multichoice are created (the image, for
brevity, shows only the first of the questions). For each question, the answers together
with details such as the numbering type or whether to shuffle answers within the
question are specified.

With the previous two alternatives, described in Sects. 4.1 and 4.2, each individual
problem is implemented as a single Moodle question that uses the WIRIS potential to
generate multiple versions of the same question, resulting in different numbers for each
attempt. On the contrary, this third alternative is based on generating multiple Moodle
questions for each individual problem and then resorting to standard Moodle’s random
question selection. Therefore, in order to include a question generated by MoodleRanQ
to a quiz, the author indicates that a random question from that category must be
included in the quiz (instead of directly including the single question). Since different
versions of the same question are grouped into categories, by selecting a random
question from the category we are effectively selecting a random version of the
question.

Fig. 5. Caesar question generation via MoodleRanQ web interface
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As the previous approach, MoodleRanQ has the benefit of using all the potential of
SageMath/Python for implementing the algorithms that solve the questions, a major
advantage when questions involve complex computations. Additionally, it removes the
burden of using two different tools and having to manually copy information from one
to the other: questions can be directly imported to Moodle from the xml files generated
by MoodleRanQ. The disadvantage this approach poses in front of the other two is an
overhead on storage: since multiple Moodle questions are created for each real question
(one for each version), text and question structure is replicated multiple times. How-
ever, given the size of each question, this should not be a problem for any modern
computer.

5 Experiences of Randomized Moodle Questions
in the Cryptography Course

In this section, we provide the results obtained by using randomized Moodle questions
in a cryptography course. The course is divided in eight units and has five automati-
cally graded self-assessment activities (A1 � � � A5) implemented using Moodle’s
quizzes, as depicted in Table 1.

Fig. 6. Moodle XML file with a Caesar question
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Two of the activities in the course (activities A1 and A5) are quizzes with two
possible attempts. The grade of the activity is computed as the highest grade obtained
in any of the two attempts (and the lowest grade is discarded).

The other three activities (A2 to A4) are quizzes that allow just one attempt (with
the final grade of the activity being the grade on that unique attempt). However, for
those quizzes, we also have a set of (ungraded) practice questions, which the students
may attempt as many times as they want, with the only limitation being the elapsed
time between attempts, which must be of at least 30 min. This restriction is included to
avoid indiscriminate attempts with bruteforcing intentions.

Data analyzed in this section includes results on 5 different editions of the course,
deployed during 3 different academic years (2014–15, 2015–16, and 2016–17). Table 2
summarizes the overall number of students per edition, detailing how many of them
where active. We consider a student to be active if she has participated in at least one of
the activities of the course.

5.1 Two Attempts per Graded Quiz

As would be expected, when two attempts on a quiz are allowed, most of the times the
majority of the students do use both attempts.

Figure 7 shows the percentage of students that use either 1 or 2 attempts. The
horizontal axis of the figure shows the five editions of the course, labeled from E1 to
E5. Notice that for each edition two bars are depicted, one for activity A1 and another
one for activity A5. The first bar of each edition (blue bar) represents activity A1 and
the second bar (green bar) represents activity A2. The vertical axis shows the per-
centage of students that perform one. To this regards, bars for each activity are divided

Table 1. Overview of the quizzes in the course

Num. of
questions

Max.
attempts

Time
(minutes)

Num. practice
questions

Units

A1 7 2 90 0 1 and 2
A2 4 1 90 2 3
A3 7 1 90 5 4
A4 10 1 90 4 5 and 6
A5 9 2 90 0 7 and 8

Table 2. Number of students per edition

Edition Number of students Number of active students

E1 55 54
E2 12 12
E3 30 26
E4 60 60
E5 20 18
Total 177 170
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between the percentage of students that have used one attempt only (darker zone) and
students that used both attempts (lighter zone). The 50% value is depicted as a dash
line. Notice that, the only activity where there were more students that used one attempt
than students that used both of them was A1 in edition E4. However, it is also inter-
esting to note that even the final grade of the activity was set as the maximum grade of
two attempts, the percentage of students that use only a single attempt is maintained
above 16% in all editions for both activities.

5.2 Practice Questions and One Unique Graded Attempt

Regarding the graded activities that offer a set of practice questions, we have found a
positive correlation between the number of practice questions a student solves and her
mark at the graded quiz. For all the analyzed activities, the average mark of students
that hadn’t solved any practice question was below five (the pass mark for the course).

Fig. 7. Percentage of students with 1 or 2 attempts (per activity and edition) (Color figure
online)

Fig. 8. Average mark given the number of practice questions solved
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Moreover, the average mark increased with the number of practice questions the stu-
dent attempted. Figure 8 shows the average marks for students given the number of
attempts on practice questions for activities A2, A3 and A4 (the results are aggregated
over different editions).

6 Conclusion and Future Work

We have found Moodle quizzes a very useful tool for online learning and assessment.
However, Moodle quizzes alone are insufficient to generate randomized questions with
complex algorithms. After evaluating different alternatives for overcoming this limi-
tation, we implemented our own tool, MoodleRanQ, that combines Moodle quizzes
functionality with Python/sage scripting. MoodleRanQ improves the question creation
process, easing the authors’ work both when coding the algorithm and when adding the
question into Moodle.

Regarding our experiences with the Cryptography course, we have found that most
students indeed make use of various attempts on graded quizzes when they are
available. Apart from improving their mark on the activity, this has consequences on
the learning process, as it may entail that students do learn during the evaluation
process. Moreover, we have detected a positive correlation between the number of
practice questions a student performs and the mark she obtains in the graded test.

We intend to follow two different lines of work in order to expand this paper. First,
we expect to further develop MoodleRanQ, to convert it from a prototype to a fully
functional application. We think that a complete product allowing to build randomized
Moodle questions powered up by Python’s algorithmic features would serve the entire
online teaching community (especially regarding math and computer science related
learning). Second, we intend to further analyze Moodle quizzes student data with more
advanced statistics techniques, in the interest of extracting knowledge that can be used
both to enhance future editions of our courses and to design new online courses.
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Abstract. eExams can potentially improve didactics, efficiency, objectivity,
flexibility, accessibility, and even sustainability compared to written exams.
However, they also present great challenges such as security, reliability,
integrity, as well as the availability of computer rooms of sufficient size. To
conduct large-scale online exams, we implemented the “Secure Exam Envi-
ronment” (SEE) in 2011. The SEE enables online testing in any lecture hall
using students’ own devices – and loan devices if needed – while blocking
access to unauthorized files or internet pages. After booting the SEE, assessment
is conducted via Moodle and additional software (e.g. GeoGebra, Excel or
Eclipse) can be used as well. To maintain quality of service, we developed a
monitoring solution to control the technical infrastructure of the SEE. As of July
2018, we have conducted 1,605 such online exams with 57,607 students.
Moreover, the SEE offers the possibility for slotted exams where students can
choose freely the time of their exam within a week. Since technical solutions
cannot solve all problems, the organization of eExams is vital to guarantee
smooth operations as well as integrity. This paper offers a technical solution for
the implementation of a secure and highly available exam environment with the
various benefits of eExams, and provides organizational recommendations for
the successful roll out of online exams as well as for overcoming technical
challenges.

Keywords: Secure online testing � Secure Exam Environment
Benefits of eExams � Organization of eExams � Security � High availability
Monitoring

1 Introduction

Assessment methods have a profound influence on how students learn [1, 2].
Assessment generates students’ activities and engagement, heavily influences student
behaviour, shapes students’ experiences, and generates feedback and thus opportunities
for improving students’ knowledge as well as reflection and removing misunder-
standing [3–5]. Unfortunately, current assessment approaches have proved to be
unsuitable for measuring complex learning [6]. In spite of the considerable importance
of assessment and the increasing availability of alternative methods for assessing
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students’ knowledge and competencies like dynamic question types, training software,
videos, or games, paper-and-pencil exams and written summative assessments continue
to be the dominant method of assessment. This leads, among other things, to learning
processes being directed towards the acquisition of factual knowledge and towards rote
learning at schools, at universities as well as in organizational training. Even though the
didactical opportunities of paper-and-pencil exams are quite limited, their management
costs various resources, visible mainly as increased workload for academic staff. While
technology has proven its potential for enhancing learning processes [7–10], it offers
opportunities for improving assessment methods as well. However, we found a lack of
technical solutions for conducting secure online exams for larger audiences. The
problems we encountered were twofold: first, classical computer rooms were simply
too small for large-scale exams. Second, like in all other electronic “business scenar-
ios”, confidentiality, integrity, authenticity, accountability, privacy, and reliability (and
thus availability) are also mandatory in the context of electronic exams. Especially, if
they come with the property “secure”. The first five aspects are commonly addressed by
the use of cryptography (e.g. encryption of transmitted and stored data, network-based
security mechanisms like firewalls, and authentication of messages and users) as well
as organizational measures to compensate for the limits of technical solutions. The last
one may be overcome with physical and logical redundancy and continuous monitoring
of the IT system [11]. This includes the continuous monitoring of the infrastructure
(hardware, software and network) as a preventive measure to help detect issues before
they cause any major problems.

To overcome these shortcomings, we implemented the Secure Exam Environment
(SEE). This paper demonstrates how the technical implementation of the SEE can make
eExams “secure”, and provides recommendations for extending Moodle as a learning
platform for conducting “exams”, as well as expertise for the organization and design
of an “environment” for successful eExams.

2 Benefits Offered by eExams

Online testing has great potential as a tool for conducting exams. Next to didactical
benefits, they improve the efficiency and objectivity of exams, offer increased flexibility
for lecturers as well as students, are sustainable if the personal devices of the students
are used and offer students with disabilities increased accessibility.

2.1 Didactical Benefits

From a didactic point of view, eExams improve the execution of traditional question
types like free text answers or multiple choice questions, and expand the range and
variety of assessment methods by offering a number of new question types. Thus,
online exams provide didactical benefits and have the potential to assess higher order
thinking skills and different kinds of knowledge, e.g. procedural knowledge.

Free text questions remain invaluable even in the digital era when it is crucial to let
learners explain something in their own words and thus to check if they understand
more complex concepts adequately. With online exams, students can structure their
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answers in a clear and concise manner while making as many revisions and corrections
as necessary. This provides students and teachers with increased clarity about the basis
of the evaluation.

Multiple-choice or -response questions are appropriate if the recognition of the
correct information within a set of selection options, the analysis of situations or
scenarios, or the evaluation of adequate options is of interest. For didactical reasons,
multiple-response questions should be preferred as this reduces the likelihood of stu-
dents simply guessing the right answers. Cloze is suitable if the context of the learning
content is essential, and particularly for short answers and terms that should be used
correctly. The electronic delivery of cloze allows various forms of gaps to be filled via
selection options, as short answers or drag-and-drop operations.

In addition to optimizing traditional question types, online exams also expand the
repertoire of questions. While paper-and-pencil question types remain static, online
testing offers variety, e.g. calculations with ranges of validity, and even dynamic types
of questions, like drag-and-drop questions, the integration of variables into the question
text or into items of multiple-choice questions, or the integration of videos or games (if
sound is necessary for these questions, headphones should be available to not disturb
colleagues during exams). Drag-and-drop questions within online testing include
dragging of texts and/or images, for example, dragging several texts into an image and
thus marking special areas of this image. Consequently, this question type is well suited
when learners need to assign related elements, prioritize or organize elements. Videos
and games may include procedural and complex information in questions, offering a
new dimension in the assessment of situations, procedures, and dynamic content. Thus,
analysis and evaluations of social dynamics, e.g. the communication between doctors
and patients, technical procedures or meteorological processes, to name a few, are quite
easily assessable. To sum up, question types should be selected based on the content
being assessed.

Another and outstanding advantage of online testing is the opportunity to push the
boundaries of static question types by including additional software in exams, making
software, which is available for teaching and learning, also available for testing. More
complicated problems can be solved in this way. According to Biggs and Tang [1] and
their concept of “constructive alignment”, coherence between all phases and elements
of the learning process is essential for high quality education. Intended learning out-
comes, teaching/learning activities, assessment tasks as well as grading should support
one another [1, 12]. Thus, the software tools used for teaching and learning - e.g.
mathematical or statistical calculations and analysis, programming, literature essays -
should be used during the examination process as well. Being able to use specific
software and multimedia in electronic exam environments paves the way to promising
(hands-on) performance assessments too.

Beyond this, eExams can extend general feedback to each question and thus to all
students without additional work for lecturers, leading to more valuable feedback for
students about their level of knowledge [13]. Moreover, individual feedback may be
made available to every student. We have observed that while students do not nec-
essarily come to personal feedback talks they always want to see online feedback for an
eExam.
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In addition, opportunities for statistical analysis of questions may be utilized to
improve the quality of questions over time.

2.2 Efficiency

Online exams result in a noticeable reduction of academic workload and thus result in
significant savings [14] due to the improved readability, structure and clarity of typed
open-text answers, along with automatic delivery, storage and (semi-)automated cor-
rection of (semi-)standardized question types. Handwritings in paper-and-pencil exams
are often difficult to decipher and answers are quite often supplemented and extended
using any blank regions on the paper sheet. Thus, the correction of free text answers
takes a lot of time without any benefit for teachers or students. With online exams, the
answers to free text questions are effortlessly readable. Additionally, eExams bring
further advantages such as improved correction possibilities. The sorting of all stu-
dents’ answers to one question is done by the machine, which means an ease of
correction. For exams conducted by several lecturers, e.g. for qualifying subject
examinations, the correction can be done by several colleagues simultaneously. In
addition, correction work can be done more easily while traveling since all exams are
available online, eExams do not get lost, and – compared to paper-and-pencil exams -
they may be copied effortlessly. The question pool may be improved over time through
the adaptation, modification or extension of questions, thus simplifying the creation of
new exams. Finally, as technical support staff may take over the supervision of the
exams, lecturer may concentrate on other activities.

The greater efficiency of eExams provides students with instant grading and - if
supported by lecturers - feedback [15]. Moreover, since today’s students are more used
to typing than to extensive handwriting [16], online exams prevent hand pains and bad
handwriting related to paper-and-pencil exams.

2.3 Objectivity

eExams restrict the halo-effect which occurs when different handwriting styles influ-
ence the lecturer when grading [4, 17–19]. Online exams enable each question to be
evaluated on its merits without being influenced by other answers provided by the
student and thus subjective construction processes. Furthermore, online exams facilitate
blind grading in many learning management systems, e.g. in Moodle, increasing
objectivity.

Importantly, cheating may be minimised through the shuffling of questions and test-
items and thus the avoidance of simultaneously displayed questions and test-items, the
automatic selection of random questions out of a sufficiently large question pool as well
as the opportunity to create questions including variables which are assigned different
values for each student. Additionally, technical security concepts go far beyond the
security possibilities of paper-and-pencil exams.
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2.4 Flexibility

Furthermore, online exams provide greater flexibility compared to traditional testing
methods [14]. Next to the extended correction possibilities mentioned above (simul-
taneous correction, correction on mobile devices whilst traveling) candidates are able to
use their own familiar devices for an exam which helps to reduce stress as well as costs.
In addition, implementing our secure exam environment (SEE) enabled us to offer so-
called “slot-exam-weeks” where students can freely choose their examination date
within one week (see Sect. 3.8).

2.5 Sustainability

Students usually have their own computers. Using these existing devices of the students
(bring your own device – BYOD) minimizes institutional asset requirements to a few
loan devices for students without portable computer or in case of a computer failure
during the exam. Thus, the acquisition of new computers, which are mainly used for
auditing purposes, is minimized. Additionally, eExams save paper and consequently
contribute to the environmental protection.

2.6 Accessibility

Display magnifiers (screen loupes), screen readers, Braille input and output devices,
mouth sticks or other devices allow students with disabilities to take an exam in a way
quite similar to their colleagues. Thus, easy access to exams for people with disabilities
is much more convenient with online exams. eExams are therefore also in compliance
with the Austrian law which grants students with disabilities unrestricted accessibility
to exams. In particular this means that students have the right “to be examined
according to an alternative method if they suffer from a permanent disability which
makes it impossible for them to take an examination in the prescribed manner and the
other method does not limit the content and standards of the examination” [20].

3 The Secure Exam Environment (SEE)

Our efforts to take advantage of the above mentioned benefits together with an
unsuccessful search for a satisfactory technical solution for eExams led to the devel-
opment of the Secure Exam Environment (SEE) for online testing at the Alpen-Adria-
Universität Klagenfurt (AAU) in 2011 [21]. The aim to make use of modern teaching
and testing strategies next to the need to support large class sizes while working within
budgetary and organizational constraints required a flexible and thin development. By
making use of the students’ existing personal computers (laptops), the SEE increases
efficiency since ordinary lecture halls can be used for large scale online testing as well
as effectiveness since the students are presumably familiar with their own devices.
The SEE disables access to students’ own files, data, and external hardware as well as
to unwanted internet sites. Loan devices are offered for those who do not own a laptop
or whose laptop is not compatible with the SEE. As a result, institutional asset
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requirements as well as the associated maintenance costs are minimized. We are cur-
rently able to test up to 220 students simultaneously with a stock of 80 loan devices
[22].

3.1 Integration with Moodle

The actual exams are presented as quizzes, a key component of the Moodle learning
management system (LMS) utilized by the AAU. Moodle offers various types of
questions:

1. Questions which require manual grading like free text answers (called “essays” in
Moodle).

2. Questions which are graded semi-automatically such as short answers. For these,
examiners define a set of answers which allow the question to be evaluated auto-
matically. Since students’ responses might be correct but not included in this set,
markers should manually check answers where students did not receive the maxi-
mum points available.

3. Question types which are evaluated automatically, including true/false questions,
multiple choice and -response questions, numerical as well as calculated questions
and calculated multichoice, matching, embedded answers (cloze), select missing
words as well as drag-and-drop into text, onto image or drag-and-drop markers.

In the context of testing, archiving exams is another important aspect. According to
Austrian legislation [23], documents related to written exams have to be archived for at
least six months. Moodle, however, offers a practical solution as it automatically
archives exams, which dramatically reduces the physical storage requirements and, as a
positive environmental side-effect, the amount of paper needed (especially in the case
of no-shows).

Furthermore, Moodle settings allow additional security measures to be defined such
as the IP-range within which eExams can be taken.

3.2 Additional Software and Resources

The SEE facilitates the integration of different software tools and programmes, which
are increasingly used for teaching and learning into the exam environment, fostering
pedagogical coherence [1]. At the moment we support GeoGebra, Eclipse, Office-
products like Excel or Word, calculators, PSPP, as well as any combination of these
tools.

Furthermore, PDF-documents or websites which are allowed and could be used
during an exam can be provided.

3.3 Security and Bring Your Own Device – BYOD

In contrast to other electronic exam environments (e.g. [24]), we avoid the use of
special equipment and encourage students to use their own device. However, accessing
the Moodle server directly via a common web browser running on the student’s
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operating system (OS) is an insecure approach. In this case, blocking connections to
Wikipedia or other online resources may be simple, but cheating by using materials
stored on the local hard drive is rather easy. Since we do not want to force students to
install additional software (such as lockdown modules) on their personal laptops, we
have to use our own OS in order to restrict the access to the local resources and
programmes that are prohibited during the exam. We decided to boot this OS via the
Preboot eXecution Environment (PXE) protocol over a local area network (LAN),
since the handling of USB sticks or DVDs is very error-prone, time-consuming and
inflexible, especially when additional software is needed [22]. Using wireless LANs
(WLANs) would be an alternative solution, but with technical limitations to guarantee
security since WLANs are very interference-prone. Each student with an easily
obtainable jammer could interfere the WLAN. Nonetheless, we developed organiza-
tional security concepts for the SEE via WLAN, but are still focusing on LAN as it is
sufficient for our current requirements and technically more secure.

Clearly, booting our own OS requires that the client is able to boot via the network.
In order to support a very broad range of (private) laptops, our solution is designed as a
minimal Linux system. At the moment, this OS is realized using Fedora and Knoppix,
which enables us to boot Legacy and UEFI devices. To support Apple hardware we
boot a minimal macOS image. In order to restrict the access to external resources, we
implemented corresponding firewall rules. Since Moodle as an LMS not only provides
exam features but also chatting capabilities and course related material, a solution was
needed to prevent access to such resources and activities during exams. Running an
ordinary web browser – even when restricted with firewall rules – would not have
completely solved the cheating problem. Fortunately, the Safe Exam Browser (SEB –

[25]) is fully supported by Moodle-core. The SEB is far more than an ordinary browser.
Beside it’s common browser functionality it offers a complete lockdown of all OS
interface functions as opening, switching and closing applications other than the SEB
itself. Furthermore, together with a SEB moodle plugin it also guarantees (when set up
appropriately) that a moodle quiz can only be accessed by the SEB and all moodle
graphical user interface (GUI) functions which would allow interaction outside the quiz
are suppressed. However, the SEB is only available for Windows and macOS.
Therefore, we boot a minimized Windows 7 as a virtual machine on the minimized
Linux system via VirtualBox [26] (see Fig. 1). Despite the availability of online tools
and platforms, proprietary software which only runs on Windows remains widespread
in the educational sector. On the one hand, the reliance on a virtual machine and
Windows 7 is a drawback in terms of performance, on the other hand, it adds flexibility
regarding the management of the virtual machine image. Furthermore, hardware driver
management is done completely in Linux, which is known for its broad, out of the box
hardware support especially for older devices. The selection of the allowed pro-
grammes during the exam (in addition to the SEB) is set via a configuration file, which
is retrieved from an intranet service. In the GUI of this service, administrators are able
to configure different combinations of GeoGebra, Excel, Word, Calculator, Eclipse, and
PDFs for the exam.
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Starting an online exam using the SEE begins by booting a minimized Linux from
the LAN, then the minimized Linux automatically starts the Windows 7 virtual
machine (VM), Window 7 automatically starts the SEB, the SEB automatically con-
nects to the homepage of the AAU’s learning management system Moodle, and finally
users have to log in to Moodle with their own account and enter the Moodle course in
order to select the exam they want to take [22].

3.4 Maximizing the Availability of the SEE

The availability of an exam environment is an issue of critical importance. Even a short
downtime of the SEE could prevent hundreds of students from taking exams which
might be urgently needed to get marks or certificates, take new courses, finish modules,
classes or studies, get financial aid for higher education studies, or even get a new job.
Furthermore, students tend to be quite nervous before an exam and a technical glitch
would undoubtedly increase stress and erode trust in the exam environment. Thus,
perception of the SEE’s reliability (from both for examiner’s and examinees’ view-
point) depends on the availability of the (information) technology during the exam [5].

During the SEE boot process, the SEE-servers (and the personal computers with
which the exams are written) have to operate properly as well as the network including
the switches in the lecture halls. At the time of writing an eExam, the SEE depends on
the online connection between the SEB and the Moodle-server. Consequently, the
availability of the SEE can be affected by hardware failure, network drop-outs or
service outages. Analyzing and identifying failures when a breakdown occurs usually
costs a lot of time, which is at a premium while conducting an eExam. Thus, a
continuous monitoring solution of the various IT components involved - e.g. servers
and computer networking technologies – to prevent failures and optimize the avail-
ability of the SEE is mandatory, particularly considering the SEE is based on various
hardware components which are administered by different departments of the
university.

Fig. 1. The operating principle of the Secure Exam Environment (SEE)
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Drop-outs of components or services or deviations from thresholds within defined
time intervals result in alerts, allowing support staff to react to and resolve issues
immediately, leading to crucial time-savings within the failure identification process.
Monitored components and services include the availability of the SEE-servers (im-
plemented with centOS) including CPU and storage, as well as DHCP, NFS, TFTP,
and HTTP services; the availability of the administration backend of the SEE including
the corresponding HTTP service; the availability of Moodle including HTTP-access as
well as end-to-end-tests in the lecture halls with minimal computers (Raspberry Pi); the
availability of the network (connection between SEE-server, clients and Moodle), and
end-to-end performance tests within the network with low-cost probes (Raspberry Pi).

Monitoring the High-Availability SEE-Host and Including Services. The avail-
ability of the server, providing the SEE for network boot, as well as services like
DHCP, NFS, HTTP and TFTP is one of the key requirements of online testing with the
SEE.

We operate the SEE-server as a high-availability and stable system by running
multiple redundant SEE-servers. Using DRBD/Heartbeat or Pacemaker/Corosync in a
failover setup (to define one server as the master server and the other one as slave)
enables us to switch from one server to the other automatically in case of a failure or
manually in case of scheduled maintenance. Thus, a new update can be safely
implemented within the system by installing it on one server and, after careful testing,
on the other and thus the production system.

While monitoring the services mentioned above, we log CPU utilization, RAM and
hard disc usage, and the status as well as the utilization of the network interface.
Additionally, we periodically check for pending updates, especially security updates, to
eliminate failures or prevent hack-attacks on the system and improve performance.
Controlling upcoming updates enables us to schedule maintenance periods efficiently
around exams.

Measuring Network Performance. Measuring the run-time of the network including
the connection between the SEE-server, clients and Moodle during an eExam in real
time generates significant data about the latency and utilization of the network. The
open source software SmokePing is a suitable tool for measuring and visualising the
round-trip-time (RTT) of Linux-based systems by defining the specific hosts as well as
relevant external hosts which are reachable via ICMP. By default, every five minutes
twenty ICMP-packages are transmitted to each specified host and used to calculate
RTTs. Package loss is a signal for capacity overload of the main host or related hosts,
or for a failure or an erroneous configuration of a network device. Black ‘smoke’ at an
interval of measurement shows the range of fluctuation of the RTT. Increased smoke
indicates a high variation of the RTT per ping and thus capacity overload of the
network. The combination of SmokePing and probes (Raspberry Pi’s) placed in the
SEE-network enables us to monitor all servers and network devices and thus to
recognise network bottlenecks and failures at an early stage.

Maximizing Availability of the Network Connection. In order to maximise network
availability, we only use wired LAN connections at this point of time. Despite recent
developments, WLAN remains too error-prone and, additionally, a malicious user
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could easily perform a denial-of-service (DoS) attack on the WLAN access points and
hence prevent all users from taking the exam. To achieve such an attack, a battery-
powered pocket-sized WiFi jammer could be placed close to or in the room where the
eExams take place.

To ensure the maximum stability of the network system, the network department of
our university provides high redundancy within the network-core, distribution-switches,
firewalls, and the border-router, as well as load sharing via the Border Gateway Protocol
(BGP) in a multihomed environment and redundant cables. In addition, the equipment
used in the core and distribution layer are high-end components.

Infrastructure. The availability of our Secure Exam Environment (SEE) is affected by
the infrastructure in which the SEE components are embedded. One critical issue is an
Uninterruptible Power Supply (UPS) for the SEE-server as well as for the network to
protect the system from power failures. The UPS also guards against over- and
undervoltage and is backed by means of batteries (short-term power failures) and a
diesel generator (long-term power failures).

Another important topic is the geographical distribution of the (redundant) hardware
components. The two SEE-servers are located in different areas of the university and
thus, in the case of an extended power failure, fire or flooding, it is unlikely that both
servers will be affected.

Backups. One indirect approach to guarantee the availability of the SEE-servers, and
thus the SEE, is frequent, well organized backups. In case of an outage like hardware
failure, the SEE-server must be restored to the most recent valid state. An up-to-date,
functioning backup reduces the mean time to repair (MTTR). A well-organized
backup-strategy includes the evaluation of functionality of the frequently executed
backups as well as the documentation and frequent testing of the backups and training
of the responsible staff. Furthermore, it should be guaranteed that spare hardware (like
hot-standby harddisks, power supplies and spare network components) is immediately
available in case of serious hardware failure.

Monitoring the Availability of the Administration Backend of the SEE Including
the Corresponding HTTP Service. The administration backend is another key
component of the SEE, offered via web interface and used by the supporting staff to
activate any additional software (e.g. a calculator or Eclipse) for an exam. The
administration backend is accessible only via a URL https://backend.spu.aau.at. A pe-
riodical check of the HTTP server’s reachability is performed monitoring the HTTP
status code. If the wrong status code is returned from the backend, an alarm is sent to
the service team. Additionally, it is possible to check the server’s response times.
Longer response times could be an indicator of network outages or a server problem.

Centralized Monitoring of all SEE-Components and Services. Deviations from
threshold values of all components and services of the SEE are reported at regular
intervals. Every outage triggers an alarm (via e-mail or SMS) which, together with
centralized monitoring, helps the service team to rapidly identify the cause of a failure,
saving additional time.
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Optimizing the SEE Based on Monitoring Data. The constant monitoring of all
components and services of the SEE offers the opportunity for (trend) analysis (also see
Sect. 5.1 “Further developments”) as a basis for the continuous optimization of the
systems’ performance.

3.5 Reliability

Reliability for examiner and examinee is a critical issue and depends on the availability
of (information) technology - e.g. computers and computer networking technologies -
during the exam [5, 11]. At the time of writing, the SEE depends on the online
connection between the SEB and the Moodle-server. As a result, users cannot save
current results or proceed to the next question during a network failure. Thus, the
temporary storage of the answers (during network failures) remains a problem. For-
tunately, Moodle saves the last answer received and the progress of each examinee.
Therefore, the examinee is allowed to continue the exam from the point where the error
occurred after potential network problems are solved. In the worst case scenario, the
last answer of the examinee is lost. Similarly, laptop failure is not a severe problem
because all answers provided up to the failure would have been stored on the server and
the student can simply continue his or her exam on one of our loan devices.

3.6 Loan Devices

Loan devices serve two purposes within the SEE: Firstly, it cannot be assumed that all
students have a portable device, and secondly, they may substitute a student’s personal
device in the case of technical problems or breakdowns during the exam. The AAU
currently has approximately 80 laptops serving as loan devices for students.

3.7 Secure Exams for Students with Disabilities

Impaired students have very different needs. Thus, one single standard solution for
students with disabilities would not meet the requirements. Therefore, we provide for
each student with specific needs a unique solution for eExams using different tools (see
Sect. 2.6). Since the integration of these tools would pose severe security problems for
the SEE, we conduct eExams for students with disabilities on their own, familiar device
but with local restrictions or, if required, on loan devices.

3.8 Offering Flexibility with Slot-Exams

One service for students, which followed from the development of the SEE, are so-
called slotted eExams. For the execution of eExams with the SEE, we developed an
online-process to register for an eExam some time before the test takes place as well as
an online-registration process right before the exam in the lecture hall. Thus, exams,
registration data as well as access rights are available online. These processes enabled
us to offer several time-slots for an eExam within a week, from which students can
freely choose when they want or are able to take an exam. Especially for students who
are employed next to their studies, who need to foster children or relatives or whose
mobility is restricted, this service is very helpful.
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The decision as to whether an eExam is conducted in a traditional way on a fixed
examination date or as a slotted eExam is made by the lecturer: slotted eExams can only
work if a suitably large question pool is available, such that on different days randomly
generated questions and/or exams are sufficiently dissimilar from each other [11].

4 Organizational Issues of eExams

Careful planning and organization are crucial for the smooth, secure and reliable
operation of eExams. Organization is vital not only for the preparation of eExams but
also to close security gaps. As a result, many aspects have to be considered before,
during and after exams.

4.1 Organizational Measures Beforehand

In addition to informing teachers and students about the basics of eExams before an
exam, support staff must be trained and available, rooms must be booked and tests must
be created correctly.

Provide Information. Some lecturers, particularly if they have only recently taken up
their position at the university or are external teachers, are not aware of the possibilities
of online testing and especially not of the SEE as a specific solution at the AAU.
Hence, we offer videos introducing the SEE, clearly arranged checklists for the
preparation of casual eExams or slotted eExams with the SEE, a Moodle-course with
information and a ‘playground’ to try online-tests and get familiar with eExams as well
as advanced training courses and personal trainings.

The eLearning-hotline is available 24/7 to support lecturers as well as students in
case of open questions, e.g. if a personal device fails immediately before an exam and a
loan device is needed.

Support Students with the Preparation of their Devices. Since students have to
change the boot-order of their devices to start the SEE, we offer special information days
once or twice a week to support them with this task. Over a six hour period, students are
offered the opportunity to change the boot order of their device and test if it is com-
patible with the SEE. In addition, first time students learn something about the eExam
process. The type of device, the key combination to enter the boot-menu or the need for
a loan device are stored in a database to improve preparations for future eExams.

Training of a Flexible Support-Team and Team-Building. Successful written
exams require the cooperation of multiple staff members. As the Alpen-Adria
Universität Klagenfurt conducts online exams from 8 a.m. to 10 p.m., five days a week,
we supplement our core team of four employees which are responsible for the entire
eLearning services of the university, with students trained as e-tutors. At the moment
our team includes 12 e-tutors working between two and 12 h a week to successfully
deliver a growing number of tests.

The team has received significant coaching and teambuilding to manage the tech-
nical, organizational as well as personal challenges related to online exams. For
example, the support staff must remain calm in the event of failures, errors or problems,
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particularly as students are already under stress due to the examination situation and
should not be subjected to further strain. Students who start as e-tutors initially perform
simple tasks like the transport of loan and registration devices into the lecture hall,
setting up loan devices for replacement in the lecture hall or supervision of the exam.
Once they have gained experience with the handling of eExams, they receive further
training as ‘lead-e-tutors’, taking over contact with lecturers before the exam, the final
check of the test-setting and questions in Moodle, and the activation of the correct
exam-version (e.g. unlocking additional software).

To schedule availability of the support staff for each eExam, we use a shared
spreadsheet (ev. Screenshot) where each team-member fills out his or her (non-)
availability for each exam-slot. The core-team then decides who will be the lead of an
eExam and who will be in the support team.

Organizing Lecture Halls for eExams. The room for an eExam is booked mainly by
the lecturers in coordination with our eLearning-team and the room administration of
the university. Obviously, it is important to ensure that not too many eExams take place
simultaneously, overstraining support staff and loan device capacities. Furthermore,
enough time must be allocated for test-settings (e.g. additional software or websites
allowed) before and after an exam and for setting up registration and loan devices in the
lecture hall as well as the registration process itself.

Organizing Tests and Questions. Many lecturers need support with didactical and
technical issues surrounding the creation of test questions and tests when starting out
with eExams. Moreover, the general conditions must be set for each exam: Will
subject-specific supervision be available? Are written materials allowed during the
exam? Should websites and/or additional software be available and, if yes, which ones?

As Moodle’s test settings are crucial for successfully conducting secure eExams
with the SEE, the settings for each eExam are checked along with the questions
themselves by the support team.

Registration of Students Before an Exam. Students have to register for any exam.
During the registration process for an eExams students must confirm that they attended
an information day for eExams and that they have had their device checked for
compatibility with the SEE and they will bring it to the eExam, or that they will use a
loan device. In addition, students can indicate if they require a barrier-free exam
environment, in which case communication with the support staff follows to clarify the
conditions for the accessibility of the exam.

If the number of registered students exceeds the capacity of the lecture hall, a second
exam slot is typically organized. Students who cannot prebook a loan device due to
unforeseen demand are placed on a waiting list.

4.2 Organizational Measures at the Time of the eExam

eTutors ensure that the exam venue is open and that the required registration and loan
devices are available. The support team receives instructions from the lead-e-tutor
about the specific exam requirements then (e.g. permitted software, websites, -docu-
ments, notes or materials).
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Additional loan-devices are set up as backups for any computers that fail during the
exam. The number of the replacement devices depends on the number of registered
students. Experience shows that one backup device for every 10 to 20 students is
sufficient.

The identities of students are verified upon arrival in the lecture hall by scanning
their student card using a card reader. Following processing via our university’s
examination administration system, eLearning staff are informed if the student regis-
tered for the specific eExam, if s/he needs a barrier-free examination environment and
if s/he will use his or her personal device or a loan device.

After checking in, students receive a LAN-cable and a loan device if needed and are
seated appropriately in the lecture hall. In the meantime, the specific exam is made
visible in the Moodle-course, the proper version of the SEE is activated (with a correct
selection of additional software, websites as well as documents) and the network
switches are activated.

Powerpoint slides are presented in the lecture hall with detailed step-by-step
instructions for the installation of the LAN-cable, the booting-process and as well as for
navigating through and eventually submitting the test. Afterwards, the students boot the
SEE. During the booting process, and a video is played to inform students about the
examination modalities in a comprehensible and traceable way, e.g. about how to start
the eExam, how to navigate between test questions, how to submit the eExam, which
actions are considered cheating and the corresponding consequences.

Fig. 2. Instructions for students in the lecture hall before an eExam
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Finally, once the support staff has informed the students about any special features
of the exam, the exam starts.

During the exam, the support staff verifies if each student has logged into Moodle
with his or her proper account by matching their physical student identity card with the
login data. Furthermore, the e-tutors supervise the exam and support in case of tech-
nical failures or problems.

After submitting the exam, the students return the LAN-cable, the loan devices
(where applicable) and check out by replacing their student identity card on the card
reader.

4.3 Organizational Measures After the eExam

After all, students have submitted the exam or the examination period has expired, the
exam-slot is closed, the test is made invisible for students in the Moodle-course and a
backup of the exam is created.

5 Experiences with eExams at the AAU and Further
Developments

In June 2011 we began offering online exams with the SEE. Table 1 shows the growth
of eExams conducted with the SEE at the AAU over the last six years.

5.1 Experiences with Supporting Students’ Own Devices

The aim of supporting all student laptops is quite challenging because the dedicated
installation of drivers would be too time consuming and risky. Nonetheless, we try to
support as many devices as possible [27]. Figure 2 shows the proportion of supported
devices over time (Fig. 3).

As shown in the figure, in 2012 the SEE system supported 65% of the hardware
provided by the students. As hardware evolved and, in particular with the introduction
of UEFI in newer laptops, the percentage of supported devices decreased until 2016. In
response to this, in 2016 we began to work on a second OS image (based on Fedora)
and as a result, the number of supported laptops has begun to increase.

Most of the remaining compatibility problems stem from exotic hardware (Linux
integrates the most common and widespread hardware components), which mainly
appear in low budget and top end laptops as well as sub notebooks. For example,
gaming laptops with GeForce graphic cards are often unsupported since NVIDIA only
provides proprietary drivers and the open source drivers lack support for mobile
gaming graphic cards.

Table 1. The progression of eExams with the Secure Exam Environment (SEE), * in progress

2011 2012 2013 2014 2015 2016 2017 2018* Total

eExams 10 59 159 208 234 286 373 276 1,605
Examinees 288 2,717 7,475 7,082 8,954 10,352 12,252 8,487 57,607
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Unfortunately, device support data from 2012 until the beginning 2016 is some-
what incomplete, as during the early stages of the implementation of the SEE we
focused on the technical solution. Data was collected to find out which devices were
bootable with the SEE and which devices not, thus, where effort should be invested, i.e.
which devices were popular enough to require a technical solution. As testing proce-
dures were not standardized the data does not distinguish between when the tester
could not get a device to work and when it was not supported, and how this information
was recorded was not standardized. Over time, we have standardized the procedure for
testing students’ devices as well as the documentation of device support.

Since every supported laptop currently needs to be fully functionable without the
installation of additional drivers or custom configurations for specific hardware com-
binations, we consider a support rate of over 70% as a success. In combination with our
80 loan devices we have been able to offer eExams as required and conduct online
assessment of up to 300 students.

5.2 Further Developments

Didactical Improvements. Although online testing has the potential to extend the
variety of question types as well as software and multimedia available for an exam, the
question types offered by LMS are nevertheless rather limited and the software
available restricted to licensing agreements. Hence, examination has improved with
eExams, but has not reached a new level yet. Consequently, we are continuing our
work to improve the ways in which knowledge is tested and adapt it to current
knowledge requirements.

Fig. 3. Supported student laptops from 2012 to (ongoing) 2018
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Stable and Flexible Network Connection. One of the current challenges of online
exams is the necessity of a stable and preferably flexible network connection.
As WLAN is still prone to failure, LAN is the best option for stability, especially for
larger groups of students. This results in another challenging aspect, namely that lecture
halls require LAN and power sockets near at least every second seat. Unfortunately, not
all lecture halls fulfill these requirements and retrofitting is extremely expensive,
resulting in a lack of flexibility. The obstacle with the LAN sockets could be overcome
with access points. Thus, we are evaluating solutions to provide eExams for devices
without ethernet port via WLAN or a hybrid boot (usb/ethernet) solution. To com-
pensate technical weaknesses, we defined organizational measurements to increase the
availability of WLANs. However, running laptops purely on battery power is risky.

New Generations of Hardware. New generations of laptops, requiring continuous
adaptation of the SEE, remain a persistent challenge. For example, we had to invest
significant effort to support UEFI as a new interface between the hardware and the OS.
As laptops become slimmer, more devices come without dedicated ethernet ports,
forcing us to support adapters within the SEE. Unfortunately, some manufacturers do
not support even PXE boot with USB ethernet adapters, leading to the need to find
workarounds.

Improved Monitoring. Further developments in monitoring will include the inte-
gration of the students’ devices and the loan devices into the monitoring concept and
predictive maintenance (for details refer to [28–30]). In more detail, we will pursue the
following ideas:

• By gathering and analyzing the devices’ log-files, whenever they are connected to
the SEE, students’ devices and the loan devices may be directly integrated into the
monitoring system. This will help to keep the loan devices up-to-date, because a
problem detected on a single device (currently in use) can (automatically) be fixed
on all other instances of the same model. A similar process can be applied for the
students’ devices: a problem detected with one device can either trigger an update
of the SEE (e.g. with respect to drivers) or a warning for other students using the
same model. In the long-term, the log-data may be included in a predictive model.

• The goal of Predictive Maintenance is to determine the condition of equipment
(servers, laptops, and network-infrastructure such as switches and cabling) in order
to predict when maintenance should be performed in order to avoid failures. This is
contrary to the classical approach, where maintenance is either triggered by a
concrete failure (aka the break-fix model [31]) or an interval-based approach, which
often causes unnecessary costs. In short, predictive maintenance promises time and
cost savings and a higher level of availability.

Different Versions of Simultaneous eExams. Currently, we are only able to execute
one eExam with specific settings, e.g. additional software, at the same time. Therefore,
we are developing a boot environment that supports multiple eExams with different
additional software simultaneously by recognizing the identity of the lecture hall and
subsequently by recognizing the identity of the student and transmitting the proper
exam environment.
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Identity Verification. Checking the identity of an examinee by verifying the picture
on his/her (student) identity card is a quite common process at the beginning of exams.
However, when it comes to large scale exams (say 200 or more examinees), this
process in total gets quite time consuming. In order to enhance the efficiency of the
identity verification process we plan to integrate authentication by use of biometric
features. These features might include a picture of the face (available on the identity
card and in the students’ record) or even a fingerprint. If the (students) hardware
provides the according sensor, the identity checking could take place at his/her seat. In
case of a camera needed to verify an image of the face, this is quite likely with modern
laptops. Since fingerprint readers are most commonly only available to the operating
system (or special) applications, a fingerprint reader could be placed next to the RFID-
reader that reads the students identity card.

General Data Protection Regulation (GDPR). Of course, the processing of personal
data calls for compliance to the GDPR [32], especially when biometric data (Art.
9 GDPR: special categories of personal data) is processed. When conducting electronic
exams, besides of identity verification, there are several processes that have to be
concerned. Some of them are already compliant with the GDPR (e.g. notification of the
outcome/grade, or right of access to the exam), but some are not or have to be
implemented yet (e.g. right for a copy of the exam, or automatic compliance to
deadlines for storage or deletion). So another open topic is to adapt the SEE concept
and Moodle for GDPR-compliance.

6 Conclusion

eExams extend the possibilities for assessment in many ways, especially in terms of
quality (e.g. didactics and objectivity) and efficiency. However, the transition from
paper-based to electronic exams raises “new” security-related problems. Traditional
paper-based exams handled requirements like confidentiality, privacy, integrity,
authenticity, accountability and availability in a straight-forward manner: simply pre-
venting access before and after the exam guarantees their confidentiality, the paper and
well established organizational and personnel processes do the rest (privacy, integrity,
authenticity, accountability, and availability). The security gaps in paper exams have
not always been sufficiently taken into account, especially due to the lack of an
alternative. For eExams, all the aforementioned aspects have to be addressed by
complex, often technical mechanisms.

One solution to overcome these challenges is the Secure Exam Environment
(SEE) used at the Alpen-Adria-Universität Klagenfurt (AAU) as presented in this
paper. The SEE provides didactical benefits of online testing by extending the ques-
tions types offered by the LMS Moodle with additional software, multimedia and
online resources, all within a secure environment. The system’s BYOD-approach,
utilizes students’ familiarity with their devices to provide efficiency and sustainability
while restricting access to local resources and to the Internet. Furthermore, this paper
contains a description of our low-cost monitoring system that helps us achieve a high
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quality of service level with respect to the availability of the SEE. Finally, this paper
considers the underlying organizational measurements supporting pathways to suc-
cessful online testing.
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Abstract. For achievement tests, the guess score is often used as a baseline for
the lowest possible grade for score to grade transformations and setting the cut
scores. For test item types such as multiple-response, matching and drag-and-
drop, determining the guess score requires more elaborate calculations than the
more straightforward calculation of the guess score for True-False and multiple-
choice test item formats. For various variants of multiple-response and matching
types with respect to dichotomous and polytomous scoring, methods for
determining the guess score are presented and illustrated with practical appli-
cations. The implications for theory and practice are discussed.

Keywords: Item-writing � Question development � Test development
Cut score � Standard setting � Selected response test items
Selected response questions � Multiple-choice questions � MCQs

1 Background

An essential step in test construction are the rules for setting cut score and score-to-
grades. An important consideration in this step is determining the lower bound of the
score range that students can achieve on the basis of random guessing. In this paper,
methods and tables for calculating or looking up guess values for multiple-response
and matching test items are presented and discussed.

First of all, there is not one ‘optimal’ method for establishing cut score [1–4].
A suitable method depends on the goal of the test and available resources. The main
methods for standard setting can be classified as criterion referenced methods (setting a
cut score on the basis of the content of the test and considerations of minimum levels of
achievement needed related to that content), norm referenced methods (setting a cut
score in relation to the score distribution of the population that took the test), and
combining these methods somehow (setting a cut score based on a combination of both
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approaches). In many situations in higher education in the Netherlands and the UK, the
random guess score for a test with selected response test items is taken into account [5–
9] for both types of standard setting. The random guess score provides a criterion for
the lowest score that can be awarded the lowest possible grade for a student. The
assumption is that this is the score that is obtained by simply filling in answers ran-
domly1 but according to instructions for filling in (e.g. the instructions regarding the
number of options to select for a test item).

With the advent and increased use of e-assessment [12–14], teachers in higher
education can more easily than ever use test items types other than True-False or
multiple-choice. In particular, multiple-response, matching and drag-and-drop test
items can be deployed easily. The question therefore becomes more pressing how the
guess score must be calculated for such items [15]. Mackenzie and O’Hare [16] dis-
cussed the problems associated with establishing such a base guess factor for complex
test item formats such as multiple-response and drag-and-drop questions. They argued
that in the random response mode for such questions, nodes appear for groups of test-
takers that achieve a certain score based on specific settings of question answering and
that the guess factor is often more prominent than one would expect. They reported
these findings on the basis of simulations they performed using a Marking Simulator.
Unfortunately, since the publication of MacKenzie and O’Hare, no progress has been
reported concerning the development of the Marking Simulator application. Further
Jordan [17] presented a general approach to establishing guess values for multiple-
response items, multiple attempt multiple-response items and drag-and-drop items. Her
approach was very principled from a mathematical viewpoint and a stand-alone pro-
gram was developed for use by experts. This leaves teachers in higher education and
less mathematically proficient test item authors on their own in dealing with this
problem.

In this article, we will put forward some methods and tables that allow testing
experts and teachers in higher education to calculate or find the random guess score for
multiple-response and matching type questions based on various set-ups of these items.

2 Basic Principles for Calculating the Random Guess Score

In principle, the random guess score of a test item Sguess, equals the sum of the
probability for each possible outcome for a question p Oið Þ, multiplied by the score for
that outcome Oi: SOi . This can be written:

Sguess ¼
X

p Oið Þ � SOi ð1Þ

For True-False test-items, a dichotomous item, there are two combinations of
choices possible. One combination leads to score 0 and one combination to the
maximum score. The probability p of scoring 0 points is the number of occurrences of

1 Some other methods try to incorporate student’s knowledge level in estimating guessing level using
formula scoring [10] but this is abandoned because of validity problems [11].
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0 points, divided by the total number of combinations. This is expressed as a proba-
bility p ¼ 1

2. Given a maximum score of 1 point, this random guess score is Sguess ¼
p O0ð Þ � 0þ p O1ð Þ � 1 ¼ 1

2 � 0þ 1
2 � 1 ¼ 0:5 points.

For a four choice multiple-choice item, four combinations are possible of which
three options lead to a score of 0 points and one leads to a score of 1 point. The random
guess score now equals Sguess ¼ p O0ð Þ � 0þ p O1ð Þ � 1 ¼ 3

4 � 0þ 1
4 � 1 ¼ 0:25

points.

3 Multiple-Response Test Items

A multiple-response test item is similar to a multiple-choice test item, but there is more
than one correct answer. Multiple True-False test items are similar to multiple-response
test item with regard to random guess score. For the random guess score of multiple
response test item two characteristics are of importance.

1. Is the scoring of the test items dichotomous (correct or incorrect) or polytomous
(multiple points can be acquired by specific selection of options)?

2. Is the examinee informed what the number of correct alternatives is?

3.1 Dichotomous Scoring

For example, let us take a 5 alternative multiple-response test items of which three
alternatives are correct. The student is instructed to select the three correct alternatives
(out of five possible alternatives). Suppose we use a dichotomous scoring model in
which the student receives 1 point if the answer is completely correct and 0 points for
all other situations. For this test item we can calculate the number of combinations of

possible choices as being
n
m

� �
¼ n!

m! m�nð Þ! which yields for this example

5
3

� �
¼ 5!

3! 5�3ð Þ! ¼ 10.

Only 1 of those combinations leads to a score of 1 point, the rest leads to a score of
0 points. We can represent a specific combinations of choices as COi. Now, the random
guess score can be calculated as follows: Sguess ¼ p CO0pt

� � � 0þ p CO1pt
� � � 1 ¼

9
10 � 0þ 1

10 � 1 ¼ 0:1 points.

3.2 Polytomous Scoring

A different situation occurs if we use a polytomous scoring model for the test items in
which the student receives 1 point for each correctly chosen alternative and the student
is also instructed to select the three correct alternatives. For this test item, 10 combi-
nations of selections are possible. By tabulating all possible options and assigning
scores to each option, the random guess score can be calculated.
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Sguess now follows from: Sguess ¼ p CO0pt
� � � 0þ p CO1pt

� � � 1þ p CO2pt
� � � 2þ

p CO3pt
� � � 3 ¼ 0 � 0þ 3

10
� 1þ 6

10
� 2þ 1

10
� 3 ¼ 1:80 points:

A more elegant approach to this calculation is given by Jordan [17] and a simpler
form of that follows now. For the situation above, where the student is told in advance
how many correct alternatives there are, we can find Sguess using a simple formula,
which may be derived as follows: think of all the responses as balls in a bag. There are
n “correct” balls in the bag, with labels C1; . . .;Cn on them, and m balls in total. The
student is told to select n balls from the bag. Any one of the m balls is equally likely to
be in the students’ selection (therefore it can be regarded a random variable), with
probability n

m, since there are m balls in total, and we pick n of them. So, the probability
the first correct ball, C1, is selected is n

m, the probability C2, is selected is n
m, and so on.

A theorem in probability theory is that the expected value of the sum equals the
sum of the expected values of the accompanying random variables, whether they are
dependent or not. So we can write Sguess ¼

P
p Oið Þ � SOi ¼

P n
m � SOi .

If we have the simple scoring rule where each correct response scores 1 point, then:

Sguess ¼
X n

m
� SOi ¼

n2

m
ð2Þ

Or, we can write this as a percentage of the total possible achievable score of
n points as 100 � n

m%. If we apply this formula to the example above, where we are told

that there are n ¼ 3 correct answers of the are m ¼ 5 total answers, Sguess ¼ n2
m ¼ 9

5 ¼
1:8 points. So we arrive at the same result as we did by counting the possible com-
binations. If the students are told the number of correct responses, then we can extend
the argument above to give:

Sguess ¼
X n

m
� SOi ð3Þ

where the sum is over all m possible choices, and where the “score” given for selecting
an incorrect response may be actually be negative, to give a penalty for incorrect
responses.

3.3 Giving the Number of Correct Responses

It seems that in the case where we are given the number of correct responses, the
random guess score should be fairly easy to find. However, if we are not given the
number of correct responses, we could compute the random guess score by assuming
that each possible selection of options is equally likely to be chosen. We will assume a
random selection of options in the section below. Given this method, Table 1 is
constructed. The table contains the random guess score for commonly encountered
multiple-response test items. For multiple-response test items with different scoring
rules, different tables should be constructed.
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As an example, consider the question shown in Fig. 1. This test item contains 5
alternatives of which 2 are correct alternatives. Students are told the number of correct
alternatives. If the scoring is dichotomous, Table 1 shows that the random guess score
equals 0.1 points; if the scoring is polytomous, the random guess score equals 0.8.

3.4 An Extension for Scoring Rules for Multiple-Response Test Items

In specific circumstances, more sophisticated scoring might be required for a multiple-
response test item. For the example given in Fig. 1, the scoring rule could for example
be defined as follows:

• 0 points: If the student gets 0 alternatives correct and 3 incorrect OR If the student
gets 1 alternative correct and 2 incorrect

• 5 points: If the student gets 2 alternatives correct and 1 incorrect
• 10 points: If the student gets all 3 alternatives correct.

Table 1. Random guess scores for multiple response test items given the number of alternatives
and number of correct alternatives.

Number of
alternatives

Number of
correct
alternatives

Dichotomous (0 or 1) Polytomous (each correct
alternative 1 point)

Unknown
number
correct

Known
number
correct

Max
score
of
item

Unknown
number
correct

Known
number
correct

n m Random
guess
score

Random
guess
score

Random
guess
score

Random
guess
score

3 1 0.13 0.33 1 0.5 0.33
3 2 0.13 0.33 2 1.0 1.33
3 3 0.13 1 3 1.5 3.00
4 1 0.06 0.25 1 0.5 0.25
4 2 0.06 0.17 2 1.0 1.00
4 3 0.06 0.25 3 1.5 2.25
4 4 0.06 1 4 2.0 4.00
5 1 0.03 0.2 1 0.5 0.20
5 2 0.03 0.1 2 1.0 0.80
5 3 0.03 0.1 3 1.5 1.80
5 4 0.03 0.2 4 2.0 3.20
5 5 0.03 1 5 2.5 5.00
6 1 0.02 0.17 1 0.5 0.17
6 2 0.02 0.07 2 1.0 0.67
6 3 0.02 0.05 3 1.5 1.50
6 4 0.02 0.07 4 2.0 2.67
6 5 0.02 0.17 5 2.5 4.17
6 6 0.02 1 6 3.0 6.00
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Neither Eq. (3) nor the more straightforward calculation table will now suffice. We
can return to handwork and develop a new table with combinations, as shown in
Table 2. This multiple-response test item can have 20 combinations. We must assign
scores to each combination of choices. Then we can calculate the probability of
occurrence of each score. The occurrence of the full score is 1/20th, the occurrence of a
score of 5 points is 9/20th and the score of 0 points is 10/20th. From this, it follows that
Sguess ¼ p CO0pt

� � � 0þ p CO5pt
� � � 5þ p CO10pt

� � � 10 ¼ 2:75 points. From the
table, this can also be calculated by averaging the sum of scores.

A 45 year old asthmatic woman who has lived all her life in Glasgow presents with a 
goitre of four years’ duration and clinical features suggestive of hypothyroidism. The 
two most likely diagnoses include

A. Iodine deficiency
B. Dyshormonogenesis
C. Drug-induced goitre
D. Thyroid cancer
E. Auto immune thyroiditis

Correct answer: true C and E: false A, B and D [18]

Fig. 1. Example random guess scores for a multiple response item [18].

Table 2. Combination table for a multiple-response test item with 6 options and 3 correct
alternatives, scores and average score.

Combination Correct or wrong Score
C C C W W W

1 x x x 10
2 x x x 5
3 x x x 5
4 x x x 5
5 x x x 5
6 x x x 0
7 x x x 0
8 x x x 5
9 x x x 5
10 x x x 0
11 x x x 5
12 x x x 0
13 x x x 0
14 x x x 5
15 x x x 5
16 x x x 0

(continued)
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A note of warning must be given here. The assumption that answers are selected
completely at random is not likely to be realistic in practice; the answering behavior of
students might play a role. A student is likely to make some guess as to how many of
the answers they think will be correct, probably based on their past experience of
answering test items of a similar type. Even in multiple-choice test items, guessing
behavior is influenced by student characteristics, with for example students being more
likely to select the inner options of a multiple-choice test item than the first and last
alternative [19], as well as the quality of the test item and its foils.

For multiple-response test items, it would be interesting to see how many choices
real students do assume to be correct (before they even look at the content of those
choices) when answering this sort of test item. Once the distribution of the number of
choices a student would assume to be correct, we could make a better substantiated
calculation to find the random guess score.

4 Ordering and Matching Test Items

It is easier to compute the random guess scores of Ordering and Matching test item
types than it is for multiple-response test items. An example of a matching item is
shown in Fig. 2.

Match the type of quiz question on the right with the correct description of it on the left. You 
can use the type of quiz only once.

______ Students must make associations between items 
on two lists

A. Essay

______ Students judge the correctness of declarative 
propositions

B. Matching

______ Students choose one correct response from a list 
of options

C. Multiple-choice

D. True-False

Fig. 2. Example matching test item with 3 options and 4 markers [20].

Table 2. (continued)

Combination Correct or wrong Score
C C C W W W

17 x x x 0
18 x x x 0
19 x x x 0
20 x x x 0
Average score 2.75
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It is interesting to note that drag-and-drop test items for which a student needs to
place specific objects (for example text markers) in the correct boxes is also a matching
test item. See the example of Fig. 3. For the random guess score of matching test items,
two characteristics are of importance.

1. Is the test item scoring dichotomous (correct or incorrect) or polytomous (multiple
points can be acquired for each correct choice)

2. Can the answering options be used more than once or only once? For Ordering test
items, the options (being ordering numbers) can only be used once. For matching
and drag-and-drop this must follow from the specific set-up of the test item. In what
follows, we will assume that the answering options can only be used once.

4.1 Dichotomous Scoring

Let us assume a student has to answer a test item in which he has to position 5
answering options in 4 open spaces (see Fig. 2). One answering option is a foil. As the
test item is dichotomous, the student receives 1 point if all four answering options are
set correct and the foil is left unused.

Drag the given terms at the bottom of the image to the corresponding boxes. Note
that there is one foil term that must not be used

Fig. 3. Example random guess scores for a matching test item.
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This problem can be approached by the analogy of marbles in a bag. In this case,
there are 4 bags and 5 colored marbles that have to be put in the correct bag. This is
drawing problem without replacement. The number of permutations for this problem is
5! which equals 120. The chance to score 1 point for this test item (all options correct)
is 1 divided by the number of possible permutations which yields 0.0083. This equals
the approach in which the chance the get the first item correct is 1/5, the second 1/4 and
so forth, which yields 1

5 � 1
4 � 1

3 � 1
2 � 1

1 ¼ 0:0083 points.

4.2 Polytomous Scoring

Let us assume again that a student has to answer a test item in which he has to position
5 answering options in 4 open spaces. One answering option is a foil. Also suppose the
student receives 1 point for each correct positioned answering option (which constitutes
a correct match). In contrast to the dichotomous scoring, the calculation of the random
guess score is more complicated. A direct approach to the problem would be to use the
analogy of constructing a sequence of 4 numbers using the numbers 1 to 5 (1, 2, 3, 4
and 5) and establish how many permutations there are with the sequence 0123 and 4 on
their correct positions. We could develop a table, but it would comprise 120 rows with
unique sequences. Therefore, we could follow the reasoning described as follows.

• The number of permutations with all numbers on their correct position is 1.
• The number of permutations with only three numbers on their correct position is 4.

These permutations are 1235, 1254, 1534, 5234.
• The number of permutations with two numbers on their correct position is 18

because there are 6 possibilities to select 2 numbers from 1 to 4: 12, 13, 14, 23, 24,
34.
– When one starts for example to put the numbers 1 and 2 on the correct position,

then 3 possibilities remain to put two incorrect numbers on their position (43, 53
and 45)

– This line of reasoning also applies to the other 5 combinations of 2 correct
positioned numbers.

• The number of permutations for which 1 number is positioned on its correct
position is 44 because there are 4 possibilities to draw 1 number from the numbers 1
to 4.
– If we put for example number 1 on its correct position we only have 2 possi-

bilities to position the number 234 incorrectly (432, 342). If we incorporate the
number 5 in these sequences, 3 extra sequences will comply with the number 5
on position 4, 3 and 2 resulting in 9 sequences (325, 425,345, 352, 452, 453,
543, 542, 523). Therefore 11 sequences.

• The number of permutations for which not a single number is on its correct position
is 53. For the number 1234 there are 9 possibilities and for the numbers 1235, 1254,
1534 and 5123 there are each 11 possibilities.
– For numbers 1234: Choose in first instance number 2. Numbers 134 must be

positioned incorrectly. There are 3 possibilities for that. The same counts when
choosing number 3 or 4 on the first position.
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– For numbers 1235, 1254, 1534 and 5123 the same procedure applies which
results per number combination in 11 possibilities. This gives a total of
3 * 3 + 4 * 11 = 53 permutations.

The expected random guess score now follows from: Sguess ¼ 4 � 1
120 þ 3 � 4

120 þ 2 �
18
120 þ 1 � 44

120 þ 0 � 53
120 ¼ 96

120 ¼ 0:8 points.
As can be seen, this approach is quite elaborate and can easily lead to calculation

mistakes. A more elegant approach is the following. Suppose C1 is a random variable
that can have value 1 if number 1 is positioned on its correct position (first place) and a
value of 0 if not correctly positioned. Define the random variable C1 to Cn in the same
way. The total score for a test item is defined as the sum of these random variables.
A theorem in probability theory is – as we used with multiple-response test item guess
score calculation - that the expected value of the sum equals the sum of the expected
values of the accompanying random variables, whether they are dependent or not. Now
suppose we have a matching test item with m markers that have to be matched with
n options in which n�m. It then follows that Sguess ¼

P
p Oið Þ � SOi can be written as

Sguess ¼
X 1

m
� SOi ð3Þ

If we apply this to the example above, the probability of having a value of 1 is 1
5 and

the probability of having value 0 is 4
5 for each response. For each random variable, the

expected value is 1
m � 1 ¼ 1

5 � 1 ¼ 0:2 points and therefore the total expected value is
0.8. Given these calculations, Table 3 is constructed which displays the random guess
score for common encountered matching test items.

The test item shown in Fig. 3 contains 4 alternatives and 4 matching items and 1
extra foil item. If the test item has dichotomous scoring, Table 3 shows that the random
guess score equals 0.15 points if the test item has polytomous scoring, the random
guess score equals 0.80 points.

Table 3. Random Guess Scores for Matching Test items

Number of
alternatives

Total number of
match alternatives

Dichotomous
(0 or 1 points)

Polytomous (each correct
alternative 1 point)

n m Random guess
score

Max score
of item

Random
guess score

2 2 0.50 2 1.00
2 3 0.17 2 0.67
2 4 0.04 2 0.50
3 3 0.17 3 1.00
3 4 0.04 3 0.75
3 5 0.01 3 0.60
4 4 0.04 4 1.00

(continued)
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5 Discussion and Conclusion

For the purpose of establishing cut-scores and score-to-grade calculations for
achievement tests, we have shown how to calculate guess values for a range of
multiple-response and matching test items. Such calculations can be prone to calcu-
lation mistakes. We provided simple tables to look up random guess values for often
used variants of these test items. These tables may prove their worth in the praxis of
higher education for teachers and examiners using such item types in their assessments.
These tables may prevent teachers from making calculation mistakes if they were to
establish random guess values for themselves.

However, other more sophisticated approaches may be preferable. For examples
computer tools that can work out the random guess score might be helpful. For
example, platforms such as R in combination with online presentation and manipula-
tion using shiny (https://www.rstudio.com/products/shiny/shiny-user-showcase/) could
be used to make a friendly user interface and provide easy access to additional forms of
scoring such as negative scoring, scoring with ceilings or using the so called ‘quotient
rule’ by Vos et al. [21, 22]. Even more helpful could be if e-assessment tools would
automatically provide the user with the random guess value. It is a matter of discussion
for scholars, practitioners and vendors of e-assessment software at conferences such as
the TEA to establish whether this would be an interesting line of research and
development.

With respect to the findings of the random guess values themselves, we note that
some items have maybe unexpectedly very high guess values. In particular polytomous
scoring multiple-response items can have high guess values when the number of correct
alternatives is given. It can be argued that these items should not be used in summative
tests because they introduce a lot of error in the measurement. In fact, for optimal

Table 3. (continued)

Number of
alternatives

Total number of
match alternatives

Dichotomous
(0 or 1 points)

Polytomous (each correct
alternative 1 point)

n m Random guess
score

Max score
of item

Random
guess score

4 5 0.01 4 0.80
4 6 0.00 4 0.67
5 5 0.01 5 1.00
5 6 0.00 5 0.83
5 7 0.00 5 0.71
6 6 0.00 6 1.00
6 7 0.00 6 0.86
6 8 0.00 6 0.75
7 7 0.00 7 1.00
7 8 0.00 7 0.88
7 9 0.00 7 0.78
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discrimination purposes, it is important to try to design test items that have about 50%
chance of being answered correctly after deduction of the guess value [23]. The higher
the guess value of a multiple-response test item, the smaller the interval remains in
which discrimination of the test items will be able to be reached. Very low random
guess values on the other hand, as with dichotomous scoring multiple-response and
matching test items, can cause students with a bit less than perfect knowledge gain no
points. In that situation, items do not discriminate well either. It requires careful
consideration concerning the level of difficulty of the subject matter and estimations of
the level of knowledge and skill of the student population to establish how multiple-
response and matching test items should be designed and set up.

With respect to future research, studies investigating student preferences for
specific positions of alternatives in multiple-choice test items [19], could be conducted.
This study has noted that the expectations that students have regarding the correct
number of alternatives for multiple-response test items (if the number of correct
alternatives is not given) and the position these alternatives have, can be significant.
Further work in this area could yield important additional information and design
considerations for multiple-response test items and their application in achievement
testing and other testing programs.

Acknowledgment. We would like to thank Dick Neeleman of the Vrije Universiteit Amsterdam
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Abstract. The construct to assess collaborative complex problem solving has
two dimensions: the collaboration and the complex problem solving construct.
Both have been defined in the past in the literature, but unfortunately no
common model exists. In addition, current assessments lack of authentic tasks
which enforce both face-two-face collaboration while solving a complex task.
The paper presents a scenario where a task was designed to offer best conditions
for assessing collaborative complex problem solving. The principal idea is that
the actors play a certain role with specific objectives and different constraints. In
addition, different implementations of feedback cues are provided.

Keywords: Complex problem solving � Collaboration � Tangible interaction
Tangible user interface � Multi-objectives task � Persona � Task design
Feedback cues

1 Introduction

In the last few years the term 21st Century Skill gained substantial visibility in scientific
literature. 21st Century Skills refer to skills such as complex problem solving, col-
laborative problem solving, creativity, critical thinking, learning to learn, decision
making, etc. [1] and more recently, new job profile descriptions refer more and more to
such skills to reflect their importance [2].

In order to enhance the acquisition and assessment of such skills, we designed a
tangible tabletop urban planning application for Collaborative Complex Problem
Solving tasks (CCPS). In this urban planning scenario, six non-expert people meet once
to design a first draft of a new mixed district (habitations, shops and offices) and try to
find the best consensus between them using a tabletop device.

The challenges are twofold: first to understand the underlying constructs for
assessing CCPS and second to design a complex task which ensures collaboration,
while offering an authentic and engaging task.

The reason to choose an urban planning scenario was that involving citizen in the
urban planning of their city is a new trend [3, 4]. There are examples of cities involving
citizens in the decisions concerning the adaptation of the city’s General Development
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Plan or in the development of districts, even if involving inhabitants is often in the
objective to improve an existing space [5].

This paper presents the design of the urban planning scenario including the tasks
and six personas. We will introduce the concept of a microworld and motivate how this
framework was extended in order to provide a good mean to formatively assess CCPS
with adequate feedback. The aim of the system is to support the problem solving
process by giving adequate feedback based on interactions with the system. The fol-
lowing section elaborates on the construct of CCPS. Section 3 details how the urban
planning scenario was designed. Section 4 elaborates the main concept of the two
levelled feedback system and first prototypes to give visual feedback on the TUI. The
last section concludes with a list of open research questions.

2 Assessing Collaborative Complex Problem Solving

CCPS plays an important role in different life contexts such as schools, at home or at
work. With regard to the labour market, organisational researchers highlight the
importance of teamwork for organisational success. In addition, human resource
departments continuously look for new ways to assess collaborative skills in a
recruitment process, in the course of personnel development and daily work.

Moreover, at schools, students are often required to work in teams on science tasks;
at work, people collaborate on common projects; and at home, families take household
decisions collaboratively. A common example of CCPS at school is the one of students
organising a school trip together as a team. They need to consider different factors, such
as distance, transport, or cost, whereby some of factors can change in the course of
planning. Students have specific roles in the process (e.g. a person who finds bus
schedules, the one taking care of hotel prices, the one who makes an overview of
everything), exchange their knowledge and apply different strategies to find the nearest
destination, with the optimal transport and the lowest price.

In theory, CCPS incorporates two dimensions – complex problem solving (CPS) as
the cognitive dimension and collaboration as the interpersonal dimension. However,
CCPS is not just the sum of those two dimensions, but represents the interaction of
complex problem solving skills and collaboration skills [6]. Complex problem solving,
the first dimension has been extensively investigated.

Recently, Dörner and Funke [7] provided a historical review on CPS and sum-
marized attributes of complex systems: complexity of the problem situation influenced
by the number of variables, connectivity between those variables, dynamics of the
situation, (full or partial) intransparency of the variables and their values, and finally
multiple conflicting goals.

In the past, the use of Linear Structural Equation Systems (LSE) for CPS assess-
ment lead to a higher experimental control and a better validity. Later such systems
(e.g., MicroDyn approach [8]) were criticized about incompliance with the attributes of
a complex system due to a reduction of number of variables, their linear dependencies
and that the problem could be solved by using only one strategy, which could lead to a
step learning effect [7].
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O‘Neil et al. [9] added the collaboration dimension and defined CCPS as searching
for the path from the initial state to the goal state while interacting with others working
on a shared goal. The most recent definition is provided by the OECD [10]:

Collaborative problem-solving competency is the capacity of an individual to effectively engage
in a process whereby two or more agents attempt to solve a problem by sharing the under-
standing and effort required to come to a solution and pooling their knowledge, skills and
efforts to reach that solution.

Up until now, there have been two approaches on how to assess CCPS – human-to-
agent and human-to-human [8]. In the human-to-agent setting, the participant collab-
orates with a computer-simulated agent to solve a problem collaboratively. This
obviously results in non-authentic and artificial environments. Another approach to the
assessment of CCPS is to use human-to-human interaction as investigated in the
ATC21s project [11]. It offers a more face valid situation of two or more individuals
working together on a problem, providing more in-depth information about the col-
laboration process. Nevertheless, the human-to-human approach provides non-
standardized assessment settings, and it is challenging to transform large log files
coming from human-to-human interactions into scores [9].

Hence, researchers and assessment practitioners need to search for an optimum
solution for CCPS assessment that offer scenarios that are scorable, realistic and close
to real life situations and foster collaboration as well as different solving strategies. This
means that the situations reflect a certain level of complexity (variables are intercon-
nected beyond simple one-to-one relations), time-dependency (decisions must be
timely with respect to the context state), and dynamicity (user action determines the
next decisional context).

3 Scenario and Stakeholders

In order to meet the aforementioned requirements, such as complexity, time-
dependency, etc. we developed a microworld. This section includes the scenario
about the situation and describes the microworld which was implemented for a CCPS
application (see Sect. 4).

3.1 Task and Story

A city has a non-used ground and calls for projects to attract new people and answer
housing needs. A group of active citizens wants to propose a plan of a mixed district
(mixing housing, offices, shops, etc.) on this free ground. Six of them discuss about the
possibilities and try to find the best consensus that will be presented to the city’s mayor,
who will evaluate the investment project and will compare this project with others. The
result will be a general map of the district project (potential 3D representation), with a
set of characteristics of the district concerning the performance of the solution that
obtained the greatest level of consensus.

Designing a Collaborative Problem Solving Task in the Context of Urban Planning 225



3.2 Microworld Description

As explained earlier, a microworld uses input and output variables which are linked by
defining linear equations. The scenario needs to fulfil the requirements listed earlier
with regard to complexity, uncertainty and the need to cope with the societal problem.
The scenario starts with a “blank” space that means a plot of buildable land without any
building or road, and some constraints which are a subset of a General Development
Plan (GDP). The constraints fixed by the municipality are:

• The area of the ground (location, size, topography, etc.).
• Eventually the main mobility network (main roads).
• A maximum of two two-way bus stops and one school can be added in the district.
• The maximum height of the buildings with two different parts of the ground,

because of the existence of an air traffic lane.
• A mix between housing and shops must be done. A max ratio between shops and

housing is defined.
• A ratio between built and non-built area must be respected.

Participants can add the following objects on the free land (inputs): high buildings
containing flats, offices, and/or shops and single houses; workshops; shops (a mall
and/or mini-markets and independent shops); a school; two two-way bus stops; and
parking lots. A building has the following parameters: presence on the map or not;
location (coordinates on the map) and orientation; function: single or mix function, the
function can be flat, office or shop; type or social mix: repartition of the type (T1,
T2, …, T7, i.e., a French norm to define the number of rooms in a flat) of flats in the
building; height of the building; and an isolation quality factor.

Some outputs are given to participants to help them during the decision making
process. Calculation of the outputs is based on objects placed on the tabletop and their
parameters’ values, thanks to the math model and statistics found in the literature (see
Sect. 4). The outputs contain:

• population (number of inhabitants, population density and social mixing);
• buildings (housing/non-housing ratio and constructed/non-constructed area ratio);
• energy (per capita energy consumption, lighting need, heating need and water

need);
• pollution, comfort and disturbances (pollution carbon dioxide balance, pollution

fine particles, comfort and disturbance noise);
• mobility (traffic intensity, average distance between a house and the nearest parking

lot, average distance between a house and the nearest bus stop and average distance
between a house and facilities);

• economy (taxes, municipality incomes and charges, employment, energy price per
capita, construction investment, renting and selling revenue of investors, wages and
household revenues).
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Personas and Their Conflicting Objectives
To specify the six future participants of our scenario, we specified their personas.
Cooper [12] defines personas as “[…] the hypothetical people for whom the application
or product is being designed for”. A persona is an archetype, a representation of a
potential future end-user. The personas were defined taking into account their personal
objectives. The objectives of personas are contradictory to foster a discussion that
should lead to a consensus. In this urban planning task, personal objectives are needed
to ensure that not a single mathematical best solution exists to the CCPS. The best
solution can only be the result of the consensus between the personas. Finally, the
personas will also be used in a role game to test the final developed application as in Le
Dantec [13].

Generally speaking, personas enable to figure out future users, their tasks, their
limits, their objectives, their expectations, etc. To build these personas, particularly in a
perspective ergonomics context, a state of the art about the nature of potential future
users is needed. Kim et al. [14] propose eleven personas for a smart community for
place-making (creating spaces for meaningful dialogue between place constituents,
both living and non-living) in housing complexes based on a survey. Kim et al.
showed, similarly to Abdalla [15] and Campbell [16], that residents of the same district
or city have different preferences or personal objectives, even if Matsuoka [4] showed
that a contact with nature is quite important for most people. It’s important to represent
different age ranges, sex, economic situations, and objectives. And, since the ideal
number of participants around a tangible tabletop is six, six personas have been defined
to represent the potential future users of the urban planner application. The objectives
of personas are contradictory, as shown in Fig. 1. Each one wants to promote some
aspects in the designed district, like mobility, green district, for high or low incomes,
etc. Thanks to these different personal objectives, the best solution does not exist and
finding a consensus is not so obvious. The six personas we defined are the following:

• Clark owns his proper computer shop, but it is a hard business-time for him. He
would like to move his business with the hope of better days1.

• Laura is a young and recently unemployed mother. She is looking for the right
place to find a job near her flat and to give a more comfortable and stable life to her
daughter2.

• Eileen is a representative of the city and was a tradeswoman. She will defend the
district project to the mayor3.

• Ettie is an active granny, she wants to find a flat nearest of her activities and shops,
but she likes the countryside benefits [17].

• Malik is a real estate expert interested by the proposed ground. He wants to be in the
running to win the contract4.

1 The story of Clark is inspired by the tensions between supermarkets and local shops https://www.
contrepoints.org/2015/07/27/215665-les-clients-tuent-les-commerces-de-proximite.

2 Inspired by http://www.mere-celibataire.fr.
3 Inspired by http://www.info-eco.fr/s-marcilly-dirigeante-en-campagne/245541.
4 Inspired by https://www.youtube.com/watch?v=887VV8mkxto.
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• Peter has a comfortable income. He wants to live in a green district, but no one
exists in the city5,6.

System Variables and Their Dependencies
To define the microworld underlying the CCPS tasks, equations and static values have
been defined. The equations and static values are based on public, mostly French,
statistics7, in the way to give more authenticity to the CCPS task. Housing statistics is
mainly used to provide a nomenclature of building types. This nomenclature is
expressed in habitable square meters, from which a series of other indicators can be
derived, such as construction costs, renting prices, number of inhabitants per house-
holds, number of cars per households, etc. These statistics are necessary to derive

Fig. 1. The six personas and a subset of their contradictory objectives. It is shown by persona,
which output he wants to increase ( ) or to decrease ( ) in regard of his personal objectives.
A cross (X) on the last column for an output indicates that a conflict can emerge about this
output. (Color figure online)

5 He is inspired partly by http://www.biography.com/people/nick-carter-21212481.
6 http://www.pausecafein.fr/vie-quotidienne/signes-reconnaitre-bobo-parisien-sociologie-humour.html.
7 http://www.insee.fr/fr/_c/docs_c/ref/COMFRA06Bd.PDF Le prix de construction des bâtiments non-
résidentiels autorisés en 2008, Ministère de l’Ecologie, de l’Energie, du Développement durable et de
la Mer, CGDD/SEEIDD/SDIDDDAE, France, décembre 2009.
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equations of the system that are relevant to create a conflicting situation for the different
personas and to give more complexity than a simple linear equations system. One
example of statistics is given next and a formula shows how this data can be used to
create dependencies between input and output variables. The equation is relevant for
the first rows in the table of Fig. 1.

The average consumption estimate for a given household is the weighted sum of
each category contribution to the consumption according to the corresponding socio-
economic distribution with respect to its type. Hence:

consumptioni ¼
Xa

j

xj Type;Cat:ð Þ � consumptioni Cat:ð Þ ð1Þ

where Type is the type of housing (F1–F7) and xj (Type, Cat.), the fraction of adult of
category Cat (R, U, A). In a housing unit of a given Type (Table 1). Equation (1) holds
for each household, i.e., each individual in a house. The estimated total consumption
capacity of the district corresponds to the sum of consumption estimate over all
households (see (1)).

As mentioned earlier, this formula represents one equation of the total equational
system, which is composed of many more equations. Explaining them here in detail is
out of scope of this paper. There is no mathematical best solution in the scenario,
however there are some constraints given by the General Development Plan, such as
maximum height of the buildings, ratio between housing and shops, maximum ratio
between shop and housing, ratio built area vs. non-built area. The equations are used to
generate a dynamic complex system which is necessary for a CCPS scenario and
addresses a societal challenge at the same time – urban planning with a multitude of
different priorities of the different stakeholders, all this is needed in order to propose a
complex and realistic task.

Table 1. Household socio-economic distribution of inhabitants per housing type. (R) = Retired,
(U) = Unemployed, and (A) = Active.

Type Adults Child. Adults without
housing
preference

Adults with housing preference

(R) (U) (A) (R) (U) (A)
Flat House Flat House Flat House

F1 1.00 1.00 0.00 0.19 0.10 0.71 0.53 0.00 0.29 0.34 0.18 0.66
F2 1.53 1.38 0.13 0.26 0.14 0.97 0.73 0.00 0.39 0.47 0.25 0.91
F3 2.00 1.75 0.25 0.33 0.18 1.24 0.93 0.00 0.50 0.60 0.32 1.15
F4 2.43 1.86 0.57 0.35 0.19 1.32 0.00 0.00 0.00 0.00 1.86 1.86
F5 2.93 1.86 1.07 0.35 0.19 1.32 0.00 0.00 0.00 0.00 1.86 1.86
F6 3.30 1.86 1.44 0.35 0.19 1.32 0.00 0.00 0.00 0.00 1.86 1.86
F7 3.70 1.86 1.84 0.35 0.19 1.32 0.00 0.00 0.00 0.00 1.86 1.86
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4 Technical Implementation

The motivation for this project is that the tangible user interface (TUI) as a natural user
interface is an ideal means for fostering CCPS and decision making scenarios [18].
Both the TUI and the tangibles objects (as shown in Fig. 3) serve as means for col-
laboration, since (i) they can be exchanged between the users, and (ii) cover the full
design space, i.e. placed and/or orientated differently on the table. Tangibles provide
simple and familiar access of information as well as intuitive manipulation of data. The
fact that the parameters of the tangibles in our selected scenario cover the full design
space (placement, position and rotation/orientation) make the scenario generalizable
and adaptable. Noteworthy is that those manipulative gestures (place, drag, rotate, etc.)
can be recognized and logged by the TUI.

4.1 System Design

The system has been implemented in the context of the Cognitive Environment Lab
(CEL) at LIST, which allows conducting user experience studies as well as to use a
wide range of feedback technologies (visual, auditive etc.).

Each system is divided into subsystems (see Fig. 2). The first order systemwill enable
users of a domain to manipulate complex notions during a CCPS task thanks to natural
interfaces. The second order system captures all the interactions of users thanks to video
cameras, gesture analysis system, micros and other sensors. Hence, both on both levels
interaction of users and tangibles can be tracked as well as feedback can be given.

The feedback given to users concerning their collaboration are based on the indi-
cators calculated by the second order system, thanks to the multi-users interactions
analysis, e.g., emotion recognition, distance from the table, sound level, and the
achievements made to solve a task. Different kind of feedback can be integrated into the
application that use different multimedia channels. Some examples are given later in
the scope of the first level system (i.e., using the TUI). Figure 2 also depicts the trusses
at the ceiling, which hold projectors to display feedback to the screen at the walls, fully
configurable LED strips to send light pattern based on collaboration or task perfor-
mance by the group, or speakers to give auditive feedback.

The current state of the art is lacking evidence to show how natural user interfaces
and specifically TUIs as well as tangibles should be designed with feedback in order to
foster task performance and collaboration. Even more specifically, evidence is lacking
about which single or multi-modal feedback cues on and around table and tangibles
should be designed in order to increase task performance.

4.2 Feedback Cues

By feedback cues or only cues, we mean any cues on and around the TUI and the
tangible objects. The systems foresees three levels of feedback:

1. Basic input/output on the scenario
2. Task performance
3. Collaboration
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The first level is scenario-dependent and includes, for example, how, meaning
which modality, and where, meaning which hardware, the feedback is going to be
displayed. The second level is about task performance, it is the process of exploring the
solution space and qualifying the quality of the solution. Users try to understand the
current status of the planning and perception of the future planning. Feedback is based
in this level on system constraints, such as the GDP and the personal objectives of the
stakeholders. The third or meta-level is about providing feedback based on the col-
laboration and interaction between the users. This includes their active/passive par-
ticipation, consensus reaching, confusion, etc. The system focuses on all three levels of
feedback (see Research Questions below). To compare our feedback levels to the levels
of Hattie and Timperley [19], the first (Input/Output of the scenario) resembles the
feedback about the task, the second the feedback about the processing of task, and the
third feedback about self-regulation.

We listed several feedbacks interested to give to users during their CCPS task;
some of them are illustrated below. All of this composes a series of complex and
numerous feedbacks that will help users to perform their task but also to perform it
more efficiency and more collaboratively.

In this context, a particular effort has to be done to define for each feedback what
the best modality to represent it is. Multimodality is needed to avoid to overload one
modality channel and to offer different dimensions of understanding to users. Here we
give some examples of visual feedbacks which have been implemented and of different
modalities that could be used:

• Mood of the group could be indicated thanks to LEDs all around the room giving the
global group colour like shown on Fig. 3 (left). But each individual mood colour
could be displayed on a display attached to a brooch worn by each participant.

2nd order system: observation 
and analysis of collaboration

1st order system: solving urban 
planning problem on tangible 
user interface

Fig. 2. First (urban planning scenario) and second order (observation and analysis of the
collaboration) systems.
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• Inform about non-respect of constraints, like placing a building in a protected nature
zone or a too high building placed on the aerial corridor could make a sound, a
vibration or flashing in red thanks to LEDs attached to the building.

• Sound map could be displayed on the base map or a global noise indicator can be
indicated by an ambient noise in the room.

• Outputs values could be indicated by the corona around a tangible gauge like on
Fig. 3 (right) or by the alighted LEDs on an electronic tangible gauge like on Fig. 4.

• The update of a parameter could be indicated by an update of colour of the tangible
object affected by like on Fig. 5.

Fig. 3. Colour around the room can be modified to indicate the group’s mood (left), visual
feedback thanks to gauge coronas on the table (right). (Color figure online)

Fig. 4. The electronic tangible indicates the capacity of the field, when a new tangible is added,
green lights at the bottom blink to indicate that the tangible is recognize and the space is enough
to accept it, blue LEDs on the top indicate the building area rate in regard of the total field
surface. (Color figure online)
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5 Future Work

In the previous sections we have shown different solutions to provide feedback either
on the TUI or in the surrounding environment. However, the research done with regard
to the impact of such feedback on task performance, collaboration and user experience
is still minor. We must continue our investigation on the design, particularly to provide
design guidelines to choose the right feedbacks and the best modality to use for each
feedback type [20]. Two research questions will guide our future work: How to design
feedback cues to improve task performance/collaboration/user experience? How is task
performance/collaboration/user experience affected after the provision of feedback?

Answers to the questions will be given through focus groups, usability testing,
observations of the collaboration and problem solving with the urban planning sce-
nario. As stated in the literature assessing CCPS requires a complex scenario with
many variables that change dynamically. Solving a CCPS task requires more than one
solving strategy and there is no best solution, i.e., a compromise needs to be found
between the different stakeholders and their conflicting goals. Here, we have described
a realistic societal challenge related to urban planning which fits these requirements. Its
implementation provides a solid technical application to start the empirical validation
of feedback cues as well as to assess problem solving and collaboration.
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