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Abstract. The manned space program in China has entered the space station
stage. Space astronauts normally have very limited time for certain tasks, so in
order to free space astronauts from some repetitive routine tasks, various robots
in space appear. Free-flying robots in space can also provide conditions for
various scientific experiments with their unique microgravity advantages. The
measurement of their positions and attitudes is the premise of their autonomous
flight and remote operations. So, the pose measurements system of the Astronaut
Assistant Robot is designed in this paper. With the camera calibrated, the image
is acquired and processed in real time, and the robot is tracked in real time. In
the end poses are estimated by virtue of PnP algorithm. The pose measurements
system is modeled and simulated, with an automatic global threshold method to
improve the reliability of the system. In addition, a series of measures are
adopted to improve its efficiency with a satisfactory accuracy. The experimental
results show that the measurement system meets the requirements of both
effectiveness and efficiency.
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1 Introduction

China’s manned space program has entered the space station phase [1]. Compared with
the ground laboratory, the space station can provide unique microgravity environment
for science research to obtain the results which are difficult to get from the ground
station. Astronauts in the space shuttle normally have limited time for certain tasks.
Robots in space can help astronauts to do some repetitive work and provide support for
astronauts. And free-flying robots in space normally do not touch the capsule, so there
is no mechanical vibration, which can provide a kind of microgravity environment.
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On the one hand, only small power is needed to control their operation. On the other
hand, microgravity environment needed for the scientific experiment is provided. It can
be seen that the free-flying robots in space play an important role in the space cabin.
There are various free-flying in-cabin robots, such as SPHERE [2] developed by the
university of MIT; PSA, Smart SPHERE [3] and Astrobee [4, 5] developed by the
NASA AMS research center; SHB developed in Japan; SCAMP developed by the
university of Maryland in the United States; Mini AERCam developed at NASA
Johnson space center; and AAR [6] (The first generation in-cabin robot) and AAR-2 [7]
(The second generation in-cabin robot) developed by Shenyang institute of automation,
Chinese academy of sciences.

SPHERE [2] is mainly used for formation flight and docking, where dynamic
programming method is adopted. However, its beacon-based localization limit the
operating space. Based on SPHERE, Smart SPHERE is installed a commercial
smartphone as an embedded controller to improve performance, which can capture
images using embedded camera in smartphone. Astrobee [4, 5] is developed recently.
Compared with SPHERE, Astrobee extends the space largely, by using the tracking
and positioning method of monocular vision. But in measurement system, SURF
feature detection and BRISK feature matching algorithms are used, which are more
complex, limiting its efficiency. AAR [6] is controlled by PID Network algorithm, and
is positioned by binocular visual system. Based on AAR of the first generation in-cabin
robot, AAR-2 [7] is designed and developed, which is controlled by using the fuzzy
sliding mode control algorithm. There are few detailed descriptions of the pose mea-
surement system on robots in space in literatures. However the measurement of their
position and attitude is the premise of their autonomous flight and remote operation.
So, the pose measurement system on AAR-2 is designed in the paper. The picture of
AAR-2 is shown in Fig. 1.

Fig. 1. The picture of AAR-2
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Monocular vision measurement system has the advantages of simple structure,
convenient operation, easy calibration, and fast calculation speed. So it is suitable for
the real-time application. In this paper, the method based on monocular vision is used
in position and attitude measurement system.

2 Pose Measurement System

A camera is mounted on an AAR-2, so it moves with AAR-2. The target is installed in
the inner wall of the cabinet or sealed cabin, with known feature point distribution
patterns. The image of target is acquired in real-time by the camera. A series of
measurement is taken in order to improve the performance of real-time. Furthermore,
the system is simulated by the powerful HALCON visual software.

The pose measurement system mainly can be divided into five sections: camera
calibration, image acquisition, image processing, feature extraction and pose calcula-
tion, as shown in Fig. 2.
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Fig. 2. Schematic diagram of the pose measurement system
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The purpose of the camera calibration is to calculate the interior camera parameters
which provide the basic data for pose calculation of camera. After image acquisition,
image processing and feature extraction are carried out. Image processing mainly
includes image preprocessing and image segmentation. And feature extraction mainly
includes edge extraction, elliptical fitting and coordinate extraction of target center. On
the basis of 2D image coordinates of target circles centers and their 3D space coor-
dinates, the position and attitude parameters of the camera relative to cooperative target
are calculate with PnP algorithm, which are saved to a file, and provide the foundation
for better control and operation of the AAR-2.

2.1 Camera Calibration

In order to calculate the position and attitude more accurately, it is necessary to cali-
brate the camera first. The camera calibration model is set up, the method of camera
calibration proposed by Zhengyou Zhang is employed, and the process of the camera
calibration is realized by virtue of the HALCON software.

Firstly, when the distortion of camera lens is not considered, the camera model is
the ideal small pinhole imaging model. The conversion process of 3D world coordi-
nates to 2D image pixel coordinates is obtained through the camera model, in which the
parameters of the camera is involved. The camera calibration process is that of
determining the camera parameters.

Then, in the plane template calibration method proposed by Zhang [8], the world
coordinate system is set on the plane of the calibration plate. The interior camera
parameters and the distortion coefficient obtained are computed as the initial values.
And the parameters with high final accuracy are obtained by the method of levenberg-
marquarat nonlinear optimization.

HALCON has been recognized as the most effective machine vision software in
industry in Europe and Japan. It provides some assistants and visual tools, as well as
programming hints, which make programming and modification easy, development
cycles short, and development costs low. It is widely used to develop visual system,
such as in the literatures [9, 10]. The process of calibrating camera is as follows.
Calibration data model is created at first. Initial camera parameters are set in the
calibration data model. Then calibration object is set. The image of calibration plate is
read to find the coordinate of marks and pose of target, which are saved in data model.
Next, camera is calibrated to get the interior camera parameters. Finally the interior
camera parameters is written in files.

2.2 Image Acquisition

The image acquisition assistant in HALCON can be used for real-time image acqui-
sition. If you connect the camera to the computer via the USB port, and then click “the
image acquisition assistant” in the assistant menu, an image acquisition window will
pop up. Under the resource tab, the camera can be detected by clicking on “the image
acquisition interface” radio button. And under the connection tab, the connected
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camera device can be seen. Furthermore, under the code generation tab, if you click
“insert code” button, image acquisition code can be generated automatically, which
makes programming easy.

2.3 Image Processing

(1) Image Preprocessing.

In order to improve the anti-interference ability of the image, and decrease the noise
in the image, image often is preprocessed with filter.

Filtering is classified into time domain filtering and frequency domain filtering.
Image filtering in time domain includes linear filtering and nonlinear filtering. The
common linear filtering mainly includes mean filtering and Gaussian filtering. The
nonlinear filtering mainly includes median filtering, bilateral filtering and anisotropic
diffusion filtering. Because the frequency domain filtering is processed by the Fourier
transform and inverse transform, and the nonlinear filtering is often complicated, which
are not conducive to the real-time processing of the image, the linear filter is selected in
the paper. In the linear filter, the mean filter is the average gray value of the pixel in the
template, whose filtering effect is often not very ideal. The Gaussian filter is a Gaussian
weighted average gray value of pixel in the template. Most of image signal or energy
concentrated in low frequency and medium frequency amplitude spectrum, while at
higher frequencies, useful information is often submerged by noise, and so one filter
which can reduce high frequency amplitude can reduce noise. Gaussian filtering is
essentially a low-pass filter, which is widely used in image denoising and is very
effective in suppressing the noise that obeys normal distribution. The image was pre-
treated with function named gauss_image in HALCON.

(2) Image Segmentation

The gray threshold segmentation method is most applied in image segmentation. It
is a method to separate the object from the background by threshold value, whose
advantages are simple calculation, high efficiency and fast speed. It is widely used in
real-time.

It can be seen that the key of threshold segmentation algorithm is to determine the
threshold, so if a suitable threshold is determined, the image can be separated accu-
rately. Because the actual target image shown in Fig. 3 has a single background, and
the difference between foreground and background is obvious which can be seen from
the gray histogram shown in Fig. 4, there is no need for complex threshold segmen-
tation method, and the global threshold can be set for image segmentation.
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In order to improve reliability, the automatic global threshold method is adopted to
image segmentation. Firstly, the histogram of image is counted. Then, the highest
frequency of gray values is found. Finally, the grayscale value lower than a certain
amount of gray value at the highest frequency is considered as the threshold. The
corresponding instruction in HALCON is as follows.

gray_histo(ImageGauss,ImageGauss,AbsoluteHisto,RelativeHiso)
PeakGray:=sort_index(AbsoluteHisto)[255]
threshold(ImageGauss,Regions,0,PeakGray*0.85)

After selecting the foreground from the background in the target image, the marker
circle region can be chosen mainly according to difference between the area of the
marker circles and other objects, which can be realized by using the visual interface of
the feature histogram in HALCON. Then, using the cutout technique [11], we extracted
the marked circle region in the original image, so that the marked circle image was
extracted.

Fig. 3. Image of cooperative target

Fig. 4. Gray histogram
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(3) Morphological Image Processing.

The methods constantly used in morphological image processing are dilation
operation, corrosion operation, open operation and closed operation. The dilation
operation makes object larger and is used to fill the holes and narrow gaps in the
objects. In contrast, Corrosion can be used to eliminate small and meaningless objects.
Open operation is dilation after corrosion, and its effect is similar to that of corrosion,
which reduces the object. It has less effect on object reduction than corrosion operation.
Closed operation is corrosion after dilation, and its effect is similar to that of dilation
operation, which makes the object bigger. It has less effect on object expansion than
dilation operation.

In order to better extract the edge of the circle in the target image, the closed
operation is used to increase the circle area appropriately. The function named “clos-
ing_circle” in HALCON is used. Because the extracted objects are circles, the structure
element is chosen as circle.

2.4 Feature Extraction

After image preprocessing and image segmentation, the image of marker circle is
determined. Next, edge detection is needed to obtain the edge of marker circles. And
then they are fitted into ellipse in order to determine the coordinates of the circles
center.

(1) Image Edge Detection

Edge of image is set of pixels whose grey value take on step change, so we can
detect the image edge by calculating the maximum value of first-order derivative.
Gradient operator commonly used based on the first derivative includes Sobel, Roberts,
Prewitt. In addition, image edge can be detected by zero crossing of second derivative.
Operator frequently used based on the second derivative is Laplacian of a Gaussian.
These operators are on the basis of local window, so their algorithms are simple and
easy to implement. However, if these algorithm are adopted, some information on the
edge will be lost, the system is sensitive to noise, and edge detection effect is not very
ideal. In 1986 John Canny proposed a new edge detection operator [12]. The operator
is with the optimization idea, which has a large signal-to-noise ratio and a higher
detection precision. It is currently considered as the most ideal edge detection method,
and widely used [13, 14]. The process of Canny edge detection is as follows.

① The image is smoothed with a Gaussian filter to remove noise and interference.
One-dimensional Gaussian function is used as filter. The original image f(x,y) is
convolved by row and column respectively. The image after smoothing is I(x,y). The
Gaussian filter and I(x,y) are given by

GðxÞ ¼ exp �x2=2r2ð Þ
2pr2

ð1Þ

I x; yð Þ ¼ GðxÞGðyÞ½ � � f ðx; yÞ ð2Þ

where r is the standard deviation of Gaussian, which is used to control the smoothness.
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② For the smoothed image I(x,y), the finite difference of first-order partial
derivatives is calculated, and the amplitude M and the direction h of the gradient are
obtained, given by

Px½i; j� ¼ ðI½i þ 1; j� � I½i; j� þ I½i þ 1; j þ 1� � I½i; j þ 1�Þ=2
Py½i; j� ¼ ðI½i; j þ 1� � I½i; j� þ I½i þ 1; j þ 1� � I½i þ 1; j�Þ=2

�
ð3Þ

M i; j½ � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Px½i; j�2 þ Py½i; j�2

q
ð4Þ

h i; j½ � ¼ arctan
Py i; j½ �
Px i; j½ �

� �
ð5Þ

③ Non-maximum suppression is carried out. The image is scanned along the image
gradient direction, and if pixels are not part of the local maxima they are set to zero.

④ Double threshold algorithm is used to detect and connect edges. High and low
thresholds are set. The point where the gradient is greater than the high threshold is
considered to be the real edge of the image, so it is retained. One where the gradient
value is less than the low threshold is not edge and is removed. For the point between
the two thresholds, those adjacent to the edge point are retained as edge, otherwise
deleted.

Because Canny edge detection is better than other methods, it is used to detect the
edge of the target circle. The instruction in HALCON is edges_sub_pix (ImageR-
educed, Edges, ‘Canny’, 4, 20, 40).

(2) Elliptic Fitting

Edge detection is used to extract edges, which reduces the amount of data, elimi-
nates irrelevant information, and retains the important structural attributes of the image.
Because the result of edge detection is a collection of edge pixels, it is also necessary to
select the contour as a whole. The function used in HALCON for contour selection is
select_contours_xld.

Fig. 5. Image after elliptic fitting
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In order to calculate the centers of the target circles, their contours need to be fitted
with an ellipse. Image after elliptic fitting is shown in Fig. 5. Compared with the edge
detected, the data is reduced. The function of the elliptic fitting contour in HALCON is
fit_ellipse_contour_xld.

2.5 Pose Calculation

Based on the mathematical model of the camera and the known camera interior
parameters, pose calculation is to establish the relationship between 3D space coor-
dinates of target features and 2D coordinates of image features, so as to determine the
relative position and attitude between camera and target.

The commonly used features include point features, linear features, etc. Among
them, the problem of pose calculation using point feature is called PnP (perspective-n-
point) problem. When n of point number is less than or equal to 2, known condition is
insufficient, so the pose parameters of the target cannot be determined. When n > 5, the
problem can be solved linearly. When 3 � n � 5, the PnP problem is usually non-
linear, and there are possible multiple solutions. Due to the requirement of real time in
practical application, points between 3 and 5 are often selected to calculate the position
and attitude.

The P3P problem can be described as follows. The known conditions are that
angles between two of three rays starting from a vertex O are a, b, c, and three sides of
a triangle are c, b, a, respectively. The distance between the vertex O of rays and three
vertex of the triangle ABC, namely d1, d2, and d3, will be calculated. Description of
P3P problem is shown as Fig. 6.

By using cosine theorem, we have

d21 þ d22 � 2d1d2cosa ¼ c2

d21 þ d23 � 2d1d3cosb ¼ b2

d22 þ d23 � 2d2d3cosc ¼ a2

8><
>: ð6Þ

o

A

B

C

ab

c
1d

2d

3d

α
β γ

Fig. 6. Description of P3P problem
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Suppose

d2 ¼ xd1
d3 ¼ yd1

�
ð7Þ

Substitute (7) into (6), we can derive

d21ð1 þ x2 � 2xcosaÞ ¼ c2

d21ð1 þ y2 � 2ycosbÞ ¼ b2

d21ðx2 þ y2 � 2xycoscÞ ¼ a2

8<
: ð8Þ

If two of the ones in (8) are taken, and d1 is eliminated, we can obtain

a2ð1 þ y2 � 2ycosbÞ ¼ b2ðx2 þ y2 � 2xycoscÞ
b2ð1 þ x2 � 2xcosaÞ ¼ c2ð1 þ y2 � 2ycosbÞ

�
ð9Þ

Connecting two equations of (9) and removing b2x2, it is not difficult to derive that

a2ð1 þ y2 � 2ycosbÞ � b2ðy2 � 2xycoscÞ
¼ c2ð1 þ y2 � 2ycosbÞ � b2ð1 � 2xcosaÞ ð10Þ

Extracting x from (10), we can obtain

x ¼ a2 þ b2 � c2 þ ða2 � b2 � c2Þy2 � 2yða2 � c2Þcosb
2b2ðcosa� ycoscÞ ð11Þ

Substituting (11) into the lower equation of (9), a quartic equation about y is
obtained as

a4y
4 þ a3y

3 þ a2y
2 þ a1yþ a0 ¼ 0 ð12Þ

Four sets of solutions for y can be found. Substituting the solution of y into (11),
the value of x can be obtained. According the above equation of (8), we have

d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2=ð1þ x2 � 2xcosaÞ

p

Thus d1 can be calculated. According to (5), d2 and d3 can also be obtained. From
the process derived above, it can be seen there are at most four solutions to the P3P
problem. For P4P problem, when four control points are coplanar, there is only one
solution to the problem. Any three points can be selected to determine the pose, and
then the fourth point is used to verify it [15]. Since the actual target image is coplanar,
four control points are used to determine the pose. The instruction of pose calculation
in HALCON is vector_to_pose.
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3 Performance Evaluation

AAR-2 above air bearing table, the MV-500SM CMOS camera, and the M1620-
MPW2 optical lens produced by Computar company are used in the system to carry out
the simulation experiment. The resolution is 2592 * 1944 pixels. Its pixel size is
2.2 lm. The AAR-2 experimental platform is shown in Fig. 7.

In order to meet the real-time demand of the system, the operation efficiency of the
system can be improved by simplifying the algorithm, reducing the complexity of
image processing and transformation, and reducing the storage space. There are two
main methods: one is to reduce the amount of data to be processed; the second is to
adopt a simple or simplified algorithm. Reducing the amount of data to be processed
plays a major role in real-time of image processing algorithms.

The measures to reduce the amount of data to be processed are taken to improve the
operation efficiency of the program in the paper.

(1) The function of image zooming is applied to reduce the size of the image from
2592 * 1944 to 1024 * 768, which lifts the speed of the program. The corre-
sponding instruction in HALCON is zoom_image_size (Image1, Image, 1024,
768, ‘constant’).

(2) By setting the interest area or selective region, the data volume of image pro-
cessing is greatly reduced, and the operation efficiency is dramatically improved.
The corresponding instruction in HALCON is reduce_domain (Image,
ROI_Rectangle, ImageReduced1), where ROI_Rectangle is the area of interest,
which include 9 circles and margin region with the size of the interval between
circles, shown as Fig. 8.

Fig. 7. AAR-2 experimental platform
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(3) The kernel size of the Gaussian filter is reduced from 5 to 3 which makes the
running time reduced. The corresponding instruction in HALCON is gauss_image
(Image, ImageGauss, 3).

By taking these main measures, the running time of the program is reduced from
above 200 ms to less than 100 ms, which satisfies the system’s requirement for real-
time performance.

In addition, the accuracy of the system is verified by virtue of AAR-2 experimental
platform, and the error is less than 0.6 mm, which meets the requirement of precision.

4 Conclusion

The pose measurement system of AAR-2 in space is effectively modeled and simu-
lated. After images of the cooperation target are captured in real-time, image prepro-
cessing, image segmentation, edge extraction and ellipse fitting process are carried out
to extract the centers of target circles. Then, according to the 3D coordinates of
cooperation targets feature points, their corresponding 2D image coordinates, and the
interior camera parameters, the position and attitude of camera relative to the target are
calculated using the PnP algorithm. Furthermore, the automatic global threshold
method is adopted to improve the reliability. A series of measures to improve the real
time are taken, such as reducing the image, setting the interest area and reducing the
kernel size of the Gaussian filter. The system is simulated in the HALCON software,
and the results demonstrate its satisfactory performance in terms of computational cost
and precision.
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