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Abstract. During the past few years face recognition technologies have greatly
benefited from the huge progress in machine learning and now have achieved
precision rates that are even comparable with humans. This allows us to apply
face recognition technologies more effectively for a number of practical problems
in various businesses like media monitoring, security, advertising, entertainment
that we previously were not able to do due to low precision rates of existing face
recognition technologies. In this paper we discuss how to build a face recognition
system for media companies and share our experience gained from implementing
one for Latvian national news agency LETA. Our contribution is: which tech‐
nologies to use, how to build a practical training dataset, how large should it be,
how to deal with unknown persons.
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1 Introduction

A face recognition problem has been researched for decades and for a long time hand-
crafted or machine assisted feature detection techniques were the dominant. The latest
such face recognition techniques [1–3] use sophisticated algorithms to select up to tens
of thousands of parameters to represent a face. But they achieve high accuracy only in
constrained environments where faces are frontally positioned, and a variety of condi‐
tions like lighting, expression, and occlusion are restricted. Obviously in real life images
these conditions are rarely satisfied, and, therefore, in unconstrained environment the
accuracy rates are significantly lower.

In contrast to hand-crafted techniques, machine learning approaches let a computer
(instead of human) figuring out which face parameters are important to measure. Since
these parameters are extracted from the training data, the recognition accuracy depend
more on the quality and variety of the training data and less on the environment
constraints. In addition, machine learning models typically use 100 to 2000 dimensions
to represent a face, in contrast to tens of thousands used by hand-crafted methods. As a
result, machine learning techniques are more effective for representing and processing
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faces, as well as they are more flexible and accurate to recognize people in real life
images with no constraining conditions.

In this paper we are discussing how to apply the latest scientific and technological
achievements in face recognition from specialized face recognition companies as well
as tech giants like Google, Facebook, Baidu to implement a face recognition system for
media companies utilizing state-of-the-art face recognition machine learning models.
Typically, media companies own large archives of images and videos in which persons
have to be tagged. Accomplishing this task requires executing a number of sub-tasks
like extracting training datasets of sample images with a large number of identities
(possibly thousands), additionally recognizing unknown people (that is, those who do
not belong to our training dataset), selecting an appropriate algorithm for each step in
the face recognition pipeline.

The structure of the paper is the following. In Sect. 2 we will explain the pipeline of
modern face recognition technology. In Sect. 3 we will discuss how to put together all
the building blocks to implement the actual face recognition system.

2 Face Recognition Pipeline

A typical modern face recognition pipeline consists of four steps: detection, alignment,
representation and classification [4].

2.1 Detection and Alignment

The first step in the face recognition pipeline is to detect faces. To detect faces we have
to locate face areas in images. As a result a list of locations of faces is produced in this
step. An example of face detection is demonstrated in Fig. 1.

Fig. 1. An example of face detection

When we have detected faces, they most probably are turned in different directions.
Obviously such faces look totally different to a computer. To account for this, faces are
aligned so that the eyes and lips are always centered. This significantly simplifies the
face recognition step for the computer.
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2.2 Representation

In this step, an n-dimensional vector (also called “embedding” vector) is computed to
represent each face. These vectors have a characteristic that vectors representing one
and the same person are geometrically close in n-dimensional space, whereas vectors
representing different persons are geometrically farther from each other. Traditionally,
the L2 or cosine distance is used to measure the distance between vectors, and then some
experimental threshold is determined to distinguish whether two vectors represent one
and the same person or two different persons. An example of face recognition is demon‐
strated in Fig. 2.

Fig. 2. An example of face representation as a 128 dimensional vector

The face representation step is the most important and complex of all steps in the
face recognition pipeline because the overall accuracy rates mostly depend on the way
we compute face representations. Currently, the best results are demonstrated by face
recognition systems that perform the following two steps. Firstly, they transform faces
to n-dimension vector using deep convolutional neural network (CNN) [5]. Secondly,
they perform dimensionality reduction, if necessary. Commonly used methods for this
task are PCA [6], Joint Bayesian [7] and Metric learning [8].

Next we will review some of the most accurate approaches for face representation
computing which are selected by their performance on the popular LFW [9] dataset.

MMDFR. MMDFR [10] is a solution that achieves 99.02% accuracy rate on LFW
dataset. In the first step the system aligns faces to 230 × 230 pixels and then transforms
them to 3D model. Then the 3D model is cropped and passed to 8 different CNNs. The
representation vector is computed by combining 8 vectors by applying Stacked Auto-
Encoder method for dimensionality reduction. The system is trained on a data set
containing more than 9,000 identities.

Face++. FACE++ [11] is a solution that achieves 99.50% accuracy rate on LFW
dataset. The system is trained on a data set consisting of 500,000 images with 10,000
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identities. The model consists of 4 different models each recognizing a certain face area.
The representation vector is computed by combining 4 vectors by applying PCA method.

DeepID3. DeepID3 [12] is a solution that achieves 99.53% accuracy rate on LFW
dataset. The system consists of two CNN models VGG net [13] and GoogLeNet [14]
that are extended with Supervisory signals method [15]. For one model the original face
is passed, for the second model the horizontally rotated faces. The representation vector
is computed by combining 2 vectors in a single vector having 300,000 dimensions. By
applying PCA method the dimensionality is reduced to 300. The system is trained on a
data set consisting of 300,000 images.

Facenet. Facenet [16] is a solution that achieves 99.63% accuracy rate on LFW dataset.
The system is implemented by Google. The model consists of 1 CNN with 140 million
parameters and is trained on a data set consisting of hundreds of millions of images. The
resulting representation vector has 128 dimensions.

Daream. Daream [17] is a commercial solution that achieves 99.68% accuracy rate on
LFW dataset. The publicly available information tells that the system is trained on a data
set consisting of 1.2 million images with 30,000 identities. The final model consists of
4 different models - Residual network [18], Wide-residual network [19], Highway path
network [20] and Alexnet [21]. The representation vector is computed by combining 4
vectors by applying Joint Bayesian method for dimensionality reduction.

Baidu. Baidu [22] is a commercial solution that achieves 99.77% accuracy rate on LFW
dataset. The publicly available information tells that the system is trained on a data set
consisting of 1.2 million images with 18,000 identities. The final model consists of 9
different models each recognizing a certain face area. The representation vector is
computed by combining 9 vectors by applying learning with triplet loss method to obtain
a single 128-dimensional vector.

Dahua-FaceImage. Dahua-FaceImage [23] is a commercial solution that achieves
99.78% accuracy rate on LFW dataset. The publicly available information tells that the
system is trained on a data set consisting of 2 million images with 20,000 identities. The
final model consists of 30 different CNNs, and the representation vector is computed as
a combination of 30 vectors by applying Joint Bayesian method for dimensionality
reduction.

3 Implementation

So far we have seen an overview of a general face recognition pipeline and have reviewed
various techniques to compute face representations. In this section we will discuss how
to implement the actual face recognition system by applying these techniques.
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3.1 Model

To compute face representations we must have a trained model. One option is to select
one of the previously described approaches to train the model by ourselves, or another
is to use the already trained model. To train a model from scratch we need a large dataset
with labeled images as well as computing resources. On the other hand, there are avail‐
able already trained models, for instance, [24, 25]. These models are trained on publicly
available datasets CASIA-WebFace [26], FaceScrub [27] and MS-Celeb-1M [28]. Thus,
if we have enough computing resources and our data set is larger than publicly available
data sets, then it is reasonable to train a model by ourselves. Otherwise, we would
recommend selecting an existing solution. In general, they have very decent precision
rates. For [24] the accuracy rate is 97.3%, for [25] it is 99.2% on LFW datasets in
comparison to 99.63% and 99.78% for solutions from Google and Baidu.

3.2 Classification

When we have computed face representations, we have to decide how to classify them,
or in other words, how to attach the most appropriate name. In general, for many clas‐
sification tasks SVM [29] algorithm is a popular choice. However, it does not fit well
for our face classification task when there are known and unknown persons. To classify
unknown persons we need not only the identity of the classified person but also the
confidence score to determine the likelihood level of the classified person to be able to
decide between the known and the unknown persons. Although SVM returns both, the
identity and confidence score, the problem is that the confidence score is computed as
a probability depending on the number of identities in the training dataset, and therefore
it is not possible to have one particular threshold value because its values varies as a
number of identities change (as a set of identities grows, the confidence score decreases).

We are suggesting to use an alternative approach: K-nearest neighbors (KNN) algo‐
rithm. In particular, the algorithm computes the k nearest points and the corresponding
spatial distances for the given point. In context of face recognition, the algorithm for the
given face selects the k most similar faces from the training dataset and their corre‐
sponding distances. Then we have to decide how to classify the known and the unknown
persons. The algorithm we used is the following. First, we pick k most similar candidate
faces (we used k = 12, but regarding the second step whether k is selected sufficiently
large, it has minimal effect on the accuracy rate). Second, from the top k candidates we
select those with distances smaller than some given distance threshold. This will give
us the top similar faces, and then we have to decide whether it is a known person and
give its name, or declare it as unknown. To achieve this we use a voting mechanism that
attaches the identity having the majority of the votes or hits some threshold. To explain
it in a greater detail, we will assume that after the second step we have selected the 10
top similar faces and the voting threshold is 4. Now we may have multiple cases. One
case is that the majority of the faces belong to the same identity X (for instance, 6 of
10), and this number is greater than the voting threshold (6 is greater than 4), then we
declare that the given face belongs to X. Another case is when there is not a majority
for one particular identity, for instance, 4 faces belong to X and Y, and the rest belong
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to Z. In that case we measure average distances for X and Y additionally to decide the
identity. Finally, we may have a case when none of the identities hits the voting
threshold, and in that case we declare the given face as unknown. For instance, if 2 faces
belong to the five different identities, then none of them satisfy the voting threshold
restriction (2 is not greater than 4).

Nevertheless, in practice it is wise to add some categories during the classification. For
example, in LETA project we introduced four categories – very high (distance threshold
minus 4x bias), high (distance threshold minus 3x bias), medium (distance threshold minus
2x bias) and low (distance threshold minus bias) where bias is equal 0.06.

3.3 Training Dataset

Until now we have discussed technologies handling the engineering complexity, but one
of the key problems to successfully apply face recognition technologies is data. Thus
before we can recognize someone in a picture or video, we have to build a training dataset
containing some number of images per each person we want to recognize. To achieve
applicable results we need at least 6 sample images per identity, however, the optimal
number would be 25–45 (see Sect. 3.4). The rule of thumb is that the more samples with
different variety we have, the more accurate results we will get. This is especially
important to cover real life situations when faces are in different facial expressions,
various poses, image resolutions, lighting, etc.

Thus to build a system being able to recognize thousands of identities, we need to
collect tens or even hundreds of thousands of training images accordingly. Performing
such a task manually is slow, labor-intensive and expensive, and therefore not scalable.
While examining alternatives, we noticed that most of the images from LETA archive
have an additional description explaining the location, event and the persons in the image
(see Fig. 3) which we found very useful to provide an automated support for identity
extraction.

The idea for the identity extraction algorithm is straightforward. First, we perform
a face detection and check if there is exactly one face in the image. Then we perform a
description analysis by applying advanced natural language processing algorithms [30]
to extract person entities (it has to be noted that in Latvian language word endings change
depending on context that makes an entity extraction more complicated) and then we
check if there is exactly one entity. Thus, if there is exactly one face detected and there
is exactly one entity extracted, then we assume that the detected face belongs to the
extracted entity.

However, we found that there are scenarios when this assumption does not hold. The
problem is that the entity extracted cannot always detect foreign names and therefore
instead of two names sometimes only one is extracted causing face-entity mismatch (see
Fig. 3).

To deal with face-entity mismatches, we extended the identity extraction process
with post-processing step. The idea of this step is to iterate over the collected training
dataset and find possibly higher number of face-entity mismatches. To accomplish the
task we applied our face recognition algorithm for every image in the training dataset.
Since we already know to which identity the image belongs, we can easily compare if
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the identity proposed by the face recognition algorithm is equal to the identity image
belongs. Although the idea of the post-processing step is simple, it proved to be very
effective since it detected that approximately 10% of images in training dataset were
face-entity mismatches, thus helping to increase the quality of the training dataset.

As a result, by performing our identity extraction algorithm we managed to extract
4400 unique person names with a total of 95,000 images from LETA archive.

3.4 Experimental Evaluations

In practice we have to determine three things: how does the number of images per person
affect the overall accuracy rate, what are the optimal KNN parameters and what the
recognition speed is. To answer these questions we performed a number of experiments,
and rated the results on a test dataset containing 1255 faces where 892 are faces of known
persons of 186 identities and 363 faces are faces of unknown persons. All of the images
were selected from LETA image archive.

To find an answer to the first question, we trained 50 different models having
randomly selected 1 to 50 images per person in the training dataset accordingly.
Figure 4 represents the obtained results, where X axis represent the number of images
per person and Y axis represent the error rate on our test dataset. The error rate is
computed as total correct images (known and unknown) divided by total images (892
known and 363 unknown). We can see that 6% error rate is reached when there are at
least 6 images per person, 5% error rate when there are at least 24 images per person
and 4.2% error rate (the lowest) when there are at least 45 images per person. Thus, the
more images per person we have, the more accurate results we get.

Fig. 3. An example of face-entity mismatch where Latvian president Raimonds Vejonis is
incorrectly identified
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Fig. 4. An error rate depending on the images count per person

Figure 5 represents the error rate only among known persons.

Fig. 5. An error rate of know persons depending on the images count per person

Figure 6 represents the error rate only among unknown persons.
We have also tested SVM algorithm on a dataset containing only images of known

persons (see Fig. 7), and we can see that SVM results are slightly better than KNN results,
still KNN is competitive, but with SVM we cannot detect unknown persons.
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Fig. 7. An error rate of known persons depending on the images count per person using SVM
algorithm

To find the optimal KNN parameters, we also performed the same 50 experiments
having 1 to 50 images per person where count thresholds were from 1 to 4, and the

Fig. 6. An error rate of unknown persons depending on the images count per person
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distance thresholds in range from 0.75 to 1 with a step size 0.05. Figures 8, 9, 10 and 11
represent how the accuracy changes depending on different voting and distance thresh‐
olds. Figures show that if the training dataset contains less than 10 images, then the
distance threshold have to be relatively high to achieve the best performance. Whereas,
if the size of the training dataset is getting larger than 10, then the tendency is that the
best performance is achieved when the distance threshold is relatively small.

Fig. 8. Error rates with voting threshold 1 and various distance thresholds

Fig. 9. Error rates with voting threshold 2 and various distance thresholds
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Fig. 10. Error rates with voting threshold 3 and various distance thresholds

Fig. 11. Error rates with voting threshold 4 and various distance thresholds

Figure 12 represents average error rates by various distance thresholds and we can
see that the smallest error is achieved having 0.85 distance threshold value.
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Fig. 12. Average error rates by various distance thresholds

Our experiments show that it takes on average 0.3 s to detect and recognize one face.
The experiments were performed on NVIDIA GPU TITAN X 12 GB graphical
processor.

4 Conclusions

In this paper we have discussed a general pipeline to implement a face recognition
system for media companies and shared our experience implementing one for the
Latvian national news agency LETA. To implement a system, we have to make a number
of decisions, and the stack we have implemented in LETA project is as following. To
compute face representation we selected the pre-trained model [25], for classification
we used KNN algorithm with parameters depending on a number of images per person
in the training dataset. To build a training dataset we used our custom made algorithm
which automatically extracted 4400 identities with the total of 95,000 sample images
from LETA image archive. We tested the implemented system on the dataset with 1255
faces where 892 were faces of known persons of 186 identities and 363 faces were of
unknown persons and the accuracy rate we achieved was 95.78% when there are at least
45 images per person in the training dataset. We have also tested the algorithm on a
number of YouTube videos where Latvian politicians participated, and the accuracy rate
stayed the same. Thus the implemented system is applicable on different datasets as well.

While implementing the system we performed experimental evaluations regarding
optimal training dataset size and optimal classification algorithm parameters. Experi‐
ments show that we have to build a training dataset of images that contain at least 6
images per person but optimally they are 25–45 images per person, whereas KNN
parameters have to be adjusted according to the image count per person in the training
dataset.
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