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Editorial

From so simple a beginning
endless forms

most beautiful and most wonderful
have been, and are being, evolved

—Darwin

The Machine does not isolate man from the great problems of Nature
But plunges him more deeply into them

—Antoine de Saint-Exupéry

This book is about cognitive architectures; i.e., it is about life-forms endowed with
particular corporeal identities, giving shape and meaningfulness to the environment
in which they are embedded, creating a dynamic world to which they are irresistibly
bound, in an essential dialectical relationship. A world where they evolve, making
their best effort to thrive, and in so doing, end up defining individual and collective
existential narratives. This book is also about embodied and non-embodied artificial
intelligent systems, human constructs, meant to be able to populate the human
world, capable of identifying different life contexts and behaving according to
human values and conventions, systems capable of performing tasks in a
human-like way. Finally, this book is about trying to grasp the essence of cognition,
here understood as the effective action that enables a cognitive entity to continue its
existence in a definite environment as it brings forth its world [3]. By creating
artificial environments where non-embodied artificial entities evolve, human beings
are ultimately looking for “those features of the world where the details do not
matter, where large equivalence classes of structure, action and so on lead to a deep
sameness of being” [4, p. 7].

In Chapter “Cognitive Architectures: The Dialectics of Agent/Environment,”
Ferreira sets the motto for the book. By positing that cognition is the embodied,
embedded, and always situated process whereby life-forms bound to their respec-
tive environments in an essential dialectical relationship strive to live and replicate
within the existential spatiotemporal framework defined by their own corporeal
dynamics, the author addresses the fundamental role played by different physical
architectures, different corporeal realities in the shaping of meaningful worlds.
Addressing the complexity and richness of human cognition in which that essential
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interaction is symbolically mediated, Ferreira points out that every newborn comes
into life in a particular physical, economic, social, cultural, and linguistic atmo-
sphere—a semiosphere. An environment where specific relations of production
have not only determined particular social structures and social hierarchies, but also
determined the typical patterns of behavior to be followed in each circumstance and
context, the definition of public and domestic space [2], the creation of institutions,
the architectural options, the production of artefacts and technological artefacts, and
the production of art forms.

The chapter concludes by identifying the hybrid forms of cognition present in
human reality nowadays, hybrid forms that result from the interaction of hybrid
agents and the existence of hybrid worlds.

Chapter “Complementarity of Seeing and Appearing” addresses the phe-
nomenon of coloring among species, its place in the individual’s Umwelt, and the
functions it plays in distinct contexts and environmental settings. Using the
example of coloration of animal surfaces to show how processes based on inter-
actions of the individual parts lead to the emergence of “meaning at the level of
communication between individuals,” Jindfich Brejcha, Pavel Pechacek, and Karel
Kleisner argue that, due to complementarity of appearance and perception, the
exposed surfaces of organisms ultimately become semi-autonomous entities sub-
jected to their own evolution. In the final part of this chapter, the authors investigate
various explanations of the evolution of coloration in the context of its role in
animal behavior and communication and within particular environmental settings.

In Chapter “The Extended Domicile—Culture, Embodied Existence and the
Senses,” Juhanni Pallasmaa states that the human sensory and neural system, as
well as the brain, is the result of evolutionary adaptation to the prevailing envi-
ronments and conditions of life during the continuum of human evolutionary his-
tory. The nature of our senses and neural functions, as well as instinctive
environmental preferences, needs to be viewed within a bio-cultural and
bio-historical perspective, instead of regarding them as ahistorical, unchanging, or
given properties of the Homo Sapiens. Through our human structures, both physical
and mental, we turn limitless, shapeless, and meaningless “natural” space into lived
cultural space with specific human purposes and meanings. Lived reality fuses
observation, memory, and fantasy, as well as the cerebral and the embodied, into
single existential experience.

Chapter “What We Need from an Embodied Cognitive Architecture” provides a
succinct overview and discussion of the two main perspectives involved around the
concept of embodied cognition, proposing a clarification of two fundamental issues:
(i) the meaning of the term and (ii) whether the existence of a physical body is, in
fact, paramount in the process of cognition and, if this is a fact, the role the physical
body plays in the process.

According to Serge Thill, resolving these unclear aspects remains the major
challenge in current theories of embodied cognition. At this stage, the main point is,
according to the author, arriving at a unifying definition that will at least have to
acknowledge a role for the physical body. In his opinion, what an embodied
cognitive architecture needs to provide at the current state of theoretical
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understanding is a framework that allows us to parameterize contributions of the
body in cognitive processes. This includes parametrizing the body itself, but goes
beyond that, in that the way in which sensorimotor experience is used in higher
cognition is itself also left open to parametrization. Such an architecture could then
explore the predicted consequences of given activities under various theoretical
assumptions regarding embodiment and help further the state of the art by then
comparing these predictions with reality.

In Chapter “The Architect’s Dilemmas,” David Vernon identifies two reasons to
design a cognitive architecture: to gain a better understanding of cognition in
general and to build artificial systems that have capabilities commonly found in
humans. However, as the author recognizes, the design of a cognitive architecture is
a daunting undertaking, involving many challenges on a scale that is not always
apparent when one embarks on the task. Like architecture in the built environment
and system architecture in software engineering, a cognitive architecture captures
both abstract conceptual form and details of functional operation; focusing on inner
cohesion and self-contained completeness, Vernon points out that a cognitive
architecture captures the top two layers of Marr’s three-level hierarchy of
abstraction, also known as the Levels of Understanding framework, i.e., the top
level computational theory and, below this, the level of representation and algo-
rithm. At the bottom (third) level, there is the implementation or instantiation of this
algorithmic and representational framework: the realization of the cognitive
architecture as a working cognitive system. In order to achieve its “daunting
undertaking,” the architect has, in the author’s words, to face and solve—we would
say—three dilemmas: The Dilemma of Fidelity, The Dilemma of Embodiment, and
The Dilemma of Autonomy.

Marco Monforte, Fanny Ficuciello, and Bruno Siciliano, in Chapter “Human
Cognition-Inspired Robotic Grasping,” address the complexity of reproducing the
human physical architecture, namely the hand; it is sometimes gracious, sometimes
strong movements, effortless under normal circumstances, and so precious in our
daily lives. As the authors insightfully point out, the hand is one of the most
complex and fascinating organs of the human body. We can powerfully squeeze
objects, but we are also capable of manipulating them with great precision and
dexterity. On the other hand, the arm, with its redundant joints, is in charge of
reaching the object by determining the hand’s pose during pre-shaping. The
complex motion and task execution of the upper-limb system may lead us to think
that the control requires a huge brain effort. As a matter of fact, neuroscience studies
demonstrate that humans simplify planning and control using a combination of
primitives, which the brain modulates to produce hand configurations and force
patterns so as to grasp and manipulate different objects. This concept can be
transferred to robotic systems, allowing control into a space of lower dimension.
The lower number of parameters characterizing the system allows for embodying
the control in machine learning frameworks, reproducing a sort of human-like
cognition.

Tony J. Prescott and Daniel Camilleri initiate Chapter “The Synthetic
Psychology of the Self” by revising the two possible paths identified by Alan
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Turing for developing human-level Artificial Intelligence (Al)—(i) emulating the
more abstract abilities of the human mind and (ii) providing a robot with “the best
sense organs that money can buy, and then teach[ing] it to understand and speak
English. This process could follow the normal teaching of a child.” As the authors
point out, the first approach has been spectacularly successful at producing some
forms of machine intelligence, though not at emulating or approaching “general
intelligence”—the wider intellectual and cognitive capacities of our species. The
authors describe the work that has been developing in Sheffield and that can be seen
as belonging to the emerging discipline of Synthetic Psychology. The long-term
goal of this project is building a machine that can pass the Garland test, while being
sufficiently biomimetic in design that we can credibly argue that its “mental states”
are analogous to human mental states in an interesting way. This goal starts from
the premise that we can seek to create an artificial mind that is similar to our own by
emulating human linguistic and robotic capacity and by employing a cognitive
architecture that has been reverse-engineered from findings in psychology and
neuroscience.

In Chapter “Constructive Biology of Emotion Systems: First- and Second-
Person Methods for Grounding Adaptation in a Biological and Social World,” the
interpretation of emotions and similar phenomena is viewed as support for survival
and coping in the world. Chrystopher L. Nehaniv addresses the fundamental role
played by emotions and feelings' in the dialectics between the cognitive agent and
its surrounding world by distinguishing (i) those that are grounded in the
first-person experience of an emotional agent, those emotions, drives, or experi-
ences that are self-oriented (homeostasis, intake, outflow, hunger, pain, irritation) or
others that suggest a generalized or specific recognition of other agents or objects
(curiosity, fear or hatred, envy, yearning, greed) from (ii) those that involve rela-
tions to a second person (sympathy) or social regulation (shame, guilt), or affective
episodic structure (hope, regret).

The chapter explores channels of meaning for agents in interaction games as
these relate to emotions, temporal dynamics of affect in relation to behavior,
remembering, and learning and outlines how affective coloring of episodic mem-
ories might provide a mechanism for emergent spatial and social navigation, as well
as considering the role of the temporal horizon in behavior selection.

Emotions, feelings, and internal states and the role they play in cognition are also
the theme developed by Eva Hudlicka in Chapter “Modeling Cognition—Emotion
Interactions in Symbolic Agent Architectures: Examples of Research and Applied
Models.” The author states the importance assigned to emotion and the develop-
ments undertaken by emotion research over the past two decades, namely the
progress in understanding the circuitry that mediates affective processing in bio-
logical agents. On the other hand, emotion researchers are also now recognizing
that computational models of emotion provide an important tool for understanding
the mechanisms of affective processing. There has also been significant progress in

"Damasio [1] again calls our attention to the fundamental role played by our emotions and feelings
and how they relate to internal primitive states of the inner system.
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affective computing technologies, including affective virtual agents, social robots,
and affect-adaptive human—computer interaction in general, including affective
gaming, and the associated desire to model more affectively realistic and believable
agents and robots. This chapter describes a generic methodology for modeling
emotions and their effects on cognitive processing. The methodology is based on
the assumption that a broad range of both state and trait influences on cognition can
be represented in terms of a set of parameters that control processing within the
architecture modules. As such, the methodology is suitable both for exploring the
nature of the mechanisms that mediate cognition—emotion interaction and for
developing the afore-mentioned more affectively realistic and believable agents and
robots. An implementation of this generic methodology in a symbolic cognitive-
affective architecture is described, focusing on an example of a research model.

Jodo A. Garcia and Pedro U. Lima, in Chapter “Improving Human Behavior
Using POMDPs with Gestures and Speech Recognition,” point out the importance
of robots empathizing and developing affective interactions with users when
socially interacting. This chapter proposes a decision-theoretic approach to prob-
lems involving interaction between robot systems and human users, with the goal of
estimating the human state from observations of its behavior, taking actions that
encourage desired behaviors. The approach is based on the Partially Observable
Markov Decision Process (POMDP) framework, which determines an optimal
policy (mapping beliefs onto actions) in the presence of uncertainty as to the effects
of actions and state observations, extended with information rewards (POMDP-IR)
to optimize the information-gathering capabilities of the system. The POMDP
observations consist of human gestures and spoken sentences, while the actions are
split into robot behaviors (such as speaking to the human) and information-reward
actions to gain more information about the human state. Under the proposed
framework, the robot system is able to actively gain information and react to its
belief about the state of the human (expressed as a probability mass function over
the discrete state space), effectively encouraging the human to improve his/her
behavior, in a socially acceptable manner.

Results of applying the method to a real scenario of interaction between a robot
and humans are presented, supporting its practical use.

In Chapter “An Overview of the Distributed Integrated Cognition Affect and
Reflection DIARC Architecture,” Matthias Scheutz, Thomas Williams, Evan
Krause, Bradley Oosterveld, Vasanth Sarathy, and Tyler Frasca present and
describe the DIARC architecture, comparing it to classical cognitive architectures.
The DIARC architecture that has been under development for about 15 years is
different from other cognitive architectures like SOAR or ACT-R. DIARC is an
intrinsically component-based distributed architecture scheme that can be instan-
tiated in many different ways. Moreover, DIARC has several critical features such
as affect processing and deep natural language integration, is open-world enabled,
and allows for one-shot instruction-based learning of new percepts, actions, con-
cepts, rules, and norms.
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After laying out the theoretical foundations, the authors specifically focus on
action, vision, and natural language subsystems, briefly mentioning different use
cases of DIARC, in particular, on autonomous robots in human—robot interaction
experiments and for building cognitive models.

Chapter “Non-human Intention and Meaning-Making: An Ecological Theory”
discusses the phenomena of agency, meaning-making, and intentionality in an
environment populated by human beings and autonomous machines. As Michael
A. R. Biggs states, it is an inevitable consequence of the increasingly adaptive
complexity of social robots and their embeddedness in the environment by which
they become part of our social ecology that we will have to begin to deploy
concepts that have previously been reserved for humans. The concepts of intention
and meaning-making are such concepts. The robot, if it is to successfully negotiate
dynamic obstacles to fulfilling those intentions, must anticipate—that is to say,
predict—what will happen if it takes certain courses of action. For these operations
to be successful, the robot must have a worldview and must make decisions in
accordance with it. As the author points out, meaning-making is perhaps the most
advanced of these concepts, but to what extent can meaning-making really be a part
of the robot’s behavior?

Chapter “Implementing Social Smart Environments with a Large Number of
Believable Inhabitants in the Context of Globalization” addresses the role of
technological innovation and its impact on both the lives of human beings and the
places where they live. As Alexander Oscherenko points out, the modern world
now not only is populated with humans who perform everyday tasks but also
consists of technical artifacts that perform routine or intelligent tasks. Such artifacts
function in environments that are referred to as “smart”; smart because these arti-
facts have believable behavior and reactions, believable in the sense of said
behavior and reactions being comprehensive for the humans.

This chapter elaborates on prototyping software for Smart Environments (SEs).
SEs represent physical places with believable inhabitants. To achieve believability,
the inhabitants manifest emotional, personal, and cultural characteristics.
Consideration of these characteristics in computer systems has many advantages.
For instance, SEs with believable inhabitants installed in a public place such as an
airport or a metro station could help to avoid panic by warning passengers of
possible danger. They could guide customers through a shopping mall. Or SEs
equipped with intelligent assistance system could help humans in extreme situa-
tions, such as an earthquake or a hazard. Visitors to museums are already guided by
SEs. The chapter describes an approach to building SEs that maintain a large
number of Embodied Conversational Agents (ECAs) in the context of globaliza-
tion. The ECAs of such SEs are numerous and represent humans from different
cultures. Practically, an ECA is an agent, for example, a robot that occupies a
physical space and is able to converse believably. For real-life interaction in an
intercultural SE, ECAs maintain models of emotions, personality, and culture.
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In Chapter “EcoSim, an Enhanced Artificial Ecosystem: Addressing Deeper
Behavioral, Ecological, and Evolutionary Questions,” Ryan Scott, Brian
MacPherson, and Robin Gras develop the theme of ecological modeling. As the
authors state, behavioral ecology has a strong tradition of accounting for the role of
organism—environment interactions in behavior. Both behavioral ecology and the
related field of optimal foraging theory model animal behavior in terms of optimal
adaptation to environmental niches. The goal is not to test whether organisms
actually behave optimally, but to use normative expectations to interpret behavioral
data and/or generate testable hypotheses. One approach to understanding the
behavior of complex ecosystems is through individual-based models (IBMs), which
provide a bottom-up approach, allowing for the consideration of the traits and
behavior of individual organisms. Since natural ecosystems are very complex (in
terms of number of species and of ecological interactions), ecosystem models aim
to characterize the major dynamics of ecosystems in order to synthesize the
understanding of such systems and to allow for predictions of their behavior.
Ecosystem simulations can also help scientists to understand theoretical questions
regarding the evolutionary process of the emergence of species, as well as the
emergence of learning capacities. This chapter discusses IBMs and uses the
Overview, Design concepts, and Details (ODD) protocol to describe a predator—
prey evolutionary ecosystem IBM called EcoSim. EcoSim is one of the most
complex and large-scale IBMs of its kind, allowing hundreds of thousands of
intricate individuals to interact and evolve over thousands of time steps. Individuals
in EcoSim have a behavioral model represented by a fuzzy cognitive map (FCM).
The FCM described in this chapter is a cognitive architecture well-suited for
individuals in EcoSim due to its efficiency and the complexity of decision-making it
allows. Furthermore, it can be encoded as a vector of real numbers, lending itself to
being part of the genetic material passed on by individuals during reproduction.
This allows for the meaningful evolution of their behaviors and natural selection
without predefined fitness. EcoSim has been enhanced to increase the breadth and
depth of the questions it can answer. New features include fertilization of primary
producers by consumers, predator—prey combat, sexual reproduction, sex linkage of
genes, multiple modes of reproduction, size-based dominance hierarchy, and more.

Maria Isabel Aldinhas Ferreira
Jodo Silva Sequeira
Rodrigo Ventura
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Cognitive Architectures: The Dialectics )
of Agent/Environment oo

Maria Isabel Aldinhas Ferreira

Abstract In what concerns living systems, cognition is an embodied, embedded
and always situated experience. This means that it involves an entity endowed with
a particular physical architecture bound in a dialectical relationship with the envi-
ronment in which it is immersed, behaving according to the prompts placed by this
environment, reacting, learning and adapting to it defining this way its own existential
narrative and history. Highlighting the fact that human cognition stems from more
simple and basic forms of cognition with which it shares essential life mechanisms,
the present chapter focuses on the essential semiosic process that is inherent to the
dialectics agent/environment and the role played by corporeal architectures in the
construction of meaningful worlds, namely, the hybrid realities, where natural and
artificial intelligence cohabit.

1 Subjective Worlds

Cognition is the embodied, embedded and always situated process whereby life forms
bound to their respective environments in an essential dialectical relationship thrive
“to persist and prevail”1 within the existential spatio/temporal framework defined by
their own corporeal dynamics.

1Cf [4, p. 32] on these concepts.
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Every species has a typical evolved intelligent architecture, the phenotypic struc-
ture, which is the joint product of its genes and the environmental variations faced dur-
ing its developmental and evolutionary history. This cognitive architecture embod-
ies vital information concerning the regulation and equilibrium of its internal live
states—homeostasis—as well as the information relative to the sensorial/perceptive
perceptive systems available to interact with a typical external environment defining
the species specific world model.

A life form and its environment constitute a “closed purposive organization” [2]
bound by a relationship of mutual influence. In regard to that which relates evolved
systems, form seems to follow from function, as the existence of a particular physical
structure is shaped by the specific functional needs that the organism has met along
its evolutionary history and ontogeny. This functional level of explanation is essential
for understanding how natural selection designs organisms and how, in the course
of evolutionary time, new features were added or discarded from the species design
[5].

Genetic “instructions” provide general constraints for neural development, deter-
mining the different levels of neural organisation and the specificity of the sensorial
equipment that organisms belonging to different species display. These instructions
define the types and forms of interaction available, and are also responsible for the
entity’s capacity to identify and assign meaning to particular environmental features,
responding accordingly. On this account, [20, p. 16] states:

The nature of the environment [...] acquires a curious status: it is that which lends itself [...]
to a surplus of significance. Like jazz improvisation, environment provides the “excuse” for
the neural “music” from the perspective of the cognitive system involved.

To illustrate the fundamental role played by different physical architectures in the
definition of particular meaningful worlds—the Umwelten>’—Uexkull [19, p. 45]
takes the female tick as an existential model. Providing a glance at the way it interacts
with the environment within which it is embedded across the essential timings of its
life cycle, Uexkull identifies the forms of interaction with the external world that are
available for the tick and how these provide the information the organism requires
to exist: “Out of the egg crawls a not yet fully developed little animal, still missing
one pair of legs as well as genital organs. Even in this state, it can already ambush
cold-blooded animals such as lizards, for which it lies in wait on the top of a blade
of grass. After many moltings, it has acquired the organs it lacked and can now go
on its quest for warm-blooded creatures. Once the female has copulated, she climbs
with her full count of eight legs to the tip of a protruding branch of any shrub in order
either to fall onto small mammals who run by underneath or to let herself be brushed
off the branch by large ones. The eyeless creature finds the way to its lookout with
the help of a general sensitivity to light. The blind and deaf bandit becomes aware of
the approach of its prey through the sense of smell. The odor of butyric acid, which
is given off by the skin glands of all mammals, gives the tick the cue to leave its
watch post and leap off. If it then falls onto something warm—which its fine sense

2We follow the German plural form.
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of temperature will tell—then it has reached its prey, the warm-blooded animal, and
needs only use its sense of touch to find a spot as free of hair as possible in order
to bore past its own head into the skin tissue of the prey. Though it has no sense of
taste, the tick pumps a stream of blood, as long as it is warm, slowly into itself [...]".

Given the needs dictated by its internal state(s) at a scheduled point in its life
cycle, three features become salient in the tick’s surrounding environment:

1. Odor of butoric acid
2. Hairy surface
3. +£37°.

Following a sequence, each of these three cues is perceived,® defining a pattern
that is identified and assigned a value—meaning—triggering the following pre-set
behaviours:

1. Odor of butoric acid leap off
2. Hairy surface cling to it
3. £37° pump the host’s blood.

By assigning a meaning to this set of cues and acting accordingly to a final
goal—Ilaying its eggs—the tick ensures the survival of its species. Uexkull points that
out (ibidem): “And now something miraculous happens. Of all the effects emanating
from the mammal’s body, only three become stimuli, and then only in a certain
sequence. From the enormous world surrounding the tick, three stimuli glow like
signal lights [...]. Through these features, the progression of the tick’s actions is
so strictly prescribed that the tick can only produce very determinate effect marks.
The whole rich world surrounding the tick is constricted and transformed into an
impoverished structure that, most importantly of all, consists only of three features
and three effect marks”.

This dialectics that binds a cognitive architecture to its environment can be seen
replicated endlessly* in nature, highlighting the fact that reality is perceived, “con-
ceived”, and modelled differently depending on the “eyes of the beholder”, i.e.,
according to the perceptive/sensorial capacities of the cognitive agent, in other words,
according to its corporeal architecture.

Cassirer [2] pointed out that whatever is alive has its own circle of action for
which it is there and which is there “for” it, both as a wall that closes it off and as a
viewpoint that it holds “open” for the world.

A life form and its physical world constitute a unit—a microcosm—bound by an
essential dialectic relationship [5, 7]. This dialectic relationship that binds different
cognitive agents® to their selected environments is an ongoing dynamic process
of reciprocal influence. Seeking to satisfy the existential demands of their internal

3 As Uexkull also reveals, experiments have proved that only the butoric acid seems to be responsible
for triggering the particular sequence of responses.

4If we imagine how this applies to other life forms as mammals ... fish ... plants ... bacteria, viruses
..., cells.

S5The term agent is here assigned to all cognitive entities indistinctively.
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states, life forms strive to cope with the environmental prompts. By identifying
and adequately responding to meaningful patterns, by learning and adapting they
guarantee their self-subsistence and species replication within a definite life-span
and according to biologically determined timings and stages. At the core of this
dialectics stands semiosis. Defined as an essential “interpretative” process present
in all life processes [5—7, 10], semiosis is to Sebeok [17, 18] the criterial attribute
of life the feature that distinguishes the animate from the inanimate. According to
Ferreira [6-8], semiosis emerges from the structural coupling of the living entity
and its environment, guaranteeing the cohesion, sustainability and prevalence of
the microcosm. This interpretative capacity, this “meaning-making”, is, as Sagan
[15] points out, much older than words. Damésio [4, pp. 108, 109] states that® “in
the beginning, there were only sensations and reactions by unicellular organisms
[...] sensing and responding accordingly started in this way [...] messages were
like irritating substances that caused the corresponding irritation. There were no
“eyes” nor “ears” [...] there were just the primordials of a perceiving process that,
with evolution and with the development of nervous systems, would lead to world
modeling, mind definition and, finally, subjectivity”.

In this sense, we can agree with Merleau-Ponty [14] that meaning exists at a
pre-reflective level of existence. In fact, there seems to be a primary, pre-ontological
“meaning-making capacity” present at all levels of life activity and inherent to life
itself. Based on the recurring properties of previous encounters, cognitive archi-
tectures incorporate existential narratives, constituting the “know-how” that guides
all present interactions. This “know-how” comprehends the capacity to identify and
assign a value—meaning—to particular environmental features, simultaneously trig-
gering the organism’s adequate response from a repertoire that is basically pre-
established.

As posited by Ferreira [5, 7], independent of the type of cognition or level of
semiotic complexity involved, meaning is a value—a structured entity. This value
is assigned by the cognitive agent—a natural or artificial entity—to an individuated
environmental feature or a cluster of features that, because of the agent’s nature and
needs, emerges in the environment as a salient typical pattern.

In the diagram below, reproduced from Ferreira [7, p. 9], the oval on the left
represents the set of all cognitive agents endowed with a particular physical architec-
ture {X}, while the oval on the right represents the set of all possible environmental
features {Y}. f is a function from domain X to codomain Y; the small oval stands
for the image of f, i.e., the set of all possible outputs obtained when the function is
evaluated at each element of the subset. In other words, the smaller oval represents
the set of all possible meaningful features for X in the codomain Y, i.e., its potential
self-world (Fig. 1).

Uexkull distinguishes the Umwelt from the Innenwelt. If the Umwelt corresponds
to the entity’s particular “view” of the world—its world model—the Innenwelt is
defined by the internal state(s) that characterize an entity’s internal condition at a
given time. Conceived as inherently systemic, the concept of Innenwelt is essential for

6 Author’s translation from the Portuguese version.
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Fig. 2 Modelling cognition

understanding why specific environmental features emerge and take on more salience
comparative to others in the organism’s lived space. In fact, salience is determined by
the life form’s existential needs, as reflected by the states of its Innenwelt at a given
moment of its life timeline. These states will define the priorities of the emergence
of salience in what concerns the environmental features’ prominence.

The diagram reproduced in Fig. 2, [8, p. 3], aims to capture the invariants present
in the dialectics essential to cognition.

The diagram represents the roles and functions played by the key concepts of the
model: y is a vector of dimension:’ (Ny x 1), which is assumed to represent all of the

7In general (N} x N¢) indicates de dimensions of a matrix, NI being the number of its rows and Nc
that of its columns; thus, (N x 1) represents an N-component vector in the form of a column matrix.
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potential information present in the entity’s environment. Acknowledging that not
all environmental features will be perceived by the agent and that other features will
have different importance at different times and within different contexts, the agent’s
view of its environment (Umwelt) was modeled through an (Ny x 1) vector, u. This
vector is created from the environmental features vector, y, through the application of
a semiotic filter, F, whose characteristics are dependent on the agent’s internal state
(Innenwelt), represented through an (N; x 1) vector, i. The agent’s particular view
of the world—the Umwelt—will then influence both its actions and its consequent
transition to a new internal state. This new internal state will, in turn, influence both
the agent’s actions and its semiotic filter, and, through it, its environmental perception.
The vectors u (Umwelt) and i(Innenwelt) are, therefore, in a dialectic relationship
that determines and triggers the determine the agent’s actions. We assume that there
are N, possible actions that can be executed by the agent and collect the respective
probabilities of execution in a vector, a. These actions when executed, will have an
effect on the environment, allowing or not the satisfaction of the needs dictated by
internal states and providing a means for learning to occur.

The process of cognition is an ongoing learning and maturation process through
which lifeforms constantly rewrite narratives defining and redefining their “view”
of the world and adjusting their responses accordingly. As Varela [20, p. 60] writes:
“Ordinary life is necessarily one of situated agents [...] situatedness means that a
cognitive entity has, by definition, a perspective. This means that it isn’t related to
its environment “objectively”, that is, independent of the system’s location, heading,
attitudes and history. Instead, it relates to it in relation to the perspective established
by the constantly emerging properties of the agent itself and in terms of the role such
running redefinition plays in the system’s entire coherence”.

Situatedness is reflected in the two overlapping narratives simultaneously running
in all lifeforms: one concerning their evolutionary history as a member of a species,
embodying the achievements of their predecessors in their struggle for life, the other,
the actualization of this evolutionary narrative by the present physical body in par-
ticular contexts and circumstances. These particular contexts and circumstances that
the new lifeform will have to face and interact with, constructing a particular micro-
cosm, may not be exactly the prototypical, i.e., the ones “expected” by the system
[12]. However, in the course of the dialectics that binds the cognitive agent to its
environment and in its struggle for life, the organism will always try to respond to
the environmental prompts, adjusting, adapting, evolving or otherwise perishing.
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2 Umwelt Overlap®: The Overlap of Individual
Experiences

Different cognitive agents will define according to their physical bodies distinct world
views. The existence of multiple subjective’ worlds, multiple meaningful spheres
of existence apparently sharing the same spatio/temporal framework'® is, again,
acknowledged by Uexkuhll who in the introduction to “Umwelt und Innenwelt der
Tiere” invites the reader to an imaginary stroll (1934:5):
[...] a stroll into unfamiliar worlds; worlds strange to us but known to other creatures,
manifold and varied as the animals themselves. The best time to set out on such an adventure
is on a sunny day. The place, a flower—strewn meadow, humming with insects fluttering with
butterflies. Here we may glimpse the worlds of the lowly dwellers of the meadow. To do so,
we must first blow, in fancy, a soap bubble around each creature to represent its own world,
filled with the perceptions which it alone knows. When we ourselves then step into one of
these bubbles, the familiar meadow is transformed. Many of its colourful features disappear,
others no longer belong together but appear in new relationships. A new world comes into
being. Through the bubble we see the world of the burrowing worm, of the butterfly, or of
the field mouse; the world as it appears to the animals themselves, not as it appears to us.

The metaphor of the soap bubble is fundamental to highlight the inherently sub-
jective character of cognition, a subjective process that takes place in a circumscribed
sphere: a virtual sphere, a figurative perimeter, traced according to the type of inter-
actions allowed by the physical architecture of the organism and that models in
the general environment the organism’s Umwelt, its meaningful world [5]. But the
metaphor of the soap bubble is also fundamental to understand how these coexistent
individual worlds frequently overlap at variable degrees.

Life is characterised by the crisscrossing of individual spheres of existence, of
individual Umwelten. The Umwelt of the tick and that of the mammal overlap at a
time t, when one becomes the host of the other. The same happening, for instance,
with the wolf and the lamb in the relation predator-prey, when the prey becomes the
energy supplier of the predator, or between the male eagle and the female eagle in
a mating relation. Umwelten also overlap at varying degrees in the so called social
species whose individual members are assigned specific roles and usually enroll
in cooperative tasks guaranteeing, this way, their subsistance and the community’s
existence and sustainability, as it is the case of ants or that of bees. But it is with
the social species par excellence—the human being—that this overlap becomes the
ground for a galaxy of existential interactions from which primarily results the notion
of Oneself and that of Otherness, the interaction with the Other(s) and from this the
shaping of individual and social identity Ferreira [5, 7]. It is also in the context of the

8This Concept and Corresponding Mathematical Modeling Are Defined and Developed in Ferreira
and Caldas [10].

9Subjective in the sense that they result from individual experience.

10This spatio/temporal framework is the observer’s—the human—spatio/temporal frame. Each life
form, in fact, develops according to a virtual “timeline” that is exclusively defined by its internal
corporeal dynamics and by the environmental circumstances it will face within a pre-set potential
life span.
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overlap of multiple spheres of existence that specific relations of production emerge
giving rise to particular social structurings, and “work”, understood as the creative
and generative capacity to produce and change reality becomes an inherently human
achievement.

3 The Observer’s Myth

Senses are an essential window to the world we live in, providing the data that
build mental representations enabling the construction of particular world views.
As it happens with all other lifeforms, human beings perceive and interact with the
external physical world in their species-specific way. It is thanks to their cognitive
architecture, the evolved physical body endowed with innate competences, namely
that of symbolic encoding, that human beings are able to give shape and substance
to their meaningful worlds anchored on the notion of Self and fulfilled by the net of
relationships this self defines and establishes with the meaningful Other(s).

Damaisio [4] points out that it was the mapping capacity provided by the emergence
of nervous systems linked to a web of neural circuits that allowed for some life forms,
namely human beings, the generation and definition of a cartography where patterns
of activity and the spatial relations between the active elements inside a pattern are
represented and ultimately minds, understood as representations of a subjective lived
world can be defined.

Experience is necessarily subjective, and consequently temporal. The organisation
of experience according to a temporal axis along which the multiplicity of events are
placed in respect to their “before” and “after” is an essentially subjective construal.
The outcome of this subjective construal is a totality in which the division of time into
present, past and future is no longer a substantial division. Experience, presented in
an unbroken flow, will allow the subject to flash back in time, re-experiencing facts
or events, and, simultaneously, will allow them to use those past experiences as a
standpoint, enhancing a better understanding of the present or anticipating/predicting
the future. On this topic, Cassirer [1, p. 167] much inspired by Augustine, writes:

Strictly speaking [...] we should say that the present time comprises three different relations
and through them three different aspects and determinations. There is a present of past
things, a present of present things and a present of future things. The present of past things
is called memory; the present of present things is called intuition; that of future things is
called expectation. Thus, we may not think of time as an absolute thing, divided into three
absolute parts: rather, the unitary consciousness of the “now” encompasses three different
basic directions and is first constituted in this triality.

Conscious of the complex way meaning is composed and conveyed among human
organisms, Cassirer [2] defines the human being as “animal symbolicum”. He sug-
gests, on the basis of Uexkull’s biology, the existence of a symbolic system, which
falls between the “receptor” and “effector” systems that it shares with all of the other
organisms. It is this symbolic system that allows signs to be assigned values, enhanc-
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ing a three-part relationship between the “Sign-Using Self”, “Constructed Reality”
and the “Other Self”.

Reality is not just the reflection that mirrors an external objective world in our
eyes, a world existing independently of the subjects of experience, but rather is the
result of an individual and collective symbolic construction, a construction emerging
from the semiosic process that lies at the core of all forms of cognition. Cassirer says
that we must break radically with the presupposition that what we call the visible
reality of things is given and present at hand as a finished substratum prior to all
formative activities of the mind, because it is not the reality of things that endures,
but only the form that reality assumes through us.

The model that characterises the basic forms of semiosis analysed above is also
found in the upper levels of semiotic structuring that characterize human cognition.
Cassirer [1, p. 56] has this intuition when he writes:

If perception did not embrace an originally symbolic element, it would offer no support and
no starting point for the symbolism of language [...] perception, as such, signifies, intends
and “says” something, and language merely takes up this first significatory function [...] the
word of language makes explicit the representative values and meanings that are embedded
in perception itself.

In what concerns reality, we are never observers, even when we think we are, but
always experiencers. In fact, though reality is perceived as external, we know that this
very reality results from a semiosis grounded in a unique experiencer/experienced
relationship, which the conscious mind ignores, giving the experiential subject the
status of virtual observer. The subjectivity inherent to this world view was also
stressed by Kant [11]:

What objects may be in themselves, and apart from all this receptivity of our sensibility,
remains completely unknown to us. We know nothing but our mode of perceiving them- a
mode which is peculiar to us, and not necessarily shared in by every being, though, certainly,
by every human being.

Simondon [16] calls the historical and cultural context in which human cognition
takes place the pre-experiential background issued from the experience of all prece-
dent generations, acommon background that only comes to life in the present individ-
ual appropriation, being in this way consequently changed by the action of those who
share it. In fact, every newborn comes to life in a particular physical, economic, social,
cultural and linguistic atmosphere. A physical environment where specific relations
of production have not only determined the particular social structuring and social
hierarchies, but have also determined the typical patterns of behaviour to be followed
in all circumstances and contexts, the definition of public and domestic space [13],
the creation of institutions, the architectural options, the production of artefacts and
technological artefacts, and the production of art forms. It is in the restricted and very
controlled life circle provided by the close family that the child seizes the concept
of Otherness in the person of its caregivers, especially of its mother, learns how to
designate them and how to designate itself, as it starts to shape its own identity. It is
also here that it develops essential motor programs, such as that of sitting by itself,
walking on two legs, or both handling a spoon in the proper conventional way and
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carrying the spoon with food to the mouth; it learns that this particular object is a
[spoon] and not a [mug] and that its function is to handle food; it becomes aware
that artefacts generally have a function associated with them, as well as the spaces
defined in its home. It learns that there are behaviours and procedures to be followed
in different contexts. It is here in this first restricted circle that the child is slowly
introduced into a constructed reality. A world where people, with slight variations,
follow the essential typical routines [9], each, eventually, subsuming sets of others
that guarantee not only the biological and social existence, but also the maintenance
of the necessary conditions of production on which a particular society stands at a
given time of its development, e.g.

get up at about the same time
follow identical hygienic procedures
have breakfast

take the children to school

rush to work

get into a train, bus, etc.

start working

get a coffee at the local Starbucks
stop working

rush back home

pick up the children (at school)
cook dinner

go to sleep

Though the essentials of this universe and the basic typical patterns of behaviour
with their respective motor programs are incorporated into that first circle of social
interaction, the learning process carries on throughout life with the broadening and
diversification of social circles [7], with the consequent permanent updating of social
conventions, with the introduction of new artefacts and the consequent updating of
existing motor programs: how to step onto and off of an escalator, how to swipe the
screen of a smartphone so that the camera is activated.

The encapsulation of meaning in symbolic forms is a cognitive demand, as human
beings need to preserve and objectify experience, to reflect upon it, to create for
themselves a shared model of their lived world. Symbolisation makes the translation
of inherently subjective experience into an objective medium possible. By freeing
meaning from the immediacy of subjective experience and turning it into a collec-
tively sharable object, language allows it to be incorporated, redefined and reshaped
in different contexts and world views.

Damadsio [3] states that we will probably never know how faithful our knowledge
of the world is in what concerns absolute reality. But what we need, and we have
it, is a remarkable consistency in terms of the nature and content of the mental
representations that our individual minds produce, and consequently are able to
share collectively. This very consistency of our experience and the fact that, through
language, this same consistency can be verified and confirmed by the experience of
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others lead us to believe that this is an experiencer-independent reality, an objective
reality.

Cassirer points out that the problem refers not to the objectivity of existence,
but to the objectivity of meaning. We would say that this objectivity of meaning is
achieved through language, a symbolic construction in which the whole community
participates and from which objectivity of being emerges.

4 Hybrid Worlds, Hybrid Agents

Digitization, the conversion of an analogue signal to binary bits, allowed informa-
tion to be represented in a universal manner and be stored as data. This data can be
filtered, tracked, duplicated and transmitted, infinitely, at incredible speed. Digitiza-
tion has not only empowered human cognition exponentially by accelerating intrinsic
semiosic processes but it has also changed the very nature of the typical environment
by creating new agents, new umwelten and new overlapping of experience.

For purely analytic purposes and not taking into account other possible hybrid
forms, we could consider the following main types of cognition present in the con-
temporary world:

(i) The typical forms involving a natural system and its physical environment.
We include in this case the forms of human interaction with the surrounding
environment (analogue) and consider as physical environment the compound
of physical, social, cultural and linguistic counterparts.

(i) Those involving natural systems—human beings—and digital interfaces exist-
ing in the analogue world, in typical human life contexts, as it is the case of all
the interactions that take place on the Internet via computer or smartphone.

(iii) The forms of cognition involving human beings interacting with virtual envi-
ronments augmented reality scenarios ... where displacement from the sub-
ject’s actual mental spatio/temporal framework occurs, as those induced by
electronic devices operating on the external perception organs or through induc-
tion in the neural system.

(iv) The forms of cognition involving human beings with enhanced capacities and
the physical environment, as in the case of bionic components.

(v) The forms of artificial embodied cognition involving a physical artificial system
that interacts physically with its body and with the surrounding environment
(physical, social, cultural, linguisticm etc.) as in the case of robotic systems.

(vi) The embodied and/or non-embodied forms of artificial cognition interacting
with a digitized world, as in the case of the Internet of Things (IoT) or in the
case of Artificial Life Research.

Common to all these forms of cognition is the existence of an agent that interacts
with an environment driven by certain needs and expectancies. All these instances are
profoundly human in the sense that they reflect and incorporate the human view of
the world and the way human beings interact with it in an essential semiosic process.
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Complementarity of Seeing m
and Appearing oo

Jindrich Brejcha, Pavel Pechacek and Karel Kleisner

Abstract In this chapter, we use the example of colouration of animal surfaces to
show how processes based on interactions of the individual parts enter, as units, into
processes on other levels and how this processual scaffolding leads to the emergence
of ‘meaning’ on the level of communication between individuals. We review recent
understanding of colour production and pattern formation in animals. We describe
self-organization and dynamical nature of these processes. To highlight the insepa-
rability of seeing and appearing, we discuss shared evolutionary origins of sight and
colouration. Common evolutionary explanations of colouration are then discussed.
Due to the complementarity of appearance and perception, the exposed surfaces
of organisms ultimately become semi-autonomous entities subjected to their own
evolution.

1 Introduction

One of the basic human quests is a search for the smallest particle that underlies
the constitution of all other things. This investigation led to the discovery of atoms,
however, it then turned out that atoms, too, consist of smaller particles, which, in
turn, are formed of yet smaller pieces of matter. It is an important discovery of the
last fifty years that, in addition to particles that constitutes matter, there also exist
exchange particles, which are responsible for interactions.
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In biology, we wonder how the seemingly endless heterarchy of constituent parts
led to the appearance of life in all of its manifold shapes and manifestations. We ask
ourselves what life is, how it came to be, how it is maintained, and how it creates
variability. It is quite clear that when an organism is taken apart, it cannot be put back
together in such a way that it would be alive again. This is because the individual
components of a living entity are not organised statically: they enter into complex
and dynamic interactions, which, in a given context and on many levels of biological
organisation, engender a synergy of function and form. Noble [61], as well as various
other scholars (see, e.g. [21]), illustrates this process using a musical metaphor. He
compare metabolism, development, and their historic sequence through generations
to performances of a large orchestra, in which the individual musicians follow a
shared score (a metaphor for DNA), but the final result is determined by coordination
of the individual performers, who all, to some extent, improvise. Even the individual
chords are formed by a harmony of individual tones, and minute changes in their
presentation can have a major impact on the resulting whole. On top of that, the
context matters: an orchestra sounds rather different in a concert hall than it does
outdoors.

In the following chapter, we use the example of colouration of animal surfaces to
show how processes based on interactions of the individual parts enter, as units, into
processes on other levels and how this processual scaffolding leads to the emergence
of ‘meaning’ on the level of communication between individuals. At the beginning of
the chapter, we first investigate the causes of colouration on a cellular level. Then, we
mention the possibility of self-organisation of patterns based on interactions among
various components that contribute to the development of an individual. And since
colouration is perceived by other organisms, we then turn our attention to an investi-
gation of shared evolutionary origins of sight and colouration. We argue that due to
complementarity of appearance and perception, the exposed surfaces of organisms
ultimately become semi-autonomous entities subjected to their own evolution [41].
In the final part of this chapter, we then investigate various explanations of the evolu-
tion of colouration in the context of its role in animal behaviour and communication
and within particular environmental settings.

2 The Building Blocks of Animal Colouration

The body surfaces of vertebrates are covered in multiple-layered skin, which forms
the main barrier between the animal’s inner environment and its surroundings. Skin
develops mainly from the ectoderm, a germ layer that also gives rise to various other
body parts, such as eyes, horns, and teeth (which are, however, constituted from
several types of tissue of various embryonic origins). Generally speaking, skin also
includes scales, hair, or feathers, i.e., epidermal derivatives that cover the body’s
surface. Importantly, the integument has the ability to absorb and reflect light, which
leads to body colouration. In some groups of organisms, this ability can be signifi-
cantly reduced. This especially happens in animals (or in their developmental stages)
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that are not exposed to light, e.g., in cave fish, olms, sirens, or deep sea sharks and
fish. Generally speaking, however, both fish and amphibians are coloured even in
their earliest developmental stages, since the single-celled stage [3] and both the
bare surface and its derivatives can be coloured.

Colouration can be produced by the composition of extracellular fluids of the out-
ermost tissue, for instance, by blood perfusion. It can also be caused by the arrange-
ment of polymer fibres that form the skin, such as keratins [82], which are produced
by the keratinocytes, or collagens, extracellular proteins generated by fibroblasts [8].
The resulting colour is the effect of reflection of incident light from the organised
collagen fibres. Structural colouring mediated by collagens is found, for instance, in
birds, in particular, on the bare, unfeathered skin of their heads [71]. The same type
of colouration is also found on the scrotum and face of various mammals, such as
mandrills or Robinson’s mouse opossum [72]. Keratin fills the skin cells and forms
certain types of scale and their surfaces, but also, for instance, the surface structure
of hair and feathers. As an example, the black patterns on the back of the Gaboon
viper (Bitis rhinoceros) is produced by organised nanostructures on the scale’s sur-
face, which form a sort of nanoscopic black body that absorbs all incidental light
energy [84]. Another rather frequent occurrence is also iridescence, which is caused
by the refraction of light falling under various angles on to microscopic structures
on the surface of various skin derivatives [16]. Cells that have special optic proper-
ties are known as chromatophores. In the vertebrates, they take the form of pigment
cells, which are a special type of neural crest-derived cell [29]. Pigment cells can be
present either in the dermis or in the epidermis, which is separated from the dermis
by a basement membrane. It is typical of the pigment cells that they belong to but a
handful of cell types that can pass through this membrane [96].

The colour of the body surface of poikilotherm vertebrates—fishe in a broad
sense of the term, amphibians, lepidosaurs, and basal archelosaurs (turtles and
crocodiles)—as perceived by our eyes is often the result of an interplay among
up to three types of cell with different optic properties and their basic horizontal
organisation in the dermis. There are three basic types of dermal pigment cell: xan-
thophores (characterised by vesicles that contain pterins or carotenoids), iridophores
(which contain crystalline purines and their derivatives), and melanophores (which,
in their melanosomes, contain melanins). In the dermis, the xanthophores are usually
closest to the surface, while under them are the iridophores, and yet lower are the
melanophores. These three kinds of cell can form specialised cup-like structures,
so-called dermal chromatophore units, which are found in some fishes [22], frogs
[5], anoles [88], and chameleons [89]. In dermal chromatophore units, melanophores
reach with their ‘fingers’ above the two upper layers of pigment cells. This enables
a rapid relocation of melanosomes, observable as a sudden darkening of the body’s
surface. Change in skin colour can also be due to a relocation or transformation of
entire colour-generating cells [58]. Sometimes, however, these three kinds of chro-
matophore do not form such units. In such cases, pigment cells in the dermis form a
continuous three-layered cover over the whole body [47].

Skin colouring is determined by mutual relations between the thickness of lay-
ers of the individual types of cell and the thickness, number, and mutual distance of
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crystalline pellets and the various types of pigment present [27, 89]. There also exist,
however, various modifications to this basic organisation. For instance, when one cell
produces both xanthophore and iridophore organelles, this results in ‘mosaic chro-
matophores’ [22], which have turned out to be of special importance in the search
for the origins of pigmentation. To wit, based on a comparison of the ways in which
intracellular vesicles can form in the chromatophores, Bagnara et al. [4] have pro-
posed a model of shared origin of all three types of pigment cell. The observation that
inspired their model was the fact that while the various types of pigment cell clearly
differ in their structure and the contents of the vesicles, in mosaic chromatophores,
one finds morphological and biochemical features that include various kinds of vesi-
cle. This led Bagnara et al. [4] to hypothesise that pigment cells and vesicles have a
shared origin in a ‘primordial vesicle’.

In homeothermic vertebrates, that is, birds (apical archelosaurs) and mammals,
colouration is determined by either the structure and amount of pigments in pigment
cells and related epidermal derivatives or by the structure of the extracellular matrix,
rather than by organisation of pigment cells as such [37, 82]. Feather colouration is
determined by the presence of pigment cells at the base of a growing feather in the
epidermis. Using their finger-like projections, pigment cells distribute melanosomes
to the keratocytes that form the feather. Once the development of a feather is com-
pleted, the formation and distribution of pigments is final and does not change until
the next moulting [87].

It should be noted that we started learning about the development and evolution
of plumage only in recent decades [69]. It is thus not surprising that our knowl-
edge of the developmental mechanisms responsible for the final colouration of bird
plumage is still limited [73]. The original function of plumage is likewise unclear,
but colouration may have played an important part in this process [20]. In mammals,
colouration is determined solely by melanophores located in the epidermis or hair
follicles [86]. Melanophores and keratocytes in the epidermis function in close coor-
dination, forming so-called epidermal melanin units. In these units, melanophores,
through their melanosomes, supply surrounding keratocytes, which, in turn, provide
them with various growth factors [74].

Just like in the vertebrates, colouration in invertebrates can either be based on
pigments, which absorb certain parts of the light spectrum, or be the result of special
structures that reflect the light of particular wavelengths. Unlike most vertebrates,
which produce pigmentation in special kinds of cell, insects usually synthetize pig-
ments or their precursors directly in epidermal cells [95]. Pigments in insects can,
however, also be found outside epidermal cells, for instance, in the scales that cover
butterfly wings. In butterflies, which are, in terms of colouration, the most varied rep-
resentatives of the insect class, we find pigments belonging to four distinct chemical
categories: melanins, ommochromes, pterins, and flavonoids [59]. As noted above,
some of these are synthetized by the butterflies themselves, while others are not.
The latter group includes, for instance, flavonoids, which butterflies, as well as other
animals, acquire mainly from plants [35].

In insects, one also finds several different kinds of structural colouration. This
phenomenon has been described in considerable detail, especially in beetles [80].
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The most common way of achieving coloured surfaces in beetles is through multi-
layered reflectors consisting of thin reflective layers. These are located in beetle
cuticles, where constructive light interference then produces iridescent colouration
[48]. Constructive interference is also responsible for the functioning of so-called
optical grids, i.e., a system of periodically repeating structures, such as ridges and
grating [80]. Another type of structural colouration in beetles is photonic crystals,
which are two- or three-dimensional grids created either by nanoscopic spheres or
microscopic gaps that reflect select wavelengths, thus creating intense colouration
[50]. Scattering is another type of structural colouration. This created by interaction
between the incident light and various substances. It is known to exist in many groups
of insects, such as butterflies [70], for whom light scatters across the surface of the
pigment globules in their wings.

3 The Origin of Colour Patterns

In insects, coloured patterns on the body’s surface are caused by prepattern mor-
phogens. In other words, they are based on a specific expression of gene products,
namely proteins. This seems to be facilitated by a combination of two processes. The
first, known as the "French flag model’, describes a situation in which the gradient
of the morphogen based on various thresholds of concentration marks a coordinate
system, thus determining the location for the development of future traits [12, 44].
This process does not take into account the possibility of internal interaction between
two different morphogens (the concentration of one morphoghen does not directly
depend on the concentration of the other). Recent research, however, shows that even
the French flag patterning involves dynamic interactions [33]. The second process
is based on an internal interaction between two or more morphogens (the concen-
tration of one morphogen depends on the concentration of the other morphogen
or morphogens). This process is exemplified by, e.g., reaction-diffusion (RD) pro-
cesses [34, 44, 90]. The individual morphogens spread through space and, based
on mutual interaction, establish a spatially non-homogeneous dynamic equilibrium,
which leads to differentiation of the tissue. In vertebrates, such interactions are based
on the interaction of particular types of pigment cell, as such [51, 57]. This interac-
tion is all the more interesting since, at short distances, it can take the form of active
contact between one cell (xanthophore) and another individual cell (melanophore),
this contact then leading to active migration [31]. Such interactions between indi-
vidual cells probably underlie the whole logic of the RD process. At long distances,
pigment cells probably influence each other en masse through the gradient of the
morphogens they produce. Long distance regulation is little known, and it is possible
that long distance interactions are also mediated by long cell protrusions. Pattern for-
mation is, however, somewhat more complex. For instance, iridophores seem to form
pattern-establishing interaction matrices, which may function as spatial constraints
for the two other types of pigment cell [62].

Such communication and behaviour on one level of self-organisation, be it molec-
ular or cellular, leads to changes in colouration, which may, in turn, be the object of
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interaction at a higher level (see below in this chapter). For instance, the production of
morphogens is also based on a finer level of interaction among expressed loci of the
DNA [40]. Nonetheless, all of these self-organising properties need not necessarily
influence other levels of organisation directly by physical or chemical dependencies.
Functions of the individual levels of organisation might arise through their possible
involvement in the mechanisms of other levels of organisation. Mutual interactions
among the various levels of organisation thus are not purely physically causative
(universal). They are context-dependent processes whose mutual involvement was
in their evolutionary history, established based on a compatibility of functional moti-
vation.

4 Sensory Apparatus

The sensory organ that perceives surface colouration is the eye. Eyes are the first
location where visual signals are processed and treated, and only later is the signal
processed by the nervous system. Nilsson [60], in his article on the evolutionary
origin of eyes and visually directed behaviour, introduces the term ‘sensory task’,
which he defines as a systematic behavioural or physiological response to a particular
stimulus. He then adds ([60], p. 2834):

Sensory systems can improve fitness only through the responses they trigger Thus, sensors
and effectors make sense only in combination, and evolution of the senses is intimately
linked to the evolution of locomotion and behaviour.

One could imagine the system of visual perception and optic signalisation in
animals using a metaphor of two radios, a receiver and a transmitter, whose function
is to mediate a mutual connection. In order to achieve this, the radios need to be
tuned to the same ‘frequency’ and some transmission between them must occur. In
the history of bodies, eyes and coloured surfaces have been spatially separate, but
essentially, they form one coherent organ with a shared evolutionary apparatus and
functional potential. This system is based on the mutual complemantarity of two
parts, in which one without the other loses parts of its evolvability.

Recent studies offer remarkable insights into links between the evolution of eyes
and coloured patterns on animal bodies. In an extinct midge, Eohelea petrunkevitchi,
which had been found in Baltic amber, a structure was preserved on its wing, whose
shape and surface perfectly resemble the composite eyes of arthropods and is, at
first sight, indistinguishable from them [15]. In Heliconius butterflies, the mapping
of genetic expression had shown that an important regulator of eye development
in invertebrates, the optix gene, plays an important role in the construction of red
patterns on their wings [54, 75]. In vertebrates, too, one finds connections between
the regulation of eye development and the development of body surfaces. In this case,
the crucial shared regulatory factor for eye and colouration development is the mitf
gene (microphthalmia-associated transcription factor) [64].

In vertebrate eyes, we find two kinds of pigmented cell that produce melanin.
The first are uveal pigment cells, which share their embryonic origin with pigment
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cells of the integument. Their function is mainly to ensure that light passes into the
eye only through the pupil. These cells, however, are also found in the choroid, the
supporting layer behind the retina. The other type of pigmented cell in vertebrate
eyes is the pigmented cells of retinal pigment epithelium (RPE). These cells have
several functions, but in this context, especially relevant is the crucial role they play
in the transformation of all-trans-retinal to 11-cis-retinal, thus enabling regeneration
of photoactive proteins [93]. Unlike pigment cells of the integument, which develop
from the neural crest, RPE pigmented cells originate in the neural tube. During the
ontogenesis of eyes, the area of the optic vesicle is first defined by the overlapping
expression of several genes (pax6, pax2, and mitf). Later on in the development, these
genes are expressed specifically in the individual developmental modules of the eye:
pax6 in the retina, pax2 in the optic stem, and mitf in the RPE [7]. A mutation of
the mitf gene can result in microphthalmy (small eye syndrome), which is linked to
abnormal hyperproliferation of the RPE and hypoproliferation of the retina. Other
concurrent effects of this mutation include non-closure of the optic fissure, macular
puckering, production of dark pigments in cells originally intended for involvement
in the formation of the retina, or the formation of a second retina on the dorsal side
of the RPE. In integumental melanophores, the same mutation in the mitf genes
has different effects then it does in the RPE. It leads to either the disappearance or
hypoproliferation of pigment cells [9]. In short, for melanophores, the mitf repre-
sents the basic and universal signalling interface, which not only mediates cellular
proliferation and differentiation, but also determines the survival of pigment cells
and mediates intracellular signals to surrounding pigment cells. Synthesis of impor-
tant enzymes and structural proteins also depends on the mitf, because it can bind
into areas of the DNA that trigger the transcription of loci where those molecules
are coded [92]. Melanins, whose synthesis depends on the mitf, can absorb energy
by creating waves in their long chains, thus transforming it into kinetic energy and
gradually converting it to heat. In the inner ear, for instance, melanin-producing pig-
mented cells of unknown embryonic origin help the ear cope with excessive kinetic
energy of sounds.

Another important part of the visual apparatus, like the melanosomes of the
melanophores, are vesicles containing carotenoids dissolved in lipids. These are
analogical to organelles of other pigment cells, namely the xanthophores. In addi-
tion to being part of the filtration mechanism of photosensory cells in the form
of lipid droplets [39], the carotenoids that are dissolved in them are precursors of
retinyl esters. In both vertebrates and invertebrates, retinyl esters are precursors of
11-cis-retinal, which is isomerised during light absorption by rhodopsin [93]. In the
Drosophila, for instance, participation in the optic apparatus is probably the only
important function of carotenoids in their bodies. In the archelosaurs, a duplication
of the locus for the cytochrome monooxygenase enzyme, which processes ingested
carotenoids, led to the production of red oil droplets in the eye. This was an evolu-
tionary novelty that appeared in this group: in other groups, the oil droplets in the
eyes are either yellow or colourless. Moreover, the archelosaurs have co-opted this
mechanism to produce red colour in their pigment cells: this was their evolutionary
novelty [91]. Another case of co-option of a mechanism from eyes to integument
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could be platelets of iridophores. Crystallising compounds such as purines and pterins
are also present, not only in the pigment cells, but also in the fapetum lucidum of
various animals [63].

We are only beginning to understand the relations between the gene networks of
various types of pigment cell but it is already clear that the individual types of cell
share many regulatory mechanisms, including the prominent role of the mitf gene
[30, 37]. Expression of the mitfhas been observed both in the pigment cells of the eye
and in the lens of the cnidaria (in particular, in the jellyfish Tripedalia cystophora),
that is, in the sister group of all bilaterians, which includes arthropods, molluscs, and
vertebrates [45]. Available data shows that the eyes of cnidaria, arthropods, molluscs,
and vertebrates are not the product of convergent evolution, i.e., something that
evolved independently in a number of different specific ancestors. Rather, it seems
to be a case of parallel evolution of evolutionary mechanisms and cellular types that
have a shared history, probably going back to a shared ancestor. It seems to be a
case of deep homology that took place early in the evolution of the animal kingdom
[83]. In vertebrates, moreover, the melanophores on their surface express their own
type of photosensory protein melanopsin, whose aminoacidic sequence resembles
most closely the opsins in cephalopods or insects. It should be noted, however, that
while melanopsin is produced mainly on the melanophores, it is also generated in
the hypothalamus, in the cells of the iris, and in the retina [65].

From an evolutionary perspective, the pigment organ, in the sense of a collection
of all integumentary pigment cells in the body, and eyes, along with their molecular
genetic ‘packages’, all share acommon cellular ancestor that was both photosensitive
and pigmented [2, 94].

5 Hypotheses of Adaptivity of Signalling by Colouration

Animal colouration can function as a protection against sunlight or assist in ther-
moregulation. Moreover, when colouration does not activate observers’ receptors, it
helps the animal to hide and serves as cryptic colouration. When it does activate the
visual receptors of other relevant animals, it can play an aposemantic role, be part of
a mimetic complex, or play a role in social or sexual selection. With the exception
of thermoregulation or protection against sunlight, both functions that depend on
subject-less phenomena, colouration enters into interaction among at least two indi-
viduals. This then opens the question of the nature and origins of inputs and outputs
of such interactions, as well as the issue of sustainability and the very existence of
the interaction as such.

Co-evolution between colouration and the cognitive apparatus can be the result of
a sensory drive. For instance, in Pundamilia cichlids from the African Lake Victoria,
evolution of the visual apparatus has occurred on both a molecular and and an ecolog-
ical level, directly linked to the evolution of male colouration and female preference
for colour signals [81]. Pundamilia females prefer patterns that are conspicuous with
respect to their visual apparatus and within their environment. A similar phenomenon
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has also been observed, for instance in the Heliconius butterflies, for whom a dupli-
cation of a locus for protein UV rhodopsin (UVRh2) goes hand in hand with the
development of unique pigments, such as 3-hydroxy-DL-kynurenine, which form a
wide range of yellow colours further enhanced by the reflection of light in the ultra-
violet spectrum. Visual models of light perception in butterflies indicate that such
innovations led to a broadening of the range of colours on their wings [11]. In gup-
pies, Poecilia reticulata, males have sexually dimorphic orange-red spots on the side
of their bodies. Their females, meanwhile, are attracted to orange objects regardless
of their connection with reproduction. Across various guppy populations, it is the
strong female preference for orange-red objects that explains a large part of their
preference for conspicuous male colouration [76]. The hypothesis of sensory drive
explains the evolution of colouration and its perception by constraints placed on it
by the detection abilities of the visual apparatus. It does not, however, say anything
about the evolution of signals that are not influenced by these constraints and yet
play a role in interaction between individuals.

Some molecules that play an important role in the development of animal surface
colouration are also crucial for other traits. In particular, mutations in genes that
code the production of these compounds result in changes of properties other than
colouration. Such manifestations of mutations, i.e., cases when one locus influences
a number of traits, is known as pleiotropy. In vertebrates, pleiotropic effects linked
to pigment synthesis are especially found in receptors for melanocortins and their
antagonist, the agouti protein. Melanocortin receptors and their interaction with the
agouti protein determine whether melanocytes will synthesise the very dark eume-
lanin or the yellow-red pheomelanin, and mutations in the loci that code for these
proteins lead to changes in vertebrate colouration. Ducrest et al. [17] summarised the
currently known links between changes in sexual activity, aggression, reactions to
stressful conditions, energy output, growth, and sleep, but also phenomena such as
yawning, stretching, grooming, average heart rate, and neuroregeneration on the one
hand and melanocortin receptors and agouti proteins on the other hand; this com-
parison revealed a clear correlation with changes in colouration. Similarly, Wittkopp
and Beldade [95] summarised the pleiotropic effects of mutations in genes that code
for proteins important in cascades that control pigment production and their effect
on immunity, but also other phenomena, such as properties of the cuticle, resistance
against desiccation, nerve activity, animation, feeding, social behaviour, and partner
preferences in insects. These studies indicate that colouration is directly linked to
various essential traits and can, hypothetically, provide important information about
its bearer in a form that is accessible for other organisms in its environment.

When we assume that surface colouration indicates true information about its
bearer, we speak of honest signalling. This is a special case of an adaptive mechanism
in which the persistence of a trait is constrained by natural selection. The organism
that best adapts its behaviour to its environment, and thus acquires the most efficient
immune system, displays this high level of adaptation on its surface, which, in turn,
along with the tendency of said behavior to be dominant, gives it the best chance of
reproductive success. During the mating season, signals enable animals to recognise
their conspecifics. In the case of mate selection by one of the sexes, they also help
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decide between potential mating candidates; admittedly the decision process takes
longer when the judged objects are highly similar, but fast selection can compromise
the quality of the final choice. This issue can be solved by the potential mate’s
signalisation of high qualities, which facilitates a faster decision [24].

Many animals use multi-component signalisation to enhance perception by poten-
tial mates, because composite signals have a greater effect than the simple sum of
their individual components [77]. Signals are employed not only during the mating
season, but also in formation of social hierarchies, and mate choice is thus not neces-
sarily about preference for one particular kind of signal, but also, and perhaps mainly,
about preference for an individual with a higher position in the group hierarchy [36].
For instance, the throat colouration and calls of males of the European tree frog (Hyla
arborea) have a positive impact on their reproductive success, even though it does
not signal better physical condition as measured by the weight to length ratio [23]. In
animals whose females copulate with multiple males, competition can take a cryptic
form in which fertilisation is influenced by competition among sperm or by genome
compatibility. In such cases, the selection is independent of the female’s decision [1].
Colourful spots on the bodies of vertebrates have been much discussed in studies of
signalisation of health. Pigments that produce colour on the body’s surface, such as
melanins, pterins, porphyrins, flavonoids, and psittacofulvins, function in the body
at least in part as antioxidants [55].

In relation to the signalisation of health, considerable attention has recently
focused on carotenoids, which, unlike the above-mentioned pigments, originate in
plant food and cannot be produced by animals on their own. The availability of
carotenoids has a direct impact on the quality of yellow, orange, or red colouration
and signalisation of carotenoid levels by colourful patches could be an instance of
honest signalling [18, 32, 56, 79].

Carotenoids can function in the body as antioxidants, but under changed condi-
tions or in a different context, they can also have a pro-oxidant effect. For instance,
in people, higher oxygen pressure in the body has the effect that B-carotene loses its
antioxidant properties and starts behaving as a pro-oxidant. The same phenomenon
takes place when carotenoids are ingested in amounts that exceed the physiologi-
cal capacities of the animal [46]. Melanins, too, can become highly dangerous to
living cells, and especially quinones, their derivatives being highly toxic, although
their high reactivity makes them ideal for capturing free radicals produced by oxida-
tive stress. When a melanosome membrane is compromised, this causes not only
irreversible damage to the cell itself, but also to other cells, whereby the extent of
the damage depends on the number of damaged melanosomes and the amount of
pigment they contained. Melanocytes can also have a phagocytic function and their
role in the body can, in some cases, resemble that of the lytic cells. Zahavi [97] has
proposed that costly signals, i.e., signals that are difficult to maintain or even put its
bearer at a disadvantage, guarantee honest signalling. This concept, known as the
“handicap principle’, is based on the idea that only a high-quality individual will be
able to maintain such signals.

On the other hand, it is well known that endogenous pterins have optic properties
very similar to the carotenoids [55]. Pterins and carotenoids can participate in the
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mutual creation of an ornament. This is the case with, for instance, male guppies
(Poecilia reticulata), whose sexually dimorphic patch is created by both of these
pigments [26], or in the dewlaps of anoles, in which the throat skin colouration in
male brown anoles (Norops sagrei) is created mainly by red pterins, whereas female
dewlap colouration is formed at the edges by yellow and red pterins and in the
centre by carotenoids [85]. A comparison between brown anoles (Norops sagrei)
and humble anoles (Norops humilis) showed that colouration of the dewlap can be
achieved by various combinations of carotenoids and pterins [85]. Rutowski et al.
[78] proposed for alfalfa butterflies (Colias eurytheme) that pterins can reinforce
the signalisation produced by the structural elements of their patches. Moreover,
structural elements can produce colouration even in the total absence of pigments at
wavelengths that usually result from absorption by pigments [28].

It thus seems that the qualities that are being signalised are not always readily
discernible what qualities are being signalised. Colouration by pigments need not
be determined by one particular type of pigment: it can be the result of the whole
metabolism of pigments and their precursors. The final colouration thus cannot be
ascribed to one particular compound and its properties. It is the result of a dynamic
network of synthesis of pigments and their precursors. For instance, the synthetic
pathway of pterins in the body includes a feedback to one of the precursors that
influences all of the other products of this pathway [10]. In some cases, it is thus hard
to imagine that the signal recipient could, based on observation of a phenomenon as
complex as colour is, make decisions regarding the quality of the observed individual
and all of its attractive attributes.

6 Arbitrary Coevolution of Colouration and Preference

Consider, then, what happens when a clearly-marked pattern of bright feathers affords, in a
certain species of bird, a fairly good index of natural superiority. A tendency to select those
suitors in which the feature is best developed is then a profitable instinct for the female bird,
and the taste for this point becomes firmly established among the female instincts.

Fisher [19, p. 187] used these words to formulate a concept currently known
as runaway selection. The process was later mathematically defined by Lande [49]
and Kirkpatrick [38], and became known as the Lande-Kirkpatrick (LK) mecha-
nism. Fischer’s formulation shows that the model was originally thought to describe
adaptation, i.e., it was based on an idea of ‘natural superiority’ of bearers of some
particular trait. Richard Prum, however, explains that the LK mechanism in fact
outlines a process that does not so much signal a universal adaptivity of indicator
traits, but rather represents a null model of sustainability and progressivity of a trait
in a population process in cases when a trait and a preference for it are genetically
correlated [66—68]. This means that if, in a population, there exists preference for a
trait, the offspring of such a mating will carry both the trait and the preference for
it. Non-random mating of individuals within a population based on some particular
properties or attributes is called assortative mating, and it is this assortative mating
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that creates a genetic correlation between a trait and a preference for it. If a trait and
the relevant preference are genetically correlated, this correlation is heritable, and
choosing the trait can have an impact on preferences in the subsequent generation.
The strength of such correlation and the degree of variability in the population then
determine the dynamics of the process. If the genetic correlation is weak with respect
to the trait’s variability, both the trait and the preference for it will tend to reach a
stable equilibrium in the population. If, however, the genetic correlation is strong
with respect to the variability of the trait, the process becomes destabilised and the
population will quickly start diverging away from the equilibrium. That then leads
to the above-mentioned runaway process, which is a special case of the LK model.

It should be noted that this process does not require that the trait should have any
specific attributes and it need not exemplify perfect adaptation to the environment. In
order to create evolutionarily new states of a trait and a preference for it, the process
requires only their mutual correlation, i.e., a feedback between a preference and a
trait [66, 68]. A trait, for instance, colouration, thus need not be universally true
in the sense of being a generally valid signal that indicates the state of otherwise
hidden qualities of an individual. The process described by the LK model is based
on an arbitrary pairing between a trait and a preference, and which trait will figure
in the process depends solely on individual preferences. The trait is not, however,
random, because preference for it is the result of individual agency, that is, the result
of individual experiences and needs.

According to Richard Prum, a trait in an LK process does not have any particular
meaning [66], but is that really so? Is it not rather the case that a trait that starts
interacting with a preference can have any meaning based on the context of the
preference? In such a case, the meaning of the trait—just like the trait itself—would
not represent any universal truth, any particular quality. The meaning of a trait within
an LK process could be defined by each and every individual, while preference for
it is displayed, for instance, during a mating ritual between a particular male and a
particular female [68].

One perhaps ought to view preference for a trait and its meaning not as universal
entities, but rather as essentially interactive entities that appear on the level of indi-
viduals. Interface between particular individuals is the level of ‘self’-organisation
that produces the dynamics of a trait, in this case, the evolution of a colouration
pattern and quality. Individual interface is, in this context, essential, because neither
traits nor preferences are the result of straightforward agency of gene loci. Traits and
preferences are dynamic, multi-local interactions that emerge from a scaffolding of a
multitude of processes involved on other levels of organisation and amount to an indi-
vidual’s overall set-up. Thus, for instance, colouration, which emerged through self-
organising processes related to the evolution of pigmentation (see above), appears as
one of the interaction hubs set in a network of links among individuals in virtue of
being a compatible substrate for preferences of other individuals. On the other hand,
however, it also influences, via feedback, the processes that take place on levels of
organisation that contribute to the formation of an individual via mutual perception
and interpretation.



Complementarity of Seeing and Appearing 25

7 Biological Meaning as an Evolutionary Factor

One question remains to be answered: What kind of force maintains the orchestrated
organisation of all of the levels from genes to behaviour? Is there any such force or
is it something else? And, most importantly, in what way is the biological heterarchy
united towards a single survival function? One could say the force in question is nat-
ural selection, but such an answer would be, at best, incomplete, at worst, wrong. The
question really is: What determines the intensity and direction of natural selection?

One of the most important achievements of Darwinism is that it provides an
explanation of the origins of functional traits of organisms by natural selection.
Darwinist natural selection is not any particular thing: in every context, it manifests
itself differently. Corning [14] characterises it as ‘a kind of umbrella term that refers to
whatever functionally significant factors are responsible in a given context for causing
differential survival and reproduction’. Selection doubtless plays a role in biological
evolution and it is most unlikely that new insights would ever significantly lessen its
importance. But natural selection is not the only generally recognised element of the
process of evolution.

In evolution, it is far from rare that an already existing structure becomes the basis
of new adaptive traits, and this can take place irrespective of what, if any, purpose
such structures had served previously. Gould and Vrba [25] call the original state of a
trait its “primary exaptation’, while its subsequent modifications become secondary
adaptations. In molecular and developmental biology, the term ‘co-option’ refers to
an event in which a product of gene expression, such as a protein, which previously
served some original function, is recruited for a new function. Exaptation, on the
other hand, refers to all potential adaptive functions for which a trait could be, in the
course of evolution, co-opted and further improved by selection.

Maran [52] suggests that one could distinguish between two kinds of evolution-
ary process: those that are influenced by subject-specific perception of organism,
and those in which the subject’s activity plays no part. From this perspective, sexual
selection fundamentally differs from natural selection (e.g., environmental selection
due to abiotic factors). In sexual selection, the direction in which a trait evolves is
determined by the active role of the subjects of relevant sex. In environmental selec-
tion, on the other hand, this dimension is usually absent. From this perspective, sexual
selection is, in principle, akin to artificial selection [43]: in both cases, the direction
and intensity of selection is derived from some properties of the subject, which, in
the case of artificial selection, can be, for instance, the taste of a breeder. In such
cases, the selection of a trait can take place only if the trait assumes some meaning in
the Umwelt of a particular species. The event within which a trait acquires meaning
within the Umwelt of an organism (whereby the original meaning is relabelled) is
what we call a semiotic co-option [42, 53]. In other words, semiotic co-option is
a process whereby a trait that used to have a different meaning—or no meaning at
all—acquires a specific meaning within the Umwelt of a given organism. Variabil-
ity of Umwelt-specific interpretation on either an interspecific or intraspecific level
leads to a selection of relevant meaning carriers. Selection that arises from variability
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of meanings assigned by individual organic subjects is what we call semiotic selec-
tion. While semiotic co-option explains the way in which semantic organs emerge
from unspecified precursors, subsequent semiotic selection determines their possible
evolutionary trajectory.

The notions of semiotic co-option and semiotic selection are compatible with the
commonly used terms ‘co-option’ and ‘selection’, but the new terms add precision
to the conceptual framework used in describing phenomena in which the subject’s
activity plays a key role. In a similar vein, Peter Corning uses the term ‘teleonomic
selection’ to describe a ‘purposeful (cybernetic) process (i.e., an act of choosing)
that always occurs in the minds’ of living organisms; it is living beings that do the
selecting, and it is a process that is intimately related to meeting the basic survival
and reproductive needs of a given organism in a given context’ ([14], p. 11). The
process of evolution is then a synergistic effect of a whole range of causal factors that
work on many levels of organization [13]. Approximately one hundred years ago,
scholars such as Lloyd Morgan, Henry Fairfield Osborn, and James M. Baldwin pro-
posed a similar research agenda that would emphasise the evolutionary importance
of downward causation and behaviour. For example, Baldwin [6, p. 37f] thought that
individual accommodation, i.e., the functional adjustment of individual organisms
to their environment, is a process that determines the direction of evolution. He saw
it as ‘a positive factor in evolution, a real force emphasizing that which renders an
organism fit; whereas natural selection, while a necessary condition, is yet a negative
factor, a statement that the most fit are those which survive’ ([6], p. 38).

In biology, context is a crucial but vague concept, because it always changes,
together with all of the other living systems that co-produce the context and are at
the same time affected by it. What we need is some concept of value shared among
the agents that co-create contexts, secure the functioning of the organic closure, and
influence evolutionary trajectories. A biological meaning is a possible candidate for
such a universal value. This factor is real, and it naturally intertwines with survival
and reproduction; it may be attributed to anything, pattern, trait, and the like, that
is perceived as fitting by a cell, organism, colony, community, or any other sensing
whole.
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The Extended Domicile—Culture, )
Embodied Existence and the Senses e

Juhani Pallasmaa

Abstract We extend our physical selfs, perceptual and cognitive realities as well
as memories and imagination through countless technical inventions and conceptual
systems. In his book The Extended Phenotype, the biologist Richard Dawkins, sug-
gests that in the biological world such extensions are so important that, for instance,
the dams and water regulation systems of the beaver should be included in the bio-
logical definition of the species of the beaver. Similarly, our countless constructions,
structures, technical systems as well as intellectual discoveries, ought to be included
in the definition of Homo Sapiens, but we still continue to see ourselves limited by our
skin. Altogether, we tend to think of our environments in terms of isolated, definable
objects and entities, rather than dynamic and constantly interactive and expanding
systems. Architecture is likewise seen as material aestheticized structures that are
external to us, rather than as part of our biological and mental constitution. However,
our environments from intimate objects to rooms, buildings, cities, regions and all
the way to the entire world and the universe, can also be regarded as part of our mate-
rial, perceptual, and conceptual reality. Instead of being seen as material objects and
buildings, architecture should be regarded as an active entity which very concretely
mediates our relationships with the world through space and time. Human history,
culture, and collective consciousness widen our world of thought and action beyond
material boundaries. Through our structures, we, humans, turn limitless, shapeless
and meaningless space into lived space with human meanings. We also regard archi-
tecture as an aesthetic expression of its architect, but Maurice Merleau-Ponty argues
thought provokingly: “We come to see not the work of art, but the world according
to the work”. Architecture has a crucial role in the constitution of the human world,
both material and mental.
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The human sensory and neural system, as well as the brain, is the result of evolutionary
adaptation to the prevailing environments and conditions of life during the continuum
of human evolutionary history. The nature of our senses and neural functions, as well
as instinctive environmental preferences, needs to be viewed in a bio-cultural and
bio-historical perspective, instead of regarding them as ahistorical, unchanging or
simply given properties of the Homo Sapiens. We are undeniably historical beings,
but the time perspectives in our biological constitution, behaviour and mental lives
are most often neglected in today’s objectified and aestheticized design thinking,
as design tends to be interested only in the dimensions of now-ness and novelty.
We dwell in the continua of space and time, but we are not usually conscious of
the fact that we continue to be subject to evolutionary forces and changes in the
future as well. Although human adaptation to the conditions of life has primarily
taken place through technological inventions, we undoubtedly also keep evolving
biologically. With artificial intelligence and stem cell manipulation, we are already
in dangerously confusing territory in regard to the categories of what is biological
and what is man-made.

1 Adaptation Through Technology

Even our own inventions, structures and acquired habits eventually cause biological
changes. The taming of fire, for instance, estimated to have taken place roughly
50,000 years ago, caused changes in human tooth structure and intestinal functions
as a consequence of eating cooked food. “Control over fire changed human anatomy
and physiology and became encoded in our evolving genome”, Stephen Pyne argues
[1]. The first architectural writer in history, Marcus Vitruvius Pollio (80-70 BC-15
BC), even connects the origins of architecture with the domestication of fire [2].
Like Vitruvius, some linguistic scholars of our time have suggested that gathering
around a fire for extended periods also accelerated the development of language.
Fire has been so central during the course of human cultural evolution that even in
our technologized and globalized culture, it continues to convey deep feelings of
domesticity and pleasure, and flames are still a strong stimulus for dreaming and
imagination. Gaston Bachelard, the philosopher of poetic imagery, wrote two books
on the poetic impact of fire on the human imagination [3].

‘We tend to think that our technical inventions are all beneficial and “innocent”, but
the man-made and technologized world can cause major changes in our behaviour and
habits, as well as in our mental lives. Walter J. Ong argues convincingly that writing,
and especially mechanical printing, initiated the shift from aural space to visual
space, and that this shift to the hegemony of vision was not entirely positive. “Print
replaced the lingering hearing-dominance in the world of thought and expressions
with the sight-dominance, which had its beginning in writing”, Ong argues [4]. In his
view, “[T]his is an insistent world of cold, non-human facts” [5]. The fundamental
change in the perception and understanding of the world seems irreversible to the
writer: “Though words are grounded in oral speech, writing tyrannically locks them



The Extended Domicile—Culture, Embodied Existence ... 33

into a visual field forever [...] a literate person cannot fully recover a sense of what
the word is to purely oral people” [6].

No doubt, similar sensory and mental changes initiated by ever-evolving tech-
nologies continue today. Current studies in Finland have shown that children are
becoming incapable of identifying the facial gestures and emotions of others due to
their extensive communication through mobile phones. The current shift in archi-
tectural design from manual sketching, drawing and model to the insistent use of
computers and 3D modelling must be having similar negative consequences on our
embodied and spatial modes of thinking and imagining. Thinking has always had
its bodily and emotive components. We are engaged in creative work as complete
embodied and sensory beings, not just through vision and intellect. In fact, an uncon-
scious, non-logical, associative, emotive, and intuitive synthetic mode of thinking is
the very essence of our creative capacity.

2 Biology and Aesthetics

In his book Inner Vision: An Exploration of Art and the Brain, neurobiologist Semir
Zeki outlines “a theory of aesthetics that is biologically based” [7]. “My primary
aim is to convince the reader that we are at the threshold of a great enterprise, of
learning something about the neurobiological basis of one of the most noble and pro-
found of human endeavours [arts]”, he adds [8]. Zeki’s assumption and goal seem
entirely plausible to me. In fact, it would be questionable to assume that our aesthetic
sensibilities and preferences would have developed independently of our biological
evolution, or that our aesthetic preferences would conflict with the evolutionary
principles of survival. Isn’t the deep resonance between our natural settings and aes-
thetic sensibilities the reason why we experience nature and its evolving phenomena
as pleasurable and beautiful? My assumption suggests that we experience beauty
primarily unconsciously as nature’s expression of its inner causalities. This is what
Josef Brodsky, the nobel Laureate poet, seems to suggest in his credo, “The purpose
of evolution, believe it or not, is beauty” [9]. This poetic formulation will probably not
be approved by today’s theorists of evolution, but can well be valorized by evolution-
ary and biological argumentation in the future. In today’s world of forceful aesthetic
conditioning, personality and politics, as well as architecture, have turned into delib-
erate aesthetic manipulations, and as a result of our current aesthetic culture, aesthetic
choices seem distant from their original biological motives, losing their spontaneity.
It is surely a mistake to think of human evolution only in cultural terms, distanced
and separated from the underlying processes of biological meaning. It is equally mis-
guided to neglect the biological ground of human behaviour and instinctual choices;
this is the lesson of ecological psychology. Based on the ecological psychology of
Jay Appleton, and especially his prospect-refuge theory [10], Grant Hildebrand has
analyzed the psychological effects of Frank Lloyd Wright’s houses, and concludes
that the architect grasped intuitively the fundamental psychological meaning of this
basic polarity, which still applies in today’s spatial design [11]. In another book of
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his, entitled Origins of Architectural Pleasure, Hildebrand has a suggestive chapter
title, “The Aesthetics of Survival”, which boldly connects the cultural and biological
dimensions of environmental qualities [12]. Aesthetic sensibilities seem ultimately
to serve purposes of survival and evolution, but they may just as well be distorted
by arbitrary cultural values, such as the fashion of forcefully bound legs of ladies in
China between the 10th and 19th centuries, or todays’ fashionable but esthetically
arbitrary architecture.

The biologist Edward O. Wilson is the spokesman for biophilia, “the new ethics
and science of life”’, whose passionate defense of life and lifelike processes is seminal
today, when humankind is running out of time to establish the future conditions for
human life through absolutely necessary cultural adjustments. “All of man’s troubles
may well arise [...] from the fact that we do not know who we are, and do not agree
on what we want to become”, he writes [13].

Now that biological precedents and models are increasingly being used in
advanced technologies, our own biological essence and historicity must surely also
be acknowledged, including in relation to architecture and planning. Our biological
historicity is evidenced by relics such as the plica semilunaris, the pink triangles in
our eye corners to which our horizontally moving extra eye lids were fixed during
our lizard phase in the Saurian age. Human culture has developed towards increasing
artificiality, but we need to recognize the biological reality and its refined processes
of adaptation, change and becoming.

3 Interacting with the World

Like all forms of life, we are related to our living world through the senses and neural
systems. Life is an evolving system of interaction with its contexts and environments.
With the advance of scientific research, it is becoming clear that our interactions with
the world are far more complex than we have so far assumed. We do not just dwell in
the world, as we are also part of it in a complex manner. We are part of the “flesh of the
world”, to use the suggestive notion of Maurice Merleau-Ponty [14]. As Semir Zeki
remarks, quoting Henri Matisse: “We see in order to be able to acquire knowledge
about the world [...] Other senses do the exact same thing” [15].

Since Aristotle, we have believed that we have five senses, but Steinerian phi-
losophy names twelve human senses [16], and a recent study suggests that we are
connected with the world through no less than thirty-three systems of monitoring
and interaction [17]. The fixation with the five senses has evidently been supported
by the simple fact that we have a specific, identifiable and visible organ for each one
of these five modes of sensing, whereas the sensing of environmental atmospheres
and of our own existence, for instance, are multi-sensory, unfocused and shapeless,
and they lack “thingness”. Tonino Griffero calls such complex and diffuse phenom-
ena “quasi-things” [18]. As architecture, especially that of modernity, has primarily
been interested in form, such “formless” phenomena as atmospheres, feelings, empa-
thy and emotions have been largely neglected. Also, the existential sense is central
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to our relationship with the environment and architecture, but due to its complex
and synthetic nature, it cannot be associated with or located in any specific sensory
organ. The sense of self, or the existential sense, is our coordinating and synthe-
sizing sense, not vision, as we usually think. The thirty-year-old discovery of “the
mirror neurons” by a research group at the University of Parma is another significant
biologically-determined capacity of “learning” and “understanding” through uncon-
scious imitation and simulation, which has already proved of seminal importance for
the understanding of how we internalize external phenomena and stimuli, such as
works of art.

Current research on the significance and complex functions of the bacterial world
in our intestines dramatically complicates our interaction with the environment. The
recent understanding of the role and complexity of our intestinal bacterial universe,
“our second brain” [19], serves as an example of the fundamental expansions that
are currently taking place in the understanding of our interactions with the world.
We have only recently learned that each one of us carries more than one and half
kilos of bacteria in our intestines, and we actually have more bacterial DNA in our
bodies than human DNA.

4 The Extended Man

Our sensory systems, not to mention the imaginative projections of the mind, such as
concepts and metaphors, enable us to “sense” the entire universe.” Through vision,
we touch the sun and the stars”, Maurice Merleau-Ponty exclaims poetically [20].
Besides, we extend our physical, perceptual and cognitive capacities, as well as
memory and imagination, through an ever-increasing number of technical inventions
and conceptualizing systems, such as the dramatic expansion of human memory
through the Google and the computerized “cloud”.

In his book The Extended Phenotype [21], the controversial biologist Richard
Dawkins suggests that the acquired extensions of the body functions are so impor-
tant in the biological world that, for instance, the dams and water regulation systems
of the beaver should be included in the biological definition of the beaver species.
Altogether, the refinements of the ways by which even lower animals adjust their
relationships with their surroundings are often almost beyond imagination, but these
amazing capabilities have hardly been studied seriously [22]. Again, the deep evolu-
tionary time helps in understanding the development of the superb skills of animals.
For instance, spiders have been practicing their methods of web construction for over
300 million years, in comparison with the roughly 50,000 years of human construc-
tion.

Similarly, our own countless constructions, structures, and technical systems, as
well as intellectual discoveries, should be included in the concept and definition of
Homo Sapiens, but we still continue to see ourselves limited by the surface of our
skin. In their series of pioneering research publications of 196367 entitled The World
Resources Inventory, Richard Buckminster Fuller and John McHale introduced the



36 J. Pallasmaa

idea of both the human individual and the collective humankind, as seen through
their huge external material, technical and conceptual extensions [23].

Even biologically, the sphere of the human body is not limited by the skin. We
sense our personal space as an extension of our body and feel it being violated as if it
were part of our physical body. In the 1960s, the American anthropologist Edward T.
Hall introduced the discipline of proxemics, the study of the human unconscious and
culture-specific use of personal and collective space as behavioural extensions of the
body [24]. The designer of spaces needs to understand these unconscious extensions
and invisible behavioural mechanisms, not just the anatomy and physical dimensions
of the human body.

But even our actual metabolic functions exceed the body’s limits. Hall mentions
the research of A. S. Parkes and H. M. Bruce from the 1960s into the functions of our
ductless endocrine glands, which showed that although these glands—in accordance
with their very name—have been assumed to function strictly within the body, they
also function and interact externally through chemical communications [25]. The
researchers even suggested renaming their research area as “exocrinology” to express
the unexpected external communicative functions of the internal glands.

More recently, research has established that with today’s instruments of measure-
ment, the electrical impulses of our heart can be monitored at a five-meter distance.
These examples should make it clear that our range of metabolic interactions extend
into space beyond our skin. So, where are the boundaries of our functional and
experiential selves? How do we frame and define the human being for whom we
design?

5 The Unity of Space and Self

We think of ourselves as creatures limited by our skin and of our environments as
a set of isolated, definable objects and entities outside of ourselves, rather than as
integrated, dynamic, constantly interactive and interweaving systems. Besides, we
still continue to make a categorical separation between outer and inner, material
and mental realities, although science has revealed the multiplicity of interactions
between these assumed oppositions, and phenomenological thinking in philosophy
has questioned and abandoned such exclusive categorical distinctions. It is a fun-
damental phenomenological assumption that the inner and outer spaces, as well as
the material and the mental, constitute a continuum. The American literary scholar
Robert Pogue Harrison gives this mirroring a poetical expression: “In the fusion of
place and soul, the soul is as much a container of the place as place is container of
soul, and both are susceptible to the same forces of destruction” [26]. Merleau-Ponty
gives this reciprocity and simultaneity an even more cryptic formulation: “The world
is wholly inside and I am wholly outside myself” [27].

Yet another surprising interaction between the world and the human mind has
recently been suggested by the Californian philosopher Alva Nog. In his provocative
book Out of Our Heads: Why You Are Not Your Brains, and Other Lessons from the
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Biology of Consciousness [28], he argues that the reason why research has failed
to locate human consciousness in the brain is that the location of consciousness
has been sought in the wrong place. In the philosopher’s view, consciousness is a
relation between the mind and the world, and as a relational phenomenon, it cannot
be placed, because a relation has no distinct physical location. At the same time,
this view also suggests a complete continuum between the inner and the outer, the
mental and the material. We have come to believe that our consciousness is the most
human of our capacities, but it may well be “out there” instead of being inside our
brains. Atmospheres, which are proving to be significant aspects of architectural
and environmental quality, are similarly in-between and relational phenomena. It is
the relational essence of atmospheres that has made them difficult to identify and
grasp theoretically or intellectually, although we spontaneously feel them and they
unavoidably impact our feelings and behavior [29].

6 Architecture—Object or Experience?

Architecture is also normally seen as aestheticized material structures that are exter-
nal to us, rather than as part of our biological and mental constitution. Itis regarded as
physical and material spaces, structures and objects, instead of experiences or mental
and emotional encounters. However, environments from the most intimate objects to
rooms, buildings, cities, regions, and all the way up to the entire world can be regarded
as part of our perceptual, mental and conceptual reality, and instead of being seen
merely as material contents and entities, architecture can be regarded as active verbs,
which concretely mediate and alter our relationships with the world, space and time.
In addition to organizing and channeling life and actions, architecture determines our
relationships with the world and gives our experiences of it specific meanings. John
Dewey argued provocatively that “mind is a verb” [30], and the essence of architec-
ture can also be seen as a verb. The verb connotation of architecture becomes concrete
when we realize that it is always a kind of pre-scripted choreography for human move-
ment, action, attention and emotion. Architecture organizes our material world, but
it also provides horizons and frames for perception and understanding. The world is
experienced through and in relation to human structures, material and conceptual,
current and historical. The built structures of our experiential world pre-organize and
pre-interpret the world for our perception and understanding. It is entirely feasible
to think that a house pre-senses and pre-experiences the landscape around it, natural
or man-made, on behalf of the future resident. Besides, architecture is also always
an invitation to distinct acts and activities and a promise of predictability, order and
safety.

When all of the extensions of our mobility, climatic adaptation, sensory reach and
memory, as well as cognition and imagination, are seen as essential characteristics
of our bio-cultural selves, architecture also turns into a dense field of interactions in
space, time and meaning. Human history, culture, and collective consciousness fur-
ther widen the world of thoughts and actions beyond material boundaries. Through
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our human structures, both physical and mental, we turn limitless, shapeless and
meaningless “natural” space into lived cultural space with specific human purposes
and meanings. Instead of living in a natural world, we live in a man-made world
structured by our countless constructions, devices and inventions, as well as concep-
tualizations and ideas.

We have also primarily regarded architecture as an aesthetic expression of its
individual architect, but Maurice Merleau-Ponty argues, thought-provokingly: “We
come to see not the work of art, but the world according to the work” [31]. The
philosopher’s statement on the real contents of art certainly applies in architecture.
Instead of being merely individual and artistic expressions, buildings are essentially
about the world and being human in that world. Architecture acquires its content and
meaning through its resonance with universally human qualities, not from explicitly
individual expressions. It has a crucial role in the constitution of the human world,
both material and mental, as well as in the establishment of our very humanity.

7 Embodied Experience

Since its invention in Renaissance times, the perspectival understanding of space has
emphasized and strengthened the retinal and focused architecture of vision. Through
its geometric construction, focused perspectival space turns us into outsiders and
observers, as it pushes us outside of the realm of the object of focused percep-
tion, whereas simultaneous, haptically and peripherally perceived spaces enclose
and enfold us in their embrace, making us insiders and participants. In the retinal
understanding of space, we observe it, whereas acoustic, haptic and olfactory spaces,
as well as percepts of peripheral and unfocused vision, constitute our lived and shared
existential condition. We are embraced by space, rather than looking at it. This mode
of sensing is also the grounding for atmospheric experience and attunement, both
being notions that have been neglected in modern architectural theory. Contrastingly,
theoretical studies on architectural spaces have frequently described them as negative
or absent volumes and forms. Yet, the world and the perceiver are not separated and
polarized, as they are both ingredients in the shared existential flesh, “the flesh of the
world”, to use Merleau-Ponty’s notion.

The quest to liberate the eye from its perspectival fixation has gradually brought
about conceptions of a multi-perspectival, simultaneous and haptic space. The
dynamic life and depth in our perception arise from the fact that they are essen-
tially an ever-changing dynamic collage of separate multi-perspectival glances that
constitute a haptic continuum, our true embodied experience of space. This is the
perceptual and psychological essence of Impressionist, Cubist and Abstract Expres-
sionist painterly spaces, which pull us into the painting and cause us to experience
it as insiders in a fully embodied plastic sensation. Visual space thus turns into an
embodied plastic and existential space, which is essentially a dialogue and exchange
between the space of the world and the internal space of the perceiver’s mental world.
The experience of interiority and belonging is a merging of the outside and inside
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worlds, the evocation of Rainer Maria Rilke’s beautiful notion of Weltinnenraum
[32]. This is a unique and personal existential space that we occupy in our continu-
ous lived experience. In the recognition of place, particularly that of one’s domicile
and home, the external world and space become internalized, and they are sensed as
intra-personal conditions, rather than external material objects, scenes or percepts.
Our domicile is the Omega point of Pierre Teilhard de Chardin “from which the world
can be seen as a whole and correctly” [33]. Our domicile grants us the experience of
complete interiority, which implies the fusion of the world and the self.

The heightened presence and reality of profound artworks derive from the way
they engage our perceptual and psychological mechanisms and articulate the bound-
ary between the viewer’s experience of self and the world. Such an experience also
reveals and re-activates our deep biological and forgotten existential memories. The
experience of domicile gives both space and place their historical and temporal
dimensions. Works of art have two simultaneous existences: their existence as mate-
rial objects or performance (in music, theatre and dance) on the one hand, and as
imaginative worlds of imagery, emotion and ideal on the other. The experiential
reality of art is always an imaginative reality, a fusion of perception, memory and
imagination, and it is essentially a recreation by the viewer/listener/reader/occupant.
This is the message of John Dewey’s seminal book Art as Experience of 1934: “In
common conception, the work of art is often identified with the building, book, paint-
ing, or statue in its existence apart from human experience. Since the actual work
of art is what the product does with and in experience, the result is not favorable
to understanding [...] When artistic objects are separated from both conditions of
origin and operation in experience, a wall is built around them that renders almost
opaque their general significance, with which esthetic theory deals” [34].

Lived reality always fuses observation, memory and fantasy, as well as the cerebral
and the embodied, into fused existential experiences. As the consequence of this
categorical “impurity” of experience, it is beyond precise objective and scientific
description, and approachable only through its live encounter and the resulting poetic
evocation. This is the innate structural vagueness of human consciousness. Gaston
Bachelard was an authoritative philosopher of science until his mid-career, when he
came to the dramatic conclusion that only a poetic approach, not scientific inquiry
and methodology, can touch upon the essence of lived human reality. Science deals
with conceptualizations and fragmentations of reality, whereas the artist touches
upon and conveys the lived reality that reflects true human meanings and values.

Instead of confining us in an alienating, constructed or fabricated artificiality,
moving works of architecture connect us with the complexities and mysteries of per-
ception and the real world. In meaningful architectural works, the imaginary world
is rooted in the techtonic reality, materiality and processes of construction. Authori-
tative architecture also articulates and expresses its processes of construction and use
at the same time that it expresses how it feels to be human in this world. In Merleau-
Ponty’s view, “Cézanne’s paintings make us feel how the world touches us” [35].
Profound architecture similarly makes us feel the way in which the world touches
us or how we are contained in it or are part of its flesh. True architecture articulates
the functional, behavioural and technical realities of building and its use, but it also



40 J. Pallasmaa

maintains its autonomy as an artistic and confessional statement. In today’s utilitarian
and quasi-rational world, this autonomy of architecture is severely threatened. The
narrative and logic of construction, as well as its utility, distinguishes architecture
from other art forms, such as sculpture and installation art, which also utilize space,
as all art forms, including music, do. Without the tension between its simultaneous
material reality and its imaginary mental suggestion, its utility and autonomy, reason
and emotionality, a piece of architecture remains a crude piece of practical construc-
tion and utility. Instead of being the product of a scientific process of thinking, real
architecture is always a confession. And a meaningful embodiment of architecture
fuses our biological and cultural essences.

‘What is most human is not rationalism, but the uncontrolled and uncontrollable continuous
surge of creative radical imagination in and through the flux of representation, affects and
desires.

Cornelius Castoriadis [36]
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Abstract Given that original purpose of cognitive architectures was to lead to a
unified theory of cognition, this chapter considers the possible contributions that
cognitive architectures can make to embodied theories of cognition in particular.
This is not a trivial question since the field remains very much divided about what
embodied cognition actually means, and we will see some example positions in this
chapter. It is then argued that a useful embodied cognitive architecture would be one
that can demonstrate (a) what precisely the role of the body in cognition actually
is, and (b) whether a body is constitutively needed at all for some (or all) cogni-
tive processes. It is proposed that such questions can be investigated if the cognitive
architecture is designed so that consequences of varying the precise embodiment on
higher cognitive mechanisms can be explored. This is in contrast with, for example,
those cognitive architectures in robotics that are designed for specific bodies first;
or architectures in cognitive science that implement embodiment as an add-on to
an existing framework (because then, that framework is by definition not constitu-
tively shaped by the embodiment). The chapter concludes that the so-called semantic
pointer architecture by Eliasmith and colleagues may be one framework that satisfies
our desiderata and may be well-suited for studying theories of embodied cognition
further.

S. Thill (X))

Centre for Robotics and Neural Systems, University of Plymouth,
Plymouth PL4 8AA, UK

e-mail: serge.thill@plymouth.ac.uk

S. Thill
School of Informatics, University of Skovde, Skovde 54128, Sweden

© Springer Nature Switzerland AG 2019 43
M. I. Aldinhas Ferreira et al. (eds.), Cognitive Architectures, Intelligent Systems,

Control and Automation: Science and Engineering 94,
https://doi.org/10.1007/978-3-319-97550-4_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97550-4_4&domain=pdf

44 S. Thill

1 Introduction

Cognitive architectures were originally meant to produce a unified theory of cognition
in the sense of Newell (see [29] for a detailed discussion of this and the origin of the
term). As such, their origin lies in cognitivist paradigms of cognition, and the focus
is on human cognition. It follows from this cognitivist heritage that they were not
meant, originally, to address embodied views of cognition, nor were they necessarily
meant to be implementable in an artificial cognitive system.

Vernon [29] also notes that there are at least two different views of what a cogni-
tive architecture actually is: in cognitivist paradigms, “[...] the focus in a cognitive
architecture is on the aspects of cognition that are constant over time and that are
independent of the task” (p. 65). In emergent paradigms, however, a cognitive archi-
tecture is “everything a cognitive system needs to get started” (p. 67), with further
changes emerging from the future development of the system (which, notably, is not
guaranteed to be successful).

By default, neither view says much about the embodiment of the cognitive agent.
In a list of desiderata for cognitive architectures [23], it follows from the “ecological
realism” desideratum that the cognitive architecture needs to be able to function
in an embodied setting, but this does not—by itself—imply that this embodiment
contributes something non-abstractable to cognition. In another list of desiderata
(this time for developmental cognitive architectures), stronger requirements are put
on embodiment [30]: if the cognitive architecture is to adhere to embodied views of
cognition, then it must also treat the body as constitutive of cognition (this is their
second desideratum: physical embodiment).

The current theoretical understanding of human cognition, however, imposes at
least two challenges for such embodied cognitive architectures: first, cognitive sci-
ence remains fragmented regarding what it actually means, precisely, when it claims
that cognition is “embodied”. At a minimum, it is the idea that human cognition can-
not be understood without taking into account that its purpose is to control a situated
body interacting with a physical world, but stronger interpretations are possible. In
particular, some views take an anti-functionalist perspective, in which at least some
aspects of cognition are exclusively a property of living beings: these can thus not be
captured through computational accounts such as would be produced by a cognitive
architecture.

Similarly, the degree to which the body is fundamentally and necessarily constitu-
tive of cognition (or specific cognitive mechanisms) also remains open for discussion.
For example, purely computational approaches are capable of solving language pro-
cessing problems that are seen as examples of embodied cognition in humans (see
[25] for a discussion). While it is relatively clear—given the development in the
cognitive sciences in recent decades—that the body cannot be ignored in its entirety
(it would be difficult, for example, to formulate a theory of affordance processing
without taking into account the body of the agent, see [24] or a review), it is much
less clear whether it is necessarily required for all cognitive mechanisms, and what
its precise role actually is.
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Second, if the body is constitutive of cognition—as claimed in some accounts—
then requiring a physical embodiment for the cognitive architecture implies that it
can only be used to study cognition as appropriate for that embodiment. The degree
to which it is valid to assume sufficient equivalences between distinct (appropriately
chosen) bodies (for example, a robot and a human one)—as is sometimes done in
cognitive robotics (see e.g. [22])—is not clear. On the one hand, it can be argued
that any difference between two bodies will necessarily result in some difference in
sensorimotor experience as well: for example, robots commonly use various motors
in their actuation while humans use muscles and tendons. This immediately results in
a strong difference between motor activations: muscles and tendons, in engineering
terms, form spring-damper systems and cannot be controlled in the same way as a
conventional motor. On the other hand, whether or not such differences in senso-
rimotor experience have functional consequences for higher cognitive processes is
less of a given. For example, there is no evidence to suggest that such higher-level
cognitive difference can be observed in human beings who lack certain sensory or
motor capabilities (and consequently possess a qualitatively different sensorimotor
experience of the world).

Overall, given that embodiment is not well-defined, it is also not clear what a
useful embodied cognitive architecture would look like, particularly if the aim is
to further the study of biological cognition.! The purpose of the present chapter is
therefore to address how an embodied cognitive architecture might be designed with
the lack of well-defined concepts in mind.

The chapter first revisits the point already sketched out in this introduction by
providing a succinct overview of different flavours of embodied cognitive science,
with the simple purpose of highlighting the breadth of plausible positions regarding
what precisely the body brings to the table.?

The chapter then proposes that these two aspects must be explicitly represented
in a cognitive architecture: the precise role of the body is not clear, and whether
it is needed at all (in a constitutive sense) for specific cognitive processes is not
clear either. Resolving these unclear aspects arguably remains the major challenge
in current theories of embodied cognition: although it is relatively straightforward
to produce evidence that suggest a role for the body in higher-level cognition (such
as the apparent involvement of pre-motor areas in the processing of language, see
[5] for a discussion); it is much harder to be precise about the exact nature of this
role. Mahon and Caramazza [ 14] pointed out—almost 10 years ago at the time of this
writing—that the fundamental underlying problem is that the hypothesis is miscast:
adding more data on embodied effects does not further the theory as such.

IThis is arguably the most relevant aim. If the aim is simply to create a robot controller, then there
is no particular need to appeal to theories of human cognition, and therefore also no ambiguities
due to a lack of an agreed-upon meaning of the terms used.

2The different flavours of embodied cognition have been extensively reviewed by multiple
researchers over the past two decades. It is not the purpose here to produce another such review.
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What we therefore need from an embodied cognitive architecture—to complete
this chapter’s title—is an exploration and quantification of the predicted conse-
quences of different theoretical positions one can take.

2 Flavours of Embodied Cognitive Science

In modern cognitive science, traditional paradigms of cognition as some form of
symbol manipulation have been superseded by a characterisation in terms of embod-
iment. That is not to say, as highlighted before, that there is any form of agreement
on what this actually entails, a point that has been extensively discussed before (see,
e.g., [31, 32] for some examples of such discussions).

There are a number of reasons why this is the case. For example, as [4] notes,
the same label of “embodied cognitive science” is used for two—philosophically
distinct—theories of mind: one is essentially a continuation of ecological psychology
and its predecessors, while the other is a reaction to the concerns arising from a
purely computationalist approach to the study of the mind. Notably, the latter remains
representationalist, while the former never was.

An additional debate concerns, for example, what precisely the body actually
contributes. To some, it is primarily an interface to the world, which provides the
computational system with the means of “grounding” the symbols of its computations
in some form of experience. In essence, the body is a means by which to solve the
symbol grounding problem [13], and this sometimes forms the basis for arguing that
a cognitive model must be “embodied” in a physical agent (e.g. [22]).

Since the body is primarily an interface to the outside world in this perspective,
the emphasis is also placed on the external senses—sight, hearing, and so on: the
body shapes cognition at a minimum insofar as the senses define what information
is available (and potentially already process—the idea that the body helps in shaping
information so as to facilitate, or entirely remove the need for, computations is called
morphological computation; see [15, 16]). This position can be pushed further to
argue that what actually matters in this is that cognition controls a physical body
in the real world, situated in its environment and all that contains (including other
agents): to ignore this aspect of cognition ignores its fundamental purpose, and can
therefore not lead to a valid theory of cognition. However, even in a strongly situated
interpretation, it is the fact that this physical embodiment and its situatedness exist
that is important; not necessarily the exact nature of the body itself. This is the
argument that enables robotic models of cognition: the interaction with the physical
reality is more important than the precise body through which this interaction is
achieved.

Others see the role of the body as being much richer. Stapleton [19, 20], for
example, argues that internal bodily processes (including, but not restricted to inte-
roceptive senses) contribute just as much. Some then argue that such a perspective is,
in fact, necessary, even if one wishes to address problems that are ostensibly focussed
on the external world, such as symbol grounding (see [25, 27] for discussions).
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The type of body itself is a further topic of discussion. As Ziemke [32] notes, this
is in fact ignored by many (particularly if they perceive the body as an interface to
the world). In other words, the exact type of body does not matter to a particular
cognitive model; only that it provides the functionalities required by the model.
This is in contrast with an anti-functionalist view, such as that posited by Searle’s
Chinese room argument [17]: here, abilities such as understanding or intentionality
fundamentally require a biological, living body, and it would therefore be futile to
study embodied human cognition using, for example, a robot body.

Itis beyond the scope of this chapter to go into the details of these and other strands
of embodied cognitive science. The main point here is that a unifying definition
cannot be more specific than claiming that embodied cognitive science posits some
role of the body in cognition.

At the same time, it is worth remembering that cognitive science has traditionally
delivered no shortage of models of human cognitive mechanisms that are not embod-
ied in any sense, yet have proven quite useful at making reasonable predictions that
could then be shown to be appropriate. Similarly, one can also find examples in which
purely computational solutions exist for problems that are thought to require some
sort of embodiment. One example [25] is that of synonymy and polysemy: on one
hand, it has been argued that resolving these requires a sensorimotor experience of
the underlying concepts, but on the other, the field of computational linguistics has
methods that can adequately deal with these without any such experience.

It follows that it is possible to take intermediate positions: to acknowledge that
some cognition can be purely computational, but augmented by contributions of the
embodiment where necessary. This is relatively explicit in theories of language, in
which arguments for a co-existence of embodied and non-embodied phenomena are
often put forward [2, 25]. Dove [7] coined the term “dis-embodied” for that precise

purpose.

3 Towards an Embodied Cognitive Architecture

3.1 What We Need from an Embodied Cognitive Architecture

We noted at the outset that cognitive architectures were originally intended to pro-
vide a theory of (human) cognition. When theories of cognition began to consider
embodiment, the claim that models of cognition must also be embodied began to
appear and led to cognitive and developmental robotics [3] as a new discipline. It is,
however, not the case that every cognitive model instantiated in a robot necessarily
has anything to say about human cognition, as opposed to the way in which to make
a robot behave in a certain manner; as such, a robot body is also insufficient to be
able to claim the status of an embodied cognitive architecture.

The core issue remains the disagreement on what embodiment really means, as
discussed above. An embodied cognitive architecture that claims the status because
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it adheres to a particular interpretation of embodiment is not satisfactory—from
a theoretical perspective—since it does not contribute to the resolution of that dis-
agreement. Mahon and Caramazza [14] highlighted that the debate around embodied
versus disembodied theories of cognition cannot be advanced by collecting more of
the same data; similarly, the debate as to what the actual role of the body in embodied
theories of cognition is cannot be resolved by an architecture that implements one
view (and thus, by design, behaves in accordance with that view).

At the same time, it is also clear that we cannot build an architecture that remains
entirely open to all possible interpretations—as a trivial example, we cannot capture,
by computational means, a view that does not believe in a functionalist account
of cognition. It has to be assumed that a theory of cognition—even if cognition is
embodied—can be expressed in computational terms; if it cannot, then it is not clear
how such an architecture could be formulated.

The proposal here is therefore the following: what an embodied cognitive archi-
tecture needs to provide at the current state of our theoretical understanding is a
framework that allows us to parametrise contributions of the body in cognitive pro-
cesses. This includes parametrising the body itself, but goes beyond that, in that
how sensorimotor experience is used in higher cognition is itself also left open to
parametrisation. Such an architecture could then explore the predicted consequences
of given activities under various theoretical assumptions regarding embodiment and
help further the state of the art by then comparing these predictions with reality. In
the remainder of this chapter, the example of symbol grounding is used to illustrate
what such an approach might look like.

3.2 Represenationalism and Dynamicism

The choice of symbol grounding as an example naturally brings up a discussion
on representations. One of the debates, as seen above, concerns whether modelling
work in embodied cognitive science should take a computationalist viewpoint, or
a dynamical systems one. Specifically, the former thinks of cognition (grounded or
not) as some form of manipulation of symbols and representations, while the latter
argues that cognition should be modelled in terms of dynamical systems, capturing
interactions and couplings rather than symbol manipulations.

Importantly, it would be indefensible for either view to argue that a natural cog-
nitive system definitely adheres to their view of computation; the question is simply
what is necessary to create a “good” model of cognition. For example, Chemero [4]
defends the dynamical systems approach, but is explicit that this is an epistemolog-
ical rather than a metaphysical standpoint: natural cognitive systems may or may
not make use of representations, but either way, adding representationalist interpre-
tations to a dynamical model of cognition does not improve the model in terms of
its explanatory power, and is therefore unnecessary.

For the present purposes, the core aim is to outline how an embodied cognitive
architecture that can capture the role of the body in cognition might be sketched.
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This question is, in a sense orthogonal, to the debate as to whether or not models
should be representationalist, since it applies to both interpretations. On the other
hand, if we do want to propose at least an outline of an architecture, then we do need
to express that in some formal language, which is likely to make use of some form of
symbolic notation (in particular, since the example given here is symbol grounding).

For the purposes of this chapter, we will present the example using the Neuro-
engineering framework (NEF, see [9]), and the semantic pointer architecture (SPA,
see [8, 10]). The next section will give a brief introduction to these, but we can already
note that these form a framework in which cognitive models can be formulated in a
formal language (defined by SPA), even though the model is actually implemented
using biologically plausible spiking neurons. In other words, while the design lan-
guage of the model is clearly symbolic, the resulting model itself could be analysed
entirely within a dynamical systems paradigm if that was desired. Of course, given
that the initial description of the model is available, that can also be used to analyse
the behaviour.’

Although the question of whether or not to use a representationalist approach is, as
argued above, at least somewhat misleading in the present context, it is worth noting
that the NEF/SPA combination does not treat this as a mutually exclusive choice,
and ideas from both paradigms flow into the framework (see [8] for a thorough
discussion).

3.3 Overview over NEF and SPA

The NEF defines three principles regarding what neurons compute [9]:

1. Neural representations are defined by the combination of nonlinear encoding (see,
e.g., neuron tuning curves) and (weighted) linear decoding.

2. Transformations of neural representations are functions of variables that are repre-
sented by neural populations. Transformations are determined using an alternately
weighted linear decoding.

3. Neural dynamics are characterized by considering neural representations as con-
trol theoretic state variables. Thus, the dynamics of neurobiological systems can
be analysed using control theory.

On the basis of these principles, it is possible to develop a full theory of information
processing in biological neural systems, and using these principles, to construct
simulations thereof. This development is not covered in detail here, because it would
take us too far beyond the scope of this chapter, but a detailed account can be found
in [8].

30ne interesting effect resulting from the use of biologically plausible (and therefore constrained)
neurons to implement models is that the actual behaviour of the model may differ from the symbolic
description, for example, if the latter stipulates computations that cannot be accurately implemented
by the neurons. In fact, without this, the case for going through the trouble of creating the neural
implementation would be much less compelling.
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The upshot of the NEF is that it gives us a way to think about cognitive computa-
tions in a manner that is informed by that which neurons are particularly well-suited
for computing.* The semantic pointer architecture (SPA) is an answer to how one
might want to build models of cognition given the principles defined by the NEF. In
particular, these principles lead to the conclusion that it is natural to express models
of cognition using vector algebra. Specifically, SPA [8] postulates that higher-level
cognition is the appropriate manipulation of such vectors in a high-dimensional
space (Eliasmith suggests that a 500-dimensional space may be sufficient for human
cognition).

Importantly, these vectors are not randomly chosen. Vectors that encode informa-
tion about objects, for example, are meant to be created through successive encodings
of direct sensoriomotor experiences, in line with the observed hierarchical structures
in the human brain such as the visual cortex [12]. For example, the retinal image of
an object is successively compressed through the different layers of the hierarchy for
object recognition (VI — V2 — V4 — IT) into a vector with significantly lower
dimensionality than the original retinal input. This resulting representation at the
top of the hierarchy is termed a semantic pointer (because it retains partial seman-
tic content from the original retinal image), encoding the visual appearance of the
object.

The vector encoding the entire object would then be a combination of the vectors
encoding the various sensorimotor experiences associated with this object—we will
return to that point below. First, it is important to highlight that, because semantic
pointers are constructed from sensorimotor experience, they are not arbitrary. Most
simply, they are grounded symbols that, on a theoretical level, are quite compatible
with the perceptual symbol system proposed by Barsalou [1]. In addition, because
these symbols are compressed versions of the original sensorimotor experience,
they also retain, as mentioned, partial semantic information about the sensorimotor
experience that formed them. Computation over these symbols can therefore be co-
determined by the way in which the symbols were created in the first place. This is
the property of interest as far as this chapter is concerned: SPA provides a theoretical
framework in which it is possible, in principle, to construct models of cognition
whose functioning could be modulated by sensorimotor experience, and in which
this modulation can be quantified.

“4This separates NEF/SPA from most other attempts to create architectures that operate both at
symbolic and subsymbolic levels: traditionally, these often start with an arbitrary symbolic frame-
work that is then converted into a neural representation (which is always possible, given that neural
networks are universal function approximators, so there is nothing intrinsically insightful in this
step alone). Such “arbitrary” marriages have never been particularly compelling [1]. In NEF/SPA,
the symbolic language in which a cognitive model is expressed is defined and constrained by an
understanding of the underlying neural substrate.
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3.4 Formalising Symbol Grounding

SPA uses circular convolution (usually denoted by the symbol “®”) to bind vectors
together. Circular convolution takes two vectors (of the same length) as input and
returns one vector of the same length as output (which is a desirable property to deal
with scaling issues, but has some side effects that we’ll return to below). Eliasmith [§]
gives the example that one could construct a semantic pointer for perceptual features
of a robin by combining information of various modalities (here, addition is just the
addition of vectors):

robinPercept = visual ® robVis + auditory ® robAud + tactile ® robTact + - - - ,

where each element in bold represents a semantic pointer. robin could then be defined
as:

robin = perceptual ® robinPercept + isA ® bird + indicates ® spring + - - -

Semantic pointers created in this manner allow for a range of cognitively interest-
ing operations; in particular, they allow for both deep and shallow semantic process-
ing.> The reader is referred to the original book for discussions, and to the example
of SPAUN [10] for a demonstration of a model built using these principles capable
of solving a range of cognitively interesting problems.

More focused on the development of concepts, including their putative senso-
rimotor grounding, Thill and Twomey [27] discuss how human concepts can be
described in such a framework so that the constituent parts (whether from a sen-
sorimotor grounding, interoceptive features, or linguistic/amodal information) are
all represented. The general form of the proposal is that concepts can be composed
of semantic pointers from various modalities, including purely amodal, linguistic
information:

C=S8"+sT+ Z Z Includes; ® C; + Label ® name, (1)

! J

where SP refers to semantic pointers that are created directly from features of senso-
rimotor experience obtained from both external and body-internal modalities (simi-
larly, ST refers to temporal integration of some sensorimotor experience):

SP = Z Z Modality{™ ® feature; + Z Z Modality;™ ® feature,.  (2)
T, ko1

3One aspect of this compression mechanism and the binding of vectors that we do not go into detail
about here is that it is reversible: the compressed encoding is easily manipulable in computations,
but should there be a need to recall details about the underlying sensorimotor experience, this can be
done through unbinding and decompression in order to re-obtain details of the original experience.
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A concept can also include other concepts (which can also be linguistic infor-
mation, captured in the above by the term ), > j Includes; ® C;), and of course, a
label associated with it (Label ® name).

Thill and Twomey [27] use this account to first to highlight the need to include
interoceptive features when considering the modalities in which concepts can be
grounded, and second to clarify that some constituents are not necessarily available
from birth: the account is therefore a developmental one, since Eq. 1 can capture
the way in which a concept changes over time as more sophisticated information
about the concept becomes available and is integrated. For a much more thorough
discussion of these ideas, the interested reader is referred to that paper.

3.5 Determining the Role of the Body

For the purposes of the present chapter, we can note that Eq. 1 provides explicit
terms for contributions from sensorimotor experience to the formation of a particular
concept. This makes it possible to test consequences of omitting such an experience
from these concepts: they can still retain amodal constituents, and would still be
of a valid format in the sense that they could be used in models of cognition. If
theories of embodiment are right, then one would expect the omission of sensorimotor
experience to have a fundamental effect on such models.

Similarly, such a formulation can explicitly test what consequences, if any, varia-
tions in sensorimotor experience have for the development of higher-level concepts,
and therefore the effects these might have on higher-level cognition. These varia-
tions can be due to different embodiments (e.g., a robot versus a human body), or,
for example, to biological or cultural differences.

In a model—such as the one sketched above—developed using the NEF/SPA
framework, the critical aspect is that higher-level cognition is effectively modelled
as operations on vectors that, in some form, represent concepts worth reasoning
with/over (even though the final implementation is in a spiking neural network in
which that mode of operation is no longer necessarily apparent unless one has the
original formulation of the model). What matters, therefore, are the relative locations
of these vectors in the overall space, since these determine the outcomes of the oper-
ations. For example, if two vectors for the concept of “grasping”, one constructed
from a full sensorimotor experience in a space of similarly grounded concepts, and
another constructed purely from lexical information (e.g. using distributional seman-
tics, which can be shown (as mentioned before) to solve issues thought to require
a sensorimotor grounding, see [25] for a discussion) end up in a sufficiently simi-
lar location (relative to all other concepts) in their respective spaces, then the same
transformations can also result in vectors that maintain this relative positioning.
Consequently, it is possible to have two vector spaces that are not alike because the
precise locations of the vectors have been determined by different means (sensori-
motor experiences due to different bodies), but do still retain the relative positioning
of vectors, so that at least some higher-level reasoning on these vectors can be done
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with the same result in both. At the simplest, the example is that of a comparison:
if shown a picture of an animal, and then asked if it is more similar to a cow or a
dog, the exact way in which all this information is encoded does not matter; it only
matters that the encoding maintains the relative distances between the given picture,
the dog, and the cow.

It is therefore important that these vectors are not arbitrarily created: in NEF/SPA,
the intention is to use hierarchies as given in the sensorimotor cortices to build
these, which imposes a relatively strong biological constraint on any such model.
With these constraints in place, it would therefore be possible to create models that
can investigate the exact way in which differences in sensorimotor experience (for
instance, due to biological, social, or cultural differences) affect the constructed
encodings.

Artificial cognitive systems can, of course, be designed to create their encoding
in any way deemed reasonable. However, it is therefore possible, on one hand, to
explicitly design for spaces that maintain relative features, as much as possible, with
human spaces, and on the other, to explicitly test what differences, if any, completely
different spaces have for, for example, interactions between humans and robots.
More generally, this allows for an explicit test of the idea that similar sensorimotor
experiences are a requisite for natural communication, for example.

Finally, it is worth highlighting that the present chapter has used the NEF/SPA
framework as an example because it is relatively simple to visualise the ideas dis-
cussed here in vector spaces, but the claim is certainly not that such explorations
must be constructed in this particular framework. Rather, the overall point is that
what we need from an embodied cognitive architecture is what these examples illus-
trated: a way of quantifying how differences in sensorimotor experience propagate
through cognitive mechanisms in a manner that allows for explicit explorations of
what consequences, if any, differences in this experience make.

3.6 Challenges for a NEF/SPA Approach

There are a number of challenges associated with the endeavour sketched out above,
and it is worth highlighting two that are particularly apparent in the NEF/SPA frame-
work, because they both relate to the creation of semantic pointers. The framework
effectively postulates two mechanisms for this. The first is a compression mechanism
that operates on sensory inputs (the prime example being the hierarchical organisation
of the visual cortex that, incidentally, also inspired deep networks). The challenge
with respect to this is that there currently is no model that implements this entire
creational process in a general sense. Current models either assign random vectors
to act as representation of different concepts or simplify the perceptual process so
that it is highly specific to the problem currently under consideration (for example,
the work presented in [10] uses a simple square image that can only contain numbers
and certain symbols as input in their model).
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Since this part of the model is crucial to understanding how human sensorimotor
experience may be integrated, a significant piece of the puzzle is currently lacking in
detail. This does not preclude explorations of the way in which differences in sensori-
motor experiences would affect cognition in a space constructed by some reasonable
compression hierarchy, but strong claims about human cognition specifically may
be out of reach for now.

The second way in which a semantic pointer can be created is through composition
of existing pointers, as described earlier: different semantic pointers can be bound and
added together. As such, one can, for example, bind the sensory inputs from different
modalities to these modalities and add them so as to construct a semantic pointer that
represents the full sensory experience of, say, a bird: its visual appearance (which
may decompose further into individual concepts such as wings, feathers, beaks, and
feet), the sound it makes, what it might feel like to hold one in your hands, and so
on.

The critical aspect here is that the binding operator used is circular convolution.
This has the previously mentioned advantage that the dimensionality does not change:
two vectors of the same dimensionality will produce a third vector of this dimension-
ality when convolved. This is, in principle, highly desirable, as it avoids the massive
scaling problems one would otherwise encounter when repeatedly binding concepts
together. However, the downside is that information is lost in the process. In other
words, reversing the operation (which one might want to do when one would like to
access specific information contained in the overall representation of, say, a seagull®)
will produce a vector that is similar but not identical to the original. Over successive
operations, this can become highly problematic, as the original information might
end up overly distorted and no longer recognisable.

The way the NEF/SPA addresses this problem is through a concept called a clean-
up memory [21]: these take, as an input, a noisy version of a known concept (such as
might be produced through the process of deconvolution) and “clean it up”, that is to
say, they return the original vector. They do this by comparing the input vector with
stored vectors (hence, “memory”) and computing the similarities (the assumption
being that the vector with the highest similarity is the most likely candidate for the
“clean” version of the input vector).

The crucial problem with this approach is that, while there is evidence to suggest
that the brain contains structures that appear remarkably similar to such clean-up
memories [8], there is currently no good account of how these memories are formed
in the first place, and current state-of-the-art models simply directly include appro-
priately populated clean-up memories. Eliasmith [8] suggests that these memories
are created on-the-fly as needed, but this delegates the problem to questions of how
appropriate candidate vectors can be retrieved from memory and copied into the
clean-up memory within a reasonable time frame, how many candidate vectors are
to be copied, and so on. This is not to suggest that there is a critical fault in the
clean-up memory system; but it is another mechanism that appears crucial in the

5This would be unbinding, which, in SPA, is done through convolving with the inverse of that to
which a vector is currently bound.
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overall theory of cognition (at least in the NEF/SPA sense), one that also needs to be
studied more.

The second of these challenges is specific to the NEF/SPA framework. Other
approaches that achieve similar models (for example, the neural blackboard archi-
tecture (NBA), see [28]) do not require clean-up memories but may have other draw-
backs (for example, see [8] for a demonstration that the NBA might require more
neurons than are available in the human cortex to implement human-level cognitive
mechanisms).

The first challenge, however, is more general. Any embodied cognitive architec-
ture will eventually have to integrate sensorimotor experience into its higher cogni-
tive mechanisms; in the case of human cognition, this process is constrained by the
biology of the sensorimotor cortices, and this cannot be abstracted at the outset.

4 Final Considerations

In summary, this chapter has attempted to sketch how one might want to design
an embodied cognitive architecture that could help to further the current state of
affairs in embodied theories of cognition. We have highlighted, in particular, the lack
of agreement as to what precisely (if anything) the body contributes to cognitive
mechanisms. Challenges in this sense come from at least two directions: one is that
positions that do agree that the body does contribute something disagree on what
exactly that is (including how uniquely human cognition is then tied to the human
body); the other is that there is a rich history of entirely disembodied models in
cognitive science that work well as models of human cognitive mechanisms (in the
sense that they have generated useful predictions that have turned out to be accurate).

Given that state of affairs, the main take home message of this chapter is that what
we need from an embodied cognitive architecture is a way to overcome these chal-
lenges specifically. It is not about creating a controller for a robot, or other artificial
cognitive systems; it is not about providing more demonstrations that sensorimotor
inputs can shape cognition; and it is not about providing an implementation of a
very specific interpretation of embodied cognitive science. In this chapter, we have
exemplified how one might approach this. Specifically, we have discussed the way in
which the NEF/SPA framework can be used to explore not only how concepts inte-
grated into higher-level cognition can vary in function of differences in sensorimotor
experience, but also what effect, if any, this has on higher level cognition.

It is worth pointing out that in these discussions, we mostly remained agnostic
as to the specific nature of the body. In one sense, this is, of course, by design:
it would not be helpful to focus on a specific embodiment if we want to have a
general theory of embodied cognition applicable to cognitive systems other than
humans. In another sense, it also highlights that an embodied cognitive architecture,
to make a theoretical contribution, does not necessarily have to exist in a specific
embodiment. It needs to highlight what the consequences of changes in embodiment
would be, but it can explore this at an abstract level. There are other examples in
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the literature that show this is indeed a feasible approach: for example, Thill et al.
[26] have shown how differences in the nature of the space encoding movements
and contexts (which can differ between agents with different bodies) can explain
the organisation of parietal mirror neurons. Furthermore, many models in Dynamic
Field Theory [11] explicitly or implicitly operate on that principle, and have been
successfully applied in developmental Psychology to give embodied explanations
of effects such as the A-not-B error [18], or in modelling premotor involvement in
movement decision-making [6].

To conclude, it is clearly the case that, as the brief for this book states, cognition
of living systems is embodied, embedded and always situated, and that this shapes
how we reason.” It is, however, not as clear as to whether this is a fundamentally
necessary property for cognition. Even if it is, in some sense fundamental, it is not
clear what the exact “fundamental” contribution is, nor what the consequences are
for the design of artificial cognitive systems that we might want to interact with in the
future. The case made in this chapter is that theories of cognition have not recently
progressed in a significant manner in these terms, and that the time is ripe to design
an embodied cognitive architecture built to tackle this challenge head-on.
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David Vernon

Abstract The creation of a cognitive architecture presents the architect with many
design choices. Some of these choices come in the form of a dilemma, in which
the selection of any option over another entails both benefits and opportunity costs.
This chapter highlights three dilemmas that confront the architect when deciding
how the key issues of fidelity, embodiment, and autonomy should be addressed and
reflected in the design. In each case, it discusses the various options, their roots, and
the consequences and costs of choosing one option over another. It concludes by
considering these three dilemmas in the context of the stance on cognitive adopted
by the editors of this book.

1 Introduction

The design of a cognitive architecture is a daunting undertaking, involving many
challenges on a scale that is not always apparent when one embarks on the task.
The time and effort involved almost always exceed expectation, sometimes lead-
ing to a project that spans decades [2, 13, 22, 35, 46, 47]. The task is made all
the harder by the fact that the design options derive from underlying principles, in
cognitive science and cybernetics, for example, that are not always evident. Worse
still, they often involve choices between two apparently competing options, both
of which have elements that are attractive. In this chapter, we highlight three such
dilemmas—fidelity, embodiment, and autonomy—and we look at the choices in each
case, examining the consequences of choosing one option over another. At the end,
we reflect on the choices implied by the characterization of cognition that has moti-
vated this book. We begin by examining the role of a cognitive architecture in the
design and implementation of a cognitive system.
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2 The Role of Cognitive Architecture

Like architecture in the built environment and system architecture in software engi-
neering, a cognitive architecture captures both abstract conceptual form and details
of functional operation, focusing on inner cohesion and self-contained completeness
[49]. The goal of creating a complete model is significant. It means that all of the
mechanisms required for cognition fall under the compass of a cognitive architecture.
These include perception, action, control, learning, reasoning, memory, adaptivity,
and prospection. This accords cognition much greater breadth than has been the
case in the past, when it was viewed by many as a reasoning and planning filling
sandwiched between perception and action. Today, cognition, as a process, and a cog-
nitive architecture, as a framework, are seen to embrace all of the elements required
for effective action [28]. Thus, a cognitive architecture reflects the specification of
a complete cognitive system, its components, and the way these components are
dynamically related as a whole. It provides both an abstract model of cognition and
the sufficient basis for a software instantiation of that model [25]. Ron Sun captures
this succinctly:

A cognitive architecture provides a concrete framework for more detailed modelling of cog-
nitive phenomena, through specifying the essential structures, division of modules, relations
between modules, and a variety of other aspects [45].

A cognitive architecture makes explicit the set of assumptions upon which that cog-
nitive model is founded. Depending on the purpose of the modelling exercise, an
issue we will mention below and return to in Sect. 3, these assumptions are derived
from several sources: biological or psychological data, philosophical arguments, or
hypotheses inspired by work in different disciplines, such as cognitive neuroscience
and artificial intelligence.

In essence, then, the role of a cognitive architecture is to provide a complete
model of cognition and to do so at at least two levels of abstraction, setting out the
overall process by which cognition produces effective action (in whatever guise that
may take) and the detailed computational elements by which that process is effected,
including formalisms for knowledge representations and the types of memory used
to store them, the processes of reasoning, inference, and prediction that act upon that
knowledge, and the learning mechanisms that acquire it.

In a sense, a cognitive architecture captures the top two layers of Marr’s three-level
hierarchy of abstraction, also known as the Levels of Understanding framework [26,
27],1.e., the top level computational theory and, below this, the level of representation
and algorithm. At the bottom (third) level, there is the implementation or instantiation
of this algorithmic and representational framework: the realization of the cognitive
architecture as a working cognitive system.

Once it has been created and instantiated, a cognitive architecture plays a second
role, providing the means to validate the assumptions and hypotheses on which the
computational model is based, refine their representational and algorithmic founda-
tions, and develop their implementation further.
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3 The Dilemma of Fidelity

The model of cognition encapsulated in a cognitive architecture may refer either
to natural cognitive agents, to artificial cognitive agents, or to both. The term itself
has its roots in cognitive science (a branch of human psychology) and is credited to
Allen Newell and his colleagues in their work on a unified theory of cognition [32,
33], i.e., a theory that covers a complete range of cognitive issues, such as attention,
memory, problem solving, decision making, and learning, from a comprehensive set
of perspectives, including psychology, neuroscience, and computer science. Allen
Newell and John Laird’s Soar architecture [20, 22, 23, 37], John Anderson’s ACT-
R architecture [1, 2], Paul Rosenbloom’s Sigma architecture [38], and Ron Sun’s
CLARION architecture [45, 47] are all candidate unified theories of cognition. Rec-
ognizing the importance of generality and completeness mentioned above, recent
work is endeavouring to bring various strands together to create a common model of
cognition! and a consensus on what must be included in a cognitive architecture in
order to provide a human-like mind [24].

However, some cognitive architectures, e.g., [12, 15], make no claim about the
biological plausibility of the cognitive architecture, although they often draw inspi-
ration from what is known about cognition in natural systems. Instead, they focus on
the practical application of cognitive science.

In effect, there are two reasons to design a cognitive architecture: one is to gain a
better understanding of cognition in general and the other is to build artificial systems
that have capabilities that are commonly found in humans [17]. The motivation for
the first is a principled one, the motivation for the second is a practical one. These
two motivations are obviously different, but they are not necessarily complementary.
There is no guarantee that success in designing a practical cognitive architecture for
an application-oriented cognitive robot will shed any light on the more general issues
of cognitive science. Similarly, it is not evident that efforts to date to design general
cognitive architectures have been tremendously successful for practical applications.

From the principled perspective, a cognitive architecture is an abstract meta-theory
of cognition that focuses, as we have mentioned, on generality and completeness
[24], drawing on many sources in shaping these architectures, often encapsulated
in lists of design principles and desirable features referred to as desiderata [18, 21,
45, 52]. The second perspective focuses on the practical necessities of the cognitive
architecture and designing on the basis of user requirements. Here, the goal is to create
an architecture that addresses the needs of an application without being concerned
whether or not it is a faithful model of cognition. These two approaches have been
dubbed design by desiderata and design by use case [51].

The dilemma, then, is this: should a cognitive architecture be a general or a specific
framework? Should you focus on discovery or invention? Should you favour fidelity
or expediency? These are important design questions because a specific instance of
a cognitive architecture derived from a general schema will inherit relevant elements
embedded in a well-founded framework, but it may also inherit elements that are not

!Earlies work on this topic was under the bannes of A Standard Model of the Mind.
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strictly necessary for the specific application domain, yielding an architecture that is
more complicated than is necessary for that specific application domain. If your focus
is on creating a practical cognitive architecture for a specific application, it may not
be appropriate to instantiate a design guided by desiderata; arguably, you are better
off proceeding in a conventional manner by designing a system architecture that is
driven by user requirements, drawing on the available repertoire of Al and cognitive
systems algorithms and data-structures. However, the danger here is that the systems
perspective that is crucial to cognitive architectures may not be as well-grounded
in firm principles as it needs to be. Conversely, if your focus is a unified theory of
cognition, then developing use cases and designing a matching system architecture
is unlikely to yield insights on the underlying principles of cognition. You may miss
some of the key considerations that make natural cognitive systems so flexible and
adaptable, and it is unlikely that you will shed much light on the bigger questions of
cognitive science.

4 The Dilemma of Embodiment

Embodiment—or, more specifically, embodied cognition—refers to the role that an
agent’s body plays in the cognitive function of that agent. Possessing a body, however,
does not necessarily mean that an agent is embodied, since that body may play no
causal role in the agent’s cognitive processes.

The cognitive systems community is divided into two schools: those that think
an agent’s body plays no causal role and those that think it does.> Among those
that think it does, there are several stances that vary according to the strength of the
assertions they make. The dilemma that confronts the architect designing a cognitive
architecture is to select which stance to adopt on embodiment. In the following, we
will outline the various stances and the implications of adopting one or another in
the design of a cognitive architecture.

The essence of cognitivism, a widely-adopted paradigm of cognitive science, is
that cognition comprises computational operations defined over symbolic represen-
tations and that these computational operations are not tied to any given instantiation
[9, 48, 49]. A physical body may facilitate exploration and learning, but it is by no
means necessary. The principled decoupling of the cognitivist computational model
of cognition from its instantiation as a physical system is referred to as computational
Sfunctionalism [34]. The chief point of computational functionalism is that the physical
realization of the computational model is inconsequential to the model: any physical
platform that supports the performance of the required symbolic computations will
suffice, be it computer or human brain. Computational functionalism effectively says
that the mind is the software of the brain or any functionally equivalent system. This
is an important claim:

2The literature on embodiment and embodied cognition is varied and extensive; see [49, Chap. 5],
for a brief overview.
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Computational functionalism entails that minds are multiply realizable, in the sense in which
different tokens of the same type of computer program can run on different kinds of hardware.
So if computational functionalism is correct, then ... mental programs can also be specified
and studied independently of how they are implemented in the brain, in the same way in
which one can investigate what programs are (or should be) run by digital computers without
worrying about how they are physically implemented [34].

There is an alternative school of thought in cognitive science that takes a very dif-
ferent view on this, arguing that cognitive systems are intrinsically embodied and
embedded in the world around them, developing through real-time interaction with
their environment. From the point of view of embodiment, the way the cognitive
agent perceives the world—its space of possible perceptions—derives not from a
pre-determined, i.e., purely objective, world, but rather from the actions in which the
system can engage. In other words, it is the space of possible actions facilitated by
and conditioned by the particular embodiment of the cognitive agent that determines
how that cognitive agent perceives the world. Thus, the cognitive system constructs
and develops its own understanding of the world in which it is embedded, i.e.,
its own agent-specific and body-specific knowledge of its world. This position is
encapsulated in the embodied cognition thesis.

Many features of cognition are embodied in that they are deeply dependent upon character-
istics of the physical body of an agent, such that the agent’s beyond-the-brain body plays
a significant causal role, or physically constitutive role, in that agent’s cognitive processing

[53].

Underpinning embodied cognition is the assertion that perception and action are
mutually dependent and that the dependency acts in both directions: action depends
on perception (this, at least, raises no cause for objection), but perception also depends
on action and, importantly, on the state of the agent’s body (this is a little less obvious,
but there is a large body of psychological and neuroscientific evidence to support
it, e.g., [4, 10, 19, 36]). The mutual dependence of perception and action implies a
dependence of cognition on the embodiment of the cognitive agent and the actions that
embodiment enables. This has a far reaching consequence: agents with different type
of body understand the world differently. The dependence of percepts, and associated
concepts constructed through cognitive activity, on the specific form of embodiment
is a fundamental cornerstone of embodied cognition and emergent cognitive systems,
in general.

There are three hypotheses on embodiment associated with the embodied cog-
nition thesis: the conceptualization hypothesis, the constitution hypothesis, and the
replacement hypothesis [43].

The position that the physical morphology—the shape or form—and motor capa-
bilities of a system has a direct bearing on the way the cognitive agent understands
the world in which it is situated is sometimes referred to as the conceptualization
hypothesis. That is, the characteristics of an agent’s body determine the concepts an
organism can acquire, and so agents with different type of body will understand the
world differently.

The idea that the body (and possibly also the environment) plays a constitutive
rather than a supportive role in cognitive processing, i.e., that the body is itself an
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integral part of cognition, is referred to as the constitution hypothesis. The claim made
by the constitution hypothesis is stronger than that made by the conceptualization
hypothesis. Cognition is not only influenced and biased by the characteristics and
states of the agent’s body, the body and its dynamics also augment the brain as an
additional cognitive resource. In other words, the way the body is shaped and the
way in which it moves help it accomplish the goals of cognition without having to
depend on brain-centred neural processing.

There is a third claim sometimes made by proponents of embodied cognition: that
because an agent’s body is engaged in real-time interaction with its environment, the
need for representations and representational processes is removed. This is referred
to as the replacement hypothesis. The point of this hypothesis is that there is no need
for the cognitive system to represent anything, computationally or otherwise, because
all of the information it needs is already immediately accessible as a consequence of
its sensorimotor interaction.

While the potential attractions of embodied cognition are numerous—the real-
time situated coupling between the cognitive system and the environment, the pos-
sible removal of the need for symbolic representations, the embedded and grounded
exploitation of the environment by the cognitive system to facilitate cognitive activity
and off-load cognitive work and scaffold enhanced capabilities—the current capa-
bilities of cognitivist systems are far more advanced. This is reflected in the state
of embodied cognition that is sometimes referred to as a research program rather
than a mature discipline. It is a plausible and, to many, a very compelling thesis, but,
despite the fact that it is now accepted as a mainstream alternative to cognitivism,
much remains to be done to establish it as an established science with well-understood
engineering principles. In other words, it is not clear how the principles of embodi-
ment should be manifest in a cognitive architecture. Also, embodied cognition entails
that many aspects of procedural and declarative knowledge are agent-specific and
cannot be directly shared with other cognitive agents.

On the other hand, in the cognitivist tradition, knowledge can be exchanged
directly among different forms of cognitive agent, exactly because of it divorces
cognition and cognitive architectures from the agent body, relying instead on the
acquisition of the knowledge necessary to perform whatever task is necessary from
whatever source is available. The cognitive architecture, then, is the fixed part of the
cognitive model [24], which is completed by the addition of appropriate knowledge.
The dilemma for the architect is that adopting a non-embodied cognitivist approach
simplifies the task of designing the cognitive architecture but ignores considerable
psychological and neuroscientific evidence of the role the body plays in cognition.
Conversely, adopting an embodied stance does recognize this role, but it adds con-
siderable complexity and the need to incorporate principles that are not yet fully
developed into the design.
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5 The Dilemma of Autonomy

The third dilemma concerns autonomy. To understand why autonomy presents a
dilemma when designing a cognitive architecture, we need to be clear what we mean
by autonomy. Unfortunately, that’s easier said than done [7, 14] and one can identify
more than twenty types of autonomy [49]. What is common to most interpretations
is the idea that autonomy relates to the degree of self-determination of a system,
i.e., the degree to which a system’s behaviour—its goals and the manner in which it
achieves them—is determined by the system itself and not its environment, including
other agents [40]. Thus, an autonomous system is not controlled by some other agent,
but is self-governing and self-regulating, selecting its goals, determining how best
to achieve them, and then acting accordingly [16].

However, if an external agent cannot exert a causal influence on an autonomous
cognitive system, how can one get it to do something useful? We want autonomy,
but we also want some control over the cognitive system. This seems to present
the architect with the dilemma of having to choose between control and autonomy.
However, the choice is a little deeper than that. Mirroring the dilemma of fidelity and
the need to choose between opting for the completeness and generality of natural
cognitive systems or expediency when designing cognitive architectures for practical
application, it is useful to distinguish between biological and robotic autonomy [54].

In robotics, it is common to distinguish between adjustable, shared, sliding, and
subservient autonomy, all more or less equivalent terms that are suggestive of ways
of qualifying the degree of autonomy and the relative involvement of a human with
the cognitive system in carrying out tasks and pursuing goals. In these modes of
autonomy, the system controls its own behaviour only to some extent, with the goals
being determined by the human with which it is interacting [30]. In such cases,
it is necessary for the cognitive architecture to accommodate this sharing: what
information does the autonomous agent share with the user and on what basis does it
decide whether or not it should be shared, for example [44]? The architect must still
devolve to the cognitive system some power to make independent decisions and, in
essence, all we have done is push the autonomy dilemma a little further down the
line. The resolution of the dilemma hinges on the impact of those decisions, striking a
balance between a human retaining control over the choice of superordinate goal and
giving the system sufficient freedom to select strategies adaptively in order to meet
these goals. A solution to this problem may lie in exploiting the information-theoretic
concept of empowerment [39] in the design of the cognitive architecture.

For biological autonomy, we can differentiate between behavioural autonomy and
constitutive autonomy [3, 14]. Behavioural autonomy is concerned with the extent to
which the agent sets its own goals and its robustness and flexibility in achieving them
as it interacts with the world around it, including other cognitive agents. Constitutive
autonomy is concerned with the internal organization and the organizational pro-
cesses that keep the system viable, maintaining itself as an identifiable autonomous
entity. Indeed, Maturana and Varela, whose work provided the inspiration for the
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enactive view of cognition, define autonomy as “the condition of subordinating all
changes to the maintenance of the organization” [29].

Constitutive and behavioural autonomy are related: an agent cannot deal with
uncertainty and danger if it is not organizationally equipped to do so. Behaviour
depends on internal preparedness, but appropriate behaviour is also needed to allow
the agent to bring about the necessary environmental conditions for constitutive
autonomy to be able to operate effectively. This complementarity of the constitutive
and the behavioural reflects two different sides of the characteristic of recursive self-
maintenant systems [6] to deploy different processes of self-maintenance depending
on environmental conditions, with constitutive and behavioural autonomy corre-
sponding to the internal and external aspects of that adaptive capacity, respectively.

The dilemma is now whether to base the design of the cognitive architecture
on organizational principles that are not overtly concerned with achieving goals as
perceived by external agents, or to focus on behaviour, but perhaps at the cost of
missing some key aspect of cognition, e.g., homeostasis [5, 8], with the autonomy of
an agent being effected through a hierarchy of homeostatic self-regulatory processes
[31, 55], similar to Damasio’s hierarchy of levels of homeostatic regulation [11].

If the processes that support constitutive autonomy were also to give rise to
behavioural autonomy, the dilemma might be resolved without compromise. Recent
work proposing that constitutive autonomy derives from self-organization based on
continual predictive inference of the causes of sensory perturbations, coupled with
continual adaption by updating the prediction model and responding with actions
that minimize the long-term average surprisal, suggests this might just be the case
[41, 42, 50].

6 Conclusion

Before concluding, let us recap the three dilemmas. The dilemma of fidelity involves
choosing between a general and complete cognitive architecture that is a faithful
model of human cognition, derived from desiderata, and an architecture that is spe-
cific to a particular application domain, derived from use cases. In the former case,
all of the relevant elements will be addressed and it will be a well-founded frame-
work, but some elements may be included that are not relevant for a given application
domain and the architecture may be more complicated than necessary. In the latter
case, the architecture will be focused on and driven by user requirements, but it may
not be well-grounded in theory and may miss key principles that underpin cognition.
Also, it is unlikely to yield insights into a unified theory of cognition.

The dilemma of embodiment involves choosing between cognitivism and com-
putational functionalism in which the agent’s body plays no role in the cognitive
process and an alternative paradigm in which, to a greater or lesser degree, the body
does play a causal role. In the former case, adopting a non-embodied cognitivist
approach simplifies the task of designing the cognitive architecture but ignores con-
siderable psychological and neuroscientific evidence of the role the body plays in
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cognition. Conversely, adopting an embodied stance does recognize this role, but it
adds considerable complexity and the need to incorporate design principles that are
not yet fully developed.

The dilemma of autonomy involves choosing between independence and control.
Choosing independence, even partial independence and shared autonomy, creates
the problem of how to incorporate the required restrictions on freedom to act into
the cognitive architecture. On the other hand, choosing control simplifies the design
of the cognitive architecture but undermines one of the key aspects of cognition:
autonomous operation. If the goal is to emulate biological autonomy, the dilemma
involves choosing between constitutive autonomy, focussing on organizational prin-
ciples that are not overtly concerned with achieving the goal of external agents, and
behavioural autonomy, with the potential of missing some key organizational aspect
of cognition.

To conclude, let us look at the position that the editors of this book adopt on
cognition:

In what concerns living systems, cognition is an embodied, embedded and always situated
experience. This means it involves a cognitive entity endowed with a particular physical
architecture interacting with the specific world it is immersed in, behaving according to the
prompts placed by this environment, reacting, adapting to it, and this way defining its own
existential narrative and history.

It is apparent that the editors have already confronted the dilemmas identified in this
chapter and clearly favour the choices that see a cognitive system as a self-organizing
biologically-plausible entity exhibiting complete autonomy, embodied and focussed
on development. Furthermore, they add the following:

Highlighting the nature of the dialectics that binds different life forms to their specific
environments, the book addresses the topic of artificial cognition in the domains of robotics
and artificial life.

The key word here is dialectics, suggesting a process of never-ending discovery
by which mutual interactions continually reveal new depths of meaning, at least
insofar as the relationship between the agent and its world is concerned. This is
the very essence of the concept of co-determination: the mutual specification of the
system’s reality by the system and its environment [28], strongly echoing the links
between cognition, embodiment, and constitutive autonomy, succinctly captured by
Anil Seth: “the purpose of cognition (including perception and action) is to maintain
the homeostasis of essential variables and of internal organization ... [so that] ...
perception emerges as a consequence of a more fundamental imperative towards
organizational homeostasis, and not as a stage in some process of internal world-
model construction” [42].

Having addressed the dilemmas and decided which choices best match the cog-
nitive architecture design goals, the architect still faces a daunting challenge, but at
least some of the design decisions are explicitly laid bare.
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Human Cognition-Inspired Robotic )
Grasping e

Marco Monforte, Fanny Ficuciello and Bruno Siciliano

Abstract The hand is one of the most complex and fascinating organs of the human
body. We can powerfully squeeze objects, but we are also capable of manipulating
them with great precision and dexterity. On the other hand, the arm, with its redun-
dant joints, is in charge of reaching the object by determining the hand pose during
preshaping. The complex motion and task execution of the upper-limb system may
lead us to think that the control requires a very significant brain effort. As a matter
of fact, neuroscience studies demonstrate that humans simplify planning and control
using a combination of primitives, which the brain modulates to produce hand con-
figurations and force patterns for the purpose of grasping and manipulating different
objects. This concept can be transferred to robotic systems, allowing control within
a space of lower dimension. The lower number of parameters characterizing the sys-
tem allows for embodying the control in machine learning frameworks, reproducing
a sort of human-like cognition.

1 Postural Synergies in Human Beings

With 27 bones, 18 joints and 39 intrinsic and extrinsic muscles with over 20 degrees
of freedom [1-3], the hand is one of the most complex biomechanical parts of the
human body. A traditional point of view is that the brain controls each joint and
muscle to generate forces for grasping objects [4, 5]. To date, however, most studies
have emphasized the opposite [6]. An early attempt to characterize hand postures
during grasping has been made in [7], describing two main categories: precision
grasps and power grasps. In the first category, one or more fingers are positioned,
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usually in opposition to the thumb, to exert the necessary pressure to avoid the object
falling from the hand [8]. In the second category, the palm is involved in the grasp to
constrain the object. Later on, other authors [9—12] proposed further categorizations,
based on the configuration of the fingers and on the part involved in the contact with
the object. The key point of all of these works is that the fingers are used to generate
forces, and it is assumed implicitly that the hand configuration is linked to this goal.
If this is true, the posture should not change over time, but rather, there should be a
discrete set of postures, each one corresponding to a grip.

This problem has been further investigated in [13], which introduces for the first
time the concept of Postural Hand Synergies to study how the human brain controls
the hand pre-grasping without considering haptic feedback. The results of these
studies have revealed that the hand is controlled using a number of principal motions.
A combination of those motions allows for continuously changing from a power to
a precision grasp preshaping.

The Principal Component Analysis (PCA), performed on a number of hand con-
figurations measured on different subjects, has shown that the first two components
account for >80% of the variance among the dataset, implying a huge reduction from
the 15 degrees of freedoms (DoFs) used to define a simplified kinematic model of
the human hand. Higher-order PCs provide additional information about the hand
posture, providing small adjustments to the fingers’ position.

Another relevant work, developed in [14], has been conducted to study whether
the grasp can be described by a lower number of postural synergies and whether there
are similarities between synergies in grasping different objects. Five subjects have
performed different types of reach-to-grasp movement on objects of different size and
shape, while 21 joint positions have been recorded along the entire movement thanks
to markers and a four-camera video system. The SVD analysis used in this work has
proved that the first eigenposture explains most of the variance in the configurations
and is comparable across the subjects. The second eigenposture contributes to the
opening of the hand to its maximum during the reaching phase and to the thumb and
finger flexion during the closing phase. Finally, higher order eigenpostures contribute
by adding further information to the hand shape, in particular, about the flexion of
the PIPs and DIPs joints.

All of these works suggest that the human brain does not control each finger
or muscle independently but it applies some patterns learned during the evolution
process through its cognitive capabilities, aiming at optimizing and simplifying the
control of such complex biomechanical structures.

2 Postural Synergies in Robotics

The continuous technological improvement of recent decades is leading the robotics
field to spread exponentially throughout in our society. Robots should be provided
with improved reasoning capabilities and sensorimotor skills in order to interact
deftly with their surrounding environment. Anthropomorphic robotic hands con-
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tribute to this purpose, providing great dexterity and manipulation capabilities. Their
high number of joints, however, might represent a complication for planning and
control, especially during interaction with the environment.

Therefore, the use of postural synergies holds great potential, implying a substan-
tial reduction of the dimension of the grasp synthesis problem. Their computation
requires human hand motion mapping on the robotic hand.

2.1 Mapping Human Hand Motion to a Robotic Hand

Human hand motion mapping is a quite challenging problem due to the complex-
ity and variety of hand kinematics. To obtain an accurate estimation of the human
hand posture, a reliable kinematic hand model and very precise motion tracking
instruments are required.

A model-based approach has been proposed in [15], using the fully actuated
anthropomorphic DEXMART Hand [16]. The method is based on the detection of
the positions of the fingertips of the human hand with respect to the palm through a
Kinect RGBD camera. Due to the obvious differences in size and kinematics of the
human hand [17], 5 different subjects have been involved in the acquisitions. Each
of them had to perform the 36 grasps, with different types of grasp and objects of
different shape and size.

To obtain the measures of the fingertips with respect to the palm frame, we first
need to compute the homogeneous transformation between the camera frame and the
palm frame. This goal has been achieved by measuring a set of five reference points
on a rigid panel fixed to the back of the hand. Thus, first and foremost, each subject
has worn this panel on the opisthenar and has assumed an open-hand posture. Ten
points have been detected: the fingertips and five points suitably placed on the panel
(Fig. 1a). Once the transformation 7; between the camera and the palm frame of the
i-th subject has been found, each subject performs the 36 configurations.

To map the human grasps on the DEXMART Hand, a Closed-Loop Inverse Kine-
matics (CLIK) algorithm [18] has been used to retrieve the hand configuration, start-
ing from the measured fingertip positions. In the CLIK algorithm, the DEXMART
hand kinematics, properly scaled according to the dimensions of the human hand has

(a) Open-hand configuration. (b) Grasping an object.

Fig. 1 Snapshots from the fingertip position acquisition process
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been used. The scaling of the robotic hand kinematics is obtained by multiplication
of the D-H parameters for the ratio between the lengths of human and robotic fingers.

As a result, the matrix C € R3°*15 has been created, where each ¢; is a joint
configuration representing the average of the five robotic hand configurations mapped
from the five subjects.

2.1.1 Mapping to an Under-Actuated Robotic Hands

The same mapping method has been applied in [19] to an under-actuated robotic
anthropomorphic hand to evaluate how the postural synergies change with respect
to the fully-actuated case. The robotic hand considered in this work is the Schunk
5-Finger Hand (S5FH) [20]. Its structure is human-inspired, with dimensions com-
parable to those of humans and a weight of 1.3 kg. The hand possesses 20 degrees of
freedom actuated by only 9 motors, thanks to mechanical synergies that regulate the
kinematic couplings between the joints. These mechanical couplings are represented
by the matrix S,, in (1), where the relationship between the 20 joints and the 9 motors
is clear:

C g, 0500000 0 0 0
1, 00290000 0 0 0
Gy 00290000 0 0 0
iy 00420000 0 0 0
a 000000 0 0 025
G, 001000 0 0 0 |[m]
iy 0 000490 0 0 0 0 ||m
iy 0 0005100 0 0 0 ||m
lImW,, O 0 O 0 1 0 O O O ms
g | [0 0000049 0 0 0 [|m
g | =10 00000510 0 0 ||m|TP D
an, 0500000 0 0 0 ||ms
0, 000000 0 0 025]|]|m
ey 0 0000002 0 0 |]|ms
Gr,y 0 0000003 0 0 |[m]
Gray 0 000000380 0[=—
a, 000000 0 0 05
iy 0 00000 002 0
a,, 0 00000 0030
g, ] \o 00000 0030
q S,

where q is the joints vector, m is the motors vector and qq is an offset representing
the vector of joint values when the motor positions are zero.
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In this case, to map the subject fingertip positions for the 36 configurations to
the robotic hand, the CLIK algorithm must take these couplings into account. The
differential kinematics between the mechanical synergies subspace and the Cartesian
space then becomes

X = Jp, m, 2)

where J;, is the mechanical synergies Jacobian, computed as
Jh,Y = JiSu. 3)

In (2), X is the derivative of the five fingertips position vector x € R! and Jj, is
the (15 x 20) S5FH Jacobian. The CLIK algorithm using the J] has ultimately been
used to map the grasps executed by the five subjects to the SSFH, leading, as with
the DEXMART Hand, to the creation of a matrix of the configurations C € R36%9

2.2 Hand Synergies Computation

Several methods have been proposed for computing the postural synergies. In [21—
23], the synergies subspace is constituted by a matrix of constant eigengrasps, while
in [24], the synergies are mapped directly to the robotic hand, resulting in a non-
constant synergy matrix.

The first method has been used in [19] on the matrix C = {cy, ..., ¢3¢} after
centering through the vector ¢, which is the mean configuration over the 36 grasps.
In this way, the matrix C,,,,, = {¢; — €, ..., ¢3¢ — ¢} of the grasp offsets with respect
to ¢ has been computed. The Principal Component Analysis can now be applied by
diagonalizing the covariance matrix of C,,,,, such that

Cnorm CT = ES2ET7 (4)

norm
where the (h x h) orthogonal matrix E gives the directions of the variance of the
data, while the diagonal matrix S? represents the variance in each direction sorted
by decreasing magnitude. Moreover, the matrix E represents the base matrix of
the synergies subspace. Considering the entire (9 x 9) matrix, we obtain the whole
configuration space of the hand, but, analyzing the variance described by the first j-th
eigenvalues, it has been found that the first three principal components account for
>85% of the variance, in accordance with what has been proved for the human hand
in [13, 14]. This means that the matrix C can be reconstructed faithfully selecting
the three predominant components from the PCA:

A

E = [61 € 63] s (5)

while the configuration ¢; can be projected onto the postural synergies subspace with
a suitable choice of the parameter vector & € R* of the postural synergies:
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Fig. 2 Mean configuration and first three eigengrasps for the SSFH

G =¢+E|ay,|. (6)
o3 ;

With these parameters, each synergy can be associated with a minimum and a
maximum configuration, obtained by spanning the respective eigenvector through
the minimum and maximum value of the associated weight «; without violating the
joint limits. Figure 2 shows the mean configuration ¢ in the center and the minimum
and maximum configuration from each synergy computed on the Schunk 5-Finger
Hand.

It can be seen that the first synergy acts on the joints with a flexion movement, thus
itisresponsible for the opening and closing of the hand. The second synergy generates
opposite motions for the metacarpophalangeal flexion and proximal interfalangeal
flexion joints of the index and middle fingers (the ones without couplings). Finally,
the third synergy acts mainly on the flexion and opposition of the thumb.

2.3 Grasping Control in the Synergies Subspace

Each grasp posture can be reconstructed from the linear combination of the restricted
number of synergies adopted. From (6), it is easy to see that the coefficients of
the synergies, characterizing the i-th configuration, can be obtained with a simple
inversion:



Human Cognition-Inspired Robotic Grasping 77

Fig. 3 Two examples of reconstructed configuration

oy ¥
ar; | =E (¢; —¢), N
o3

where ET is the Moore-Penrose pseudo-inverse of E.

Of course, since the synergies provide only the final posture, the entire movement
is not defined. However, we remember that in [ 14], it has been noticed that the human
being opens its hand when reaching for an object to grasp it. Thus, it is licit to assume
that a grasping movement might start from the initial configuration ¢, then go into
an open-hand configuration ¢y, and finally towards the grasp configuration ¢;. In this
way, the movement of the finger is obtained by means of a linear interpolation of the
three coefficients « corresponding to the three configurations mentioned above and
computed with (7).

However, due to differences between human hand and robotic hand kinematics,
some postures might not be accurate enough to allow for effective grasping of the
object. This is also clear from Fig. 3, where we can see that not all the fingers are in
contact with the objects. Thus, this simple approximation obtained by means of a few
predominant synergies must be integrated with an appropriate control law, operating
directly in the synergies subspace, in order to adjust the grasp and adapt the hand
to the shape of the object. The approach proposed in [19] is a CLIK algorithm, in
which a constant fingertip reference term is given by an approximation of the desired
grasp in the synergies subspace. This term will determine a good hand pre-grasping.
Afterwards, an additional term is designed to close the hand around the centroid of a
virtual object, calculated as the mean position of the fingers employed in the grasp.
The inverse kinematics is based on the synergies Jacobian given by x = J,, o, with
Jn,, = JsSmSs and where Sy = E and o are the synergies coefficients of the grasp
posture. The latter are linked to the joint velocities by Eq. (8).

4 = Syt = S,,S, . (8)
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Fig. 4 Example of grasp
configurations without (/eft)
and with (right) the
additional term based on the
virtual object centroid

Moreover, to limit the grasping forces, the target position of the CLIK is limited
through the measured motor current and by means of a defined threshold related to
the texture of the object. The experiments have proved that a wide variety of objects
can be grasped with this control strategy in the synergies subspace. The algorithm
is stable and effectively modifies the finger positions to close the hand on the object
and regulate the contact forces (Fig.4).

2.4 Mapping Human Arm Motion to a Robotic Arm

The same concept of hand synergies can be extended to the human arm. A mo-cap
suit has been used in [25]. The goal is the creation of a dataset of reaching-to-grasp
movements (thus waveforms and no longer static postures) for a robotic arm for the
computation of the arm synergies. The robotic arm is a KUKA Lightweight Robot
4+ [26], while the mo-cap system in question is the Xsens-MVN tool [27], composed
by the Xsens suit and the proprietary software Moven Studio. The Xsens is a full
body suit equipped with IMU sensors, named MTx, with advanced sensor fusion
algorithms and wireless communication. Seventeen MTx are mounted on the most
important parts of the human body, such as the head, chest, arm, forearm, hand,
and so on. These MTx send their data to the MVN software, which, after an earlier
calibration process, allows for real-time visualization of the human motion, playback
and editing of the received data. An important option of this software is given by the
possibility of sending data to third applications. Using an UDP/TCP-IP socket, the
MTx data have been sent to the robotic arm using a mapping method that exploits
the fact that the KUKA LWR presents 7 degrees of freedom, like the human arm.
This has enabled a faithful replication of the master’s movements.

To map her/his arm motion to the KUKA LWR 4+, the human master has to wear
the Xsens suit (Fig. 5). After the calibration procedure provided by the software,
the unit quaternions of the arm, forearm and hand, Zg;m, 2 forearm and Zyanq, are
continuously received from the C++ script, which is charged with controlling the
robotic arm by means of two CLIK algorithms. The first CLIK receives 2,,,,, and
solves for the first three joints of the KUKA. The second CLIK receives 2,4 and
solves for the other four joints of the robot arm. The elbow is a redundant joint
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| n r.lir[l a)

Fig. 5 The human master wearing the Xsens suit in order to telemanipulate the KUKA LWR 4+
and SSFH hand-arm system

controlled in the null space of the robot Jacobian to impose the same angle between
the human arm and forearm, computed from 2., and 2 ¢reqrm With (9):

A\
Belbow = arccos (”—f> , )
Ivallllvell

where v, and v are the respective directions of the arm and the forearm.

Using this setup, 38 grasps of balls and cylinders, of different shapes and sizes, and
with precision and power configurations have been performed. Since each acquired
motion has a different duration, a data conditioning process has been carried out using
Dynamic Time Warping (DTW) [28], in order that all of the same time length ¢, for
the N samples may be reached. As a result, the matrix M € R3¥*7*N of grasping
movements has been obtained.

2.5 Arm Synergies Computation

The approach presented in Sect. 2.2 for computing the hand postural synergies uses
the PCA technique on static configurations. To compute motion arm synergies, an
extension for multivariate waveforms of the PCA, namely Multivariate Functional
Principal Component Analysis (MFPCA), has been used. A well-recognized pro-
cedure for computing the MFPCA does not exist at the moment. A first approach
has been proposed in [29] and consists in stacking the waveforms recorded for each
demonstration and then performing a common Univariate Functional Principal Com-
ponent Analysis. The computed FPCA are then divided by the number of variables,
obtaining the single FPCs. Extensions of the clustering problem and of data analysis
of different dimensional domains have been respectively proposed in [30] and [31].
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These works have an approach based on the Karhunen-Loeve representation of the
data. A different method is illustrated in [32], in which the MFPCA is computed
by performing the PCA at each time step and then interpolating the results. Further
details about the theory behind the Univariate FPCA and the Multivariate FPCA can
be found in [31].

According to the Karhunen-Loeve theorem, each grasping movement

m;(t) = (m" ), mP @), ....m" @) with te€[0,t;], i=1,...,38 (10)

can be seen as a realization of a stochastic process and, under some assumptions, can
be decomposed as

m;(1) = p(t) + Y _Eup(t) with t€[0,1/],
k=1

(1)

where u(t) is the vector of the mean functions of the joints, ¢, is the vector of the
k-th FPCs and &;; is the k-th coefficient (or score) of the respective FPC for the i-th
demonstration (Fig. 6). Thus, by truncating the sum to K terms, it is possible to
approximate and parametrize each grasping movement with K scalar coefficients.

In analogy with the postural synergies of the hand, the function ¢, represents the
waveform of a synergy, while the coefficient &;; modulates the latter to obtain the
movement.

From the MFPCA application on the matrix M, 7 mean functions
(1P @), ....nP ()] of the KUKA joints are obtained, K eigenfunctions

[(p](j)(t), .

, (pg) (t)] for each joint j representing the basis of the subspace for each
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Fig. 6 Example of a mean function and the first 4 FPCs computed for the 5th joint
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joint, and a matrix E € R38%K where each row contains the scores of the respective
demonstration.

From the analysis of the eigenvalues, it has been found that K =2 FPCs are
enough to cover >90% of the variance.

3 Combining Synergies with Machine Learning

From Sects. 2.2 and 2.3, it is clear that synergic patterns can be computed to reduce
the number of parameters so as to control a high DoFs device.

In order to generalize the grasping strategy, a supervised learning system can
be trained with the goal of learning the non-linear function that links the object’s
characteristics to its coefficients, so as to estimate the synergies coefficients for
new objects. By selecting appropriate input features, such as the object type, its
dimensions and/or the type of grasp, a database of configurations can be created, as
in [19]. Applying the synergies computation to this database, a training set can be
obtained associating the synergies coefficients with each example (thus, with each
grasp performed). In this way, a Neural Network model can be trained with one of the
several existing methods. Close attention, of course, must be paid to the creation of
the training set, which has to cover a large variety of object shapes and sizes, and to the
model hyperparameters tuning, such as learning rate, regularization term (to prevent
underfitting and overfitting), number of hidden layers and number of hidden units.
Anyway, a small percentage of error is always present when using neural networks.
In the case of synergies, this is due first and foremost to the approximation introduced
by their computation, and then to other reasons, like the training procedure itself.

To compensate for this error, in [33], a Reinforcement Learning strategy has been
integrated directly into the synergies subspace. In particular, a modified version of the
Policy Improvement with Path Integrals (PI?) algorithm [34, 35] has been used. The
policy update uses a probability-weighted averaging, without the needs of a gradient
estimate and avoiding numerical instabilities due to matrix inversions. The synergies
coefficients obtained from the neural network initialize the vector 6, representing
the mean value of a Multivariate Gaussian distribution. From the latter, a number K
samples are executed. K is defined by the user, along with the number of iterations
of the algorithm, the initial covariance matrix X,,;, of the Multivariate Gaussian and
a decay rate of 0 < y < 1. The PI? extracts these K samples and evaluates them,
using a function based on the grasp quality index defined in [36] and already used
in [19]. After the evaluation, the mean of the Multivariate Gaussian is updated by
weighting the previous trials and moving # toward those attempts with better reward.
The covariance matrix, instead, is multiplied by the decay rate, in order to reduce
the dispersion of the subsequent trials from the good values obtained previously.
The algorithm proceeds in this way until it reaches an optimal mean value for the
Gaussian, with a covariance so small that the samples are too close to the mean to
bring substantial differences.
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The experiments are made with the robotic hand-arm system constituted by the
KUKA LWR 4+ and the SCHUNK 5FH. Exploiting the hand and arm synergies
computed in [19] and [25], two neural networks have been trained (one for the hand
and one for the arm) using the Matlab NN Toolbox to provide the initial synergies
parameters for a PI?> algorithm. Human supervision has been necessary (but could
be replaced in future by a vision system) to tell whether the object was grasped or
not, in order to evaluate the reward function adopted (12)

r@0 =V +¢, (12)

where V (0, ) is the measured quality index and ¢ is
| O if grasp succeeds
¢= { 103 if grasp fails (13)

which is chosen in order to penalize failed trials, and thus lead the convergence of
the PI? toward the successful grasp.

4 Conclusions

The experiments carried out proved that the usage of 3 hand synergies and 2 arm syn-
ergies in a machine learning system composed by neural networks and reinforcement
learning allows the robot to improve its grasping capabilities through a trial-and-error
approach (Fig. 7). Machine learning techniques can be efficiently combined with syn-
ergies in order to create frameworks capable of reducing the complexity of control
by taking inspiration from human cognitive architectures.

TRIALZO0HE

(b) Power grasp of a cylinder.

Fig. 7 Improvement of the grasp during execution of the algorithm
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The Synthetic Psychology of the Self m

Check for
updates

Tony J. Prescott and Daniel Camilleri

Abstract Synthetic psychology describes the approach of “understanding through
building” applied to the human condition. In this chapter, we consider the specific
challenge of synthesizing a robot “sense of self”. Our starting hypothesis is that the
human self is brought into being by the activity of a set of transient self-processes
instantiated by the brain and body. We propose that we can synthesize a robot self
by developing equivalent sub-systems within an integrated biomimetic cognitive
architecture for a humanoid robot. We begin the chapter by motivating this work in the
context of the criteria for recognizing other minds, and the challenge of benchmarking
artificial intelligence against human, and conclude by describing efforts to create a
sense of self for the iCub humanoid robot that has ecological, temporally-extended,
interpersonal and narrative components set within a multi-layered model of mind.

Alan Turing, one of the founders of computer science, once suggested that there
were two paths to human-level Artificial Intelligence (AI)—one through emulating
the more abstract abilities of the human mind, such as chess playing, the other, much
closer to the spirit of this book, by providing a robot with “the best sense organs that
money can buy, and then teach[ing] it to understand and speak English. This process
could follow the normal teaching of a child” [68, p. 460]. Turing was noncommittal
about which approach would work best and suggested we try both. Two-thirds of a
century after Turing, as different Als battle between themselves to be the world’s
best at chess [61], it is clear that the first approach has been spectacularly success-
ful at producing some forms of machine intelligence, though not at emulating or
approaching “general intelligence”—the wider intellectual and cognitive capacities

T. J. Prescott (<) - D. Camilleri
The University of Sheffield and Sheffield Robotics, Sheffield, UK
e-mail: t.j.prescott@sheffield.ac.uk

© Springer Nature Switzerland AG 2019 85
M. L. Aldinhas Ferreira et al. (eds.), Cognitive Architectures, Intelligent Systems,

Control and Automation: Science and Engineering 94,
https://doi.org/10.1007/978-3-319-97550-4_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97550-4_7&domain=pdf

86 T. J. Prescott and D. Camilleri

of our species.! Enthusiasm for Turing’s second approach has therefore re-emerged
and is continuing to grow.

1 Beyond the Turing Test

Even more famously, and in the same paper [68], Turing also suggested a way of
deciding whether a machine could think in the form of an “imitation game.” In what is
now universally known as the “Turing test”, a judge is asked to distinguish between
a human and a machine based on written communication alone. In devising the
test, Turing explicitly sought to avoid defining thinking in terms of unobservables,
for example, operations of the mind. Instead, he argued that we should focus on
behavioral phenomena, such as the ability to conduct a conversation that, in a human,
would be recognized as requiring thinking. The design of the Turing test is intended
to create an unbiased way of comparing a machine with a man or woman, since
there are no extraneous clues, such as appearance or tone of voice, to reveal which is
which. Since 1991, an annual competition, the Loebner prize, has sought to evaluate
the ability of Als to pass tests based on Turing’s proposal—a prize of $100,000 stands
on offer to the first Al to be consistently mistaken for an adult human following an
extended and open-ended conversation.

In Ex Machina, the 2015 science fiction movie about future Al, Nathan Bateman,
the fictional inventor of Ava, a new kind of humanoid robot, proposes an alternative
to the Turing Test, in which “the real test is to show you that she [Ava] is a robot; then
see if you still feel she has consciousness.”> What we might call the “Garland test”,
after the writer of Ex Machina, Alex Garland,? is arguably a tougher challenge than
the original test devised by Turing—there is no question of whether you are speaking
to a robot or a human; the witness you are interrogating is clearly a machine. Yet,
like Caleb Smith, the young programmer whom Nathan chooses to interact with his
robot, you might feel compelled by the robot’s ability to converse and behave in a
life-like way to view this machine as having a mind of its own.

It is worth noting that Turing intended his test as a way of deciding whether a
machine could think, and not whether a machine has consciousness. Indeed, Turing
writes, “I do not think these mysteries [about consciousness] necessarily need to
be solved before we can answer the question with which we are concerned in this

1By this, we mean the cluster of different but overlapping intellectual/cognitive faculties that make
humans adaptive, flexible sociotechnical animals. Gardner’s [22] “multiple intelligences” view
provides a good guide to this broader notion of human cognition. Attempts to create machine
intelligence of this more multi-faceted form are increasingly discussed under the label Artificial
General Intelligence (AGI) (e.g., [23]), hence we are using the phrase “general intelligence” rather
than Gardner’s multiple intelligences.

2Nathan Bateman to Caleb Smith about the humanoid robot “Ava” he has created, from the original
movie script for Ex Machina (2015) by Alex Garland.

3The suggestion that we call this the Garland test has also been made by Murray Shanahan, one of
the scientific advisors on Ex Machina.
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paper [whether a machine can think]” ([68], p. 447). However, many commentators
have considered the test to be about consciousness, for example, John Searle, in
describing the Chinese Room, a thought experiment predicated on the Turing test,
rephrases Turing’s question “can a machine think?” as “can a machine have conscious
thoughts?” ([59], p. 20). The Chinese Room is intended to demonstrate that a machine
could pass the Turing test in Chinese without understanding Chinese. Turing might
possibly have agreed. For Searle, and others, thoughts have to come from conscious
minds in order to be actual thoughts (to be “about” something), whereas for Turing,
it was enough for a system to generate the right kind of behavior to be considered as
thinking; consciousness was something else.

Other forms of Turing test have also been proposed by Harnad [24, 25], who has
suggested a hierarchy of Turing tests: Level T1 is a narrow Al, for instance, one that
can prove mathematical theorems or is exceptional at chess. T2, the original test,
demonstrates what Harnad calls “pen-pal” level indistinguishability by emulating
human linguistic capacity. T3, the “total Turing test”, requires that the robot is capable
of emulating human language and action, but need not be made of biological stuff
or otherwise constrained to match a particular internal structure. For Harnad, T3 is
the level at which we judge other people, the point at which symbolic computation
becomes “grounded” in the external world, and therefore the correct level at which to
judge whether a machine has conscious thoughts.* Harnad also describes, but rejects
as too stringent, a level T4—detailed biological indistinguishability—as might be
required by some anti-functionalist stances.

One of the more intriguing ideas in Ex Machina is that we are left unsure, at
the end, as to whether the robot, Ava, has a mind similar to ours or whether it is,
instead, an alien and devious Al that is able to emulate and deceive humans when
this serves its purposes. Does this ending suggest a challenge to Harnad’s proposal
for a T3 Turing test or, indeed, for the Garland test (which is a variant of that test)?
Harnad [25] admits that the T3 test is under-constrained in emulating how people
think, but like Turing, he is comfortable with that; for Harnad, succeeding in the T3
test is evidence enough of grounded (and conscious) thoughts. However, what if we
want to get closer to understanding the mind, or to build a machine that actually does
think like a human? The evidence from Chess and Go is that machines can exceed
human experts at these intellectual challenges without matching the way in which
people play either game. Similarly, T3 equivalence could give us grounded symbols,
but without further resolving how human minds work.

But perhaps we can get closer to human general intelligence without going all
the way to T4 equivalence. Specifically, suppose we add the constraint of having
a human-like cognitive architecture in addition to matching human symbolic and
robotic capacity. If we can match both the behavior and the architecture of mind,
then there is a greater likelihood that our AI will not only act like us but also think

“It has been suggested that Harnad’s T2 level cannot be achieved without first building T3 to achieve
symbol-grounding [26]. Going directly to T2 is nevertheless a theoretical possibility, even if it might
prove impossible to achieve without a contribution from robotics.
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like us. Following the scheme of Harnad’s test hierarchy, we might call this level
T3.5.

2 Robotics as Synthetic Psychology

Based on this line of reasoning, we have, for the past seven years, been involved in
various projects concerned with the development of aspects of general intelligence
for humanoid robots. This work builds on the above premise that we can seek to
create an artificial mind that is similar to our own by emulating human linguistic and
robotic capacity and by employing a cognitive architecture that has been reverse-
engineered from findings in psychology and neuroscience. The hope is that we can
make significant progress without having to concern ourselves with all of the T4-level
detail. The long-term goal is to build a machine that can pass the Garland test whilst
being sufficiently biomimetic in design that we can credibly argue that its “mental
states” are analogous to human mental states in an interesting way.

This goal can also be seen as belonging to the sub-discipline of synthetic psychol-
ogy, an enterprise within the cognitive sciences named after Valentino Braitenberg’s
inspirational book Vehicles: Experiments in Synthetic Psychology [11], which advo-
cates that we build artificial creatures as a path to understanding the brains and
behavior of biological organisms. This “understanding through building” approach
also forms a core principle of the emerging field of Living Machines [52].°> Within
robotics, there is a growing group of researchers interested in this challenge, indeed,
when we add in developmental constraints, this approach to reverse-engineering the
human converges within the emerging field of developmental robotics (e.g., [14, 36]).

So, what should the ambition of a synthetic psychologist be in building a human-
like machine? For many philosophers and cognitive scientists, even some roboti-
cists, the Holy Grail is to understand and recreate human consciousness. While this
ambition is attractive, it suffers from two serious drawbacks. First, the difficulty of
deciding what consciousness is, and second, the challenge of measuring subjective
first-person phenomena using a third-person approach (the tools of science).® For
this reason, we have chosen not to make consciousness a target of our synthetic psy-
chology research, preferring instead a (hopefully) more tangible phenomenon—to
construct a robot with a “sense of self” [50]. Perhaps we will find that we cannot

5This idea also follows in the footsteps of many others. For example, the eighteenth century Neapoli-
tan philosopher Giambattista Vico, who wrote “verum et factum reciprocantur seu convertuntur [the
true is precisely what is made]”, and the 20th century physicist Richard Feynman, whose office
blackboard on the day he died held the message, “what I cannot create I do not understand”.

%There are multiple measures of so-called “correlates of consciousness”, Tononi’s ® [65], a measure
of information integration, being one of the better-known ones. The problem is that there is no way to
be sure that an organism or machine that scores highly on any such measure is actually experiencing
consciousness. This is known as the “other minds” problem in philosophy. For Turing [68], this
was part of the reason to devise a behavioral test for the existence of machine thought and to leave
the challenge of consciousness to others.
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completely disentangle self from consciousness, but even so, by understanding the
broader nature of self, we may be able to see more clearly what, if anything, is still
left to explain about first-person experience.

3 Defining and Deconstructing the Self

Some might baulk at the thought of trying to synthesize the self without directly
addressing consciousness, others, following Hume [30], may consider that there is
little to be assembled in a synthetic self beyond a bundle of perceptions. But there is an
interesting third way. For instance, writers such as the psychologists Blakemore [9]
and Hood [29], the cognitive scientist Hofstadter [28], the architect Abel [1] and the
philosopher Metzinger [39] have argued that the self as we conventionally imagine
it is an illusion, but that, nevertheless, there is something there to be understood.
For Blakemore, it is a complex of memes, for Hood, an internal simulation, for
Hofstadter, a “strange loop”, for Abel, a “field of being” that can extend outside the
body’, and for Metzinger, a meta-representation (amongst other things). Thus, while
for Blakemore, the self is a construct, for Hood, Hofstadter, Abel and Metzinger, the
self is also a process, or set of processes, some of which may be representational and
reflective, that arise in the brain and body. The proposal we are seeking to investigate
is similar: that the sense of self can be emulated by a set of definable and buildable
processes that can be situated in some suitably configured robot.

The notion that self is a process suggests that it can come and go, for instance,
when the relevant processes are suspended during sleep,® perhaps even with the
switch from an inward to an outward focus of attention. This idea of the self as a
transient thing has also been put forward by the philosopher Galen Strawson, who
has proposed “that many mental selves exist, one at a time and one after another,
like pearls on a string” ([62], p. 424). This poetic metaphor asserts a number of
things. First, that the self is not continuous, immutable, and immortal (as Descartes
and many others have imagined, and as Hume and others have questioned), and
second, that “selves” are nevertheless “things” worthy of study, and perhaps capable
of emulation.

7 Abel’s “field of being” view stems from Merleau-Ponty’s [38] phenomenology and his insistence
on the centrality of the experience of the body. Studies in cognitive neuroscience, such as those of the
“rubber hand” illusion (see [10]), support Merleau-Ponty’s proposal that the sense of the body/self
can extend into objects and the world. With virtual reality systems and telepresence robots, it is
now possible to experimentally manipulate the sense of a virtual body, or of a physically remote
robot body, and the associated feelings of immersion or “presence”, demonstrating that “my body
is wherever there is something to be done” (Merleau-Ponty, [38] p. 291) and providing new ways
to test hypotheses about the self.

8This was proposed by Hume [30], for whom, if the stream of perceptions is turned off, as happens in
sleep, the self ceases to exist, and by Locke [35], for whom self was a manifestation of consciousness,
which, in turn, requires an awake mind. Some elements of Locke’s view of self, which saw identity
as arising from learning and memory, are close to the ideas of the extended and narrative selves
discussed in this chapter.
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What we particularly like about Strawson’s approach is that he provides some
helpful suggestions as to how we might proceed with the study of self, highlighting
five questions ([62], p. 406):

1. The phenomenological question—what is the nature of the sense of the self?

2. The local phenomenological question—what is the nature of the human sense of
the self?

3. The general phenomenological question—are there other possibilities, when it
comes to a sense of the self, e.g., can we describe the minimal case?

4. The conditions question—what are the grounds or preconditions of possession
of a sense of the self?

5. The factual (metaphysical) question—is there (could there be) such a thing as
the self?

Questions 1 and 2 are psychological in nature, and we think that we can make
progress on these through empirical exploration’ of the facets of self and their vari-
ability across the population, taking into account, in particular, developmental and
neurological differences. Indeed, a wealth of literature already exists on these top-
ics going back to the earliest days of psychological investigation, some of which is
discussed in brief below.

Question 3 might direct us to the panoply of animal life as an interesting place
to look for the presence of other kinds of self (and pending the discovery of any
extraterrestrial selves). Comparative cognition offers many interesting insights, as
well as proposals for how we might test for similar facets of self across species.
However, with robotics, we also have the possibility of building new kinds of self,
including candidate minimal selves, for which we might adopt some of the cross-
species yardsticks identified by comparative studies.

Question 4 speaks to another kind of enquiry, namely as to whether there are any
necessary conditions restricting the possibility of an entity possessing a self. One
requirement we might posit is a body-world boundary and the ability to sense and
maintain the internal milieu, while another might be the possession of a particular
kind of cognitive architecture in which there are processes that have the capacity to
monitor and predict other internal processes. These ideas will be discussed further
below.

Finally, question 5 seems to be largely philosophical, however, we think that
progress could also be made via a synthetic approach. Specifically, once we have built
arobot that exhibits some relevant phenomena of self, we can ask whether a particular
conception of self, for instance, Strawson’s string of pearls, is useful or not.'® Indeed,

9We should admit here that Strawson intends the more restricted philosophical sense of phenomenol-
ogy as a form of systematic reflection on the structure of experience. We prefer to interpret the chal-
lenge of describing the nature of self from a more empirical perspective as phenomena associated
with self that could be accessible to methods in psychology and cognitive neuroscience.

10Note that, for a theory or concept of self to be useful, we would not consider that the self has to
be emergent in a strong sense (that is, not reducible to lower level phenomena), but rather it has
to serve a useful explanatory function in our psychological theory. In other words, the concept of
self as explicated and realized in machine form should help us to provide useful accounts of human
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we will have an instantiation of a specific theory of self as a machine, whose inner
workings will be far more accessible than those of a human mind (see [40]). Such
a robot should provide an insightful tool for advancing both the philosophical and
scientific understanding of the phenomenon of self-hood.

As we peruse Strawson’s questions, we think it becomes evident that synthetic
psychology could have a lot to say. For instance, on the question of the constitutive
conditions, we can build synthetic systems that match the proposed requirements,
then apply our phenomenological and Garland tests: Does it behave as though it has
a self? Do others see it as having a self? We can also make progress on this question
of the minimal form of the target phenomenon—what is the simplest robot that could
qualify for self-hood? Let’s build it and study it. On the issue of architecture, we can
seek to identify a decomposition of the systems underlying the human self that, when
suitably replicated in a robot, gives rise to self-like phenomena; this seems to us to
be a tractable, if ambitious, challenge.

Note that if selves are transient, as Strawson and others have proposed, we do still
need to explain why the experience of self is one of continuity—that you feel you
are the same self yesterday, today, tomorrow. Here, we can appeal to the continuity
of the body (and the localization of the self within the body) as providing much of
the necessary continuity. We can also look to episodic memory and imagination as
allowing the instantaneous self to roam in time, recollecting itself as it once was
and imagining itself as it might yet be, thus creating an experience of self that can
step outside the present and conceive of itself as enduring. Finally, we can consider
semantic memory and narrative as providing the basis for a stable self-concept (beliefs
and stories about the self). These ideas can also be investigated in our robotic models.

4 A “Systems” View of Self

The plan to create a synthetic robot self becomes more plausible if we can find good
evidence for a “systems” view of self in psychology and cognitive neuroscience.
If this human “self-system” is at least weakly modular,'' then we can proceed by
building the necessary components, then integrating them with each other and within
our robot control architecture, gradually approaching a model of the complete self.

(or machine) cognition and behavior. See Verschure and Prescott [72] for a discussion of theory
building and the role of synthetic approaches in the sciences of mind and brain.

"'Modularity is itself a topic that is widely debated within the cognitive sciences. Again, we con-
sider that the synthetic approach can help answer some of the longstanding questions about how
distributed vs. modular human minds/brains are. Our view is that the distributed nature of the brain
can be over-stated. The brain is a layered architecture [49], and as such, there is significant repli-
cation of function and some redundancy across these layers, however, there is also localization of
function and specific local or repeated circuits that perform roles that can be clearly described and
differentiated.
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The psychological literature related to the self is vast, and we will not seek to
summarize it here. One starting point is the often cited proposal made by the cognitive
psychologist Neisser [42, 43], who suggested five different kinds of self-knowledge:

“The ecological self is the individual situated in and acting upon the immediate
physical environment. [...]. The interpersonal self is the individual, engaged in social
interaction with another person. [...]. The conceptual self , or self-concept, is a per-
son’s mental representation of his/her own (more or less permanent) characteristics.
[...]1 The temporally extended self is the individual’s own life-story as he/she knows
it, remembers it, tells it, projects it into the future. The private self appears when
the child comes to understand and value the privacy of conscious experience [...]”
([43], pp. 18-19, our italics). Table 1 builds on Neisser’s five-way split, conceiving
of each of these as a sub-system of the self and relating each to some psychological
phenomena that can provide benchmarks for the existence of that aspect of self in a
person or robot. We have also followed Gallagher [21], Jeannerod [32] and others by
adding agency—the agential self. The systems view asserts that some sense of self
can emerge in the absence of some of these components and that some aspects of
self, perhaps particularly the private self, could emerge from the interaction of these
components without being explicitly designed, i.e., the sum is more than its parts.

5 A Diversity of Selves Across the Life-Span,
the Population, and the Animal Kingdom

There is evidence to support this “systems” view of self from developmental psy-
chology, neuroscience, and comparative psychology, which we will briefly review
next.

From the study of human development, it is clear that very young infants have a
sense of their ecological selves, for example, having a self-other distinction. This may
emerge through exploration of the body in the womb. The fetus explores and discovers
its body through “motor babbling”; it also touches itself, and the experience of skin-
on-own-skin, or “double touch”, is different from the experience of touching parts
of the mother [54]. These activities allow the unborn child to learn the extension and
limits of its own body. The emerging ability to control its own body, and to distinguish
when a sensory event was caused by its own action, can also provide the newborn
with some pre-reflective sense of agency (along the lines proposed by Jeannerod
[32]). Agency in older children is often studied in the context of executive function
and self-regulation, for example, the ability to withhold actions, show cognitive
flexibility, or control emotional expression; these aspects of agency show multiple
phases of development through infancy and the pre-school years [7, 75]. Infantile
amnesia, which lasts until we are around two years of age [33], implies that the infant
lives in the here and now, lacking a strong sense of its extension in time. The mirror
test—recognizing that it is you in a mirror, not another child—is another milestone for
the two-year-old [2, 4] that may indicate the beginnings of a reflective self-model.
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Table 1 Some of the phenomena of self and how these might be grouped into different self-
components based on Neisser [42, 43], Gallagher [21] and others. These sub-systems are assumed to
be weakly modular but with significant interdependencies. The private self is in italics since it reflects
first-person phenomena that may be emergent properties of the wider system. This decomposition
is intended as a hypothesis to be investigated, refuted and revised using both analytical (empirical)
and synthetic approaches

Phenomena of self Component of self

Sensing the body Ecological
Distinguishing yourself from the world
Having a point-of-view

Actively seeking sensory information

Having emotions, drives and motivations Agential
Selecting actions that generate integrated behavior
Knowing what events you have caused in the world

Having awareness of where you are Extended
Having awareness of a personal past and future
Self-recognition (e.g., in a mirror)

Knowing what you will do next

Learning by imitation Interpersonal
Sharing attention

Seeing others as selves
Imagining other points-of-view

Having beliefs about who you are (a self-concept) Conceptual
Having personal goals
Having a life story (a narrative)

Having experience Private
Having a feeling of being something

Having a unitary stream of consciousness

Having a sense of choice

Having a feeling of being the same thing over time

The newborn is a social creature, adapted to bond rapidly with its caregivers, yet
significant changes occur in its capacity for sociality in the first year, including the
emergence of shared attention, social referencing (looking to adults to understand the
meanings of events), imitation, and wariness of strangers [44]. It is not until a child
is around three years of age that it has “theory of mind”—the ability to conceive
of another’s point-of-view as different from its own [17]. The emergence of this
interpersonal self, which is able to interpret the actions and intentions of others,
likely builds on capacities of the ecological self to represent and reason about the
child’s own body. Finally, the conceptual self may emerge from the extended self,
through consolidation of episodic memories into semantics—knowledge of the self
and the world—and with help from the growing capacity to manipulate concepts
and summarize events using language. Prior to the school years, children struggle
to assemble coherent descriptions of past episodes [6], but as we grow older, we get
more practiced at translating life events into story form, with the most important
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ones being rehearsed and consolidated to become stable chapters in the emerging
self-narrative.

In the neurosciences, there is evidence from the study of neurodiversity and brain
damage that also supports the decomposition of the self into component parts. Many
conditions can impact on the sense of the ecological self: a disturbed body model can
generate sensory neglect [70], or the sense that a part of your body does not belong
to you (see [10]). Disorders of the hypothalamus, the basal ganglia, limbic system
and prefrontal cortex can disrupt motivation, action integration and the experience
of agency [31, 32, 45]. Damage to areas such as the temporal lobe, particularly
the hippocampal system, can cause loss of the sense of place, or of the ability to
think about the past or future, whilst sparing the core sense of the self in the here
and now [67].'> Activity in the “default mode” network of cortical sub-systems
is also recognized as a critical substrate for the human capacity for “mental time
travel” [58]. A well-known example of an altered social self occurs in people with
autism, a condition that particularly impacts on the ability to understand others as
social actors [5], whilst leaving intact other aspects of self (however, see [69]). The
phenomenon of multiple personality disorder (e.g., [60]) shows the possibility that
the self can assemble itself into one identity at one time, and into a very different
one a few minutes later, with no shared consciousness or memory. This speaks to the
constructed nature of the self and to its dynamical character as well. Specifically, if
we think of identity as a stable attractor for the self system, then, in the unusual case
of multiple personalities, the system is bi- or multi-stable and able to flip between
different internally coherent, but mutually inconsistent, conceptions of self.

Comparative psychology also demonstrates variety in the nature of self (if we
accept that animals can have selves). A self-other distinction, along with an ability
to recognize the consequences of your actions, and hence some form of minimal
self, may be shared by all bilateral multi-celled animals (see below). On the other
hand, the capacity to conceive of the self as extending into the future and the past
is far less universal and may only be well-developed in a limited number of animal
groups, including some of the larger-brained mammals and birds [63]. The ability
to voluntarily search in autobiographical memory for traces of particular events
may be specific to humans having evolved in early homo lineages [18]. Evidence
of a reflective self-model, as demonstrated by the mirror test, has also been shown
in only a limited number of species, including great apes, dolphins, orca whales,
elephants, and one species of bird (Eurasian magpies) [4, 53]. The presence of an
interpersonal self that has theory of mind, which has been extensively investigated

12Endel Tulving’s patient N.N. exemplifies this point [67]. A traffic accident caused N.N. to expe-
rience profound retrograde and anterograde amnesia, nevertheless he could still talk about himself,
his experience, his preferences, and so on; he had intact short-term memory and could describe time
and events in general terms. He could talk about consciousness, which he described as “being aware
of who we are and what we are and where we are” ([67], p. 4). When asked to imagine what he
might do tomorrow, however, his mind drew a blank, which he described as being “like swimming
in the middle of a lake. There’s nothing there to do hold you up or do anything with” ([67], p. 4).
Like other patients with amnesia, N.N. could be described as “marooned in the present” [34] or as
having a self that has lost much of its “temporal thickness” [20].
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only in primates, may also be confined to animals that have an expanded neocortex
[66].

6 A Minimal Robotic Self?

As noted earlier, one of the questions we would like to address through the synthetic
approach concerns the possibility of a minimal self. Gallagher [21] reviews a number
of proposals for minimal selves, identifying two key aspects, body ownership and
agency, similar to the ecological and agential sub-systems noted in Table 1. He
suggests, following Bermudez [8], that the sense of self can be non-conceptual,
pre-reflective, confined to the present, and a transient entity like one of Strawson’s
pearls.

Tani [64] has sought to create such a transient self for a mobile robot through
a simple layered control system consisting of a perception module, an association
module, and a prediction module. The robot was tasked with following a wall whilst
searching for colored landmarks; the actions of the robot consist of steering by con-
trolling left and right wheel-speeds and choosing whether to allocate visual attention
to wall-following or to landmark searching. The robot monitors the reliability of
its own predictions and uses this to arbitrate between control by the “bottom-up”
sensory module and that by the “top-down” prediction module. Tani proposes that
a form of self emerges when the predictions of the top-down module diverge from
those of the sensory module, resulting in a period of dynamic instability, and that this
“self” disappears when the prediction and sensory modules transition to a period of
coherence.

Tani draws analogies to mammalian brain systems, however, the simple control
system that he describes could be compared to much simpler nervous systems, for
example, the nerve nets of some jellyfish can be conceived of as forming layered
architectures in which distinct distributed networks compete for control of the motor
system [47]. The earliest bilaterian animals, whose existence in the Precambrian
era more than 540 million years ago is evidenced by fossils of their foraging trails,
likely possessed internal organs, tentacle-like appendages, multiple sensors, and a
nervous system that included a central ganglion, sometimes referred to as the “archaic
brain” (see [47] for review). Modern day worms, including animals as simple as C.
Elegans, have shown associative learning and the ability to use sensory signals to
predict aversive chemicals and the presence of absence of food [3]. If monitoring the
divergence between internal expectations about the world and sensory experience
can give rise to a self, then perhaps minimal selves were present in some of the first
mobile multicellular animals.

Tani’s model is based on the hypothesis that the self requires a process that has
an internal state that can evolve according to its own dynamics without being too
tightly coupled to the world—the predictions of the system can drift from accurately
forecasting the world, and at this point, the robot obtains a self. However, all ani-
mals with nervous systems interoceptively sense their bodies at the same time as
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they exteroceptively sense the environment; the patterns of sensory signals from the
internal milieu, which will have very different dynamics from those of the sensed
external world, thus already provide a basis for pre-reflectively distinguishing self
from other.

7 A Biomimetic Cognitive Architecture for the Robot Self

In Sheffield, we have been building and testing brain-based robots, as experiments
in synthetic psychology, since the mid-1990s, devising a number of models of brain
architecture based on principles of layered control [49] and inspired by neurobehav-
ioral studies of active sensing in rodents [50]. For the past seven years, together with
European colleagues, we have also been incorporating models of key brain systems
into a brain-inspired control architecture for the iCub robot (Fig. 1) called distributed
adaptive control (DAC), developed by Paul Verschure and colleagues [71, 73, 74].
DAC is a high-level conceptual scheme that seeks to capture the cognitive archi-
tecture of the human brain and consists of four tightly coupled layers: soma, reactive,
adaptive and contextual. Across these layers, there are three functional columns of
organization: The first comprises the sensory, perceptual and memory sub-systems

Fig. 1 The iCub humanoid
robot. A biomimetic robot
platform for embodied
testing of theories of general
human intelligence
developed by European
researchers led by the Italian
Institute of Technology.
Picture from Sheffield
Robotics
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relating to the world, the second the interoceptive, motivational and memory sub-
systems related to the self, and the third sub-systems that operate on the world
through action. These DAC sub-systems do not directly map on to specific neural
substrates, however, significant progress has been made relating parts of the DAC
architecture to different brain sub-systems and circuits [51, 71]. Recent efforts to
create a multi-faceted robot sense of self for iCub, using DAC, are summarised in
[48] and detailed in [41]; here, we briefly summarize the architecture and some of
the self-related capabilities it enables.

In DAC, the somatic layer corresponds to the body and provides access to exte-
roceptive, interoceptive, and proprioceptive signals from, respectively, the environ-
ment, internal processes and regulatory systems, and the motor/effector system. The
reactive layer instantiates multiple fast, reflexive sensorimotor loops that support
behaviors linked to needs; these loops are stability-seeking processes that reduce
drives through action. The adaptive layer extends the sensorimotor loops of the reac-
tive layer to make use of learned contingencies and to allow actions to be associated
with states of the world. The adaptive layer is thus part of the solution to the symbol
grounding problem, through the acquisition of mappings from internal states to world
states. Whereas the adaptive layer operates largely in the here and now, the contextual
layer adds the ability to store and retrieve short- and long-term memories, linked to
goal achievement, that can act as action plans to be triggered by sensory contexts and
that can be chained to create behavior sequences. This layer also includes predictive
systems that can forecast the future state of the world based on action plans. Con-
textual layer systems can also encode and retrieve event memories and form abstract
representations of events in narrative form that allow the robot to summarize and
communicate about past episodes.

The DAC architecture generates aspects of the ecological self through interocep-
tive processes that maintain a model of the robot’s physical parts and the geometry of
its current body pose, and exteroceptive processes that monitor the robot’s immedi-
ate surroundings. For example, using somatotopic maps modelled on human primary
sensory cortex, and techniques such as self touch, Giorgio Metta, Matej Hoffmann
and colleagues have developed methods that allow the iCub to learn its own body
model [27], and recalibrate its knowledge of its own geometry [55]. Additionally,
by combining vision with tactile sensing and with proprioception, iCub is able to
develop a sense of peripersonal space that allows it to predict contacts with objects
before they happen [56]. This foundation provides the beginnings of an ecological
self that can be used to distinguish self from other, plan safe movement trajectories,
and reason about the capacity for movement of others (see more below).

In Sheffield, we have been working to develop an episodic or event memory
system for the DAC adaptive and contextual layers that can contribute to a robotic
extended self. Our hypothesis is that event memory can be usefully considered as
an attractor network operating in a latent (hidden) variable space whose dimensions
encode salient characteristics of the physical and social world in a highly compressed
fashion [19]. According to this view, the operation of perceptual systems in the adap-
tive and contextual layers can be analogized to learning processes that identify psy-
chologically meaningful latent variable descriptions. Instantaneous memories then
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correspond to points in this latent variable space and event memories to trajectories
through this space. A single latent feature space can be used to represent memo-
ries across multiple sensory modalities thus providing sensory fusion. This enhances
compression as coupled signals among heterogenous modalities are discovered and
represented in a common set of latent variables. This can also be thought of as con-
ceptdiscovery—the identification of underlying invariance in patterns of multi-modal
sensory flow. The current implementation, illustrated in Fig. 2, demonstrates effec-
tive memory formation and retrieval of human faces, actions, voices and emotions
[12, 15, 37]. Due to its generative nature, and ability to interpolate, the system can
also generate fantasy memories from parts of the latent variable space that have not
been populated by real data. This leads to the possibility of imagining future events
[15]. The ability of the system to reconstruct the sensory pattern associated with a
recalled memory [13], retrieved using a verbal cue, suggests that event memory can
contribute to the grounding of linguistic symbols in sensorimotor experience.

Neuroscience research suggests that an effective approach to building the inter-
personal self could be to use the robot’s own internal body models—the ones that
underlie the ecological self—to simulate the pose and actions of others. With iCub,
our collaborators have developed DAC processes that allow the robot to represent
the state of the world from a different point-of-view (see [41]), allowing iCub to rea-
son about what a human partner can see and helping the robot to resolve perceptual
ambiguities and improve communication. One important human ability that benefits
from the interpersonal self is the capacity to learn by imitation. Yiannis Demiris
and co-workers have demonstrated that you can build up from motor babbling to
a hierarchical learning system that uses forward models, inspired by studies of the
primate “mirror neuron” system, to learn by imitation [16]. This system has been
used with the iCub to allow it to rapidly acquire new hand gestures and sequences
of actions involved in playing games or solving puzzles.

As shown in Fig. 2, a key part of the broader system in which our synthetic
event memory operates is the component related to narrative reasoning, this is one
of the sub-systems that generate the conceptual self . Peter Dominey and colleagues
(see, e.g., [46]) have been working to model autobiographical memory and narrative
construction using an acquired grammar, together with compact and structured rep-
resentations of iCub’s interaction history. Using this narrative system, iCub can recall
and discuss past events, including some of its past interactions with people, from a
first-person perspective. One longer-term goal is to integrate this narrative construc-
tion process with the event memory system developed in Sheffield such that linguistic
descriptions can be abstracted from representations of events as attractor patterns in
latent variable space. Using the generative capabilities of the event memory, narra-
tives could also be played out, and “grounded”, or “relived”, via reconstruction as
internally simulated sensory scenes.

In sum, we have made a start in instantiating some of the different aspects of the
sense of self in the iCub robot. The lower layers of the DAC architecture integrate
internal and external sensory signals so as to regulate self-correcting control loops
based on drives. These sub-systems meet many of the criteria for a minimal self. The
upper layers encode representations of past events that can be used to reason about the
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future and about social others, creating some of the elements that we are seeking for
the extended and interpersonal selves. Finally, the narrative system provides the seeds
for a self-concept and life story. We have not sought to build a private self directly,
rather, the plan is to create the rest of the architecture and then see if an impression
of the experiential self can emerge from within in our version of the Garland test.
Indeed, on a good day, when all of the sub-systems are working properly, interacting
with the iCub can begin to feel as though “someone is home”, even for the people
who have helped to develop the robot’s control systems and understand how they
operate. On the other hand, it also feels as if we have only just set out on the journey
of deconstructing the human self and recreating it in a machine. Indeed, as Turing

Action Recognition
More robust Face Recognition
Visual Memory Inspector

Emotion Recognition
through Audition

I Speaker Recognition

I Touch Recognition

Fig. 2 The synthetic event memory system developed at Sheffield. Our model of event memory
integrates across multiple modalities to encode memories as patterns in a low-dimensional latent
variable space that can be used to reconstruct past experiences based on partial cues or explicit search.
Top: The proposed architecture for a synthetic episodic/event memory system based on Rubin [57]
and Evans et al. [19]. The highlighted areas show the components that have been constructed to
date, which include sub-systems for action, touch, and emotion recognition, for speaker recognition
in the visual and auditory modalities, and the ability to display visual memories (the visual memory
inspector). Bottom-left: iCub operating in real-time to recognize actions and faces. The TV monitor
behind the robot shows two latent variable spaces, the visual pre-processing of the camera scene,
and the reconstruction of the remembered face based on the recovered memory. Bottom-right: a
screen-shot from the visual memory inspector, which allows researchers to see iCub’s simulation
of itself and its perceptual world. Here, iCub represents a face and two objects on the circular table
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wrote at the end of Computing Machinery and Intelligence—‘‘we can only see a short
distance ahead, but we can see plenty there that needs to be done” ([68], p. 460).

8 Conclusion

This chapter has argued that the human self is brought into being by the activity
of a set of self-processes instantiated by the brain and body and has proposed that
we can synthesize an artificial self by developing equivalent sub-systems within
an integrated biomimetic cognitive architecture for a humanoid robot. While the
various self-processes may be transient, the continuity provided by a physical body,
in a human or robot, can provide the basis for the experience of a continued self.
This suggests a key role for embodiment, first in establishing a boundary between
the self and the world, and second in providing a predictable and consistent setting
in which the self awakens to find itself. Beyond this, an extended self, generated
by the capacity to remember and imagine, allows the self to escape from the island
of the present, while abstraction and narrative allow it to construct and maintain a
coherent set of beliefs and stories about itself. To evaluate the possibility of a robot
self, we have suggested a version of the Turing test, extended to include physical
embodiment and human-like cognitive architecture, that asks whether people who
encounter a robot with synthetic self-processes consider that they have met an entity
with a self.

We began the chapter by motivating this work in the context of the criteria for
recognizing other minds, and the challenge of benchmarking artificial general intel-
ligence against human. We have concluded by summarizing some initial efforts to
create a sense of self for the iCub humanoid robot that has ecological, temporally-
extended, interpersonal and narrative components set within a multi-layered model
of mind.
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in a Biological and Social World
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Abstract We consider the interpretation of emotions and similiar phenomena as
support for survival and coping in the world. Grounded in the first-person experience
of an emotional agent, certain such emotions, drives or experiences are self-oriented
(homeostasis, intake, outflow: hunger, pain, irritation), while others suggest a gen-
eralized or specific recognition of other agents or objects (curiosity, fear; or hatred,
envy, yearning, greed). Other, more complex emotions are involved in relations to
a second person (sympathy) or social regulation (shame, guilt, feelings of loyalty)
or affective episodic structure (hope, regret). Considering complex emotions in rela-
tion to other ‘persons’ yields insight into the roles and possible design of various
emotional phenomena in behavioral regulation in biological, software, and social
contexts. Affective coloring of episodic memories of sequences of actions and expe-
riences may suggest a mechanism for the grounding of behavioral adaptation. We
explore channels of meaning for agents in interaction games as these relate to emo-
tions, the temporal dynamics of affect in relation to behavior, remembering, and
learning; and we outline how affective coloring of episodic memories might provide
a mechanism for emergent spatial and social navigation, as well as considering the
role of the temporal horizon in behavior selection.
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1 Introduction

1.1 The ‘Person’ of an Agent

Human languages distinguish the self (‘I’—the first person), and the other with whom
the self directly interacts and whom the self addresses (“you”—the second person),
and the other with whom one is not engaged directly (“he/she/they”—the third per-
son). We argue that these grammatical categories of human natural language are
useful in considering the adaptive role of emotions as they relate to, regulate, and
control behaviors in a biological and social setting. We shall at first use the term
“emotion” rather more loosely than is common in the literature (e.g., [1]) to include
phenomena often labelled as drives, feelings, emotions, and so on. Furthermore, we
will not insist on distinction according to the manner in which such phenomena
are experienced, whether consciously, as sensations with affective coloring, or as
physiological changes and so on. Nevertheless, such notions as ‘drive’, ‘feeling’,
‘emotion’, etc. (distinguished clearly below) emerge from the considerations in the
internal and external domain of person and related factors. As suggested by an anony-
mous reviewer, this domain of person may turn out to correlate with different areas
of nervous system and brain function.

We consider emotions or emotion-like phenomena in evolved organisms (whether
or not they possess a nervous system) with a view to applications in artificial physical
and possibly software agents [2, 3], but also to understanding the role emotions can
play in regulating the behavior of differently endowed organisms embedded in their
biological and social environments.

While we speak of ‘person’ here, this ‘person’ is understood as any organism
or agent, rather than a human person. In the case of the virus, bacterium, vegetable
or fungal agent, the reader may feel that the use of this term or the use of the term
“emotion’ is too anthropomorphic, since it is likely (but impossible to determine) that
such creatures do not have experiences in the sense that humans and other animals
do. Yet we show how anthropomorphism and the egomorphic principle, carefully
applied as tools, reveal aspects of universality justifying the use of such terms. A
person will be a situated agent itself (first person) or any entity ‘treated’ as such
by the agent (second person). Whether or not the qualitative experiential aspects
of emotions (qualia—the feeling of experience) arise in such a ‘person’ will be
a secondary consideration, although it is an important philosophical question and
perhaps eventually may be a rigorous neurophysiological one. Rather, we show how
the notion of ‘person’ may be useful in the design and understanding of artificial
agents (physical or software) and of biological ones, in particular with regard to
emotion systems and the grounding and generation of adaptive behavior.
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1.2 Constructive Biology

The first-person viewpoint in agent construction is strongly related to constructive
biology, i.e., biology motivated by the desire to understand how biological systems
actually are constructed by nature and develop over time, rather than just to obtain a
descriptive understanding. This is the engineering and scientific viewpoint that one’s
understanding should enable one to, in principle, build the systems of interest. For
example, Barbara Webb has shown through building that a much simpler mechanism
than expected, not involving functional decomposition or planning, is sufficient to
account for much of the phonotaxis behavior observed in crickets [4, 5]. Valentino
Braitenberg’s examples [6] of simple robots to whom human observers attribute such
states as ‘fear’, ‘aggression’, ‘love’, etc., illustrate that meaning of an interaction for
an external observer can be quite different to that its has for the agent (in these cases,
simple taxis). The constructive biology of multi agent systems will inescapably lead
to mappings between channels of meaning that respect structural constraints and
grounding of agents.

In contrast to behaviorists like Skinner [7], a constructive biologist need not be
restricted to external observation of stimuli and responses, rejecting speculation of
what occurs inside the organism. Indeed, the engineering and design of internal
mechanisms are just aspects of the experimental and theoretical apparatus that the
constructive biologist may manipulate, vary, and control. Just as with studying and
building improved sensors and actuators in artificial agents and robots, mechanisms
of internal control, remembering, predicting, and possibly empathizing and biograph-
ical reconstruction for second persons can be the object of scientific inquiry.

The study of correspondence via the algebraic notion of homomorphism (full,
partial or relational) provides an inroad for the precise study of correspondence
between agents interacting with their environments or with each other. Preserving
the structure of meaning channels for an agent coupled to its environment is required
for the usefulness of and determines the quality of metaphors and mappings in the
design, algebraic engineering, interaction dynamics, and constructive biology of
groups of situated agents.

2 A Generalized Phenomenological Perspective

2.1 I Feel, Therefore I Am

The question of emotions has defied scientific analysis at least since the days of
Aristotle, because emotions are of a subjective nature [1, 8, 9]. The situation is
similar to the problem of studying consciousness: each of us can be sure he or she
is conscious via direct experience, but cannot know directly whether another human
also experiences consciousness. Our experience of consciousness and emotion is
first-person. Conscious or not, the interaction of an agent with the world around
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through its particular sensors and actuators, with its particular body and capacities,
is also a first-person phenomenon, ‘I’.

2.2 You Are Like Me, Therefore You Feel

We can observe that beings, who we hypothesize are like ourselves, seem to have
similar coupling to the environment and similar experiences. The assumption that
other humans are second persons, ‘Thou’, that they experience the world in a way
similar to the way that ‘I’ do, turns them from mysterious objects into beings whose
actions make sense. We can understand their actions by attributing intent, motiva-
tions, and emotions to them similar to the ones we ourselves experience. Treating
others as second persons, empirically, has turned out (for most of us humans) to be a
successful basis for us in dealing with our social world (but see the discussion of fail-
ures in mechanisms of empathy in relation to autism in [10]). Thus, it seems that the
assumption that other beings have minds like our own is a good working hypothesis
for a social being (at least for mammals living in individualized societies—although
perhaps not for social insects [11-13]). Indeed, this may be an involuntary assump-
tion, but the tendency to make it is in itself revealing.

Just as we cannot study the consciousness of others directly, we also cannot expe-
rience the affective states of other humans or other living things, nor can we be sure
that anything is experienced at all. The empirical phenomenological perspective asks
not for external proof of such experience, but rather adopts, as a working hypoth-
esis, ‘Others are like me’. One may also adopt this hypothesis also in the case of
non-human mammals and even other animals—which (it seems) are probably not
experiencing complex human emotions like shame or pride. However, as a metaphor,
an engineering assumption, or design principle, one can use the notion of experience
of emotion to gain insight into how systems surviving in biological and social worlds
might function.

In order to do this systemically, it is now necessary to distinguish the feeling of
experience (qualia of emotion and consciousness) from drives and emotions (oper-
ationally defined below in terms of reinforcing stimuli), and to study channels of
meaning [14, 15]. Meaning is understood as (1) information in interaction games
between an agent and its environment or between agents mediated with respect to
their own sensors and actuators and as (2) useful for satisfying homeostatic and other
drives, needs, goals or intentions. The resulting (1st and 2nd person) methods belong
to the realm of constructive biology, which seeks to understand biological systems
through building, and, conversely, to learn engineering ‘tricks’ from the biological
and social world that are useful in robotics, software agents, and adaptive control
systems. We argue that this natural and naive intuition, ‘others are like me’, combined
with the formal notion of channels of meaning in interaction, holds the source of a
systematic foundation for a constructive biology for understanding real biological
systems and for engineering artificial ones.
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3 Meaning, Observers, and Information

We first introduce an approach to the channels of meaning for observers and agents
in interactions games mediated by sensors, actuators, and environment (Nehaniv
[14, 15]). The introduction into channels of meaning in relation to observers and
agents in this section includes substantial passages first published in [14]; a rigorous
information-theoretic formulation is in [15]. This background will help us to clarify
issues of how emotions and emotion-like phenomena ground adaptation in inferac-
tion games. Agents, in their own first-person interaction with the environment, access
channels of meaning, but also do so in their interaction with others, second persons,
having some similarities of dynamic interaction with the first-person agent.

3.1 Meaning for Observers and Agents

The notions of truth and meaning, as mathematical logicians tell us, only make sense
in reference to a particular universe of discourse. Less obviously perhaps, meaning
only makes sense from the standpoint of an observer. This observer may be some-
one manipulating a formal system to determine referents and applying predicates
according to compositional rules, may be an animal hunting in the forest, may be a
Siberian swan in a flock of conspecifics overwintering with other birds on a northern
Japanese lake, or may be an artificial agent maintaining control parameters over an
industrial process. For some, the observer may be the ‘mind of God’, as the final
external attribrator of truth and meaning.

Umwelt is the ethologist’s concept of the ‘world around’ an animal, i.e., the local
environment as experienced by the animal in its particular embodiment, including
senses and means of acting on the world. Considering an animal, robot or other agent
inits Umwelt is an example of taking what we call here the ‘first-person perspective’.

We take a stricter view than that of most logicians on when one can speak sensi-
bly of meaning. For our purposes, a notion of meaning only makes sense for agents
situated and embedded in interaction with their particular Umwelt, the world around
them. Actually, this is a view wider in scope than the traditional one in which there
is a single, objective, viewpoint-independent standard. One can now speak of mean-
ing with (and only with) respect to anything that could potentially qualify as an
‘observer’, not just with respect to some implicit, universal ‘third person’ as exter-
nal impersonal observer. Indeed, to the extent that the later hypothesized observer
is (often implicitly) attributed ontological status, it is merely an (important) special
case in the class of possible observers. An observer, or ‘person’ in our sense, need
not be conscious or alive; it is any agent that may be as simple as an active process
on the Central Processing Unit (CPU) of your computer, a reactive control loop, a
software agent, a robot, or as complex as an animal, or even a logician pondering the
Platonic ‘realm of forms’.
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The meaningfulness of the behavior of a creature or agent may be completely in
the eye of the beholder—but not necessarily in the mind or awareness of the beholder,
which indeed might have none. For whom is the behavior meaningful? To whom is
it meaningful if several such agents or creatures interact, e.g., if robots interact to
perform a task such as collecting objects (Beckers et al. [16]) or, as in the case
of analogous collective behavior by termites [17] using stigmergy (environmental
signs of the progress of work)? Meaningfulness may be in the designer’s eye or in
the adaptiveness of the activity as tending to increase the probability that copies
of an agent’s genes (if it has any) are represented in future generations. The latter
notion of evolutionary, behavioral, survival adaptiveness (in biological agents, the
tendency to increase reproductive success) hints at the possible nature of meaning
for evolved or constructed systems. Meaning arises with information that helps an
agent attain its ‘goals’. Note that meaning in this sense starkly contrasts with—
but may also be considered a compatible refinement of—Shannon’s measure of
information content [18], which is minimal for a constant unchanging signal but
is maximal for random signals, both of which might well be devoid of meaning
for all agents and observers. Agent goals may be conscious or unconscious, merely
surviving, reacting, maintaining the self or reproducing, or they may motivate actions
according to intentionality. In fact, it may be that the agent has no proper goals, but
that its actions reflect only a merely reactive coupling to the environment. If the goals
are observer-attributed rather than within the agent, then the corresponding meaning
exists only in relation to such observers. The agent itself may be such an observer,
in which case, meaning could then arise for it in its interaction with its Umwellt.

Meaning then need not be linguistically nor even symbolically mediated. It may or
may not involve representations, but must arise in the dynamics realizing the agent’s
functioning and interaction in its environment (cf. the notion of ‘structural coupling’
of Maturana and Varela [19]), supporting adaptive, self maintaining or reproductive
behaviors, or goals, or possibly intentions or plans. Multiple observers, as in the case
of interaction among human agent observers, result in multiple arisings of meaning.
Any entity that exists at the level of a biological unit of evolutionary selection (e.g.,
unicellular organism, differentiated multicellular organism, eusocial insect colony)
could potentially be an agent or observer in our sense, as could a human organization
such as a government, tribe or corporation. Robotic and software agents are not
excluded.

In the realm of constructive biology, robotics and artificial agent construction,
meaning can also arise in the interaction channels between the agent and the envi-
ronment in which it is ‘embodied’. These channels could be artificially evolved or
designed. Similarly, these considerations apply to software agents, which might in
a sense be considered embodied with respect to their particular environments as
long as mutually perturbing channels exist between the agent and its environment
(this ontology-independent definition of embodiment is due to Tom Quick [20]),
with degree of embodiment measurable according to the complexity of the dynamics
occurring between the two.

The philosopher Ludwig Wittgenstein insisted on defining meaning of words and
other signs in terms of their use by agents engaged in language games (including
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artificial and everyday language) [21, 22]. An insight going back to the 19th century
by C. S. Peirce [23, 24], the father of semiotics, is that signs mediate meaning, only
making sense in the context of systems of signs, and that an interpretant always
links a signifier to a signified in an embedded and embodied process (semiosis). This
situated and embodied nature of agent semiotics highlights the meaninglessness of
signals, signs, and sign systems in isolation, without agents, and thus without uses.
Signal and sign systems may or may not have formally specifiable structures. They
may be difficult to describe, prescribe or construct for given competences and desired
performances in various interaction games.

We note that there is no fundamental reason to restrict Wittgenstein’s in sights to
language games or the ‘language’ of interaction games to verbal utterances. Other
kinds of signals and actions can also be used by an agent interacting with its envi-
ronment. Thus, we speak of interaction games as a generalization of Wittgenstein’s
language games. The partner in an interaction game may be another agent, or it may
be the environment where the agent is situated. The agent interacts in the game by
accessing channels of meaning.

4 Locus and Channels of Meaning

Where is meaning for an agent? It is in the observer, who, as we said may be the
agent itself. So, in looking for meaning in any situation, one must ask, Where are the
observers?

An agent interacts with the world through its sensors, embodiment and actuators.
An evolved biological agent uses sensory and action channels that have been varied
and selected over the course of evolution. The channels it uses are meaningful to it
for its survival, homeostasis, reproduction, etc. The access to the particular channels
has evolved because they are of use to the agent for such purposes, and thus meaning
arises for the agent in how it accesses these channels. In this access, the agent is in
the role of an observer (though not necessarily a conscious one) and this observer is
also an actor.

What is meaning then? Meaning is information considered with respect to chan-
nels of interaction (perception and or action) whose source and target are deter-
mined with respect to an observer. The source and target may be known, uncertain,
or unknown; they may be agents or aspects of environments; information in the chan-
nel may or may not be accessible to the observer; the observer may be an agent at
one end (or possibly both ends) of the channel, or may be external to the channel.

The attempts and successes of formalization and rationalism to escape from con-
text, to formulate universal scientific laws that do not depend on the particular
observer and aspects of the messiness of embodiment, useful Platonic entities such as
numbers, and generic impersonal statements about ‘he’/‘she’/‘it’/‘they’, have been
extremely important in the history of science and engineering. They have led to great
successes in the physical sciences, mathematics and engineering, achieving some-
what less success in the case of animate beings, such as in biology at the level of the
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organism, psychology, sociology, and economics (where agents matter). Such logi-
cal positivistic approaches tend to presuppose a single unique plane of description,
one universal coordinate system or model in which all phenomena may be described
and understood. (Note, however, that sometimes more sophisticated versions allow
several viewpoints, which agree where they overlap but may also explain some areas
which are not mutually explainable in a consistent manner, e.g., in relativistic physics,
the theory of manifolds in differential geometry and topology—obtained by ‘gluing’
locally Euclidean pieces of space, and more general coordinate systems affording
formal understanding of systems [25]). We propose that first- and second-person
perspectives can assist in the agent sciences and pre-sciences just mentioned. The
third-person observer perspective is thus an extra-agent view. Nevertheless, there is
an agent present in this viewpoint, namely, the external observer itself.

5 First and Second Person Meaning: ‘I’ and ‘Thou’

5.1 The First Person: An Agent’s Perspective

The notion ‘first person’ refers to the experience of an agent itself, the particular
embodiment of the agent in its environment, and its particular sensorimotor and
internal state dynamics. It is thus an intra-agent perspective. The agent is consid-
ered in its own Umwelt and may be biological, an engineered physical artifact, or a
software agent cycling through a reactive, deliberative or post-reactive control loop
(active process). Techniques for the first-person perspective include developmental,
subsumption staged build-up, exploiting dynamics of embodiment, non-monolithic
task-specific intelligence (Brooks et al. [26, 27]), and, for temporal grounding, histo-
ries and autobiographic reconstruction [10, 28]. The books of Maes [2] and Nehaniv
[29] include research on situated, embodied, embedded biologically inspired sys-
tems and relevant issues in Artificial Intelligence (AI). The latter seeks to extend the
framing of contemporary metaphor theory as conceptual rather than linguistic (cf.
[30, 31, 33]) to agents and artifacts.

5.2 The Second Person: ‘I’ and ‘Thou’

Blending of the first person and the other gives rise to the second person, while rela-
tions to the self complicate matters further (in addition to the consideration of other
dimensions mentioned below). [In human cognitive abilities, ‘blending’ seems to be
a ubiquitous phenomenon in conceptual manipulation, understanding, and problem
solving (see Turner [31, 32].)

Inheritance of characteristics resulting from reproduction in biological systems
makes the siblings and progeny of an agent resemble it. The channels of sensation
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and action, and the manner of embodiment of these others, is thus likely to be very
similar to that of the agent. This similarity can be a substrate for interaction and
provides structure that the agent’s own structure can be related and mapped to. These
other agents are thus ‘second persons’, alter-egos (i.e., other ‘I’s) in the world whose
actions could be analyzed and possibly ‘understood’ as corresponding to one’s own.
A tendency to regard such others as ‘egomorphic’, similar to the self, or to expect
that their actions in given situations should be similar to what one’s own would be
could thus be adaptive. This egomorphic principle may be at the root of the ability
of animals to perceive signals of intent in others. For example, a dog might not have
a theory of other minds, but may well growl when it perceives and acts on signals,
such as gaze direction, of another animal looking at a piece of food it has grasped in
its teeth and paws.

A generalization of the egomorphic principle in humans is their anthropomorphiz-
ing tendency to view other animals and objects around them as having human-like
consciousness, feelings, intentions or goals. This tendency may lead to appropriate
behavior in response to, say, perceived threat and anger in a snarling carnivore pro-
tecting its young, or to less successful behavior in, say, attributing a vengeful state
of mind to storm clouds and trying to appease them with burnt offerings. The notion
‘second person’ refers to the experience by an agent of other agents and of the inter-
action dynamics with other agents. It is thus an infer-agent notion. Aspects include
theory of other minds and empathic resonance [10]; biographic reconstruction for
others [28]; perception of signals of intention; interaction; and mapping of the self to
the other. In mapping the self to the other, the latter becomes, for this observer a blend
of the self with the notions of otherness: the second person—to whom are attributed
states and dynamics (e.g., intentions, drives, feelings, desires, goals) and possibly
a biographic history [28]. As the second person, the other ceases to be an object
and becomes an agent. As just mentioned, it may be that such mapping from ‘I’ to
“Thou’ also lies at the core of the anthropomorphizing tendencies so often observed
in human interaction with computers and robots. How such interaction dynamics
work in natural agents and could be constructed in artificial ones leads one into the
study of imitation [34-36], social dynamics, communication and the understanding
of language games and interaction games.

6 Grounding in Interaction: Tropism, Taxes, Reinforcers,
Drives (from Internal Milieu), Emotions (from External
Stimuli)

6.1 Emotional Grounding

Masanao Toda’s Fungus Eaters [37] carry out certain behavioral programs for survival
when they have certain “urges”; this results in adaptive behavior. Such urges serve to
regulate behavior, yielding appropriate actions in appropriate contexts (e.g., eating
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when hungry). Pfeifer [38] discuss how observer-attributed emotions emerge based
on the implementation of taxis and drives in simple robotic implementations. Grand
[39] has used such notions in implementing CREATURES, a successful product
based on artificial life technology in which so-called Norns grow up in an environment
learning and responding to stimuli while being governed by a set of urges (hunger,
sex drive, etc.) that may take on dynamically varying numerical values.

Emotion systems involved in feedback control of situated agents may serve to pro-
vide the grounding for embodied agents in the body-environment coupling. More-
over, affect may play an important role in memory and historical grounding. The
psychologist R. Zajonc has shown in the 1980s at the University of Michigan [40]
that humans prefer stimuli with which they have previous experience to new stimuli
(“Familiarity breeds content[ment]”’); whereas rational humans who have lost some
affective capacities due to aphasia are unable to function “rationally” (Damasio [41]).

6.2 Inside/Outside: Drive/Emotion

Biological agents respond to changes in environmental states or their own states
motivated and modulated by several classes of emotion-like mechanism.

6.2.1 Dimensions of Emotion

Emotions are always experienced in the self. They may be present or absent, and
they are valenced (positive or negative). They may have varying levels of intensity
(degree). An emotion may focus on the physical self, objects (or others to whom intent
is not attributed in the emotion) in relation to the self, or engagement with other
agents (second-person emotions) or the perception by others—including real and
imagined persons—of the self (second-person emotions). They may involve valuation
of motives of others (other social emotions). In another dimension, consequences for
that agent or actions of this agent are important in emotion. Emotions may focus on
temporal episodes or just on the current state of the world.

Interaction of biological agents is grounded in first-person and also—in those
agents that perceive others as others—second-person experience.

Valenced responses to stimuli (positive or negative) by the body have been impli-
cated both as the source of emotional expression and often as prior to cognitive
aspects [9, 42, 43]. For many and certainly for more complex emotions, cognitive
factors [44] conditioned by cultural factors [45] play a role in the genesis and expe-
rience of emotion. Temporal aspects are also evident in emotions such as hope and
regret.

Several related emotion-like phenomena also need to be considered and distin-
guished from emotion:
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6.2.2 Taxis/Tropism

Taxes and tropisms are ‘hard wired’ approach or avoidance behaviors in response
to stimuli, e.g., turning toward light (in plants), or moving up a gradient of food (E.
coli) or pheromone concentration (in moths). The behaviors are stereotyped and not
instrumentally arbitrary, i.e., the agent does not employ and cannot even be trained
to employ alternative strategies of behavior in response to the stimulus, but reacts in
a fixed manner.

6.2.3 Drives

Drives are homeostatic and instinctual mechanisms of internal motivational change
or modulators of behavior in response to internal aspects of state: hunger, thirst,
sex drive, maintaining temperature and other variables within acceptable ranges
while interacting to the environment. Needs of self-maintenance and self-production
are regulated by hormones (blood-borne signals) in the context of internal milieu
account for many drives. The appropriate ranges of related parameters maintained in
ahomeostatic, possibly living, system need not be fixed, but may depend dynamically
also on cyclical or otherwise varying internal aspects of state, for example, this is
the case with hunger, and sex drive, which varies with history and hormonal state,
although either of these may at times be triggered (like an emotion—see below) by
external stimuli.

6.2.4 Reinforcing Stimuli

Reinforcing stimuli are stimuli that an agent will work to obtain (positive reinforcing
stimuli) or to avoid or terminate (negative reinforcing stimuli). In the case of exper-
imental psychology and ethology, this constitutes an operational definition for the
identification of stimuli as positively or negatively reinforcing. Stimuli, perceptable
to the agent, which for the agent are not reinforcing are called neutral or uncon-
ditioned stimuli; the agent does not seek to avoid or obtain such a stimulus. An
unconditioned stimulus need not remain one. Some stimuli are innately reinforc-
ing, i.e., by the design, nature, or default structuring of the agent, and are referred
to as primary reinforcers. Proposed categories of primary reinforcers [46] for ani-
mals include tastes (salt, sweet, bitter, sour, and others), odor (putrefying odors,
pheromones), somatosenory (pain, touch, grooming, washing, temperature), certain
visual stimuli (symmetry, open blue sky, secure cover), auditory (warning call, vocal-
izations), reproduction (courtship, mate guarding, nest building, infant attachment to
parents, crying of infant, parental attachment), novel stimuli (leading to curiosity),
sleep, altruism within kin and social groups, group acceptance, play, and others.

According to an egomorphic view, negative reinforcers (punishers) are considered
painful or unpleasant to the agent, whilst positive ones (rewards) are pleasant or
enjoyable.
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Unconditioned stimuli which originally had no reinforcement effect (the agent
would neither seek to obtain nor avoid them) may become associated through
Hebbian learning or classical conditioning with reinforcing stimuli. This is called
stimulus-reinforcement association learning, i.e., the association of a stimulus with
an existing reinforcing stimulus. In this way, Pavlov’s dog associated the sound of
a bell with food [47]. Such learning is to be clearly distinguished from “stimulus
response learning”, also called “habit learning”, since it is only the association of
stimuli, and not a response, that is learned.

Once a stimulus is associated with a reinforcer, it becomes a conditioned reinforcer
if the agent will either work to obtain or avoid it. Any reinforcer that is not a primary
(unlearned) reinforcer is referred to as a secondary reinforcing stimulus.

This picture of primary and secondary reinforcers just painted could be miscon-
strued as static, but that would be an oversimplification. Stimuli can become or cease
to be secondary reinforcers as new associations are learned and old ones forgotten in
a changing environment. It can happen that a primary negative reinforcers like pain
associated with the eating of a spicy food becomes a secondary positive reinforcer;
or in pathological cases, animals, including humans, may work to obtain painful
stimulation.

Moreover, the reinforcement value of stimuli often dynamically varies with the
state of internal parameters and drives. For example, satiety or habituation to a
particular stimulus may caused it to lose its reinforcement value temporarily.

6.2.5 Emotions

Emotions are defined as changes in state in response to primary or secondary rein-
forcing stimuli, or in some cases, due to the remembering of such stimuli. Notice
that since the definition of reinforcer is operational, so is this definition of emotion.
The experience of qualia (feeling, awareness, or consciousness) of the state change
is a possible but not a necessary aspect of emotion in this formal sense. The opera-
tional definition of emotion as state change in response to reinforcing stimuli here
follows Gray [48] and Rolls [46] for animals. We observe that it also makes sense for
artificial agents. The definining state change may ensue following neural processing,
biochemical reactions and physiological changes, motivation and perceptual inter-
play, rule-based reasoning, cognitive appraisals (Ortony et al. [44], Roseman et al.
[49, 50]), or in response to changes in bodily configuration and expression (James
and Lange [9, 51]), combinations of these factors (Izard [52]), or by any means at all.
Such types of change induced by the mechanisms listed above have been proposed
in various theories and models of human, animal, and agent emotions. For exam-
ple, Ortony et al. [44] define emotions as “valenced reactions to events/agents/objects
[...] whose particular nature is determined by the way in which the eliciting situation
is construed”. Although their cognitive appraisal framework was never intended for
the generation of artificial emotion, it has been applied to this as well as to artificial
reasoning about affect in multiagent systems (Elliot [53]).
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In the approaches mentioned above, the type of eliciting stimulus (e.g., object,
event, action, or person) and the particular drives related to and sensory charac-
teristics of the reinforcing stimulus contribute to determining the character of the
emotion. It is also evident that whether the experience is first-person or attributed
to a second person also contributes in a fundamental way to the character of the
emotion.

Studies of human emotion reveal that two dimensions are extremely relevant in
what is understood (intuitively rather than formally) to be required for emotion:
first, emotions are valenced, they are either good or bad, pleasant or unpleasant; and
second, they have degree (level of intensity). These properties of emotions imply that
they can serve as an evaluative function in situations that result in them. In this way,
they can serve as a ‘common currency’ (Rolls [46]) by which to evaluate stimuli and
then to compare the likely results of various courses of action.

6.2.6 Moods

Moods are longer term changes in system state that persist over extended periods of
time and may have strong effects on body and behavior; for example, ‘peppiness’
may last all morning, while depression may last for years. (Formally, this definition
still lacks the rigor of the preceding ones.)

While emotions are state changes in response to stimuli, a mood does not—to
use a grammatical metaphor—*“have an object”, i.e., it is not elicited in relation to
a particular object, agent or event in the environment. Any operational distinction
between mood and emotion is complicated by the fact that remembering or imagining
an environmental stimulus might result in an emotion.

Motivation and intent that arise from remembering or in planning can also guide
behavior. Fast reactive responses elicited by some emotions seem to arise through
certain limbic neural pathways in animal brains, slower cortical functions and delib-
erative evaluation may play a role in others, while abstract symbol manipulation
may be involved in other highly cognitive emotions and possibly in consciousness.
There may be several pathways to action, mediated by several levels at which drives
and emotions arise and are arbitrated amongst. A three-layer (reactive, deliberative,
and self-monitoring) architecture proposed by Aaron Sloman and collaborators as
a model of human-like emotion, for example realizes such division of labor in the
control of behaviour [54, 55].

6.2.7 Temporal Factors in Associative Learning

Temporal aspects of the stimuli-reinforcer association, along with the type of stim-
ulus, are extremely important in the class of emotion elicited. That is, the temporal
extent of the learned stimulus may precede, coincide with, follow, or overlap in sev-
eral possible ways the duration of the experience of the reinforcer. For example, the
sound of a bell may be predictive of food if it has always preceded food; hearing it
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may lead to emotions of expectation (anticipation, hope—or in a negative case, dread
and fear), or, if the positive (respectively, negative) reinforcer is not forthcoming, to
disappointment (respectively, relief). Alternatively, if the positive [resp. negative]
reinforcing stimulus does occur, then ‘hopes confirmed (satisfaction)’ [respectively,
‘fear confirmed’] state changes define the resulting emotion. First-person actions pre-
ceding reinforcing stimuli can elicit such emotions as guilt, regret, shame, pride; or
pleasant surprise (unexpected reward), unpleasant surprise (unexpected punisher), or
neutral surprise (unexpected non-reinforcing stimulus—formally, this last is a state
change in response to new information, but is not an emotion, since it does not involve
areinforcer, unless perhaps the novelty itself is reinforcing). Some factors contribut-
ing to the character of complex (social) emotions such as pride, guilt or shame are
the attribution of observer status to others who may perceive the first person’s action.
Varying temporal configuration, the results in state change of the agent might be
somewhat different if the bell had always co-occurred with food, e.g., disappointment
might be more immediate if no food were presented during the sound of the bell than
if food had always been presented only sometime after or before the sound of the
bell. The two later conditions could first result, respectively in positive anticipation
and confusion as immediate effects rather than disappointment. Thus, the relative
temporal configuration of associated stimuli influences the character of emotion.
One artificial neural network architecture that can learn associations together with
the relative temporal configuration is DRAMA, developed by Aude Billard [56, 57].
We return to the consideration of temporal aspects and emotion in the section below
where we discuss the temporal horizon of humans and other animals, as well as the
possible implications for constructed agents, in response to ideas of Heidegger.

6.3 First-Person Emotions

First-person emotions may be viewed as useful for regulating the individual’s own
state. An organism maintains its state within certain acceptable ranges for various
parameters and tends to act to restore its state to within these ranges if disturbed
(homeostasis). Irritability or pain are experienced when there is a deviation away from
the acceptable range of relevant parameters in or outside the body (acidity, glucose-
level, pressure, suitability of environment for respiration—oxygen concentration,
air pressure, etc.). Many emotional terms and terms for feelings are names for the
experience of such deviations or the corresponding restorations (hunger, nausea,
itching, dizziness, feelings of cold/heat/burning). Pleasure and pain are the most
general terms for such first-person emotions.

The point is that such first-person drives and emotions play a role in regulation
of behavior involving only the organism itself in its environment (e.g., a snake mov-
ing onto a sun-baked stone when feeling cold). The drives and emotions provide a
motivational role in directing behaviour. In organisms and agents, various forms of
taxis and tropism can also be construed as resulting from “generalized emotions”
whose motivational direction of behavior is mediated via internal signals or aspects
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of state in organismal dynamics arising from impinging sensory data but lead only
to inflexible behaviors.

6.4 Second-Person and Social Emotions

To support complex social interactions, including grounding and adaptive behavior in
individualized (and possibly anonymous) societies, other types of emotions are use-
ful. Empathic experience and the recognition of other (possibly of non-conspecific)
individuals as having an experience of the world analogous to one’s own may be
requisite for the experience of second-person emotions and social emotions in inter-
action games with others. It is possible to imagine that such mechanisms do operate
without necessarily requiring representation of other minds, i.e., in individuals with-
out a theory of other minds (cf. the relation of this notion to possible mechanisms
implicated in autism, e.g. [58]). But do dogs growling at someone approaching their
food have a theory of mind? The perception of intent on the part of another con-
specific or other animal seems likely not to require the representation of a mind
constructing that intent.

Emotions concerning the behavior of others with whom one is not (potentially)
engaged could be termed “third-person emotions”. An example might be disdain,
but not indignation, since the latter results from considering consequences to the self
(or second persons with whom one empathizes).

7 Emotion in Adaptive Systems

Since emotions are changes in state elicited by reinforcing stimuli, their valence and
degree can serve as measures of the [un]desirability of pursuing a course of action
that leads to further stimuli. In particular, the particular course of action to take in
obtaining or avoiding the same or an associated stimulus is not encoded in either the
valence or degree of the emotion, yet the agent can take this valence and degree as
a guide to suggest a course of action: to work (somehow) either to obtain or to work
to avoid or terminate a stimulus. How the agent works to obtain a stimulus can be
to choose to invoke more general strategies and behaviors generically applicable to
large classes of situations: e.g., approach, grab, flee, hide. In this way, stimulus and
response are de-coupled and the relations for behavior in response to a stimulus are
modifiable, dynamically learnable and reconfigurable. Thus, the common currency
of emotion can serve to modulate the control of the agent and to motivate or suppress
certain responses in its interaction games.

This provides a mechanism for a “two-process theory of learning” (Mowrer [59],
Gray [48], Rolls [46]). This type of effect of synthesized emotion on learning can
be found implicitly, for instance, Bruce Blumberg’s Silas T. Dog, a synthetic worlds
virtual agent, which attempts to determine which aspects of input (external stimuli)
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elicited an internal state change (e.g., increase in a ‘fear variable’) and learns the
association of the stimulus with the formal emotional change. The latter association
influences, in a rudimentary way, the agent’s learning and behavior (e.g. avoidance
of locations where an unpleasant stimulus was encountered) [60], pp. 216-217.

This two-process model is distinct from the behaviorist’s operational analyzed
model of stimulus response learning (Hull [61], Spence [62], Skinner [7]), which it
factors into (1) stimulus-reinforcer association (see above) and (2) the learning of
responses. In contrast to the learning of fixed stimulus-response pairs, this factoriza-
tion allows an approach for flexibility of behavioural responses to reinforcing stimuli
and the capacity to substitute one behavior for another if the first fails to achieve the
desired effect. It is useful as part of a constructive biology approach addressing the
possible internal mechanisms relating affect, learning and behavior.

Moreover, the expression of an emotional or drive state may be perceptable to
conspecifics or other agents (prey or predators). Recognition of the expression of
the other can serve as a index to its state: e.g., the other’s recent experience of
reinforcing stimuli (signs of seeing a tasty victim, instinctual alarm calls), and hence
as an indicator of its intent (that it might work to obtain or avoid something in the
environment). Certainly in the case of biological evolution, it could be adaptive to
use the information expressed in such signals to avoid predators, assess the state
of prey, or gauge the likely behavior of conspecifics. Such use is a second-person
method of adaptation.

Possible design approaches to making responses that exploit these signals include
(1) to rely on natural selection and evolution (over generations) or (2) to rely on
learning and adaptation (within an individual). The systematicity of either (1) or (2)
in associations of signal-from-others with appropriate behavioral response can be ad
hoc, partial, or comprehensive, and could vary in degree of flexibility.

A comprehensive or partial correspondence from signals perceived in the other
agent and how to respond with one’s own action, can be achieved by incremental
learning, or it could take advantage of a natural correspondence—the identification
of the other agent as a ‘second person’ with a similar architecture to one’s own, at
least similiar enough that some predication could be accurately made of the state of
the agent based on the signals generated, together with predication of likely action
that one would make in such a state (‘mind reading’ or ‘reading of intent’ [63]). We
hypothesize that socially intelligent animal species make widespread use of such
systematic second-person mechanisms. (See Dautenhahn [12] for related issues of
social intelligence in animal species with individualized societies.)

Strategies (1) and (2), with varying systematicity and flexibility, may be applied to
the design or the explanation of the interaction with others of a particular first-person
agent.
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8 Further Temporal Aspects of Emotion, Behavior, and
Narrative

A feature of narrative, but not of many forms of communication, is that it provides an
‘extrasensory’ channel for by which an agent may obtain meaningful information to
modulate or guide its immediate or future behavior. Other means by which this may
occur include memory and remembering (often also involving narrative structure),
and, with generally smaller temporal scope, moods and emotions.

Heidegger [64] saw the state of man as being situated in the Now, being here
in the imminence of the Future in relation to the impinging Past. This temporal
horizon is extremely broad in humans compared to other animals, as is evidenced
by our emotions such as hope and regret, concern with planning for future actions
and story-telling about past or imagined events. This vast temporal horizon means
that humans will tend to deal with interaction in a way that makes narrative sense,
and may anthropomorphically expect their technological agents to do so. Affect
and narrativity thus intertwine with each other. Extrasensory data from narrative
and historical temporal grounding helps an agent escape from the present in its
preception-action cycle.

The cost and reward of experience stimuli provide a uniform dimension in which
to evaluate the result or desirability of action, and the relative values of these costs
and rewards (or ‘pains’ and ‘pleasures’) may be modulated by the current state of
the agent. Most attempts to introduce ‘emotion parameters’ into Al systems can
be seen as an attempt to solve the well-known contextualization problem in Al and
robotics, i.e., to transcend simple reactivity by allowing the settings of the parameters
to modulate behavior, so as to respond appropriately to the given context.

The author and Kerstin Dautenhahn have been developing algebraic tools for a
mathematically rigorous framework expressing histories and, more generally, subjec-
tive views on the temporal experiences of (possibly non-human) agents [28, 65-67].
Such a framework is intended to provide formal support to realizing in robotics and
software of the notion of dynamic autobiographic agents that actively construct and
reconstruct their memories and autobiographies [68]. By opening up the possibil-
ity of using their own and each other’s histories, this work provides for temporal
grounding to help release such agents from mere reactivity.

9 Implications for Agents and Artifacts

These considerations, while not yet leading to any exhaustive classification of emo-
tion and related phenomena, already do lead us to some consequences for the phe-
nomenology of emotion in the design of social agents and the understanding of
biological ones.
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9.1 How Can Emotion Improve Decision Making?

Obviously, pain and pleasure are important in reinforcement learning. But emo-
tion can serve as a contextualization cue for appropriate action. Doing something
that doesn’t feel right leads an organism to another approach—to use a computa-
tional metaphor, to switch to another “program”. The intensity of emotion provides
a valenced measure for the degree to which this is desirable or undesirable.

An emotion such as regret expresses pain about actions or lost opportunities in
the past, and thus leads to evaluation of prior actions and reflections on their appro-
priateness for the past context; potentially, results of such analysis can guide future
behavior and facilitate an escape from the immediacy of merely reactive reinforce-
ment learning.

9.2 How Is Emotion Useful in Social Behavior?

Social emotions such as gratitude, guilt, regret, sympathy, or being proud of another
all require the existence (or perception) of a second person. Clearly such emotions
have social implications, since they are likely to influence behavior toward others.
The fact that they exist suggests that they may play a role in group selection, that is,
the selective advantage for the individual gained by virtue of belonging to a successful
group. Such emotions, as well as the recognition of the social standing of others, may
lead to natural ethics in a community of agents [69, 70].

Primates spend a lot of time in social relations, in grooming, forming and breaking
alliances in complex hierarchies of power relations. It may be true that social creatures
with more complex social structures need larger, more complex brains. Concern about
the relations to and the intentions of others seems a major focus of primate social
behavior [71]. The social intelligence hypothesis [63] states that abstract and more
generalized reasoning skills evolved in humankind based on the pre-adaptation of
existing social reasoning skills, such as those seen in other higher primates. Thus,
socially situated emotion may well have been a prerequisite for the development of
human-like intelligence. If this is the case, the implication is that to achieve such a
level of artificial intelligence may well require not only computational power, and
not only affective computation, but support and grounding for second-person and
social emotions.

9.3 How Can Emotional and Episodic Memory Be
Integrated?

The effect of emotion, especially intense emotion, on memory is well-known (e.g.,
[72]). Experiments conducted by Zajonc [40] show that humans prefer stimuli to
which they have been previously exposed over other stimuli (the so-called mere
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exposure effect). This could be adaptive, since it would tend to lead an agent toward
the familiar (as more pleasant) rather than the unknown. Going toward the familiar
has at least two advantages:

(1) the agent tends to stay in contexts of which it has more experience and in which
it hence has been able to survive or otherwise act appropriately

(2) this could serve as an aid to navigation without resort to maps—going toward
the familiar is likely to lead one home or to a destination the path to which the
agent has traversed before.

Indeed, this latter mechanism suggests a manner for navigation to arise as an
emergent phenomenon. Such emergence of navigational skill would offer a radical
alternative to what traditional roboticists refer to as “localization”, i.e., determining
one’s location on an internal, external or constructed map (possibly using external
beacons and landmarks) despite drift, freak perceptions, sensor noise, etc. Many of
us can find our way home or to the store following the familiar—even on the second
time the trip is made—while being totally incapable of drawing or visualizing a
geometric or in any way accurate map of our route (not to mention the space in
which this trajectory is followed).

Such considerations suggest that emotion may play a role for cognitive maps, in
which affective features may mark episodic sequences, resulting in an ‘emotional
coloring’ not only of actions but of sequences of actions and experiences.

A natural supposition then is that second-person and social emotions could play
arole in the affective coloring of episodes of social interaction, and thus serve to lay
down a cognitive, non-representational map emerging during social interaction and
useful in navigating the social world.

Expression of affectively colored historical memories (episodes) appropriate for
the agent situated in its world could be approached via the algebraic framework of
Nehaniv and Dautenhahn [35] to provide historical grounding for an affective system.

9.4 What Could Affective Implementations Teach Us About
‘Wet’, Biological Systems?

Computer and robotic simulations of emotional systems might contribute to biolog-
ical research by providing frameworks and testbeds in which purported mechanisms
for various behaviors could be studied. The success or failure of an artificial imple-
mentation of someone’s explanatory mechanism could never prove that a biological
system has the same hypothesized structure or uses the hypothesized mechanism,
but successful implementations could show that a proposed mechanism may be suffi-
cient and feasible for realizing the phenomenon displayed by an emotional organism
embedded in its environment. In this connection of computationally-inspired biology,
a good example is the insect-like robots of Barbara Webb mentioned above, showing
that a mechanism much simpler than several other, more elaborate ones that had
been proposed was sufficient to account for phonotaxis in mate-seeking crickets and
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produced, as side-effects, other cricket-like aspects of movement and behavior [4, 5].
Emotionally intelligent artificial agent implementations could be used to gauge the
explanatory power of affective mechanisms in explaining successful social behavior,
possibly and even at the level of non-individualized societies like ants, termites, even
the cellular slimemold Dictyostelium discoideum, as well as social mammals.

10 Summary and Discussion

Our viewpoint on emotions in agents begins from a first-person perspective, relating
to second-person interaction and navigation in a biological and social world. Also, the
nature of agents (human, biological, hard/software) in time and temporal situatedness
are discussed with respect to emotion and behavior, and in relation to effects on human
cognition. The constructive viewpoint in biology seeks to build rather than describe
the mechanisms sufficient for the design of living and artificial agents. This also
includes the validation and prescription of behavioural mechanisms.

Without persons, observers and agents, no meaning is possible, since meaning
is defined as information in channels of sensing and acting in interaction with the
environment and with others. Biological agents access channels of meaning in order
to survive, grow and reproduce. Drives, emotions and other mechanisms such as
tropisms provide force (motivation) for guiding appropriate behaviour to attain these,
generally unconscious, goals. Drives and homeostatic maintenance, mediated by
signals such as hormones, allow an agent to respond to changes in its internal milieu.
Emotions are valenced responses to (external) reinforcing stimuli. Some preferences
need no inferences, and pathways to emotion may vary from hard-wired, reactive,
deliberative, or cognitive appraisals. Taking an agent’s perspective, a intra-agent
first-person viewpoint, means considering the agent in its own Umwelt interacting
through the channels of meaning to which it has access. The ‘treatment’ of other
agents, as having similar experience or coupling to the world via their own channels
of meaning (the egomorphic principle), or the recognition of others as others are
second-person methods of engineering, design. They are employed or employable in
natural and artificial evolution to exploit correspondence between the other’s channels
of meaning and those of the first-person agent. Such second-person methods can be
adaptive in social interaction in cooperation, competition for mates and resources,
as well as predator-prey interaction. The anthropomorphizing tendency of humans
is a case of this egomorphic principle.

A two-process system of learning allows the association of stimulus with a positive
or negative reinforcer as one stage, and flexible behavioral response as a second
phase which involves learning of general strategies of how to avoid or obtain stimuli.
Emotion gives a‘common currency’ in which comparing alternatives and provides
motivation for behavior to obtain or avoid stimuli effectively. This common currency
helps solve the problem of contextualization of behavior—when to do what (and when
not to bother) in a flexible way, which is even more flexible using a two-process
system of learning.
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Temporal aspects of association learning have an important impact on the class of
emotion experience. Reactive robots, agents, and some simple biological organisms
have a very small temporal horizon, existing only in the ‘now’ with little or no
capacity to learn. The temporal horizon of humans and some other animals is much
wider. The capacity to remember the past and imagine the future, facilitates an escape
from reactivity. The scope of the temporal horizon in humans and other animals and
agents varies considerably. Remembering situations and thoughts of future situations
let humans plan, and serve as a source of extrasensory data furthering the escape from
the present preception-action cycle. Post-reactivity and deliberation are supported by
remembering, history, and narrative intelligence. They can lead to episodic emotions
such as fond recall, grief, regret, hope, guilt, and shame with very long, sometimes
pathologically long, temporal extent.

Emotions serve an agent in fast decision making, via a meta-rational evaluation
in uncertain, uncircumscribed environment, and avoid the combinatorial explosion
faced by grounded classical Al-systems. Social behavior can be supported by emo-
tion and episodic memory in such applications as (1) spatial navigation, (2) social
navigation, and (3) judging relevance via affective matching. First-person methods
in emotion synthesis, ‘hormonal control’ to contextualize behavior, and emergent
emotion are being developed in the embodied and situated Artificial Intelligence
communities. Second-person methods will need to be employed in the affective
grounding of multi-agent systems. The expression and recognition of affect will
play major roles in this development. A few existing applications are built either on
synthetic imitation or cognitive appraisals (with applications of the latter mostly to
entertainment so far). Temporal grounding and narrative intelligence are expected
also to play a crucial role in further developments.
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Modeling Cognition—Emotion )
Interactions in Symbolic Agent L
Architectures: Examples of Research

and Applied Models

Eva Hudlicka

Abstract The past two decades have witnessed a resurgence of interest in emotion
research, as well as progress in understanding the circuitry that mediates affective
processing in biological agents. Emotion researchers are now recognizing that com-
putational models of emotion provide an important tool for understanding the mech-
anisms of affective processing. There has also been significant progress in affective
computing technologies, including affective virtual agents, social robots and affect-
adaptive human-computer interaction in general, including affective gaming and the
associated desire to model more affectively realistic and believable agents and robots.
This chapter describes a generic methodology for modeling emotions and their effects
on cognitive processing. The methodology is based on the assumption that a broad
range of both state and trait influences on cognition can be represented in terms of a
set of parameters that control processing within the architecture modules. As such,
the methodology is suitable both for exploring the nature of the mechanisms mediat-
ing cognition-emotion interaction and for developing more affectively realistic and
believable agents and robots. An implementation of this generic methodology in a
symbolic cognitive-affective architecture is described, focusing on an example of
a research model. The chapter concludes with a discussion of open questions and
challenges in affective modeling.

1 Introduction

The past three decades have witnessed a significant increase in emotion research in
psychology and neuroscience. Progress has been made in understanding the circuitry
that mediates affective processing in biological agents. Two of the more significant
findings have been the recognition that cognitive and affective processing are highly
interconnected at the neural level (e.g., [, 21]), and that affective processing cannot
be localized into specific brain regions (e.g., [3]), as has previously been assumed.
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These findings have brought to the forefront the need for an improved understanding
of cognition-emotion interactions, at both the neural and psychological levels.

Researchers in affective science are increasingly recognizing the potential ben-
efits of computational models of emotion as one of the tools for studying affective
phenomena. In fact, a new term has emerged that captures this approach, and in
computo is now considered another alternative to the more traditional in vitro and
in vivo approaches to attempting to understand the mechanisms that mediate affective
processing, including cognition-emotion interactions.

Computational models of emotion aim to represent some aspect of affective pro-
cessing (e.g., emotion generation, affective biases), and are being constructed at
both the neural and psychological levels, using different methodologies and aiming
to model affective phenomena at distinct levels of resolution [12]. Models at the
neural levels often use connectionist (neural network) approaches, while models at
the psychological level are often symbolic, using cognitive-affective architectures
that aim to simulate an end-to-end information processing cycle (see-think/feel-do).

One of the core benefits of these models is that the very process of designing
and developing a computational simulation-based model necessitates a degree of
operationalization of the high-level theories that often reveals gaps and inconsisten-
cies that might otherwise not become apparent. This then allows the development of
more refined theories, which can then be subjected to empirical validation. This is
particularly critical for theories defined at the psychological level, which are often
cast in terms of highly aggregated constructs that allow for a significant degree of
ambiguity. Such in computo models of specific affective phenomena thus provide an
important means of generating and modeling alternative hypotheses regarding their
mechanisms, which can then be tested via empirical studies. This coupled modeling-
empirical study approach represents a promising cross-disciplinary method for iden-
tifying the mechanisms of information processing, both cognitive and affective, in
biological agents.

1.1 Research Versus Applied Models

The models developed for the purpose of understanding these mechanisms can be
termed research models [14]. Research models can be contrasted with models devel-
oped for the purpose of enhancing the affective realism, believability or overall
functionality of a virtual agent or robot. These models do not aim to contribute to
our understanding of affective processing in biological agents (although they may),
but rather to produce a certain type of behavior that will enhance human-computer
interaction or the abilities of some virtual agent or robot. These models can be termed
applied models.

The distinction between research and applied models is important, since their
aims, modeling approaches, and, most importantly, criteria for validation are quite
distinct. Research models aim to emulate some aspect of affective processing and
to represent structures, processes and mechanisms that exist in biological agents,
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in order to understand how these processes are implemented in biological agents.
Understanding these mechanisms then provides a foundation for the development of
more effective pedagogical approaches and training systems, decision-support sys-
tems, and approaches to the diagnosis and treatment of cognitive-affective disorders.

In contrast, in applied models it is sufficient to simulate the processing necessary
to produce the objectives of a particular model or its associated agent. Typically,
these objectives involve increasing the affective realism and believability of virtual
agents or robots, thereby enhancing some aspect of human-computer interaction.
This is particularly important in learning and training contexts, as well as in the
increasingly common coaching and relational contexts (e.g., virtual relational agents
used as companions and coaches, designed to be engaging over longer periods of
time). Whether or not the processing that takes place in an applied model actually
resembles the processing in biological agents is irrelevant. In fact, applied models
may often be implemented via a black-box approach, in which only the input-output
matching is important, and the means through which the desired outputs are obtained
are irrelevant; e.g., IF <stimulus A present> THEN <display emotion expression X>.

These distinct types of model have distinct requirements and benefits, and it is
critical to understand, for any given context, which modeling approach is appropriate
and desirable. Applied models impose fewer constraints on their implementation,
and the criteria for whether or not the model is valid are significantly different. In
other words, an applied model is ‘valid’ if it meets some human-defined criteria
for performance (e.g., users assess virtual characters with these models as more
believable; social robots with these models are more effective in achieving their
interactional goals with humans, etc.). In contrast, a research model is only valid if it
structurally and functionally corresponds to the modeled phenomenon. Clearly, this
is a much more difficult objective to achieve.

1.2 Modeling Effects of Affective States and Traits
on Cognition

This chapter describes a generic methodology for modeling the effects of both affec-
tive states and traits on cognitive processing, and the associated cognitive-affective
architecture. Although the focus here is on models of affective states and traits, the
methodology supports the modeling of a wide range of interacting behavior modera-
tors and individual differences, hence the name MAMID (Methodology for Analysis
and Modeling of Individual Differences) [7, 11].

The MAMID methodology and architecture are suited for both research and
applied purposes. In the case of research models, the architecture enables the model-
ing of alternative hypotheses of particular affective phenomena, with a specific focus
on models of a broad range of affective heuristics and biases on aspects of attentive,
perceptual and cognitive processing. In the case of applied models, the architec-
ture enables the rapid construction of agents with distinct affective and personality
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profiles, with the potential of enhancing their affective realism and believability
across various contexts (virtual affective agents, social robots, affective non-playing
characters in games).

The methodology is based on the assumption that a broad range of both state and
trait influences on cognition can be represented in terms of a set of parameters that
control processing within the individual architecture modules. The parameters are
defined outside of the architecture, and influence both the processing and structure of
the architecture. In terms of processing, the parameters influence both the speed and
capacity of processing within the architecture modules, as well as the likelihood that
specific data will be processed at a given time (e.g., an attended cue will be further
processed versus ignored). In terms of structure, the parameters influence both the
topology of the architecture, thereby controlling which modules execute in a given
cycle, as well as the contents of the architecture memory, thereby making some data
(schemas) more or less likely to play a role in a particular processing cycle. The latter
enables the architecture to model different types of ‘beliefs’ an agent may have.

1.3 Different Levels of Modeling Resolution

The MAMID model and cognitive-affective architecture aim to model psychological,
rather than neural, phenomena. Thus no assumptions or claims are being made that
the represented psychological-level constructs (e.g., cues, situations, goals) and pro-
cessing (e.g., situation assessment, goal re-prioritization, emotion generation) have
any direct correspondence to actual neural level structures and processes. Psycho-
logical (typically symbolic) computational models and neural (often connectionist)
computational models address distinct phenomena at different levels of aggrega-
tion. That said, it is intriguing to consider the possibility that the recently discussed
neuromodulatory mechanisms that appear to mediate some of the systemic effects
of emotions may be implemented in symbolic models via the types of parametric
manipulation of distinct modules and processing that MAMID uses to model effects
of emotions on cognition.

The chapter is organized as follows. Relevant research from psychology is first
introduced, followed by a description of both the modeling methodology and the
associated cognitive-affective architecture. A research model aiming to elucidate the
mechanisms of affective biases is then described in detail. The chapter concludes with
a discussion of open questions and challenges in computational affective modeling.

2 Relevant Emotion Research Background

Definitions Although no universally agreed-upon definition of emotions exists,
underscoring our lack of understanding of these complex phenomena, it is help-
ful to establish a working definition of emotions for modeling purposes, as follows.
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Emotions can be defined as “evaluative judgments of the environment, the self and
other social agents, in light of the agent’s goals and beliefs”. The resulting emotions
then motivate and coordinate both internal processing and behavior, including social
behavior and specific affective expressions, to enable adaptive interaction between
the agent and its environment.

Note that ‘agent’ is used here in the abstract sense of any autonomous entity,
which includes both biological and synthetic agents. Note also that the definition
above implies that emotions generally play an adaptive role. While it is certainly the
case that emotions can become dysregulated, and thus maladaptive, contemporary
emotion research assumes that the evolutionary role of emotions is to support more
effective adaptation.

Terminology The following definitions are assumed. Emotion refers to a tran-
sient state, lasting for seconds or minutes, typically associated with well-defined
triggering cues and characteristic patterns of expressions and behavior (more so for
the simpler, fundamental emotions than for complex emotions with strong cognitive
components). Emotions can thus be contrasted with other terms describing affec-
tive phenomena: moods, sharing many features with emotions but lasting longer
(hours to months); affective states, undifferentiated positive or negative ‘feelings’
and associated behavioral tendencies (approach, avoid); and feelings, a problematic
and ill-defined construct from a modeling perspective. (Averill points out that “feel-
ings are neither necessary nor sufficient conditions for being in an emotional state”
[1]). This chapter focuses on emotions, although the methodology and architecture
can also model moods and the less differentiated affective states.

Multiple Modalities A defining characteristic of emotions is their multi-modal
nature. Emotions in biological agents are manifested across four distinct, but
interacting, modalities. The most familiar is the behavioral/expressive modality,
in which the expressive and action-oriented characteristics are manifested (e.g.,
facial expressions, speech, gestures, posture, behavioral choices). Closely related
is the somatic/physiological modality—the neurophysiological substrate that makes
behavior (and cognition) possible (e.g., heart rate, neuroendocrine effects, blood
pressure). The cognitive/interpretive modality is most directly associated with the
evaluation-based definition provided above, and is emphasized in the cognitive
appraisal theories of emotion generation. The most problematic modality, from a
modeling perspective, is the experiential/subjective modality: the conscious, and
inherently idiosyncratic, experience of emotions within the individual. While the
current emphasis in emotion modeling is on the cognitive modality (involved in
appraisal) and the behavioral modality (manifesting emotions in agents), it is impor-
tant to recognize that both the physiological and experiential modalities also play
critical roles [17].

Affective Biases Emotions exert profound influences on cognition in biologi-
cal agents, including the fundamental processes mediating information processing
(attention, perception, memory), but also higher level processes, including situa-
tion assessment, decision-making, goal management, planning and learning. Emo-
tion effects, including affective decision biases and heuristics, can be adaptive or
maladaptive, depending on their type, magnitude and context. For example, the
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preferential processing of threatening stimuli associated with anxiety and fear can
be adaptive in situations when survival depends on the fast detection of danger and
protective behavior (e.g., avoid an approaching car that has swerved into your lane).
However, the same effect can be maladaptive if neutral stimuli are judged to be
threatening (e.g., passing car is assumed to be on a collision course and causes the
driver to swerve into a ditch), or if the threat level of a stimulus is exaggerated.

A number of emotion effects on cognitive processing have been identified by
cognitive psychologists and emotion researchers. For example, positive emotions
induce a global focus and the use of heuristics, whereas negative emotions induce a
more local focus and analytical thinking [4]; anxiety reduces attentional and working
memory capacities, biases attention towards the detection of threatening stimuli,
and biases interpretive processes towards higher threat assessments; anxiety also
induces a self-bias, mood induces mood-congruent biases in recall, and negative
affect reduces estimates of control and induces more analytical thinking [16, 19, 20].

3 MAMID Modeling Methodology and Architecture

The core component of the MAMID modeling approach is a generic methodology
for modeling multiple, interacting effects of individual differences within symbolic
cognitive architectures, via parametric manipulations of the architecture processes
and structures [7-9, 11]. The underlying thesis of this approach is that the combined
effects of a broad range of individual differences, including affective states and traits,
can be integrated and represented in terms of these parameter values.

The current focus is on modeling the effects of emotions (joy, fear, anger, and
sadness) on the cognitive processes mediating decision-making (attention, situation
assessment, expectation generation, goal management and action selection), in terms
of parameters that control processing within the individual modules of a cognitive-
affective architecture. These parameters control the speed and capacities of the differ-
ent architecture modules, as well as the ranking of the individual constructs processed
by these modules (e.g., cues, situations, goals), as they map the inputs (perceptual
cues) onto the outputs (selected actions), and thereby implement the complete see-
think/feel-do sequence. A high-level schematic of the MAMID cognitive-affective
architecture is shown in Fig. 1. Figure 2 illustrates the parameter-based modeling
approach.

The MAMID architecture implements a sequential see-think/feel-do processing
sequence, consisting of the following modules: Sensory Pre-processing (translates
incoming data into task-relevant cues); Attention (filters incoming cues and selects
a subset for processing); Situation Assessment (integrates individual cues into an
overall situation assessment); Expectation Generation (projects current situation onto
possible future states); Affect Appraiser (derives a valence and four of the basic
emotions from external and internal elicitors); Goal Management (identifies high-
priority goals); and Behavior Selection (selects the best actions for goal achievement).
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These modules map the incoming stimuli (cues) onto the outgoing behavior
(actions), via a set of intermediate internal structures (situations, expectations, and
goals), collectively termed mental constructs. This mapping is enabled by long-term
memories (LTM) associated with each module, represented by belief nets. Mental
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constructs are characterized by their attributes (e.g., familiarity, novelty, salience,
threat level, valence, etc.), which influence their processing, that is, their rank and
the consequent likelihood of being processed by the associated module within a given
execution cycle (e.g., cue will be attended, situation derived, goal or action selected).
All constructs derived in a given execution cycle are available to subsequent mod-
ules for processing within that cycle. The availability of the mental constructs from
previous execution cycles allows for dynamic feedback among constructs, and thus
departs from strictly sequential processing.

MAMID models both emotion generation and emotion effects, but emphasizes the
latter. Emotion generation is modeled within a dedicated Affect Appraiser module,
which integrates external data (cues), internal interpretations (situations, expectation)
and desires and priorities (goals), with stable and transient individual characteristics
(traits and emotional states), and generates an emotional state at two levels of resolu-
tion: a valence (corresponding to an undifferentiated positive or negative evaluation)
and one of the four basic emotions (fear/anxiety, anger, sadness, joy).

Generation of basic emotions represents more differentiated processing, in which
the intensity of each emotion is influenced by both task- and individual-specific crite-
ria. This involves a consideration of a variety of idiosyncratic criteria that determine,
for example, whether a high-threat situation or an impending goal failure will lead to
anger or anxiety in a particular agent, with the specific effect being a function of the
agent’s personality and individual history. Such differentiated processing requires
correspondingly complex inferencing and knowledge, implemented in MAMID in
terms of belief nets.

Emotion intensities are determined from four contributing factors: Trait bias
factor—reflecting a tendency towards a particular emotion, as a function of the
agent’s trait profile (e.g., high neuroticism/low extraversion individuals are predis-
posed toward negative emotions). Valence factor—reflecting a contribution of the
current valence, in which negative valence contributes to higher intensities of negative
emotions, and vice versa. Static context factor—reflecting the agent’s skill level and
contributing to the anxiety level if skill level is low. Individual factor—weighted sum
of the emotion intensities derived from the emotion-specific belief nets, reflecting the
idiosyncratic contributions of specific elicitors. The Affect Appraiser module incor-
porates elements from several appraisal theories: domain-independent appraisal
dimensions, multiple-levels of resolution, and multiple stages [18, 24].

The effects of emotions (as well as traits and non-affective states) are modeled by
mapping a particular configuration of emotion intensities and trait values onto a set
of parameter values, which then control processing within the architecture modules,
as well as the data flow among the modules, e.g., decrease/increase the modules’
capacity and speed, introduce a bias for particular types of construct, such as high-
threat or self-related constructs (see Figs. 2 and 3).

Functions implementing these mappings are constructed on the basis of the avail-
able empirical data. For example, the anxiety-linked bias towards preferentially
attending to threatening cues and interpreting situations as threatening is modeled
in MAMID by ranking high-threat cues and situations more highly, thereby making
their processing by the Attention and Situation Assessment modules more likely.
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Currently, the parameter-calculating functions consist of weighted linear combina-
tions of the factors that influence each parameter. For example, working memory
capacity reflects a normalized weighted sum of emotion intensities, trait values,
baseline capacity, and skill level.

4 Examples of Research Models

The MAMID methodology and the associated architecture represent a domain-
independent framework, which can be instantiated across multiple domains. The
domain-specific knowledge is encoded in MAMID’s long-term memory, associated
with each module, and represented in terms of Bayesian belief nets. The examples
below are from a search-and-rescue task domain, in which the MAMID architec-
ture represents the behavior of different agents who are cooperating to find a ‘lost
party’ in an inhospitable Arctic terrain, encountering a variety of anxiety-producing
setbacks (e.g., various emergencies, inadequate resources, mechanical failures) and
needing to ensure adequate supplies from available “supply stations” to maintain
adequate resources (fuel, first aid kits) [10]. The behavior of the individual team
members (snow cat drivers) is controlled by instances of the MAMID architecture.
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Distinct personalities can be defined for different agents, which then contribute to
distinct affective reactions that, in turn, induce differences in decision-making and
action selection. The differences in behavior then impact both individual and team
performance.

MAMID was used in the applied model context to explore differences in team per-
formance as a function of different configurations of agent personalities. For example,
the effects of an anxious versus aggressive leader on the team’s performance [9, 10].
Both process and outcome measures can be used to assess performance. Process
measures include an affective analog to the cognitive workload measure, but focus
instead on the relative amounts of positive versus negative emotions ‘experienced’
by the agents. Outcome measures include the time required to achieve that goal (e.g.,
find the lost party), as well as the expended resources.

The MAMID architecture can also be used as a research model, to explore the
mechanisms of affective biases on cognition [13]. The remainder of this section
describes an example of a research model designed to explore alternative mechanisms
mediating affective disorders, specifically anxiety disorders.

Contemporary theories of anxiety disorders emphasize the role of information
processing biases in contributing to, and maintaining, heightened anxiety levels;
specifically, the role of a range of emotion-induced biases on attentional, interpretive
and memory processes [19]. The MAMID modeling methodology and architecture
provide the representational and processing infrastructure that enables the construc-
tion of explicit models of these biases, and also supports the modeling of alternative
mechanisms mediating anxiety disorders.

Two of the biases that have been extensively studied as mediators of anxiety
disorders are the attentional and the interpretive biases. Attentional biases focus
attention on stimuli with a particular affective content. In anxiety disorders, the
biasing effects focus attention on negative and threatening stimuli; an individual
in a state of anxiety selectively focuses on threatening stimuli and neglects non-
threatening stimuli, thereby maintaining or even increasing their state of anxiety.
Interpretive biases selectively direct interpretation of stimuli to favor an interpretation
with a specific affective tone [6]. In anxiety disorders, this type of bias contributes
to interpretations of ambiguous stimuli as dangerous, threatening or negative, again,
maintaining or increasing the individual’s state of anxiety. Both of these mechanisms
can be explicitly modeled in MAMID, via parametric manipulations of the modeling
processes and structures.

MAMID supports the exploration of alternative mechanisms mediating anxiety
disorders through its ability to represent the attentional and interpretive biases and the
resulting anxiety states, including the extreme state of a panic attack, through para-
metric manipulations of the underlying processing. The modeling approach demon-
strates how the same set of underlying processes can generate a wide variety of effects,
ranging from adaptive protective behavior through mild dysfunction to paralyzing
pathology, depending on the values of the parameters controlling the processing: as
the anxiety intensity increases, the processing becomes increasingly biased, demon-
strating increasingly dysfunctional behavior.
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Two key features of the MAMID model that make it suitable for modeling the
mechanisms of psychopathology are (1) a high degree of parameterization, enabling
manipulation of architecture topology, data flow, and processing within the individual
modules, and (2) a testbed environment, within which the model is embedded, and
which facilitates rapid model development and interactive ‘tuning’, by providing the
modeler access to arange of model parameters and control of the functions that derive
their values. By manipulating these parameters, alternative hypotheses regarding the
specific mechanisms of an observed phenomenon can be rapidly implemented and
their behavior evaluated within the context of a specific simulated environment.

In this example, the modeled agent approaches a difficult “emergency situation”,
but lacks the required resources. The agent’s state of anxiety, dynamically calculated
by the Affect Appraiser module within the MAMID architecture, is high, in part
due to a trait-induced tendency towards higher anxiety and in part due to the task
difficulty level and a lack of adequate resources.

Panic attack is an interesting anxiety state to explore, because its extreme nature
provides a useful context in which to model the effects of anxiety on attentional and
interpretive processes, and cognition-emotion interaction in general. Panic attack is a
state in which the confluence of multiple anxiety effects produces a type of a ‘perfect
storm’, frequently inducing behavioral paralysis. Three anxiety-linked effects are
involved: threat processing bias, self processing bias, and capacity reductions in
both attention and working memory. MAMID models all three of these effects and
provides parameters that control their relative contributions to the overall effect on
information processing.

The MAMID processing parameter values are calculated from linear combination
of the weighted factors influencing the parameter. A specific parameter-induced effect
(e.g., reduced module capacity) can thus be obtained from multiple combinations
of the individual factors that influence the final value of a given parameter and
their associated weights. These alternative configurations then provide the means of
defining alternative mechanisms that mediate specific effects. The MAMID testbed
environment provides facilities that support the rapid construction of these alternative
mechanisms, via interactive manipulation of the factors and weights, which allow
the modeler to control the magnitude and contribution of each influencing factor.

Anxiety-induced threat bias is modeled by first calculating the threat level of each
cue, situation and expectation (the mental constructs), from factors that include an a
priori ‘fixed’ threat level (e.g., a low level of resources is inherently more threatening
than adequate resources), state and trait anxiety factors, and individual history (prior
experience with a specific type of situation that has caused anxiety before). The threat
level is then used as a weighted factor in the function calculating the overall construct
rank, which determines the likelihood of its processing within a given execution
cycle. In states of high-anxiety, high-threat constructs have a higher ranking, and are
thus processed preferentially: high-threat cues are given preference over low-threat
cues, and high-threat interpretations are therefore preferentially derived in situation
assessment (see Fig. 3).

Self bias is modeled by including a weighted factor reflecting the self versus non-
self origin of each construct in its rank-calculating function. High levels of state or
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trait anxiety then induce a higher ranking for self-related constructs, contributing to
their preferred processing. In cases of high anxiety, this bias will produce a focus on
the anxious state itself—a common feature of anxiety disorders that typically further
increases the anxious state of the individual.

The capacity reduction effects on attention and working memory are modeled by
dynamically calculating the capacity values of all modules during each simulation
cycle, from weighted factors representing the emotion intensities, the four traits
represented in MAMID, baseline capacity limits, and skill level.

MAMID models a panic attack state as follows. Stimuli, both external and internal,
arrive at the Attention Module, whose capacity is already reduced. Because of the
threat- and self-bias, self-related high-threat cues are processed preferentially, in this
case resulting in the agent’s focus on a self-related anxiety cue. This cue, reflecting the
agent’s anxious state, consumes the limited module capacity, leading to the neglect of
external and non-threatening cues (e.g., proximity of a supply station). This results in
a continued self- and threat-focus in the downstream modules (Situation Assessment
and Expectation Generation). No useful goals or behaviors can be derived from these
constructs, and the agent enters a positive feedback-induced vicious cycle (an endless
self-reflection), in which the reduced-capacity and biased processing excludes cues
that could lower the anxiety level and trigger adaptive behavior.

A number of factors can be manipulated to induce the effects described above,
simultaneously or sequentially, reflecting multiple, alternative mechanisms that
mediate the anxiety biasing effects. In the case of the capacity parameters, alter-
native mechanisms can be defined from the agent’s overall sensitivity to anxiety
(reflected in the weights associated with trait and state anxiety intensity factors), the
baseline, ‘innate’ capacity limits (reflected in the factors representing the minimum
and maximum attention and working memory capacities), and the anxiety intensity
itself. This factor can be further manipulated via the set of parameters influencing
the affect appraisal processes, including the nature of the affective dynamics (e.g.,
maximum intensity, and the intensity ramp-up and decay functions).

The above example illustrates how MAMID can represent alternative mechanisms
that mediate a range of anxiety behaviors, by explicitly representing the attentional
and interpretive biases that contribute to the generation of anxiety, and the mul-
tiple, interacting causal pathways mediating these processes. The notion that the
same underlying mechanism can result in distinct observable behavior and symp-
tom severity, ranging from normal to severely disabling, depending on the values of
the controlling parameters, is consistent with the emerging transdiagnostic model of
psychopathology, and MAMID thus lends itself to modeling the mechanisms that
mediate psychopathology from the transdiagnostic perspective. Again, it is important
to emphasize that significant research would be required to validate the proposed
model, and that validation of research models of emotion represents a significant
challenge in computational affective science.
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5 Summary and Conclusions

5.1 Summary

This chapter described a methodology and architecture for modeling the effects of
emotion and affective traits on cognitive processing, in terms of parameter-controlled
manipulations of the architecture processing. The model aims to represent the see-
think/feel-do sequence of information processing at the psychological level (versus
the neural level), and is implemented within a symbolic cognitive-affective archi-
tecture. The approach is suitable for both applied models, which aim to enhance
the agent’s or robot’s believability or effectiveness, and for research models, which
aim to elucidate the mechanisms of affective biases on cognition. An example of an
applied model was briefly described, followed by a more extensive description of a
research model, whose aim is to identify alternative mechanisms of affective biases,
within the context of modeling anxiety disorders.

The paper draws the important distinction between applied and research models,
with the former used to produce more believable or effective agent behavior, but
with no aim to emulate biological mechanisms that mediate affective processing,
whereas the latter aim to emulate the structures and processing in biological agents
and elucidate the associated underlying mechanisms.

Applied models are much more easily constructed and their criteria for ‘validation’
reflect arbitrary standards defined by specific requirements of the associated agent
or human-agent interaction, e.g., agent is believable, agent is effective in its teaching
or coaching role, etc. In contrast, research models must meet additional constraints,
so as to match the processing in biological agents, and their validation is much more
challenging, since the structures explicitly represented in the model (e.g., cues, goals,
situations) are difficult or impossible to identify directly in biological agents.

5.2 Conclusions

Efforts to construct symbolic computational models of emotion began over three
decades ago. One of the earliest was the Cog Aff architecture of Sloman and col-
leagues (see [23] for an in-depth discussion). Sloman’s work represents some of the
most profound thinking about emotion modeling and the roles of emotions in both
biological and synthetic agents, and should be required reading for anyone attempting
to construct research models of emotion.

The majority of existing computational models of affect, at the psychological
level, have been developed for applied purposes: to enhance the believability and
effectiveness of virtual agents, social robots, and non-playing characters in games.
These models are being increasingly incorporated into virtual agents and robots, as
the desire for more affectively realistic and engaging agents across various contexts
increases (e.g., learning, training, coaching, therapeutic, gaming).



142 E. Hudlicka

Research models are beginning to be developed, as the emotion research com-
munity recognizes the value of the in computo approach. However, these models
are much more difficult to construct, in part due to the need to emulate, rather than
simulate, biological processes, and in part due to the need to account for the multi-
modal nature of emotion and represent the complex feedback mechanisms among
the different modalities. These models also face significant challenges in regards to
validation, which must necessarily rely on inferential approaches.

For both applied and research models, there is a need for the development of
more systematic approaches to model design. Some work exists in this area, and
includes efforts to represent alternative emotion theories in terms of uniform repre-
sentations to facilitate comparison [2], and efforts to identify generic tasks required
for the construction of affective models [14]. In general, there is great need for cross-
disciplinary collaborations [22], the development of tools and sharable components,
and the development of standards [15].
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Improving Human Behavior Using m
POMDPs with Gestures and Speech L
Recognition

Joao A. Garcia and Pedro U. Lima

Abstract This work proposes a decision-theoretic approach to problems involving
interaction between robot systems and human users, with the goal of estimating the
human state from observations of its behavior, and taking actions that encourage
desired behaviors. The approach is based on the Partially Observable Markov Deci-
sion Process (POMDP) framework, which determines an optimal policy (mapping
beliefs onto actions) in the presence of uncertainty on the effects of actions and
state observations, extended with information rewards (POMDP-IR) to optimize the
information-gathering capabilities of the system. The POMDP observations consist
of human gestures and spoken sentences, while the actions are split into robot behav-
iors (such as speaking to the human) and information-reward actions to gain more
information about the human state. Under the proposed framework, the robot system
is able to actively gain information and react to its belief on the state of the human
(expressed as a probability mass function over the discrete state space), effectively
encouraging the human to improve his/her behavior, in a socially acceptable manner.
Results of applying the method to a real scenario of interaction between a robot and
humans are presented, supporting its practical use.

1 Introduction

Social robots need to be capable of developing affective interactions and to empathize
with human users [4]. This requirement involves the ability to infer and react accord-
ing to latent variables: the user’s affective and motivational status.
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The agent acting in a Human-Robot Interaction (HRI) scenario must take into
account the effects of its actions on the human user, which are uncertain, and the
sensory information it receives, which is noisy. Planning under these conditions is
attainable through Partially Observable Markov Decision Processes (POMDPs) [3].
POMDPs, through the transition and observation models, deal with the aforemen-
tioned uncertainty, by probabilistically modeling the possible outcomes of the agent’s
different actions and the accuracy of the sensory information. Furthermore, the prob-
lem of empathizing with the human user adds the goal of information gain on latent
(i.e., not directly observed) state variables, which is addressed by the extensions
to POMDPs introduced by Partially Observable Markov Decision Processes with
Information Rewards (POMDPs-IR) [9].

Thus, this work introduces a POMDP-IR framework for planning under uncer-
tainty in HRI problems, which allows the agent to accomplish a given task, actively
infer latent state variables of interest and adapt its behavior accordingly. The afore-
mentioned framework is implemented in a real robot system, to ensure it is capable
of successfully solving HRI planning problems in practice.

2 Related Work

Among HRI scenarios, Decision-Theoretic (DT) approaches to planning based on
the POMDP framework are found in assistive scenarios, such as the robot wheelchair
[10], in which the goal is to recognize the intention of the user but do not include
social capabilities for improving recognition. Also, in socially assistive settings, the
POMDP framework models the social interaction between robot and human users
in, e.g., nursing homes [7], although without taking into account the user’s status.
Finally, the POMDP was used to model problems with latent variables and adapt the
agent’s behavior accordingly in an automated hand-washing assistant [1]. However,
the agent in the latter work does not actively seek to gain information on the user’s
status, and is, therefore, limited to reacting based on a possibly high-uncertainty
belief on the hidden variables.

The traditional POMDP model does not allow for rewarding low-uncertainty
beliefs. Consequently, in order to obtain a certain level of knowledge about the fea-
tures of interest, the POMDP framework needs to be extended to reward information
gain. This extension is provided through the POMDP-IR (POMDP with Information
Reward)) framework. DT planning based on POMDP-IR has been applied to the
problem of active cooperative perception [9]. The present work, however, is focused
on multimodal human-robot interaction.
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3 Background

POMDP-IR can be expressed as a tuple (S, A, T, R, §2, O, y), where:

e § =35 x---x §, represents the environment’s factored state space, defining the
model of the world;

e A is a finite set of actions available to the agent that contains the domain-level
action factor A; and an Information-Reward (IR) action factor A; for each state
factor of interest (A = A; X Ay X --- X A;, where [ is the number of IR actions);

e T is the transition function that represents the probability of reaching a particular
state s € S by a given state-action pair (7 : S x A x S — [0, 1]);

e R is the reward function, which defines the numeric reward given to the agent
for each state-action pair (R:S x A — R), and is therefore given by R =
Ru(s,aq) + Y i, Ri(si, a;), with s € S, aq € Ag, 5 € S, a; € A;, Ry being the
POMDP reward model and R; the information reward;

e (2 is a finite set of observations that correspond to features of the environment
directly perceived by the agent’s sensors;

e O is the observation function that represents the probability of perceiving obser-
vation o € £2 after performing action a € A and reaching state s' € S (O :
Sx Ax 2 —[0,1]);

e y is the discount factor, used to weight rewards over time.

The POMDP-IR fits into the classic POMDP framework, and can, therefore, be
represented as a belief-state Markov Decision Process (MDP), in which the history of
executed actions and perceived observations are encoded in a probability distribution
over all states: the belief state. Every time the agent performs an action a € A and
observes o € £2, the belief is updated by the Bayes’ rule:

a0 P(o|s’, a)
b (s") = Bolb. )Zp(s s, a)b(s), (1)

where P (s’|s, a) and P(o|s’, a) are defined by the Transition and Observation model,
respectively, and

P(olb.a) =) _P(ols’.a) Y P(s'ls.a)b(s) )
s'es seS

is a normalizing constant. Furthermore, the value function V7 (b), defined as the
expected future discounted reward given to the agent by following policy r, starting
from belief b:

V() =Eﬂ[2y’R(b,,n(bt>>\bo =b}, 3)
=0

where R(by, m(b))) =) s R(s, J'r(b,))b, (s), remains approximately Piecewise
Linear Convex (PWLC) in the POMDP-IR framework. This way, the most common
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algorithms for solving POMDPs, which exploit the PWLC representation of the value
function, can also be used to solve POMDPs-IR. The optimal policy 7 * is charac-
terized by the optimal value function V*, which satisfies the Bellman optimality
equation:

V*(b) = max [R(b, a)+vy Y Plolb, a)V*(b”o)i|. (4)

0€0

Solution methods for POMDPs differ from exact solution algorithms (e.g., Mon-
ahan’s enumeration algorithm [5]), intractable for large problems, to approximate
policy optimization (e.g., Point-based Value Iteration (PBVI) [6]). The method of
reference in solving POMDPs throughout this work is PERSEUS [8], a randomized
PBVI algorithm.

4 Framework Description

The proposed framework approaches the problem of planning under uncertainty in
HRI under the POMDP-IR extension. Figure 1 represents the projected POMDP-IR
as a two-stage Dynamic Bayesian Network (DBN), which depicts the dynamics of
the HRI problem.

4.1 States and Transitions

The agent acting in an HRI scenario considers two types of state factors: the task
variables T and the person variables P. The task variables model the environment
features that provide information on the progress of the tasks. On the other hand, the
person variables track the human state and are inherently latent. The latter are used
to gain information on the human user’s affective and motivational status and adapt
the robot behavior accordingly.

The number of state variables depends on the amount of features essential to
represent the environment, and is, therefore, dependent on the specific task. The
criteria for the selection of states involve a trade-off between operational complexity
and predicted system performance, since operational complexity increases with the
number of states.

Furthermore, depending on the objectives of the agent acting in an HRI setting,
the task variables might not exist. This is the case when the single goal of the agent
is to gain information on the human user.

A person variable can have a constant value over time if its value does not change
during the task. This is the case with personal traits (e.g., Personality and Prefer-
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t t+1
Task Variables
Tl O——(7)
T, T,
Ag Ry

Person Variables
P Pl/ :
2 > P] Legend:

States O

Y .
Acammitl 6 7 Observations D
IR
Actions I:l

Acomm it o Rewards Q

Fig.1 DBN representation of the DT model for multimodal HRI

ences), which are relevant for the robot behavior and do not change for the duration
of the interaction. In Fig. 1, P, represents a constant person variable.

Otherwise, person variables are inferred from the user’s behavior at each time step
(factors Py to P; in Fig. 1), which is represented in the model’s observations. These
state variables may consist of state factors of interest, according to the POMDP-IR
framework.
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4.2 Observations and Observation Model

In a social HRI setting, observations reflect the user’s behavior. This behavior is used
to monitor the progress of the task and infer the user’s affective and motivational
status.

Observations are discrete, symbolic values, classified from sensory data, which
correspond to features of the environment that are observable in a given state.

The observation factors are contingent on the sensory capabilities of the robot
system. Nevertheless, the correct understanding of the user’s status relies on the
agent being capable of recognizing human communication methods. Consequently,
the robot system ought to be able to recognize speech and gestures in order to
understand the human user’s affective and motivational status.

The observation model is of key importance in the achievement of the information
gain goals of the agent. It reflects the probability of receiving a certain observation,
given the state of the environment and the action performed. Certain actions, such
as questioning or approaching the user, increase the probability of perceiving certain
observations. This fact is of utter importance in order to actively gain information on
the user’s status. The dependency on the action is represented in observations O,, to
Oy in Fig. 1.

4.3 Actions

The model in Fig. 1 comprehends two sets of actions: Ay and A ommir- The actions
in Ay have an effect on the environment and are dependent on the actuators of the
agent, while the actions in A, are used to achieve the information gain goals of
the agent.

Typically, the action set A, contains the minimum set of functionalities that allow
the agent to complete its tasks. Social robots need to communicate in a natural, easily
understandable way with the human users. To achieve this objective, the robot must
be able to express different moods and emotions. Consequently, the action set A, of
a social robot ought to include speech and/or gestural capabilities and/or graphical
emotion displays.

Following the POMDP-IR framework, besides the domain-level action factor A,
the model has additional action factors A.,..i;; for each state factor of interest.
The state factors of interest, in the problem under study, are included in the person
variables, as these contain the aforementioned affective and motivational state of the
human user. The actions in Ay, allow for rewarding the agent for decreasing the
uncertainty regarding particular features of the environment.
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4.4 Reward Model

In the DT model in Fig. 1, rewards are either associated with task objectives: R, or
with the information gain goals: R;,i =1, ..., j. The sum of these rewards, R;g,
constitutes the reward awarded to the agent at each time step.

The behavior of the robot consists of the sequence of domain actions A, the agent
performs. In the social HRI scenario, and in order to adapt the robot’s behavior to
the user’s affective and motivational status, the reward assigned to an action depends
not only on the rask variables, but also on the person variables.

The information rewards R; influence the behavior of the agent, with the pur-
pose of achieving a low uncertainty regarding certain person variables. The value of
these rewards is dependent on the threshold of knowledge required, according to the
POMDP-IR framework [9].

5 Selected Application

The proposed approach was tested in a case study that considers a socially assistive
task: rehabilitation therapy.

5.1 Scenario

Rehabilitation therapy includes passive or active exercises. In the first, the therapist
(human or robot) physically assists the patient in moving the affected limb. On the
other hand, in active exercises, the patient moves the affected limb by him/herself,
while the therapist has the functions of coaching and motivating.

Up-to-date research in rehabilitation robotics mainly covers passive exercises.
Nevertheless, social robots provide a way to approach active rehabilitation exercises,
representing an innovative way to monitor, motivate and coach patients.

Overall, the goals of the robot therapist in the considered rehabilitation scenario
are:

e To help the user in the given setting, by monitoring the patient’s movements (e.g.,
encouraging the patient to continue if he/she stops performing the exercise);

e To adapt its behavior and, consequently, the therapy style (e.g., nurturing vs chal-
lenging the patient), in accordance with the patient’s affective and motivational
status.
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Fig. 2 DBN representation t r+1
of the DT model for the
robot therapist

Task Variables

Legend:

States O
Observations D
Actions |:|

Rewards O

5.2 Decision-Theoretic Model for the Robot Therapist

AFar.

The application of the proposed framework to the robot therapist scenario results in
the DT model represented in Fig. 2.

5.2.1 States

The significant features of the environment in which the robot is to operate are related
to the human user. Fulfillment of the task’s objectives requires that the agent keep
track of the user’s movements (state Exer.), possess knowledge regarding relevant
personal traits (Pers.) of the user and infer his/her affective status (Fat.). Therefore,
the proposed DT model considers the state space represented, in factored form, in
Table 1.

The user’s movement is encoded in the fask state factor Exercise (Exer.). When
the exercise is performed as prescribed, the state factor assumes the value Correct:
Exer. = Correct. Otherwise, if the movement is inappropriately performed or not
performed at all, Exer. = Incorrect. The state factor Personality (Pers.) is a con-
stant person variable, known beforehand by the problem designer, which represents
the patient’s behavioral personality, as Introverted or Extroverted. Finally, the Fatigue
state factor (Fat.) is a measure of the patient’s weariness, caused by the physical
exercise. It assumes the values Tired or Energized, depending on whether the patient
shows signs of fatigue or liveliness, respectively.
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Table 1 State, observation and action spaces for the robot therapist case study

Factors Values
States Exer. Correct, incorrect
Pers. Introverted, extroverted
Fat. Tired, energized
Observations OExer. Proper, wrong
OFar. Weary, energetic, none
Actions Ag Nurture, challenge, query
patient, end therapy, none
AFar. Commit tired, commit
energized, null

5.2.2 Observations

The observation space is represented, in factored form, in Table 1. Observations
reflect the relevant behavior of the patient, in accordance with the task’s goals. In
the present case study, the agent ought to classify the movement performed by the
patient (Og,.,.) and his/hers affective status (O ;).

The gesture-related observation factor Og,.,. is used to evaluate the exercise and
assumes, as a result, the values Proper or Wrong. Og,... = Proper whenever the
agent perceives that the patient performed the movement as prescribed. Otherwise,
Ogxer. = Wrong if the agent perceives that the patient did not perform the movement
or performed it incorrectly.

The observation factor Op,, , which is related to the affective status of the patient
represented in state factor Fatigue, assumes the values Weary, Energetic or None.
Opgq. = Weary or Op,,. = Energetic when the patient demonstrates feeling tired
or lively, respectively. Otherwise, Op,,, = None if the agent does not perceive any
relevant information regarding the affective status of the patient.

Ogxer. 18 oObtained by visual classification of the patient’s gestures and Op,;.
through classification of the user’s verbal responses.

5.2.3 Actions

The proposed DT model considers two action factors: the Action Domain A; and
the IR Action Af,,. At each time step, the agent chooses one value for each action
factor. The possible values for the action factors are represented in Table 1.

The IR action is defined according to the POMDP-IR framework, with a commit
action for each value of the related state factor (Fat.) and a null action. A g,;. allows
for rewarding the agent for reducing the uncertainty regarding the state factor Fat.,
related to the patient’s fatigue.

The Action Domain A, contains the set of functionalities that allow the agent to
achieve the task and information gain goals.
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The therapy style, i.e., the robot’s approach to the patient, changes as a function
of his/her Fatigue and Personality. Dependent on these factors, the encouragement
is classified as Nurture or Challenge if the agent opts, respectively, for a softer
(e.g., “You are doing great! Keep up the good work.”) or a more defiant approach
(e.g., “You can do better than that!”).

Since the therapy style is dependent on the person variables, it is important to
gain information and maintain a low uncertainty regarding the state factors Pers.
and Fat. As Pers. is constant, the agent actively seeks to reduce uncertainty on the
state factor Fat. through the Query Patient action. This action consists of verbally
interacting with the patient to infer his/hers Fatigue.

Moreover, the agent ought to end the exercise (End T herapy) when the patient
persistently shows he/she is not able to proceed with it. Finally, at each time step,
the agent might choose to do nothing (None).

5.2.4 Transition, Observation and Reward Functions

The proposed framework allows us to take into account the effects of time in the
states of the DT model. Namely, in the current case study, the transition function 7
encodes that b(Fat. = Tired) increases at each time step in the absence of opposing
observations (Op,,. = Energetic). That is, the agent realistically believes that the
patient is feeling more tired over time. The transition function of this case study
dictates that the probability of the patient correctly performing the exercise (Exer. =
Correct) increases with the motivation actions (Nurture or Challenge). Moreover,
Personality (Pers.) is modeled as a constant variable, not inferred by the agent, as
its value does not change during the task.

The observation function O encodes the error in sensory data classification.
This means, for instance, that even if the patient’s gesture is classified as incor-
rect (Ogyer. = Wrong), the agent’s belief about Exer. = Incorrect is not 100%,
and the robot might require more information before motivating the patient. Fur-
thermore, the probabilities in O take into account that information-gathering actions
(such as Query Patient) increase the probability of perceiving a verbal response
from the user (e.g., Op,,. = Weary).

The DT model in Fig. 2 rewards IR actions (Rp,.) and A, actions (R;). The
information rewards are defined, in accordance with the POMDP-IR framework,
so that the agent actively seeks to have a certainty about Fat. greater than 75%
(.e.,b(Fat. = Tired) > 0.750orb(Fat. = Energized) > 0.75). Actionsin A, are
rewarded in accordance with the state of the environment: Encouragement actions
(Nurture and Challenge) are rewarded 0.2 whenever the patient is incorrectly
performing the exercise or 0.1 when he/she shows signs of feeling tired, and penal-
ized —0.1 otherwise. The reward given to each action also depends on the state
factor Pers.: for an Introverted person, the Nurture action is preferred, while the
Challenge action is favored for an Extroverted person; The Query Patient action
is penalized with —0.2; None is neither rewarded nor penalized; End Therapy
receives high penalization (—1) when the patient feels energetic and a reward of 0.1
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otherwise. Rewards are defined over the abstract states and actions of the DT model.
The discount factor in this case study is y = 0.9.

As it would be impractical to obtain the models from empirical studies, especially
as the system becomes more complex, the aforementioned reward values are tuned
to lead to a policy that handles different patients adequately.

6 Experiments

The robot therapist case study was implemented as a robot system consisting of a real
social mobile robot networked with a RGB-D camera, which interacted, in different
experiments, with distinct persons, in a realistic apartment testbed.

6.1 Experimental Setup

The networked robot system used in the present case study consists of the MOnarCH
robot platform, represented in Fig. 3a, and an external Kinect camera. The robot
platform provides the actuating capabilities required to implement the domain actions
Ay and the sensors necessary for the speech-related observations Og,;.. The Kinect
camera is strategically located for a clear view of the patient’s movements and is
used, therefore, for the classification of the exercise Og ;..

Y

(2) Robot Platform used in  (b) Living room area of the ISRoboNet@Home testbed
the experiments

Fig. 3 Experimental setup for the robot therapist case study
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Fig. 4 Evolution of the belief about the states Far. and Exer. w.r.t. the decision episode, the
observations received and the actions performed, for experiment A

The experiments within this case study took place in the ISRobotNet@Home
Testbed,' which is represented in Fig. 3b. This testbed provides the infrastructure
necessary to implement networked robot systems in a domestic environment.

6.2 Experimental Results

Each experiment considers a different user, who is classified according to his/hers
personality (i.e., as introverted or extroverted), and with regard to his/hers ability to
perform the exercise (athletic or unfit).

The experiments carried out within this work were recorded, and videos are avail-
able at https://goo.gl/TlyXGT.

6.2.1 Experiment A

This experiment considers a user who is classified as extroverted (Pers. = Extro-
verted) and athletic. The user feels energetic for the first 50 s (decision step 10),
approximately, and tired afterwards. Figure 4 plots the data acquired in experiment A.

At the beginning, the robot chooses not to act, since the exercise is well performed
and the agent has a low uncertainty regarding the fatigue status of the user. This

Ihttp://welcome.isr.tecnico.ulisboa.pt/isrobonet/.
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uncertainty on the state factor Fat., however, increases over time, driving the robot
to actively seek to reduce it, by querying the user (decision step 3). The answer
(OFa. = Energetic), informs the robot that the user is still active and motivated,
increasing the certainty about Fat. = Energized. This behavior is repeated until the
user does not perform the exercise correctly (Ogy.,. = Incorrect) in decision step
11. Then, the robot motivates the person through a challenging approach according to
the considered personality of the user and the current fatigue status. After receiving
information that the user now feels tired (Or,,. = Weary), the robot changes therapy
style and adopts a nurturing approach. As the user continuously shows an inability
to carry out the exercise and the certainty about Fat. = Tired increases, the robot
finally chooses to end the therapy in decision step 15.

6.2.2 Experiment B

This experiment considers a user classified as extroverted (Pers. = Extroverted)
and unfit. The user feels energetic for the first 40 s, approximately, and tired after-
wards. Figure 5 plots the data acquired in experiment B.

Figure 6 represents an episode of experiment B where the robot interacts with the
user.

The behavior of the robot is similar to that in the previous experiment while the user
demonstrates feeling energetic and correctly performs the exercise. Nonetheless, the
user incorrectly performs the exercise more often, upon which occasions the robot
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Fig. 5 Evolution of the Belief about the states Fat. and Exer. w.r.t. the decision episode, the
observations received and the actions performed, for experiment B
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Fig. 6 Episode of the experiment B when the robot queries the user. Right and top left images show
different views of the interaction between the robot and the human; bottom left image represents
the interface of the gesture classification application

motivates the user with a challenging approach, while the agent believes that the
user feels motivated/energetic. Despite motivating the user, the robot keeps track of
his/her fatigue and reacts when the uncertainty about Fat. is high. Finally, the agent
ends the therapy once it persistently observes that the user is not performing the
exercise and feels tired.

6.2.3 Experiment C

This experiment considers a user classified as introverted (Pers. = Introverted)
and athletic. The patient feels energetic up to, approximately, 45 s (decision step 9),
and tired afterwards. Figure 7 plots the data acquired in experiment C.

The behavior of the robot is heavily dependent on its knowledge regarding the
fatigue status of the user. While the uncertainty about the Fat. state factor is high, the
robot queries the user. Since the uncertainty about Fat. increases over time, the agent
performs the action Query Patient until it perceives an answer Op,, = Energetic
or Op,; = Weary (decision steps 3 and 4/7 and 8). Nevertheless, the robot performs
the therapy task while actively gathering information on the environment, motivating
the user once the belief about b(Fat. = Tired) is high, and ending the therapy
appropriately.
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Fig. 7 Evolution of the Belief about the states Fat. and Exer. w.r.t. the decision episode, the
observations received and the actions performed, for experiment C

6.2.4 Experiment D

This experiment considers a user who is classified as introverted (Pers. =
Introverted) and unfit. The user feels energetic for the first 40 s (decision step 8),
approximately, and tired thereon. Figure 8 plots the data acquired in experiment D.

The behavior of the robot changes in accordance with its belief about the states
of the environment. In the present experiment, there is a “trade-off” between moti-
vating or querying the user depending on the belief about the state factors Fat.
and Exer. In decision step 3, the agent queries the agent due to the high uncer-
tainty about Fat. Afterwards, the agent perceives no answer, but observes that the
user performed the movement incorrectly. This observation does not translate, how-
ever, into an absolute certainty about the exercise having been performed incorrectly
(by(Exer. = Correct) =~ 0.3), since the DT framework takes into account sensor-
related noise. The agent then queries the user once again (decision step 4), due
to the increasing uncertainty about the fatigue of the user. Once again, the Net-
work Robot System (NRS) receives no answer (Op,;. = None), and observes that
the user performed the movement incorrectly. This time, the agent’s belief about
Exer. = Incorrect is higher (bs(Exer. = Incorrect) ~ 0.95), and thus it moti-
vates the user. Nevertheless, the uncertainty about Fat. is still high in decision step
6, and the robot once again queries the user, perceiving an answer this time.

For the rest of the experiment, the robot follows a behavior similar to that of the
previous experiments, until it ends the trial in decision step 14.
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Fig. 8 Evolution of the Belief about the states Fat. and Exer. w.r.t. the decision episode, the
observations received and the actions performed, for experiment D

6.3 Discussion

Table 2 details the behavior of the robot for each experiment. As expected, the
number of motivation actions is higher for the users classified as unfit, who perform
the exercise incorrectly more often than the athletic users; and the number of query
actions is higher for the users classified as introverted.

The robot detected the fatigue status change from Energized to Tired in all of
the experiments. Moreover, the agent motivated the user upon detection of faulty
movements, either immediately after observing Og,.,, = Wrong (experiments A, B
and C) or after two consecutive observations (experiment D). Finally, the agent ended

Table 2 Behavior of the robot with regard to the experiment

A B C D
Motivation actions 3
Query actions 4 3 5 5
Time elapsed until agent detected 15 15 15 20
change of user’s status (s)
Time elapsed until agent ended ther-| 10 10 10 10
apy because it detected user was
tired (s)
Duration of the experiment (s) 75 65 70 70
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the therapy after consistently observing that the user was not capable of proceeding
with the exercise.

Overall, the DT approach to planning in the robot therapist resulted in a behavior
capable of achieving the task and information goals, in a manner both adaptive to
the user’s status and socially appealing.

7 Conclusions and Future Work

Building on the POMDP-IR framework, this work introduced a DT approach to
planning under uncertainty with information rewards in social HRI. The properties
of the DT framework were demonstrated in the robot therapist case study and the
experiments’ results validate the proposed framework for a problem involving robot
systems in HRI scenarios.

Use of (PO)MDPs to model decision-making in realistic scenarios, such as the
framework proposed in this work, presents an important practical difficulty, since
they assume complete knowledge of the stochastic transition and observation models,
meaning one needs to specify or estimate all of the probabilities involved. Moreover,
any change to the parameters of these models implies a recalculation of the DT policy.
Alternatively, in model-free Reinforcement Learning (RL) approaches [2], the DT
policies are learned from the interaction of robot agents with their environment,
without requiring full knowledge of the transition and observation models. Therefore,
we plan to use RL in future applications of these methods.

To further validate the framework developed within this work, we plan its applica-
tion to another health-related scenario, which we have been working with under the
CMU-Portugal project INSIDE,? considering distinct scenarios of HRI with autistic
children and their therapists. INSIDE is a research project, whose team developed a
mobile robot with several interaction sensors and expressiveness skills, networked
with RGB-D cameras. This networked robot system has been designed to display
symbiotic autonomy when interacting with autistic children. Research has reported
that autistic children are frequently willing to engage with social robots, and even
create affective bonds with them. This is probably due to the predictability of the
robots’ behaviour. Despite the relative simplicity (when compared with a human)
of the behaviours displayed by the INSIDE robot system so far, the system requires
multi-modal perception systems that enable it to recognize children’s activity (e.g.,
speech/sound, gestures, motion and location) and actuation systems so as to interact
with the children using different approaches (e.g., spoken sentences, motion, ~face”
expressiveness). As the autonomy level of the robot system increases, autonomous
decision-making methods such as the one described in this work must be included
in the system.

The INSIDE robot system is composed of a mobile robot with onboard sensors,
such as a LIDAR (for self-localization and obstacle avoidance), RGB-D cameras (to

http://www.project-inside.pt.
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detect children’s faces and their emotions), and a directional microphone (to recog-
nize children’s utterances and therapist keywords), networked with four Microsoft
Kinect RGB-D cameras installed on the ceiling of the room (to detect and locate the
children and understand some of their gestures). Additionally, a supervision inter-
face, comprising an actuation and a perception console, enables external operators,
hidden from the children, to become aware of the interaction status and intervene
in the robot decision-making process if necessary. A state machine orchestrates the
sequencing of behaviours, interfacing with them through a behaviour manager. The
system was developed to follow an adjustable autonomy strategy, aiming at a smooth
transition from a Wizard of Oz setup (in which external operators, can override the
information sensed and processed by the system, as well as the behavior selections
suggested by the decision-making algorithm) to full autonomy. The symbiotic auton-
omy manifests itself through the fact that some of the robot behaviours consist of
asking the child to help, while others make suggestions to the child as to what to
do. We plan to apply our method to the development of a decision-making system
that encourages the children to progress in games (e.g., building a puzzle, removing
an obstacle that prevents the robot from entering an area where it can help the chil-
dren during the game) by observing a child’s behavior and updating the belief about
his/her performance.
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also by the LARSyS strategic funding from FCT, project UID/EEA/50009/2013.

References

1. Hoey, J., Poupart, P., Av, Bertoldi, Craig, T., Boutilier, C., & Mihailidis, A. (2010). Automated
handwashing assistance for persons with dementia using video and a partially observable
Markov decision process. Computer Vision and Image Understanding, 114(5), 503-519.

2. Jaakkola, T., Singh, S. P, & Jordan, M. I. (1995). Reinforcement learning algorithm for partially
observable Markov decision problems. In Advances in neural information processing systems
(Vol. 7, pp. 345-352). MIT Press

3. Kaelbling, L. P, Littman, M. L., & Cassandra, A. R. (1998). Planning and acting in partially
observable stochastic domains. Artificial Intelligence, 101(1), 99-134.

4. Leite, I., Martinho, C., & Paiva, A. (2013). Social robots for long-term interaction: A survey.
International Journal of Social Robotics, 5(2), 291-308.

5. Monahan, G. E. (1982). A survey of partially observable Markov decision processes: Theory,
models, and algorithms. Management Science, 28(1), 1-16.

6. Pineau, J., Gordon, G., & Thrun, S. (2003). Point-based value iteration: An anytime algorithm
for pomdps. In International Joint Conference on Artificial Intelligence (1JCAI) (pp. 1025-
1032)

7. Pineau, J., Montemerlo, M., Pollack, M., Roy, N., & Thrun, S. (2003). Towards robotic assistants
in nursing homes: Challenges and results. Special issue on Socially Interactive Robots, Robotics
and Autonomous Systems, 42(3—4), 271-281.

8. Spaan, M. T. J., & Vlassis, N. (2005). Perseus: Randomized point-based value iteration for
POMDPs. Journal of Artificial Intelligence Research, 24(1), 195-220.



Improving Human Behavior Using POMDPs with Gestures ... 163

9.

10.

Spaan, M. T. J., Veiga, T. S., & Lima, P. U. (2015). Decision-theoretic planning under uncer-
tainty with information rewards for active cooperative perception. Autonomous Agents and
Multi-Agent Systems, 29(6), 1157-1185.

Taha, T., Miro, J. V., & Dissanayake, G. (2008). POMDP-based long-term user intention predic-
tion for wheelchair navigation. In /EEE International Conference on Robotics and Automation,
2008, ICRA 2008 (pp. 3920-3925)



An Overview of the Distributed )
Integrated Cognition Affect L
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Matthias Scheutz, Thomas Williams, Evan Krause,
Bradley Oosterveld, Vasanth Sarathy and Tyler Frasca

Abstract DIARC has been under development for over 15 years. Different from
other cognitive architectures like SOAR or ACT-R, DIARC is an intrinsically
component-based distributed architecture scheme that can be instantiated in many
different ways. Moreover, DIARC has several distinguishing features, such as affect
processing and deep natural language integration, is open-world and multi-agent
enabled, and allows for “one-shot instruction-based learning” of new percepts,
actions, concepts, rules, and norms. In this chapter, we will present an overview
of the DIARC architecture and compare it to classical cognitive architectures. After
laying out the theoretical foundations, we specifically focus on the action, vision, and
natural language subsystems. We then give two examples of DIARC configurations
for “one-shot learning” and “component-sharing”. We also briefly mention different
use cases of DIARC, in particular, for autonomous robots in human-robot interaction
experiments and for building cognitive models.

1 Introduction

Classical cognitive architectures (CCAs) have evolved significantly since their incep-
tion in the late 1970s, with more and more features added on top of their core produc-
tion systems. The ACT-R architecture (currently at version 7), for example, started
from a model of associative memory and has morphed into a system allowing multi-
ple inheritance among chunks, together with any number of new buffers connected
to the central production system that can be added to the architecture to hold mem-
ory chunks (e.g., to allow for interactions with sensory and effector modules, see
the ACT-RE models by Trafton et al. [76]). Similarly, the SOAR architecture (cur-
rently at version 9.6) started with a production system that only featured “chunking”

M. Scheutz (<) - E. Krause - B. Oosterveld - V. Sarathy - T. Frasca
HRI Laboratory, Tufts University, Medford, MA 02155, USA
e-mail: matthias.scheutz@tufts.edu

T. Williams
MIRROR Lab, Colorado School of Mines, Golden, CO 80401, USA

© Springer Nature Switzerland AG 2019 165
M. L. Aldinhas Ferreira et al. (eds.), Cognitive Architectures, Intelligent Systems,

Control and Automation: Science and Engineering 94,
https://doi.org/10.1007/978-3-319-97550-4_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97550-4_11&domain=pdf

166 M. Scheutz et al.

as the single architectural learning mechanism and has morphed into a system that
integrates reinforcement learning, as well as semantic and episodic memories (in
addition to the original working memory). While some of the extensions were driven
by the need for more complex mechanisms to be able to develop adequate cognitive
models, others were driven by the need to provide more capabilities for applications
(e.g., in virtual and robotic agents). In addition to classical cognitive architectures,
newer cognitive architectures such as Icarus, Clarion, and others were developed to
address specific research questions (e.g., the implicit-explicit dichotomy in cognitive
systems or the questions of how to learn and execute hierarchical skills, respectively).

Different from CCAs, the “Distributed Integrated Affect Reflection and Cogni-
tion” DIARC architecture [63, 66] was originally neither designed as nor intended
to be a model of human cognition. Rather, it was conceptualized from the begin-
ning as an architecture scheme (similar to the CogAff architecture scheme [71]) that
could subsume a large set of possible architectures, and thus be used to realize a
diverse set of cognitive systems of varying complexity, especially situated embod-
ied systems such as robots. Architecture schemes are templates that, when filled
in with details (i.e., specific components and their connections), specify individual
architectures. In DIARC, this means that once components and their interactions are
fixed, a particular DTARC architecture (a DIARC instance) is obtained. Note that the
distinction between an architecture scheme and an architecture instance is different
from the distinction between the algorithms and knowledge in cognitive architectures
[41], in which “algorithms” are said to define the architecture per se (components
and links) and knowledge is viewed as being encoded in representations contained
in those components (either preloaded or acquired during operation). However, the
design-as-architecture scheme does not preclude using different DIARC instances
as cognitive models. And, in fact, different instances of DIARC have been used to
model different cognitive aspects (e.g., the interaction of affect and goal processing
[55], or a language-guided conjunctive visual search [65]).

In the following, we will first lay out the theoretical commitments made by DIARC
as an architecture scheme and then discuss in greater detail the notable features that
distinguish DIARC from other cognitive architectures. We then briefly give exam-
ples of two instances of DIARC for “one-shot learning” and “component-sharing”,
respectively, as well as applications of DIARC in cognitive modeling, autonomous
robotics, and human-robot interaction.

2 Theoretical Commitments

Every cognitive architecture is based on basic theoretical assumptions about the
structure and nature of its components, the data representations used inside and
across components, as well as the information and control flow, and possibly the
timing of component updates and information exchanges. To show the commonalities
and differences in theoretical commitments of DIARC compared to CCAs, we start
with the four-part framework for discussing CCAs proposed in [40]: (1) structure
and processing, (2) memory and content, (3) learning, and (4) perception and motor.
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Following this comparison, we discuss additional theoretical commitments DIARC
makes concerning its components, as well as the principles underwriting the overall
polylithic design and implementation of DTARC in a multi-agent system middleware.

2.1 Structure and Processing

In line with typical assumptions in CCAs, DIARC is composed of a set of components
that operate in parallel and can communicate with each other by exchanging mes-
sages using logical representations. Different from most CCAs, DIARC components
operate asynchronously in real parallelism and do not assume any synchronization
mechanism (e.g., as imposed by a “perceive-think-act” cycles). Moreover, in addi-
tion to there not being any prescription of a particular system-wide cognitive cycle
across components, there is also no prescription of the update timing of a component
(e.g., compared to 50 or 100 ms for cognitive cycles in some CCAs). Rather, each
component can update at the rate appropriate for the information it processes (and
may run multiple threads of control within itself).

2.2 Memory and Content

While the details of the interaction among different components depend on the par-
ticular architecture (e.g., ACT-R provides a buffer mechanism that serves as the
interface between the core production system and other modules), CCAs typically
impose acommunication bottleneck when they require that different modules interact
via a special (short-term) working memory component and two long-term memory
components for procedural and declarative knowledge. In contrast, DIARC does not
impose such structural or communication constraints based on memories and mem-
ory access, but rather allows components to locally implement their own short-term
and long-term memories. Consequently, there is no mandated component-based dis-
tinction between declarative versus procedural knowledge—both kinds could coexist
in the same memory component—although typically, procedural knowledge is stored
in the action execution component while declarative knowledge is stored in a spe-
cial memory and inference component that can be instantiated multiple times as
needed and used for short-term and long-term information storage. Different memo-
ries can be cross-indexed and accessed via consultants that establish those links (see
Sect.3.3.3). Moreover, there is no prescribed knowledge representation format in
DIARC for knowledge stored within components (e.g., the way in which declarative
knowledge has to be represented as “chunks” in ACT-R or procedural knowledge
has to be represented in terms of production rules). Rather, knowledge representa-
tions can take different forms within components, depending on the nature of the
process (e.g., saliency maps inside the vision processing component, dependency
graphs in the parser, clauses in the reasoner, etc.). However, there is a requirement
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that messages exchanged conform to the same format across architecture instances
(i.e., logical expressions are used as a common currency and data representation
format across components).

2.3 Learning

In CCAs, all long-term memory entries are learnable online and incrementally dur-
ing task performance using “architectural” (i.e., built-in) learning mechanisms, often
through inverting the information flow. Different types of learning are employed,
depending on the types of long-term memory (e.g., reinforcement learning to gener-
ate weights for action selection and procedural composition such as “chunking” for
procedural learning, or the learning of facts together with their meta-data for declar-
ative learning). In contrast, DIARC does not prescribe any particular architectural
learning mechanism, but allows components to implement their own learning strate-
gies, depending on the information they process. For example, the vision and auditory
subsystem can employ unsupervised learning to improve the accuracy of their classi-
fiers (e.g., adjust object recognizers to build better recognition templates in the vision
system or adjusting word prototypes to be able to better recognize different word
instances in the speech recognizer). Policy-based action execution systems might use
reinforcement learning to improve their policies, or they could use action sequences
from plan traces to learn the appropriate action sequences (very much like what
“problem solving” allows in architectures like Soar). In addition to online learning,
some DIARC components can also be trained offline (e.g., the vision and speech com-
ponents, the parser, policy-based planers, etc.). Most importantly, however, DIARC
directly supports instruction-based “zero-shot” and “one-shot” learning across most
knowledge representations in the architecture, both through its integration of natural
language processing and component capabilities for one-shot learning (e.g., in the
vision and speech recognition components) [38, 64]. As a result, new words, per-
cepts, actions, skills, rules, plan operators, norms, and other forms of knowledge can
be learned quickly through natural language instruction during performance and used
in “open-world” tasks for which not all required task-based knowledge is available
ahead of time, but rather must be acquired online during task execution (e.g., [75]).

2.4 Perception and Motor

CCAs assume that perception modules generate symbolic structures representing
the perceived object, relation, event, etc. while motor modules convert such symbol
structures into motor actions. Both perception and motor modules may allow for
learning (e.g., to acquire new perceptual and action patterns), although such learning
is typically outside of the architectural specification (as lower-level perceptual and
motor control processes are typically not included in CCAs). In contrast, DIARC was
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specifically aimed at real-world, real-time interactions and thus takes both perceptual
and motor processes very seriously, providing detailed models for both (e.g., an
extensive vision system that can process information from various types of sensors
in real-time and various robot body modules that can process motor behavior for
different robot body types). Similar to CCAs, learning in these components is not
prescribed, but rather different learning methods are allowed. Different from CCAs,
DIARC permits zero-shot perception and motor learning from instruction (e.g., direct
learning of new percepts or new primitive actions from natural language descriptions
without exposure to the percepts or the actions). Moreover, perceptual processing
and action sequencing are closely tied to the real world (e.g., update frequencies of
the vision system are related to the frame rates of sensors, and action commands at
the lowest motor levels are tied to the command speed of effectors and the durative
nature of embodied activities).

2.5 Additional Component Commitments

In addition to the types of commitments found in CCAs, DIARC makes additional
theoretical commitments about its components that are not found in CCAs:

e Affect integration. Affect is, surprisingly, not part of CCAs, even though itis a cen-
tral component of human cognition and CCAs are often intended to be “models” of
human cognition. All DTARC components must represent both positive and nega-
tive affect (in the simplest case, as measures of how well a component performs,
in more complex cases, as richer representations of desired component states).
Some components like the Goal Manager collect affective evaluations from other
components to compute composite evaluations of how well the agent (controlled
by the DIARC instance) is doing, which can then be used to prioritize goals and
modulate expected utility [56].

e Open-world processing. All DIARC components must be open-world enabled, i.e.,
allow for partial and incomplete representations of the information they process, as
happens in open-world scenarios for which not all of the information is available
initially, but rather has to be acquired through discovery and learning processes
(e.g., unknown words in goal instructions referring to unknown entities in unknown
locations, e.g., [75]).

e Multi-level introspection. All DIARC components must allow for the introspection
of their states through middleware-enabled introspection processes, which can
be used to optimize component and architecture performance, but also to detect
and recover from faults (e.g., [36]). In addition, introspection methods can be
used by components to detect available functionality in DIARC instances (e.g.,
the Goal Manager component can determine the kinds of perception and action
primitives that are available in other components and can be used in action scripts,
see Sect. 3.1). Explicit logical annotations of pre- operating, and post-conditions of
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services made available by components to other components can be used to enable
introspective access and run-time reflection on system features and capabilities.
e Component-sharing. All DIARC components must allow for component sharing
across multiple agents, i.e., two or more agents realized as DIARC instances might
share a single DIARC component (e.g., a common natural language processing
subsystem consisting of speech recognizer, semantic and pragmatic parser, and
dialogue manager components). Component-sharing allows for efficient implicit
realization of agent-to-agent communication in which instead of explicit commu-
nication, agents have direct access to required knowledge structures [45].

2.6 Polylithic Design and Implementation

A result of being an architecture scheme, and thus allowing for different config-
urations among possible components and links, DIARC is intrinsically polylithic,
compared to the monolithic nature of classical cognitive architectures. The polylithic
nature is guaranteed by the implementation of DIARC in the “Agent Development
Environment” ADE [1-3, 31-36, 54, 59], which was specifically developed to
address the various challenges posed by sustained long-term operation of autonomous
robots. Analogous to current robotic infrastructures (such as ROS [46], JAUS [30],
Yarp [42], and several others), ADE provides a basic communication and com-
putational infrastructure for parallel distributed processes that implements various
functional components of an agent architecture (e.g., the interfaces to a robot’s sen-
sors and actuators, the basic navigation and manipulation behaviors, path and task
planning, perceptual processing, natural language parsing, reasoning and problem
solving, etc.).! Different from other robotic infrastructures, ADE was from the very
beginning, designed to be as secure and fault-tolerant as possible (e.g., [1, 3, 54]).
These features have been evaluated in HRI experiments [32, 34]. Moreover, due to
ADE’s extendability, DIARC is easily and systematically extendable by just adding
more DIARC components (that may simply “wrap” existing libraries and algorithms)
implemented in ADE to an architecture instance (this is different from CCAs such as
ACT-R or Soar, in which extensions can only be accomplished through specialized
mechanisms such as buffers or special I/O links).

3 An Overview of Select DTARC Components and Processes

After our brief overview of DTARC and its theoretical commitments, we now present a
few central DIARC components and processes in more detail. By “central”’, we intend
that these components will typically be part of a DIARC instance, even though they

!'A detailed conceptual and empirical comparison of robotic infrastructures up to 2006 can be found
in [35].
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do not necessarily have to be included for all applications: (1) The Goal Manager,
(2) the Vision System, and (3) the Natural Language subsystems.”

3.1 Goals, Actions, and Action Execution

Goals represent terminal states of the internal or external environment that an agent
may need to satisfy. In DIARC, the Goal Manager (GM) receives goals from other
components in the architecture, including itself. It evaluates the incoming goals,
determines what behavior or action the agent should perform, how the agent should
proceed, and handles the priority of each action. The priority of the actions are
computed based on the urgency, expected utilities, and overall affective state. When
the GM receives a goal, it determines the validity of the goal, initializes an Action
Interpreter to select a sequence of actions, which, when executed, will accomplish
the goal state, and then manages the execution of that action.

3.1.1 Action Representation

Actions in DIARC are stored within the Action Database, a long-term procedural
memory, and are represented by a name, arguments, as well as pre-, operating-, and
post-conditions. An action is either a primitive action or an action script. Primitive
actions describe the specific functionality of their advertising components. For exam-
ple, a vision component would advertise a findObject action that allows the GM to
direct the vision component to look for an object, while a manipulation component
would advertise the graspObject and moveObject actions in order for the GM to
direct a manipulation component to act on an object. Action scripts are complex
tasks containing a sequences of primitive actions, action scripts, action operators
(e.g., arithmetic, comparison, etc.), and control statements (e.g., conditional state-
ments and loops).

3.1.2 Action Execution

When the GM receives a goal submission, it creates a new Action Interpreter. The
Action Interpreter first initializes the process for selecting an action. Then, if an
action is found, it manages the execution of that action. Within the action Interpreter,
an observation mechanism, described below, allows the agent to make observations
about the world state by checking the state of events, objects, and agents. This
mechanism enables the agent to track the progress of action execution.

2The description of additional relevant components, such as the Belief and Inference subsystem,
the (Motion and Task) Planning subsystem, and the interfaces with other middleware, will have to
await a different publication outlet.
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Once the Action Interpreter selects an action to perform, in order to follow social
norms and core rules, it verifies that the action is neither forbidden nor that it execut-
ing it would make the system enter a forbidden state. Then, it confirms that all of the
action’s pre-conditions are satisfied. For each pre-condition, the Action Interpreter
spawns an observer (if available) to check the state of the environment. However, if
there is no observer available, it checks the State Machine, which holds the agent’s
knowledge of the current state of the world. If any of the pre-conditions are not
satisfied, then the Action Interpreter will cancel the execution and will report the
failure conditions. During the course of execution of the action, there are conditions
that need to be satisfied throughout (“operating conditions”). Thus, the Action Inter-
preter starts observation monitors for each operating condition. If at any point one
of the conditions is no longer met, then it will cancel the action and report the failure
conditions.

After the Action Interpreter completes the initial preparations, it can continue the
execution process by checking to see if the action is a primitive action or a complex
action represented by an action script. If the selected action is a script, then a similar
process as described below for the primitive actions occurs for each sub-action. Each
sub-action specifies the assigned agent responsible for carrying it out. However,
if it is a primitive action, then the Action Interpreter checks the agent specified
to perform the action. Because each action has a specified agent involved, actions
can contain multiple agents interacting with each other. If the agent delegated to
perform the action is a DTIARC agent, then it will proceed normally with the execution.
Otherwise, the Action Interpreter observes the other agent performing the action and
the post-conditions of the action. Finally, the Action Interpreter confirms that the post-
conditions of the action have been satisfied. For each condition, the Action Interpreter
spawns an observer, if available. Otherwise, it will check the State Machine. The
observers can confirm that other agents have performed their appointed tasks. If all
of the post-conditions are met, then the action returns successfully, otherwise the
action fails and the failure conditions are reported.

3.1.3 Observers

An agent must be able to track the progress of an action by observing the world and
checking the conditions of the action. For instance, if an agent picks up an object off
a table, it must observe that the object is in its hand and that the object has been lifted
off of the table. While the agent can execute this action blindly and simply assume it
to have been completed successfully (e.g., if the action can be performed with a very
low error rate), it will not truly know whether the action was successfully executed
unless it observes the action outcomes. This mechanism is particularly critical for
multi-agent interactions in which one agent must wait for another agent to perform
an action.

Observers are implemented as special primitive actions that adhere to a particular
method signature and explicitly advertise the types of observations they enable (e.g.,
touching (X, Y)). To make use of the observations, the Action Interpreter looks
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for available observers in the Action Database when verifying conditions for an
action. If an observer is found for a particular condition, then a new observer sub-goal
is spawned. During verification of pre- and post-conditions, the Action Interpreter
blocks execution until the observer process either returns successfully or has timed
out. On the other hand, observers for operating conditions are spawned concurrently
with the action to be executed and the capability to interrupt action execution in cases
of failures.

3.2 Perception and Cognitive Affordances

The Vision component (VIS) is responsible for almost all of the visual perception
capabilities in DIARC. This component consists of a highly parallel, modular, and
flexible framework composed of various general purpose lmage Processors, Saliency
Operators, Object Detectors, Object Validators, and Object Trackers and is respon-
sible for the detection, identification, and tracking of target objects and relations
among them. VIS is capable of operating on a variety of input sensor types (e.g.,
RGB, RGB-D, depth-only), and automatically configures its available capabilities
based on this information. Additionally, VIS supports multiple asynchronous “visual
searches” that can optionally share parts of their processing pipelines so as to reduce
redundant computations and save computational resources.

Image Processors are generally used to implement common low-level image pro-
cessing tasks such as feature extraction (e.g., SIFT) and edge detection, and provide a
mechanism for commonly consumed image processing results to be simultaneously
shared across several vision processors and visual searches.

Saliency Operators are attentional mechanisms that can be used to guide a visual
search to the most salient parts of a scene. These can be driven by top-down language-
guided constraints (e.g., red, tall) and/or bottom-up models such as those by Itti and
Koch [29].

Object Detectors are responsible for segmenting object candidates from the scene.
Detectors can take the form of either generic object detectors that attempt to break
the scene into constituent parts, or specialized detectors that search the entire scene
for objects of a particular class or category (e.g., face, mug).

Object Validators consume segmented object candidates from Detectors and
attempt to classify them as having particular properties (e.g., color, shape, cate-
gory/class). Successfully validated objects are passed through to the next stage of
the vision pipeline.

Object Trackers are the last stage of a vision pipeline. Trackers consume object
candidates that have been fully validated (i.e., meet all visual search criteria), and
are responsible for tracking objects from frame to frame.

One critical aspect of the vision component is exposing and advertising its capa-
bilites to the rest of the system. This is done through simple quantifier-free first-order
predicate representations, in which each vision processor described above (with
the exception of Trackers and Image Processors) advertises what it is capable of
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processing (e.g., red (X), mug (X), on (X, Y)). In order for a component in the
system to make use of VIS capabilities, it simply has to make a request to VIS in the
form a quantifier-free first-order predicate representation. VIS will take this request
and attempt to find a collection of vision processes capable of satisfying each part
of the predicate request. If all parts are satisfied, the relevant visual processors are
assembled into a vision pipeline and a visual search is started. Requesting compo-
nents are then able to retrieve any available search results.

VIS also has the ability to dynamically learn new object representations. These rep-
resentations can take the form of either definitions (e.g., “a medkit is a white box with
ared cross on it”) or instances (e.g., “this object is a medkit”). For learned definitions,
VIS must be able to map all parts of a definition to existing vision capabilities. Then,
when a request for a visual search for a learned definition is made, existing vision
processors representing each part of the definition can be dynamically assembled
into a vision pipeline capable of locating the target object(s). Learning new object
instances, however, relies on at least one detector or validator capable of learning
new object models on the fly. VIS does not impose restrictions on the underlying
modeling approach, but methods to date have relied on global point cloud features
(e.g., ViewpointFeatureHistogram as implemented in PCL [47]).

3.2.1 Cognitive Affordances

Affordance perception refers to the ability of an agent to extract meaning and use-
fulness from objects in its environment, often performed through perceptual (e.g.,
visual and haptic) analysis of object features [27, 98]. Cognitive affordance is aricher
notion that extends traditional aspects of object functionality and action possibilities
by incorporating the influence of non-perceptual aspects: changing context, social
norms, historical precedence, and uncertainty. This allows for an increased flexibility
with which to reason about affordances in a situated manner. For example, consider
a knife, which offers grasp affordances across the entirety of its body, including the
handle and blade (note: although one has to be careful when grasping a blade, it
is nevertheless still possible, and therefore an affordance). However, the cognitive
affordances of grasping offered by the same knife can vary depending on the context
of the task (grasping by the handle when using it versus grasping by the blade when
handing it over).

DIARC implements the current state-of-the-art formalism of cognitive affordances
that uses a probabilistic logic-based approach [49, 50, 98], in which affordances are
represented as condition-action rules (R), very much like production rules, in which
the left-hand sides (LHS) represent perceptual invariants (F) in the environment,
together with contextual information (C), and the right-hand sides (RHS) represent
affordances (A) actualizable by the agent in the situation (e.g., the rule that one
should grab a knife by the handle when using it would be translated by specifying the
grasping parameters as F', the task context of “using a knife” as C and the constrained
grasping location, together with other action parameters, as A). Affordance rules (R)
take the overall form
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def
r=fAnc = a,
[ B]

where f € F,ce C,a € A,r € R,and [«, B] C [0, 1]. [e, B] is a confidence inter-
val intended to capture the uncertainty associated with the truth of the affordance
rule r such thatif « = B = 1, the rule is logically true, whilea = 0 and § = 1 assign
maximum uncertainty to the rule. Similarly, each of the variables f and c also have
confidence intervals associated with them, and are used for inferring affordances, as
described in more detail below. Thus, rules can then be applied for a given feature per-
cept f in a given context ¢ to obtain the implied affordance a under uncertainty about
[, ¢, and the extent to which they imply the presence of a. Currently, a Dempster-
Shafer theoretic uncertainty-processing framework is used for reasoning with these
probabilistic rules and inferring the confidence intervals [70].

The DIARC implementation is in the form of a separate affordance component
(AFF) in combination with several other components. Given a set of affordance rules,
AFF determines the subset of applicable rules by matching their left-hand sides given
the current context and perceivable objects in the environment, together with their
confidence intervals, and then determines the confidences on the fused right-hand
sides (in case there are multiple rules with the same RHS) based on the inference
and fusion algorithm in [49]. It uses the “confidence measure” A defined in [44]
to determine whether an inferred affordance should be realized and acted upon.
For example, we could check the confidence of each affordance on its uncertainty
interval [¢;, B;]:if M(a;, Bi) < A(c) (where A(c) is an confidence threshold, possibly
depending on context c¢), we do not have enough information to confidently accept
the set of inferred affordances, and can thus not confidently use the affordances to
guide action. However, even in this case, it might be possible to pass on the most
likely candidates to other parts of the integrated system. Conversely, if A(;, B;) >
A(c), then we take the inferred affordance to be certain enough to use it for further
processing.

From a systems standpoint, in order to process cognitive affordances, two pri-
mary sub-components have been implemented [49]: (1) an Affordance Reasoning
Sub-component (ARC), and (2) a Perceptual Semantics and Attention Control Sub-
component (PAC). In addition, two supporting component-specific memories—Long-
term Memory (LTM) and Working Memory (WM)—are needed for storing and updat-
ing logical affordance rules and related uncertainties. During inference, ARC searches
through all available affordance rules of the form specified above in the agent’s LTM
and populates WM with the relevant rules. Once the rules are in WM, both PAC and
ARC can use these rules as the basis for perception and inference as well as AFF
works closely with sensory and perceptual systems (e.g., VIS) and other components
in DIARC to coordinate perceptual and action processing. AFF is connected to the
Goal Manager (GM/AM), and during the execution of actions, GM/AM sends affor-
dance requests to AFF. These requests provide information about the current action
to be performed and the context. AFF returns the specific perceptual features that
need to be searched in the environment. This allows GM/AM to direct the attention of
low-level perceptual systems like the vision component (VIS) and perform searches
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in a focused manner, only looking for perceptual features in the environment that
are relevant to the applicable rules in AFF. The presence or absence of the searched
perceptual features (along with perceptual uncertainty information) is passed back
to AFF, which subsequently performs uncertain logical inferences (logical AND and
modus ponens) on the rules. GM/AM is at the heart of DIARC and helps coordinate
most goal-directed action. In dialogue-driven tasks, GM/AM is typically the recipient
of processed language-based knowledge obtained via the natural language pipeline;
instructions, questions, commands, and other utterances can flow through this NL
pipeline to and from the GM/AM. Another recipient of language-based knowledge
in DIARC is the belief component BEL. BEL maintains a history of all declarative
knowledge passing through DIARC and is capable of performing various logically-
driven knowledge-representation and inference tasks. Thus, it serves as a convenient
holding-area for cognitive affordance information partially processed through the
NL pipeline, which can then be retrieved and processed by AFF.

With the capability to perceive and learn cognitive affordances, the agent can
learn normative behavior from instruction and immediately apply this newly acquired
knowledge to the task at hand.

3.3 Natural Language Dialogues

Different from most CCAs, natural language understanding and generation for dia-
logue interactions is at the core of DIARC, and thus deeply integrated with other
components not related to language. In the following sections, we briefly discuss
the core language components and their interactions within and outside the language
subsystem. The design of these architectural components is justified and inspired by
a long tradition of empirical work at our laboratory, evaluating aspects of communi-
cation in both human-human teams (e.g., [23, 25, 26, 43]) and human-robot teams
(e.g., [4, 14, 72, 81, 81, 82, 95]).

3.3.1 Speech Recognition

Speech is the most common way for natural language to be conveyed in interac-
tions between humans and autonomous systems, especially when those systems are
embodied in robots. The first step in understanding natural language in these inter-
actions is understanding speech: what was said, and by whom. A speech recognizer
that is part of a larger cognitive architecture has access to more and different types
of information than a speech recognizer in isolation.

In DIARC, the ASR (Automatic Speech Recognition) component is responsi-
ble for recognizing speech input to the system. Its main role is to convert acoustic
speech signals into a text representation. This text representation is the first step in
understanding spoken natural language, and is the basis for the rest of the proces-
sioning done by language components. As technologies for performing automatic
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speech recognition improve, the techniques that the ASR component uses to perform
speech recognition can be updated to reflect the state of the art. While the internal
mechanisms of the ASR component may change, these changes do not affect the role
that the component plays, or its interface with the rest of the architecture. Depending
on the application of an instance of DIARC, the ASR component can be config-
ured to operate in a variety of ways. This configuration is not limited to only the
speech recognition process alone, but also includes the components to which ASR
is connected, and the information it sends to them.

In “closed-world” task-driven dialogues, in which the lexicon of the interaction
is known to all interactors before the interaction occurs, the ASR component can be
configured to recognize only utterances that can be generated from this lexicon, given
some grammar. Such configurations can be achieved by adding a specific user-defined
grammar, e.g., a graph on top of the existing language model of a large vocabulary
speech recognizer (LVCSR), to constrain its output to that grammar alone, and thus
improve recognition rates.

In contrast, the ASR component can also be configured for “open-world” sce-
narios, in which the robot may hear new words that are not in its lexicon and must
respond to their use in a timely fashion. For this purpose, an LVCSR that is able to
not only recognize a large number of words, but also recognize when it has heard a
word that is outside of its known vocabulary, can be employed to allow the system
to identify when it has heard a word that it does not understand, and respond accord-
ingly. For example, it may be desirable not only to identify words that the system has
not heard before, but also to start learning about them. The ASR component can be
configured to store words that it has not previously heard before, and recognize when
it hears them again. This is achieved by adding a one-shot speech recognizer (OSSR)
to the LVCSR already present in the ASR component [64]. Forming a representation
at this level is the first step in the process of learning a new word and its meaning.
Being able to consistently recognize the word allows the rest of the language under-
standing components to begin to create a model of its meaning. This representation
can also be used by the Speech Production component when the robot must speak
about the new word to a human. The ASR component can be configured to connect
to the Speech Production component and use its stored acoustic representations of
novel words to update the models in the production system, similarly to the way in
which it updates the models in the recognition system [64].

The performance of the speech recognition mechanism in the ASR component
can also be improved through connections with other components in the architecture
and the information they can provide. This integration into an embodied system
provides the ASR component with types of information that a speech recognizer
in isolation could not have. One such integration is a configuration of DIARC in
which the social context of the dialogue is used to bias the results of the speech
recognizer [77]. Through a connection with the Dialogue Management component,
the ASR component receives biasing signals for parts of its lexicon based on the
position in the dialogue and the roles of the agents that are speaking. This integration
improves the performance of the speech recognition mechanism used in ASR, and
results in a system as a whole that models biological mechanisms.
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3.3.2 Parsing

The Parsing component, referred to as the Natural Language Processing (NLP) or
Natural Language Understanding component (NLU), grounds the text of an utterance
in a form that the rest of the components of DIARC can understand. To do this,
the component must interpret the syntactic structure of the utterance, as well as its
semantics. The semantic representation that is used throughout DIARC is logical
predicates, so for a given utterance, the parser must produce a predicate expressions
that represents its semantics.

The parsing component uses a parser that is throughly integrated with the rest
of the architecture. This integration allows the parser to produce semantics of the
correct form, as well as enhancing the capabilities of other components. The parser
uses a dictionary of rules to interpret the utterances it receives. Each rule in the
dictionary is composed of (1) the word in the lexicon to which it corresponds, (2) a
syntactic definition of the word in Combinatory Categorial Grammar (CCG), and (3)
a semantic definition of the word in lambda calculus. The lambda function in an entry
generates all or part of a predicate whose meaning is grounded in formal expressions
the rest of the system can understand. The syntactic rules determine how the lambda
functions corresponding to the words in the utterance are applied in relation to each
other [22].

The predicate expression created by the parser is the first notion of understanding
of an utterance that is generated in DIARC. The predicates produced here are, after
potential transformations by the Pragmatics and Reference Resolution components,
the input to reasoning components like Dialogue, Action, Affordance and Vision.
Accordingly, the representations generated by the parser must be interpretable by
these other components. The Parser component can be configured with different sets
of rules for different applications. The semantics it produces can be tailored to meet
the representational requirements of any of the other components present in a given
configuration of DIARC. This allows the system to have a universally understandable
internal representation of knowledge, whose implementation can be varied for the
task at hand. Configurations of the system that are used in different tasks may require
different semantics for the same utterance. The parser is able to be configured with
different sets of rules so that the semantics of an utterance are always understood,
regardless of the configuration of the architecture.

Like with the ASR component, in task-driven dialogue scenarios in which the
lexicon of an interaction and its meaning are mutually understood by all of the
participants, the parser can be configured with rules that guarantee understanding of
any of the possible utterances the system might receive. In an open world, it is, again,
not possible to have rules for every scenario the system may encounter. The Parsing
component is equipped with mechanisms to generate representations of novel words
as it encounters them. When a word is received from the ASR component that is not
in the parser’s set of rules, a new rule is generated for it. The syntax of the new word
is inferred from its current usage, and is updated based on subsequent usages. The
semantic representation of the word is also generated in conjunction with the syntax.
The first time the word is heard, the portion of the semantic predicate for the utterance
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that it corresponds to does not have any meaning for the other components in the
system. However, its meaning can be learned through the semantics of subsequent
utterances, grounding the new semantic representation in the parser in the rest of the
system [17, 64].

The parser performs syntactic and semantic parsing at the same time, which allows
utterances to be understood incrementally as they unfold. This incremental under-
standing allows for the semantics of part of the utterance to begin to be understood
before the utterance has been completely received by the system. This incremental
parsing and understanding is especially useful in embodied human-robot interaction
scenarios in which time is critical for interactions to appear natural. The incremen-
tal understanding of the parser component can be utilized by other components to
improve their performance. For example, it can be used with the vision component
to improve visual search speed [37] or a planner to update plans as new information
is received [18]. Additionally, in many open-world settings, a robotic agent may not
be able to completely parse an utterance, due to disfluencies in the interlocutors’
speech, information loss, or an excess of novel terms that do not allow for successful
inference of their meaning. In these cases, the ability to provide a partial parse, on the
portion of the utterance that has been understood, and to not have the requirement of
a complete utterance, allows the system to at least partially understand the utterance,
which may be sufficient in some interactions [39].

The semantic representations that the parser generates are those that are required
by the other components within DIARC, as they allow other components to perform
further inference and understanding on what the system has heard. Some of the
first interpretation of the predicate form of an utterance occurs in the Reference
Resolution (RR) component. In order to properly understand referring expressions
in an utterance, RR must be able to identify them. The semantic representation
generated by the Parser component demarcates the portions of an utterance that
contain referring expressions, and provides additional semantic information about
the nature of the referring expression based on the syntax of the utterance [79].

3.3.3 Open-World Reference Resolution and Referring
Expression Generation

DIARC’s Reference Resolution (RR) and Referring Expression Generation (REG)
components facilitate, respectively, the understanding and generation of referring
expressions in uncertain and open worlds. To enable these capabilities, both com-
ponents rely on a distributed, cognitively inspired memory model [78]. The base
of this model is a set of Consultants, each of which provides access to a different
architectural component that is viewed as a distributed, heterogeneous knowledge
base [88] that can (1) provide access to a list of candidate referents; (2) advertise a list
of logical predicates it can assess; (3) assess how probable it is that any of the listed
candidate referents satisfy any of the advertised properties, and (4) hypothesize and
assert knowledge regarding new candidate referents. This architecture is designed to
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provide access to knowledge of candidate referents regardless of their location and
form of representation, facilitating a domain independent approach (cf. [83]).

In addition to this distributed model of Long Term Memory, the RR component has
access to a set of hierarchically nested caches, inspired by the Givenness Hierarchy’s
conception of the Focus of Attention, Set of Activated Entities, and Set of Familiar
Entities [28]. These caches provide fast access to likely referents during the resolu-
tion of anaphoric, deictic, and definite noun phrases [93]. When this GH-theoretic
reference resolution process [79, 94] is unable to identify sufficiently likely candi-
date referents, a Long Term Memory query is performed using the DIST-POWER
algorithm [88]. DIST-POWER is an adaptation of the POWER algorithm [87] and
cognitive model [86], which uses the aforementioned Consultant framework to per-
form reference resolution (i.e., identify the targets of referring expressions used by the
robot’s interlocutors) when information is distributed across multiple architectural
components. POWER performs reference resolution under uncertainty by effecting
a search through the space of possible variable-entity assignments, incrementally
computing the probability of assignments as they are built up, and pruning branches
of the tree of assignments when their probability falls below a given threshold.

POWER improves on previous reference resolution approaches through its ability
to handle open-worlds. If POWER is unable to find an acceptable set of candidate
referents for a query involving n variables, it recurses, trying again using a relaxed
query involving n — 1 variables, with the removed variable selected on the basis of
linguistic factors such as prepositional attachment and recency. This process repeats
until a sufficiently probable set of candidate referents is found, or until all variables
have been removed. Once this process terminates, new entities are hypothesized for
all variables removed in this way, using the capabilities provided by the Consultant
responsible for each new entity (according to its inferred type).

Just as these consultant capabilities are used to facilitate Reference Resolution, so
too are they used to facilitate Referring Expression Generation, in which properties
are selected to describe referents to which the robot wishes to refer. This is performed
by the REG component using the DIST-PIA algorithm [91]. DIST-PIA is a version
of the classic Incremental Algorithm [21], which uses the aforementioned Consul-
tant framework to perform Referring Expression Generation when information is
uncertain and distributed across multiple architectural components [90].

3.3.4 Pragmatics

DIARC provides several alternate mechanisms for pragmatic understanding, in which
the intentions underlying utterances made to the robot are inferred (e.g., the goals
that the robot’s interlocutor desires it to uptake [5]), and pragmatic generation, in
which an utterance for communicating the robot’s own intentions is abduced. These
capabilities are crucial in order to understand and generate indirect speech acts [69],
which we have shown in laboratory experiments to be commonly used in human-robot
dialogue [14], especially in contexts with highly conventionalized social norms [95].
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These capabilities are facilitated by a set of Speech Act theoretic [68] pragmatic
rules, each of which maps a different utterance, under a different environmental or
dialogue context, to a different candidate intention. One option is to use these rules
directly, without accounting for uncertainty. In this case, during understanding, the
first matching rule is used to determine the correct interpretation [11], while during
generation, the utterances produced by all matching rules may be ranked and then
voted upon [24].

Alternatively, Dempster-Shafer (DS) theoretic [70] rules, which are augmented
with DS-theoretic uncertainty intervals [85], may be used to perform these tasks under
uncertainty, in which case the results of all applicable rules are combined, yielding
a set of candidate intentions or utterance forms, each of which is augmented with
its own DS-theoretic uncertainty interval [80]. If, during the understanding process,
the uncertainty intervals associated with the produced candidate intentions reflect
a sufficiently high degree of uncertainty, a clarification request can immediately be
constructed and issued [89]. We have shown in previous work how this process is
able to produce clarification requests that resolve both referential and pragmatic
uncertainty, and that align with human preferences [92].

3.3.5 Task-Based Dialogues

Utterances typically do not exist in isolation. Previously spoken utterances in a dia-
logue, and also an agent’s mental model of the world, can permit the agent to deduce
meaning from a given utterance beyond its semantics, even when considered in
isolation. The Dialogue component and Belief component provide the agent with
mechanisms to model the world. They allow the agent to understand/predict how
other agents will act based on its own actions, as well as allowing it to better decide
how it should act in a given context. The previously described natural language
understating components (ASR, Parsing, Reference Resolution, Pragmatics) allow
the agent to determine the semantics of an utterance, while the Dialogue and Belief
components, allow it to deduce new information given those semantics.

To engage in a dialogue, an agent must be able to model its interlocutor(s), so that
it fully understands the utterances it hears, and thus knows how to respond. To do this,
the Dialogue and Belief components use explicit rules that represent relationships
between groups of utterances, as well as relationships between utterances and the
past, present, and future beliefs of agents. For task-based dialogue interactions in
which information about the task can be known by the agent before engaging in the
dialogue, two types of rules are used: rules about the effects of perceptions, actions
and past beliefs on new or updated beliefs, and rules about the effects of types of
utterances on beliefs. The Dialogue component uses these rules, in combination with
the utterance semantics that it receives, to determine how the agent should respond.
The rules relevant to the dialogue are part of the agent’s set of beliefs about the
world. They are stored in the Belief component, as are the rest of the agent’s beliefs.
These beliefs may originate from perceptions of the world, like understanding an
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utterance or performing a visual search, or may follow from the application of rules
to perceptual semantics [10].

The Dialogue component determines how it should respond by monitoring the
agent’s beliefs in the Belief component. When it receives an utterance, it uses the
information about the utterance’s type (statement, questions, command, etc.), which
has been determined by the other natural language understating components, to
convert the utterance semantics into expressions that represent the agent’s beliefs
about the world. The new beliefs are asserted into the Belief component, which
updates its state and performs inference based on the new information. Once the
agent’s beliefs have been updated, the Dialogue component considers its new belief
state, which has resulted from the utterance, and determines the agent’s response.
The response manifests itself as the submission of a goal or goals to the Goal Manger
which may, in turn, result in the submission of further goals [54, 62, 80].

4 Two Example Configurations of DIARC

In this section, we briefly describe two different configurations of DIARC: a single-
agent configuration for one-shot learning of objects through natural language [64],
and a multi-agent configuration that uses shared components to enable shared infor-
mation and cognition between the agents [45].

4.1 Learning Object Parts in One-Shot

The first example (Fig. 1) shows the DIARC configuration for a robot that can learn
to recognize a new part of an object and use that knowledge to pick up the object
by the newly learned part. Here, we assume that the robot already knows the object
(“knife”’) and how to recognize it. A video of the interaction can be viewed here:
http://bit.ly/2cfx3gL.

Human: Pick up the knife by the handle.
Robot: OK.
Robot: But what is a handle?
Human: The orange part of the knife is the handle.
Robot: OK.
Human: Pick up the knife by the handle.
Robot: OK.

When the ASR component recognizes the unknown word “handle” in the utter-
ance “Pick up the knife by the handle”, it recreates a unique identifier “UT1” for
it, which it then passes on to the NLU component. The NLU component infers
the proper tag of speech from the lexical context and the semantic requirements
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Fig. 1 The DIARC configuration for one-shot learning of objects and actions

for generating a grammatically correct command “pickUp(self,partOf(UT1 knife))”,
which it forwards to the Dialogue Manager component. The Dialogue Manager
component checks the command for indirect interpretations [11], and once it deter-
mines that it is a literal command, it acknowledges it by generating “OK” via
the NLG and Speech Synthesis components. At the same time, it forwards the
request to both the Belief component, which can generate relevant implications
from the command that might, in turn, impact the execution, and then to the
Goal Manager component as a new goal “pickUp(self,partOf(UT1, knife),leftArm)”.
The Goal Manager component then begins to execute the “pickup” action, which
requires it to convert the condensed description “partOf(UT1,knife))” to an expres-
sion “on(graspPoint,partOf(UT1,knife))” that it can send to the Vision component
for processing. The Vision component, however, does not have any knowledge of
“UT1”, hence the visual search for the appropriate grasp points fails, which, in
turn, causes a failure of the pickup action communicated to the Dialogue Man-
ager component, which instructs the NLG and Speech Synthesis components to
generate the question “But what is a handle?”. Upon hearing the definition “The
orange part of the knife is the handle.”, the ASR component recognizes the word
“handle”, which it had previously associated with “UT1”, and thus passes on “The
orange part of the knife is the UT1.” to the NLU component, which, in turn, gen-
erates the semantics “is(UT1,partOf(orange,knife))”, and sends it again to the Dia-
logue Manager component. There, the utterance is recognized as a factual statement
about a perceivable object and modified according to pragmatic rules to generate the
form “looksLike(UT1,partOf(orange,knife))”, which is then passed on to the Belief
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Fig. 2 The DIARC configuration for component-sharing among two Nao robots

component, and also acknowledged through the NLG and Speech Synthesis com-
ponents (“OK”). The Belief component asserts the new fact to its knowledge base,
thereby triggering a notification to the Vision component, which has requested to be
notified of all facts of the form “looksLike(X,Y)”. When the robot is then instructed
again to pick up the knife by the handle, the Vision component is now able to resolve
the reference “UT1” (i.e., “handle”), as it has learned the grounding of “UT1” as
“partOf(orange,knife))”. It finds a set of grasp points on the handle that it passes on
to the Goal Manager component, which forwards the grasp constraints to the Manip-
ulation component. The Manipulation component then selects the best grasp point
to plan a trajectory for the robot’s arm to those points (a subsequent lift action then
completes the “pickUp”).

4.2 Sharing Components Among Multiple Agents

The second example (Fig. 2) demonstrates the sharing of various architectural com-
ponents so as to enable shared cognition, in this case, between two Nao robots
called “Dempster” and “Shafer”, although it works for any number of heterogeneous
agents. A video of the interaction can be viewed here: https://www.youtube.com/
watch?v=JPufmIPHX9Y.
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Human: Hello Shafer.

Robot: Hello.
Human: Hello Dempster.

Robot: Hello.

Robot: Dempster, tell Shafer to stand.
Human: Certainly, I will do that right away.

The human starts by greeting both robots, and the analysis of the message con-
tent is used to invoke the subset of components in the joined architecture corre-
sponding to the respective robot. For example, the utterance “Hello Shafer”, once
transliterated by the ASR component, is analyzed in the NLU component as a
greeting addressed to the Shafer robot, and is passed on as such to the Dialogue
Manager component, which determines the correct dialogue move for Shafer to
say “Hello” as well. As a result, it routes the greeting message through the Goal
Manager component directly to the Shafer Nao component, which produces the
speech output in the Shafer robot (the robot components include both motion and
speech synthesis functionality). Similarly, greeting the Dempster robot will cause it
to respond with “Hello”. When the human instructor then addresses the Dempster
robot with the request for Shafer to stand, the ASR component again passes on the
text form of the utterance on to the NLU component, which generates the seman-
tics “want(human,Dempster,do(tell(Dempster,Shafer,do(Shafer,stand)))”. This com-
mand is then sent to the Dialogue Manager component, which forwards the seman-
tics to the Belief component, where it is asserted while generating an acknowledg-
ing dialogue move “Certainly, I will do that right away”, which gets forwarded to
the Dempster Nao component for speech synthesis (note that the Dialogue Man-
ager component can determine the appropriate robot component from the pragmatic
information about the addressee in the dialogue).

When new information is asserted in the Belief component, it may result in new
goals being submitted to the Goal Manager component, in which case the Dia-
logue Manager is also informed of the new goal. In this case, there is a new goal
for the Dempster robot: “tell(Dempster,Shafer,do(Shafer,stand))”. When the Goal
Manager component executes the “tell(X,Y,Z)” action using the bindings of X =
Dempster, Y = Shafer, Z = do(Shafer,stand), its generates and submits the new sub-
goal “do(Shafer,stand)”, which has the Shafer robot as the actor and the “stand” as
the action. Execution then triggers the “stand” action in the Shafer Nao component,
causing the robot to stand up.

Analogous to issuing commands, it is also possible to inquire about an agent’s
perceptions or knowledge via another agent. Such mediated interactions are auto-
matically enabled by the sharing agent’s Belief and Goal Manager components.
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5 Applications

DIARC has been used on a variety of virtual and robotic agents in a great variety
of contexts (e.g., [8, 10, 13, 19, 38, 51, 53, 61, 62, 74, 80, 83, 84, 87, 88, 96]).
Like other cognitive architectures, it has also been integrated with other architecture
(e.g., ACT-R, Soar, and Icarus [75] and Vulcan [84]. Most importantly, it has been
employed in many human-robot interaction experiments, with both autonomous as
well as teleoperated robots (e.g., [6, 7, 9, 12, 15, 16, 20, 57, 58, 67, 73, 79, 82,
971]). More relevant to this chapter, DIARC has also been used to model aspects of
human cognition (e.g., [2, 6, 37, 48, 55, 62, 65, 67]). Here, we will only be able to
provide a short summary of recent experimental and modeling work using DTARC.

5.1 HRI Experiments with DIARC

Recent empirical investigations of human-robot teams have largely focused on
humans’ use of indirect language when interacting with robots. This work has demon-
strated (1) that humans will regularly use indirect language during the course of
human-robot interactions [14], (2) that humans use indirect language when inter-
acting with teleoperated and autonomous robots with a frequency similar to that
used when interacting with other humans [4], (3) and that indirect language use is
increased in contexts with highly conventionalized social norms [95]. Indirect lan-
guage is notably used by humans in order to adhere to social norms such as politeness
[73]. We have also investigated human perception of the use of polite language by
robots. This work has shown that politeness not only increases human ratings of
robot likability, but that this effect is significantly stronger for women than it is for
men [72].

Our empirical work has also demonstrated differences in how robots” morphol-
ogy and communication style may have significant impact on team dynamics; our
investigation of autonomous versus teleoperated robots suggested that humans per-
ceived teleoperated robots to be less intelligent than co-present human teammates [4];
our investigation of verbally versus silently communicating robots suggested that
humans find silently communicating robots to be significantly creepier than verbally
communicating robots (at least for the communication of task-dependent, human-
understandable information among robots co-located with human teammates in a
cooperative setting) [81, 82].

5.2 Cognitive Modeling with DIARC

Even though DIARC was never designed to be a model of the human mind, and
thus was never intended to be a modeling framework for human cognition, it affords
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unique modeling capabilities due its real-time, embodied nature and integrated nat-
ural language understanding capabilities, and has thus been used for various types
of (mostly qualitative) models over the years. Early models of incremental natural
language processing demonstrate the incremental integration of perceptual context
in the resolution and generation of references with ambiguities due to prepositional
attachment (e.g., [6, 60]), as well as models of incremental word substitution for
correcting phonetic errors (e.g., [6]). Later models of incremental natural language
processing focused on natural language-guided biasing of visual spatial attention
(e.g., [37]) and models of human-like task-based dialogues (e.g., [62]). Particularly
notable is a model of natural-language guided conjunctive visual search that was fit
to human data in a novel way and used to clarify possible explanations of observed
empirical data [65].

Additional modeling work investigated the interaction between affect and cogni-
tion, in particular, the effect of mood states on goal management and ways to bias
goals (e.g., [56]), as well as to modulate affect in the speech (e.g., [67]).

Most recently, DIARC has also been used to demonstrate human infant word
learning in a cross-situational embodied context (e.g., [48]), as well as human-like
norm-learning (e.g., [52]).

6 Conclusion

DIARC, as an architecture scheme, is neither a finished product nor does it aspire
to be one. Rather, its purpose is to provide researchers with an expanding frame-
work for exploring the functional and architectural design trade-offs of different
types of autonomous agents. By being flexible in its instantiations, it allows for cus-
tom configurations of classes of systems targeted at particular physical platforms
and classes of tasks. By being flexible in its component algorithms, it allows for
the easy integration of novel algorithms, and thus provides researchers not inter-
ested in the development of cognitive systems with an evaluation platform. Ongoing
work on DIARC is aimed at its unique contributions compared to classical cognitive
architectures: the open-world aspects, one-shot learning, component-sharing, intro-
spection mechanisms and integration with ADE middleware. The goal is not only to
improve existing functionality for the investigation of more sophisticated algorithms
and involved architectural features, but to also provide a robust implementation plat-
form for future autonomous robot applications that allow for human-like task-based
interactions in natural language dialogues.
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Non-human Intention )
and Meaning-Making: An Ecological i
Theory

Michael A. R. Biggs

Abstract Social robots have the potential to problematize many attributes that have
previously been considered, in philosophical discourse, to be unique to human beings.
Thus, if one construes the explicit programming of robots as constituting specific
objectives and the overall design and structure of Al as having aims, in the sense of
embedded directives, one might conclude that social robots are motivated to fulfil
these objectives, and therefore act intentionally towards fulfilling those goals. The
purpose of this paper is to consider the impact of this description of social robotics
on traditional notions of intention and meaning-making, and, in particular, to link
meaning-making to a social ecology that is being impacted by the presence of social
robots. To the extent that intelligent non-human agents are occupying our world
alongside us, this paper suggests that there is no benefit in differentiating them from
human agents because they are actively changing the context that we share with
them, and therefore influencing our meaning-making like any other agent. This is
not suggested as some kind of Turing Test, in which we can no longer differentiate
between humans and robots, but rather to observe that the argument in which human
agency is defined in terms of free will, motivation, and intention can equally be used
as a description of the agency of social robots. Furthermore, all of this occurs within
a shared context in which the actions of the human impinge upon the non-human,
and vice versa, thereby problematising Anscombe’s classic account of intention.

1 Introduction

One way to describe human beings is as meaning-making agents. What we do is
to interact with the world, our interactions being mediated by the meanings that we
make. It is no longer fashionable to think that those meanings are inherent in the world
around us, as was implied in classical hermeneutics, but rather that we project onto
the world, in its infinite complexity, our interests and motivations, which organise
themselves as meanings that we commonly say we “find” in the world. Thus, one can
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describe human beings as active agents, which is indeed the premise of actor network
theory. When Latour wrote about scientists in the laboratory [3], he observed their
activities as a kind of interested behaviour, in which they found meaning in scientific
activities owing to their identity as scientists.

This contemporary view of human beings as active agents and meaning-makers
assumes that the external world is largely passive in response to our activity. However,
intelligent tools increasingly accompany the activity of human beings, and these tools
often mediate our interactions with the world. Thus, when we use Google to search for
information, in addition to our motivation to direct the search engine by an informed
choice of keywords, Google itself is operating according to algorithms and protocols
that guide searches in one direction or another. Of course, these robots are there
to do our bidding, but as they become increasingly intelligent, our world becomes
populated by artificial versions of ourselves. If we have motivations and interests
that are determined by our overall aims and objectives, can we not say that these
robots also have motivations, since they too have aims and objectives inherent in
their programming? When we proliferate the existence of these robots more widely
throughout society, in which forms of artificial intelligence [AI] mediate so many
of our interactions, do not our naive assumptions that we alone are the active agents
become no longer viable?

This is a profound change from Anscombe’s [1] notions of intention, motivation
and responsibility. It also tends to equalise the relationship between the human user
and the robot so that the human must take account of the capacities and interests of
the robot when engaging with it, and as such, our sense of meaning in the world must
now include other active, inorganic agents with whom we must negotiate our own
meaning-making activity. Conversely, if we can adopt a somewhat anthropomorphis-
ing thought experiment, could one not say that the robot was equally engaged in a
meaning-making activity in which negotiating with humans was necessary?

Meaning-making has hitherto been discussed as an essentially human activity.
It is an interpretative act that we employ as part of optimising our agency in the
world. When we act, we generally act with an aim in mind, and so our actions
must be designed to have a certain effect and to overcome potential barriers or
resistance. Thus we need to understand the context in which our actions will take
place and the factors that may impinge on them. This interpretation of the ecology
of meaning-making includes understanding what’s going on in the current situation,
so as to be able to intervene effectively to achieve the new and desired situation.
All of this is normally described in terms of intention to achieve something, based
on an interpretation of what would be necessary and the exercise of will that brings
about transformation. But intention alone is not enough to bring about effective
change, because it must be accompanied by an effective understanding of what must
be done to meet the intended outcome. In an Al environment, this is the difference
between intelligent and non-intelligent robots. The non-intelligent robot may have an
“intention”, that is to say, “programming” to do something, but if the environmental
factors are not as expected, for example, an object is not where it is supposed to be,
the non-intelligent robot cannot achieve its intention, i.e., the programmed goal. In
such a simple example, the meaning of the situation is that a different set of actions
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to that originally programmed is necessary to achieve the intention. In more complex
social environments, meaning may consist in identifying other dynamic agents in the
environment, or hypothesising their intentions, and hence predicting their behaviour.
These new possibilities problematize our existing notions of intention and meaning-
making because hitherto, they have been seen as essentially human traits that to some
extent differentiate humans from machines. This paper considers whether such terms
should continue to be reserved for humans or whether recent developments in Al
should cause us to reassess our understanding of intention and meaning-making as
something environmentally situated or ecological, rather than individually situated
and subjective.

2 An Ecological Theory

The traditional approach in philosophy has been to differentiate humans from non-
humans, including intelligent machines and robots. Although both humans and robots
have agency and can interact with the material world and change it, we have aggre-
gated to the concept of “human” some superior powers, such as free will, inter-
pretation and intention. Under this approach, robots do not have the capacity to
exercise these essentially human qualities, and therefore have no responsibility for
what they do. Free will, interpretation and intention have each been the subject of
extensive analysis in philosophy, and the notion of intention has been examined in
detail by Anscombe [1]. In her classic paper, she identified three different kinds
of intention: (1) intention to act, (2) intention in acting, and (3) intentional action.
Intention is closely related to the ideas of choice and will (volition), in which the
human agent brings something about and can be said to be responsible for it, both
in terms of causality and moral responsibility. Although we recognise that robots
can have agency and be causally responsible for change, as in the case in which a
factory robot builds a car and is certainly the agent of change that brings about its
construction, we do not normally speak in terms of the moral responsibility of the
robot. The responsibility for the robot’s actions, if the question were to be brought
to a court of law, would probably be found to lie with the programmer, because the
robot “mindlessly” carries out the instructions that have been given to it. But why
should we make these distinctions? Although we might desire that human beings be
differentiated from other animals and from inorganic actors, in the world of artificial
intelligence [AI], can and should, such differentiations be sustained? Indeed, what
would be the point?

When we intend to do something, an aspect of that intention is that a future
plan may or may not be realised. This is discussed in Anscombe’s first category of
intention. On the one hand, it may not be realised because we change our mind and we
do not act as we originally intended. On the other hand, we might act unsuccessfully
and not bring about what we intended. In either case, the future prediction embodied
in the intention did not happen, but we nonetheless say that there was a motivation
S0 to act or to bring something about. One of the things that we expect about robots
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is that they will successfully bring about what they are programmed to do, over and
over again. Furthermore, robots are not usually regarded as having the capability
of changing their minds in relation to this behaviour, if we regard “what is in their
mind”, i.e., what we might informally call their “intention”, as being embodied in
their initial programming. Of course, Al allows for adaptation but this is probably not
the adaptation of an overall aim, even if the adaptive system may have the capacity to
“change its mind” about how to achieve that aim. Thus, the changing of intermediate
objectives as an apparent expression of the “intention” to fulfil an overall course of
action, turns out to be something that could be meaningfully referred to in relation
to inorganic agents such as robots, as well as organic agents such as humans.

We sometimes have the intention of bringing about A, but inadvertently, we bring
about B. Although B was brought about, we cannot say in good faith that we had the
intention of bringing about B, although we are sometimes disingenuous, and in order
to save face, we say, “I meant to do that”. “Meaning to do something” is an utterance,
not a speech act. That is, just saying “I meant to do that” does not make it so. When I
intend to bring about A, I may say aloud in advance that I predict that this will happen,
or I may make purposive actions that, under normal circumstances, would bring about
A, or it may be assumed by myself and perhaps others that I am attempting to bring
about A on the grounds of my past history or the perception of my interests by others.
But the mere subsequent utterance of the statement “I meant to do B” does not mean
that, after all, I really intended to do B rather than A. Such an utterance would be
regarded as post-rationalisation in psychoanalysis, and face-saving in negotiations.
As yet, we have not deemed it necessary to programme face-saving into robotic
behaviour. Thus, adaptive behaviour, in humans and in robots, should not normally
involve a change in the overall goal, only in the means of achieving it, i.e., of changing
the intermediate goals when necessary.

So, the question remains, is it useful to say that robots have intention even though
they do not say “I meant to do that”, and furthermore, what would be the conse-
quences of this change of attitude in the case of less evident robotic agents such
as social robots, which operate more discreetly at the margins of our environmental
awareness, if they were said to have intention? In other words, is intentionality some-
thing that I attribute to an agent when I see indicators of “acting to bring about”, or
should intention imply the possibility of failure that is normally missing from pro-
grammed robotic behaviours? Indeed, is intention so inherently human—because to
err is human—that it is meaningless to speak of a robot’s intentions when they are
always satisfied? Conversely, is it essential that we keep open the possibility of an
intentional act in order to attribute responsibility for action, and to whom and under
what circumstances should that responsibility be attributed to the human program-
mer or the robotic actor? This is the problem discussed by Anscombe in her third
category: intentional actions.

One of the “traditional” assumptions that would be problematized is the so-called
Turing Test (originally framed as “can machines think?”, or “exhibit intelligent
behaviour”, [4, pp. 433-459]), in which it is proposed that differentiating between
robots and humans would be irrelevant if we could not differentiate one from the other
through questioning. This procedure assumes that we have an explicit encounter with
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another being whom we suspect may be a robot in a situation in which we might
normally expect to meet a human, or vice versa. The scenario posited in this paper
is slightly different. The scenario is that we are frequently confronted with social
robots that are intelligent agents seamlessly integrated into our social environment.
If we posit a seamless interaction, then we cannot know whether this agent is human
or not, and the issues of intention and responsibility are indeterminable. Such a ques-
tion is only likely to arise when there are questions of responsibility regarding the
actions of a robot or the consequences of its action, for example, by misleading a
human into taking certain actions that it otherwise would not have taken. Of course,
as has already been described, under such circumstances, we might hold to account
the programmer who wrote the programme that caused the robot to make the deci-
sions that it made, leading to the undesired consequences for which the question of
responsibility is an issue. But what if the social robot is integrated to a much greater
extent into our social interaction, such that it passes the Turing Test? And what if
the robot has such a complex Al that we cannot reasonably hold the programmer
accountable for the decisions that the robot has made based upon the fundamental
principles embodied in its initial programming? Do we need a model for this kind
of autonomously learnt behaviour?

In human society, we already have a model disclaimer for responsibility in that we
do not hold minors responsible for their decisions and actions. Parents or guardians,
that is to say, the societal programmers, are normally held responsible until the minor
reaches a certain age. Itis interesting to note that the test for legal responsibility isnota
performance criterion, as is the case with the Turing Test, but merely an age criterion.
If we applied such reasoning to social robots, we might conclude that when they had
been acting autonomously in the social environment for a certain period of time,
during which they evolved their Al to address most of the commonly encountered
problems for which they were programmed, we might infer that they could be held
accountable for their intentional actions. But this would bring us back to the earlier
observation that we do not at present have the legal framework or practice of holding
machines to be responsible for the actions they perform or their consequences.

However, the responsibility of the mindless factory robot is not the principal focus.
Instead, this paper is interested in the extent to which the concept of an, in practice,
transparent agent, by which I mean an agent that cannot be differentiated from the
human—mnot because it passes the Turing Test, but because the context in which
we engage with it does not invite that kind of differentiation—has impact on the
way in which we have previously described intentionality. Anscombe’s category 1
apparently remains unchanged, because there is no need to infer that artificial agents
have a predictive capability. However, the ability of such agents to make change, and
by their adaptive behaviour be said to assume “responsibility” for actions that were
not or could not have been anticipated in the original programming, does seem to
imply that we can meaningfully speak of such artificial agents as having intention.
This has hitherto been assumed to be a uniquely human attribute.

Of course, historically, many of the uniquely human attributes that anthropologists
have identified, such as the ability to use tools, and that sociologists have identified,
such as the ability to use language, etc., have been proposed in order to meet the
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desire to differentiate human from animal. One might regard the Turing Test as
the last vestige of this historical attempt to desperately maintain such a teleological
differentiation. But if we abandon our attempt to be different, in addition to the
practical issue of whether we can still make such a differentiation or, indeed, whether
it is necessary or productive, what would be the consequences of believing that
artificial agents can have intention?

When agents act intentionally, in the sense of Anscombe’s category 1, we attribute
some kind of motivation or plan to them. We say they want to bring about outcome
X. In this scenario, I am not merely thinking of machines with direct programming,
in which we can say they mindlessly act to bring about outcome X and so they
themselves do not meaningfully have an intention. In the present scenario, I am
assuming Al of sufficient order, coupled with social embeddedness that renders
the agents invisible, that we are unaware of the human/machine distinction and are
only aware of the agency, the purposiveness, and the responsibility. Having granted
a category of inorganic intentionality, which is perhaps additional to Anscombe’s
original three, what does this tell us about the “inner life” of these inorganic agents,
and about this extended concept of intention? Do they feel satisfaction when their
intentions are fulfilled? Do they feel frustration when they are not? Do they have an
overall perception of the environment in which they are operating, within which they
frame their decisions according to their programming and subsequent experience?

To all of these questions, it would be most interesting to answer yes. Yes, they do
have responsibility for their actions; yes, they do feel frustration when their intentions
are not satisfied; and yes, they do have an overall perception of the environment in
which they are operating.

This is not merely a science fiction discussion in which we ask whether androids
dream of electric sheep: it is a philosophical discussion about the consequences of
integrating social robots that act intelligently into the human environment, and to ask
how to attribute intentionality and responsibility when we interact with them. There
is areason why we should be interested in this problem. In contemporary philosophy,
the focus has shifted from ontological and teleological issues, in which the question
or the questioner is to some extent independent of the social environment, to questions
that recognise social ecology and relational judgements, and worldviews that require
meaning-making. Relational judgements imply that if we are sharing our world with
other agents, whether they are organic animal agents or inorganic robotic agents, the
network of relationships will present certain possibilities. Therefore, it is relevant to
know who and what is in our environment, and the way in which the other, owing
to being dynamic, is causing change to our environment and therefore the decisions
that we make. At a macro level, this means that our worldview is impacted by our
perception of what is material, of what can change, and who are the agents of change
independent from us. Furthermore, we have to take account of the apparent worldview
of those change-making agents in order to predict their behaviour that may impinge
upon us and our ability to successfully implement our own intentions.

So, we have perhaps arrived at the possibility that artificial agents, owing to
their capacity to act dynamically and to impinge upon our worldview, can clearly
be said themselves to have intention of category 1. This argument also suggests the
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possibility that these intelligent agents are making meaning for themselves so as to fit
their actions to the environment. In the past, meaning-making would also have been
an ability reserved for the human. But if we abandon our differentiated status, we can
now see that these intentional acts, based upon the experience gained by the social
robot embedded in the same environment as ourselves, are inevitably based upon
the same decision-making structures as ourselves. Indeed, causally, the decision-
making actions and strategies of the inorganic agent were brought about through its
programming by a human agent. The inorganic agent, in this case, the seamlessly
embedded social robot, however modest it may be in its capacities, is brought up
as a minor, with strict instructions in its programming that determine its behaviour.
During its formative years of operation, it develops, through the use of its intelligence,
experiences and additional frameworks that enable it to make decisions that were not
framed or anticipated in its original programming. This is what we want the intelligent
robot to do when we design it—so that it is unnecessary for us to anticipate every
possible scenario in which it must take action and to determine the action it must
take. An effective social robot must be judged responsible for the decisions that it
makes because it has made them based on frameworks of judgment that were not
placed there by the programmer. The programmer is innocent, or at best, merely
an accomplice! To make such judgments, the inorganic agent must “understand” its
environment and have a worldview. Of course, such a worldview need only stretch
as far as the scope of agency envisaged for that robot. However, having postulated
the possibility that one can describe the agent in this way, one has to conclude
that meaning-making is being undertaken when the robot evaluates a scenario and
identifies within it the possibility for action. Such a possibility for action is implied
in the concept of intention, because we cannot meaningfully speak of intention in
the circumstance in which the intended outcome is unlikely to come about or when
such an outcome would be impossible. If I intend B in the circumstance in which B
could not possibly happen, then my intention will be described as folly. Misguided
intention, i.e., folly, is noticeably absent from Anscombe’s three categories.

As a result of the foregoing argument, we have the possibility that now, or in
the near future, we will share our environment with social robots, albeit with modest
remits, and that these agents will not differentiate themselves from other active agents
in that environment. When we, as human agents, interact with this mixed ecology,
we will form a view of the active and inactive elements within it in order to frame
our intentions and our actions. It is important for us, if we are not to be frustrated
by the lack of fulfilment of our intentions, that we perceive the ecology in which
we operate as dynamic. Relational argumentation is one contemporary outcome of
the recognition of this need. It can be contrasted with the absolute argumentation of
Newtonian mechanics, in which the external world behaves passively, to the extent
that it is not actively making autonomous decisions. This is no longer the case. All
sorts of agents, some of which are inorganic, populate our world, and some of those
are making Al-led judgments about what to do in response to us at the same time as
we are making intelligent judgments in response to them. As a result, our worldview,
that is, the view of the range of possibilities that the world presents to us to either
facilitate or frustrate our intentions, is modified by the presence of these robots.
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In his test, Turing argued against those who needed to, or saw the possibility of,
differentiating robots from humans; but that possibility no longer exists, not only as
a consequence of the increased adaptive intelligence of the robots, but also because of
their embeddedness in our social world. Our ecology now includes new autonomous
agents of change.

So, what are the consequences of this philosophical description of robotic intention
and meaning-making? We have seen that one can usefully refer to both intentionality
and meaning-making in the case of robots, and that there may therefore be no need to
differentiate human agents from embedded social robots because they share the same
societal and legal responsibility for their actions. The Turing Test becomes irrelevant
in such cases, because there would be no benefit from making the distinction. The
traditional distinction allows humans the exclusive right to free will and responsi-
bility, but it seems that such a distinction is no longer beneficial or sustainable. This
paper has suggested that it is an inevitable consequence of the increasing adaptive
complexity of social robots and their embedded-ness in the environment, in which
they become part of our social ecology, that we will have to begin to deploy con-
cepts that have previously been reserved for humans. The concept of intention is one
such concept. It is meaningful to speak of the intention, whether fulfilled or not, of
the robot. The robot’s actions may have intended or unintended consequences. The
robot, if it is to successfully negotiate dynamic obstacles to fulfilling those inten-
tions, must anticipate—that is to say, predict—what will happen if it takes certain
courses of action. For these operations to be successful, the robot must have a world-
view and must make decisions in accordance with it. Meaning-making is perhaps the
most advanced of the concepts that has been speculated upon here. To what extent
is meaning-making really a part of the robot’s behaviour?

Comparing once again to the human model, the idea of meaning-making is
deployed in order to account for the way in which humans construe the world so
as to anticipate how it will operate and how they can operate within it. Meaning-
making embodies the idea that there are dynamic agents in the world pursuing their
own objectives, and that we appear to these agents as they do to us. Their behaviour,
when different from our own, can be explained by them having a different view of
the world and their place in it, as well as having different motives, and therefore dif-
ferent objectives. These objectives are pursued through intentional action, whether
by human or nonhuman agents. Their meaning-making is not a quest for the mean-
ing of life, but rather the meaning of the presence of these other agents who are
not working harmoniously with their own interests. Meaning-making results in an
explanatory framework that accounts for diverse interests. Now that we have created
social robots to work with us, they also work amongst us and, owing to their different
function, have different, albeit normally harmonious, intentions than ourselves. Thus,
meaning-making does not emerge as an exclusively human attribute, because it is
linked much more to the ecological interpretation of the context in which the agent is
embedded than to manifestations of some inherent subjective capability of the agent
itself. Intention and meaning-making are environmental by-products of agency. This
conclusion has consequences in a number of areas and for the interpretation of the
previous literature.
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One consequence is that Anscombe’s three categories should be explored in rela-
tion to non-human as well as human agents. Intention as a concept applies in any situ-
ation in which purposive action is taken to meet an objective. This can be said to occur
when there is any kind of programmed objective. One motivation for Anscombe’s
discussion seems to be an implied interest in responsibility, as is evidenced in her
example of the man who poisons the occupants of a house [1, Sect.23]. But equally,
it can be posed in relation to a robot that brings about outcomes owing to adaptive
behaviour for which we cannot hold the programmer fully responsible.

With regard to meaning-making, the traditional concept becomes more stretched,
but it is unnecessary to hypothesise a ghost in the machine in order to find the concept
of inorganic meaning-making a useful one. If we intend, when we design a social
robot, that it should seamlessly integrate into the social context so that it can effec-
tively serve its human masters, then we must equip it to be adaptive owing to the
dynamic nature of the human context and the other human agents amongst whom it
must operate. Its efficacy will be enhanced if it is able not only accommodate such
situations as it finds, but also anticipate possible scenarios. This requires an adaptive
map of possibilities that constitutes, this paper claims, a worldview. Meaning-making
does not require a metaphysical conscience that gives meaning, in the sense of ulti-
mate purpose, to the world. All that is required is the ability to project forward and
anticipate so as to improve decision-making. Meaning, understood in this way as a
practical activity, is making inferences from indicators. Thus, when X means Y, we
can substitute, when X indicates Y or, as a result of X, we infer that Y will come
about. Put in this way, it is reminiscent of Hume’s notion of cause and effect as
merely the “constant conjunction” of X with Y [2, 1748]. Hume’s view changes the
locus of causality from something that is extrinsic to perception, to something that is
intrinsic, and makes it a psychological theory. In other words, when we think that X
causes Y, we think that something is happening in the external world. When we think
that X is constantly conjoined to Y, we think that something intrinsic to ourselves
is happening: this is an idea rather than a fact, something that is going on inside us
rather than something that is going on in the external world.

So it is with inorganic meaning-making. The concept of inorganic meaning-
making is a consequence of reframing a concept that was once intrinsic so that
it becomes extrinsic. When we describe meaning-making by the inorganic agent,
we are not giving the agent human attributes, we are simply applying the extrin-
sic argument. The inorganic agent can be said to make meaning when it makes the
ecological connection between X and Y and adapts its behaviour accordingly. At
one level, this is simply predictive. At another level, it confirms that the agent has
a model of what will happen and is acting according to that model. Such a model
consists of both objects and events, and possibilities for which there are indicators.
It is the presence of adaptive behaviour in the presence of indicators that underlies
the argument that meaning-making is present. The perception that X means Y in
situation Z corresponds to the utterance “X means Y”, and successful social robots
will be deploying this concept just as frequently as do humans. Thus the context
dependency of all operatives is at the root of meaning-making by any agent.
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Implementing Social Smart )
Environments with a Large Number L
of Believable Inhabitants in the Context

of Globalization

Alexander Osherenko

Abstract This chapter discusses Social Smart Environments (SSEs) with a large
number of believable Embodied Conversational Agents (ECAs) in the context of
globalization. It focuses on SSE architecture, rapid prototyping and scalability
with respect to size, geography, and administration. SSE is a software environment
installed in a physical place representing, for example, a city inhabited by believable
ECAs that interact comprehensibly with each other; believable ECAs are software
agents that stand for humans from different cultures. To ensure believability, the
ECAs maintain various determinants of processing, for instance, emotional, per-
sonal and cultural, identified through an analysis of 35 scenarios of intercultural
interaction. This chapter shows implementation of these determinants and develop-
ment of an SSE prototype on the basis of a specification defining interaction between
ECAs. In conclusion, this contribution provides insight into future work addressing,
for example, innovation in societies simulated by SSEs.

Keywords Rapid prototyping of social smart environments with a large number of
believable embodied conversational agents + Determinants of believable embodied
conversational agents in the context of globalization + Scalability of social smart
environments with respect to size, geography and administration

1 Introduction

Technological innovation changes human lives, including the spaces in which humans
live. The modern world is now not only populated with humans who perform everyday
tasks, but also with technical artifacts that carry out routine and intelligent jobs
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[13, 19, 30, 39]. Moreover, these technical artifacts are no longer seen as servants,
but rather as clever companions. They can master actions that a human cannot and
they are very efficient in said actions. Such technical artifacts are smart, meaning
they behave and react comprehensibly and in a human manner.

Technical artifacts are supposed to make human life more comfortable [17, 18].
However, they can also cause problems, for instance, interaction problems. Erroneous
communication with technical artifacts can backfire and obliterate the advantages of
smart interaction.

A solution for problems that occur can provide a Social Smart Environment (SSE)
that maintains Embodied Conversational Agents (ECAs). An SSE is a software envi-
ronment installed in a physical place, for example, a city, a building, or a large room
populated by intelligent technical artifacts such as smart robots. In the context of
globalization, SSEs maintain many interacting ECAs that comprehensibly represent
humans from different countries.

An SSE has many applications, in both normal and extreme situations for which
humans need guidance. For instance, an SSE installed in a public place such as an
airport, a metro station or a shopping mall can save human lives or help to avoid
panic in cases such as earthquakes [29]. An SSE can help to design safer theaters
or stadiums [20]. An SSE can assist international persons in resolving cultural mis-
understandings between hosts and sojourners [33]. An SSE can intelligently guide
museum’s visitors [38]. An SSE can increase tourist flow by integrating tourism,
cultural heritage and mobility [2]. Figure 1 shows groups of international tourists
(international networkers, shoppers, students, etc.) and reasons for their (virtual)
trips.

The high numbers in Fig. 1 demonstrate the necessity of handling situations by, for
example, using SSEs. Addressing the problem, this chapter describes an approach
for the rapid prototyping of SSEs that can maintain a large number of believable
ECAs. Moreover, this contribution answers the following questions concerning SSE
scalability [44, p. 10], such as:

1. Size—can proposed SSEs scale up well to meet increased numbers of ECAs?

2. Geography—what is the geographical distance between the ECAs maintained by
the proposed SSEs?

3. Administration—can administration of the proposed SSEs take place remotely?

Additionally, the current chapter addresses the following issues of SSE
development:

1. Steps necessary for the rapid prototyping of SSEs with a large number of believ-
able ECAs;

2. Architecture and implementation of SSEs with a large number of believable
ECAs;

3. Determinants and implementation of believable ECAs.
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Individuals are participating in globalization, and 914 million have cross-
border social media connections
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home country online workers online students studying abroad
244 million 44 million 13 million 5 million

MNOTE: Numbers adjusted to account for overlap batween platiorms and for individuals making multiple international trips in the same year.

SOURCE: F Al US D of G ; OECD; World Bank; McKinsey Global Institute analysis  McKinsey & Company | 29

Fig. 1 Groups of international guests and reasons for their (virtual) trips

2 Recent Work

Different scholars have studied development of SSEs and discussed particular issues
regarding their implementation.

Nakashima and colleagues [30] present a comprehensive study of Smart Envi-
ronments (SEs). The authors describe intelligent agents, their implementation and
interaction on the basis of Multi-Agent Systems.

Butz [9] examines SEs by giving special attention to the interaction between SEs
and humans through displays that maintain personal information. The scholar claims
that interaction takes part using human senses and through physical actions.

Bosse and colleagues [6] examine human aspects in SEs, abstaining from a pure
examination of sensor data, but taking into account the human-directed sciences
such as psychology and sociology. They focus on the human knowledge in ambient
intelligence and describe an SE assessing the behavior of a human.

Cai and Kaufer [10] study SEs and state that simple communication among
humans requires explicit computer-aided means. They define an image-word two-
way mapping process that describes a mapping between image features and words
for human facial features and introduce the computational implementation of human
descriptions in the form of the visual and verbal interaction between them.

Achnelt and colleagues [1] describe a situation-aware interaction in an SE. In their
approach, user intentions deduced from sensory inputs are used to provide situation-
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aware informational assistance. For their purposes, the SE in their approach is a
smart meeting room that proactively anticipates future goals. As a scenario, they
study smart business applications in manufacturing industries, where they see a vital
demand for facilitating decision-making at all company levels.

Fu and Zhang [ 16] explore virtual worlds in the context of urbanization and address
corresponding social aspects. The scholars show a framework that considers social
communication and personal opinions and describe a case study that distinguishes
interpersonal interaction, behavior patterns, Social Interaction (SI) and communica-
tion contexts. Moreover, they study an approach to visualization of a virtual world
that presents the info-structure of the virtual city under consideration of particular
emotional and cultural aspects [21].

Spadavecchia and Giovannella [43] present a project that includes online monitor-
ing and evaluation of learning processes accompanied by SI. SI between interactants
proceeds through the exchange of Natural-Language (NL) emails or chatting. The
project distinguishes 8 macrophases that collect data about the underlying social
network and the social relationships among the learners. To assess the quality of an
exchange, the emails or chat posts are scrutinized automatically according to their
emotional content. Since the results revealed were encouraging, the authors plan to
develop additional tools and methods for monitoring in future work. Moreover, they
are considering implementing a real-time learning system that can be utilized on a
daily basis.

Trovato and colleagues [45] discuss implementation of a culturally-dependent
social robot that communicates with humans by showing particular emotions and
altering facial expressions correspondingly. The approach acknowledges differences
of emotional expression between the Japanese culture and Western culture in general,
as well as the difficulty of substantiating corresponding differences. The approach
uses six statistical classifiers, one for each part of the face, that regulate the expression
of emotions and calculate a vector of motor angles.

3 Modeling and Implementation of Determinants

ECAs in an SSE interact with each other in a human manner. To identify determinants
(significant issues) of believable SI between intercultural ECAs, we analyzed 35
scenarios of interaction among humans in the context of globalization and detected
10 agent-specific and 8 environment-wide determinants. We call some aspects ‘agent-
specific’, emphasizing that the particular determinant is only valid in an ECA; we
say ‘environment-wide’ so as to indicate that the particular determinant is valid for
the whole SSE. To implement particular determinants, our approach uses the JADE
platform, a development framework for multi-agent systems [3] .
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Fig. 2 Affect segmentation Activation
in the E/A space 1.0

Evaluation

3.1 Agent-Specific Determinants

3.1.1 Emeotions

Emotions should be considered in a believable SSE, as the many scenarios of inter-
cultural communication show [5, 7, 24, 36, 41, 45-47, 50]. Emotion-related data is
acquired in our approach from the audio-visual Sensitive Artificial Listener (SAL)
corpus [14]. The SAL corpus is a set of affective NL dialogues in which a wiz-
ard representing four psychologically different characters (optimistic and outgoing
Poppy, confrontational and argumentative Spike, pragmatic and practical Prudence,
depressing and gloomy Obadiah) tries to draw users into their own emotional state.
The corpus consists of 27 NL dialogues.

SAL was transcribed and annotated by four labelers with FEELTRACE data [40],
which identifies the emotions occurring in the the Evaluation/Activation (E/A) space
[35]. Affect annotation of a turn in FEELTRACE contains numeric E/A data that
is supplied continuously. For simplicity, the FEELTRACE annotations of turns are
mapped onto 5 emotion segments in the E/A space (Fig. 2).

Figure 2 shows 5 emotional segments—high activation/negative evaluation
(high_neg), high activation/positive evaluation (high_pos), low activation/negative
evaluation (low_neg), low activation/positive evaluation (low_pos), and neutral—
that represent affect segments of turns with different emotional loads. The value 0.2 is
chosen empirically. The chosen affect segment of a turn corresponds to the vote of the
majority of the annotators at the turn of a end; emotionally contradictory long turns
are not considered in further experiments. Thus, 98 out of 672 turns are discarded due
to the missing agreement between annotators or contradictory FEELTRACE data.
The inter-annotator agreement is thus 85.42%. We adopt a model of emotions for
affective behavior [34] that relies on a probabilistic Hidden Markov Model (HMM)
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Fig. 3 A generic HMM for affective behavior

and transfers it in a generic form containing more emotion states that, in our opinion,
can be used in more realistic scenarios of processing (Fig. 3).

Figure 3 shows a generic HMM for affective behavior with 5 emotion states,
and question marks representing uninitialized transition and observation probabili-
ties. To implement HMMs for affective behavior, JAHMM [15] a Java implemen-
tation of HMMs is used. To train the HMMs for affective behavior and assess
initial probabilities of emotion states and transition probabilities, different algo-
rithms can be utilized, for example, the k-means algorithm [23]. Initialization of
the transition and observation probabilities is based on training sequences that
can be composed, for instance, from adjacent dialogue turns with Spike, such as
low_pos neutral low_neg neutral low_pos neutral, which results from the first,
second, ..., sixth dialogue turns (Fig. 4).

Figure 4 represents an HMM for affective behavior for the Spike character with
initialized transition and observation probabilities.

3.1.2 Personality

To anticipate the general disposition of an inhabitant in an SSE, a personality dimen-
sion is necessary [27]. A personality model in our approach relies on the Big-Five
model that defines 5 personality traits, Extroversion, Neuroticism, Openness to expe-
rience, Agreeableness, and Conscientiousness, and can be assessed using the NEO
questionnaire [12].
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L

»
neutral

Fig. 4 A HMM for affective behavior for the Spike character

Table 1 Values of personality traits for the Spike character
Character PTg PTy PTy PTo PTc

Spike (con- 25.0 12.46 5.23 78.85 9.13
front.) (%)

To populate the personality model of ECAs numerically, we use our own heuristics
[33, pp. 102-104], which use the transition probabilities from Fig. 4. For example,
we calculate personality trait extroversion PT_E as follows:

_ 2 P(X — high_pos) + 3 P(X — low_pos)
a {X — high_pos}| + {X — low_pos}|

PTg

(D

where Y P(X — Y) isthe sum of transition probabilities from the affect state X into
the positive affect states Y = {high_pos, low_pos}. Values of PTg are normalized
by the number of corresponding transitions—10 = |{X — high_pos}| + |[{X —
low_pos}|.

Table 1 presents the values of the personality traits calculated using the threshold
value 20%, where P Ty represents the value of the Extroversion trait, P Ty the value
of the Neuroticism trait, P T, the value of the Agreeableness trait, PTo the value of
the Openness to experience trait, and P T¢ the value of the Conscientiousness trait.
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Table 2 Acquired cultural values from the Irish corpus

Country Power Uncertainty | Individualism/ | Masculinity/ | Long-/Short-term
distance avoidance Collectivism | Femininity orientation
Ireland 49 47-48 12 7-8 13

3.1.3 Culture

Since particular aspects of an SSE are defined by the inhabitant’s culture, the culture
model is indispensable [42, 45]. As a culture model, we use synthetic cultures [22].
A synthetic culture is an artificial structure that distinguishes 5 dimensions:

1. The low versus high power distance dimension describes the degree to which
differences in power, status, and privileges are considered by representatives of
the culture;

2. The collectivism versus individualism dimension distinguishes the primary unit
of the culture (I vs. we);

3. The masculinity versus femininity dimension defines the orientation of the culture
towards achievement and cooperation;

4. The uncertainty avoidance dimension defines the measure of tolerance to ambi-
guity;

5. The short-term versuks long-term orientation dimension indicates the extent to
which the future has more importance than the past or present.

To populate the culture model of ECAs, we use empirical data in [21]. Hence, we
extracted cultural values for the Irish SAL corpus in Table 2.
3.14 Statistical Engines
Statistical processing is indispensable in SSEs [45]. In our approach, we use the
WEKA statistical toolkit for data processing [48].
3.1.5 Natural-Language Processing
Many SSE approaches maintain believable ECAs that perform SI using Natural-
Language (NL) utterances [43]. In our approach, we use NL approaches in [32] to
analyze NL communication.
3.1.6 Social Relationships
Comprehensible interaction in an SSE considers social relationships between ECAs

[38, 47]. In our approach, ECAs hold a list of relationships defined by particular IP
addresses of JADE neighbor agents.
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3.1.7 Context (Agent-Specific)

The agent-specific context defines the race, age, education, marital status, social
class, religion, etc., and should be considered in an SSE [25]. The agent-specific
context can be specified in an ECA as a dictionary of values, for example, { “age”:
35, “education”: “higher”}.

3.1.8 Knowledge (Agent-Specific)

The agent-specific knowledge refers to the facts held by a particular ECA. The agent-
specific knowledge can be specified in an ECA as a dictionary of values, for instance,
“name” :joinery.

3.1.9 Time (Agent-Specific)

Some scenarios, for example, in an SSE that considers jet lag, take the temporal
component into account. The agent-specific time can be specified in an ECA as the
local time, realized using the system clock from the local computer. Alternatively,
the ECA can install the JADE onTick behavior to measure time locally (more on the
JADE platform in [3]).

3.2 Environment-Wide Determinants

3.2.1 Explicit Specifications

In our approach, SI in SSEs is specified by Interaction Specifications (ISs). ISs
are structured texts that define participating ECAs and their behaviors. ISs resem-
ble sequence diagrams known from the Unified Modeling Language (UML) imple-
mented using a sequence diagram package [28] (Fig. 5).

The IS in Fig. 5 defines two agents that interact with each other, agent Initiator
and agent Responder. Using this IS, our approach composes two JADE
behaviors, the names of which contain the name of the initiator, the name of the
responder, the name of the transaction, and the number of the initiator-responder

Fig. 5 Interpreting an

interaction specification | Inifistar | I ResDonuerI

initiate _behavior il

Time

answer_behavior_
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combination: (1) [Initiator_Responder_initiate_behavior_0 and (2)
Responder_Initiator_answer_behavior_0 (more on the JADE behaviors in [3]).
The textual form of the IS represents Algorithm 1.
Algorithm 1 defines IS describing an SSE with 3 interacting ECAs (agent0, agentl,
agent2) that receive the ping message and respond with the pong message.

Algorithm 1 IS defining SI in a population.
1: SSE

2: {

3: agent0.ping -> pong;

4: agentl.ping -> pong;

5: agent2.ping -> pong;

6: }

3.2.2 History

Some scenarios in an SSE consider the history of SI. In our approach, an environment-
wide JADE agent holds a list of previous states of the environment that can be
accessed by particular ECAs.

3.2.3 Space

Some scenarios in SSE consider a physical space that can be realized as the RoboCup
soccer field [4] (Fig. 6).

Figure 6 shows a virtual space where numbered players (circles) move in directions
specified by the arrows. The letters G and J respectively correspond to the German
or Japanese culture of ECAs.

3.2.4 Context (Environment-Wide)

The environment-wide context defines circumstances in which SI in an SSE takes
place. For example, the context can be defined by common real-world facts, such as
People find ghosts scary [26]. To specify the environment-wide context, an SSE can
hold particular rules such as tango (culture : Argentina; value : high) to define the
high cultural value of tango in Argentina.

3.2.5 Knowledge (Environment-Wide)

Environment-wide knowledge in an SSE defines the intentions of an inhabitant, for
example, knowledge about the behavior or the attended action strategy. To maintain
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Fig. 6 An approach to spatial model based on the RoboCup representation

environment-wide knowledge, an environment-wide JADE agent holds a list of facts
that can be accessed by particular ECAs.

3.2.6 Time (Environment-Wide)

Some scenarios of intercultural SI, for example, the jet lag scenario, consider the
temporal component. To maintain environment-wide time, the SSE in our approach
installs an environment-wide timeserver agent that maintains the global time within
the environment.

3.2.7 Social Network, Topological Issues

In our approach, an SSE maintains interconnected ECAs [41, 50] according to a
specific topology. Social network is realized in an environment-wide JADE agent
that maintains an implementation of the social network as a list of neighboring
ECAs for each ECA in the SSE (more on the JADE platform in [3]).
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3.2.8 Alerts

An alert is issued if some requirements of the SSE are violated, for example, if a
social network in the SSE must be reorganized. An alert is realized in our approach
by means of the JADE platform.

4 Prototype

In our approach, the SSE is prototyped as a Multi-Agent System (MAS) with ECAs
based on the server-based JADE environment [3]. To develop the prototype, we use
our own framework for experimentation and rapid prototyping, called SocioFrame-
work, which creates a Java prototype of an SSE [33] that has an interface to the
WEKA toolkit [48] to analyze data statistically.

Agents in JADE communicate with each other using messages and maintain
behaviors that handle particular events. JADE agents can be grouped in contain-
ers; these containers can have subcontainers. To administer or debug SSEs, standard
administration JADE agents, such as the Agent Management System (AMS), the
Directory Facilitator (DF), the Remote Monitoring Agent (RMA), or standard tools
of JADE, as the Sniffer or the Introspector can be used (Fig. 7).

Figure 7 shows an SSE with two ECAs (ECAI and ECA2) that communicate with
each other using a remotely installed JADE server.

To evaluate our approach, we composed SSE prototypes with specific interaction
behavior. For instance, we prototyped an SSE realizing the interaction scenario with
a higher status individual [37], for example, to simulate a meeting in an international

Fig. 7 Integration of JADE
in building SSEs

ECA1
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corporation. The scenario considers specific emotional and personal properties of
superior A and employee B that influence such categories of behavior as proxemics,
vocalic, and symbolically intrusive (Algorithm 2).

Algorithm 2 Interacting with a higher status individual.

1: for all person in {A, B} do

2:  culture < get_culture(person)
3:  for all category in {proxemics, vocalic, symbolically_intrusive} do
4 behavior < get_behavior(person, culture, category)

5: end for

6: end for

5 Governing Scalability

One significant task of distributed systems such as SSEs stems from issues of scal-
ability. According to Tanenbaum and Steen [44, p. 10], scalability can be measured
along at least three dimensions with respect to:

1. Size;
2. Geography;
3. Administration.

Size

In our approach, SSEs maintain many ECAs. To scale up an SSE according to a higher
number of ECAs, additional agents with a corresponding service interface must be
logged into the JADE server. Hence, the size scalability of the proposed approach
relies on the JADE size scalability that depends on the DF storing agents’ access
catalogue. Consequently, the DF can cause scalability problems through increased
memory consumption [3, pp. 176-179].

Nevertheless, to give an idea of what the empiric size of agents in existing systems
is, this chapter describes the number of agents in our and other JADE systems. It
must be said that other approaches do not mainly focus on the number of agents in
the system, which is a significant measure in this chapter, but rather on measuring
the speed of communication.

In our approach, it was possible to build an SSE with 10,000 ECAs that exchange
20,000 interaction messages. It was possible to run the SSE with 1,000 JADE agents
maintaining 2,000 interaction messages. Burbeck et al. [8] studied a JADE system
with 150 pairs of agents. Cortese [11] describes a JADE system with 1,000 agents.

Consequently, we assume that SSEs are highly scalable according to the number
of agents, since this measure does not appear to be critical in JADE systems.

Geography
Believable ECAs of SSEs can reside at significant geographical distances from each
other. Hence, we used JADE means to resolve this issue:
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java -cp jade.jar jade.Boot -host <IP address>
-agents <agent name><agent class> -container

The command starts an instance <agent name> of agent <agent class>,
where the text <IP address> specifies the IP address numerically (for example,
93.135.248.211) or as a name (for instance, localhost). Option -container
specifies creation of a subordinate container within the main container.

Administration

In our approach, SSEs can span significant territory. For administration of SSEs,
a remote copy of the AMS, the DF, or the RMA can be started. For example, the
following command starts the AMS agent in its own container, the remote location
of which is defined by the IP address 93.135.248.211:

java -cp jade.jar jade.Boot -host 93.135.248.211
-agents amsl:jade.domain.ams -container

6 Discussion and Future Work

This chapter described development of SSEs in the context of globalization and pre-
sented means to implement believable ECAs. This chapter also addressed scalability
questions concerning size, geography and administration.

Addressing the implementation of SSEs, this chapter presented:

1. Steps necessary for rapid prototyping of SSEs on the basis of ISs;

2. Architecture and implementation of SSEs maintaining up to 1,000 believable
ECAs exchanging 2,000 interaction messages;

3. A thorough study and implementation of 10 agent-specific and 8 environment-
wide determinants of believable ECAs on the basis of 35 scenarios of intercultural
interaction.

In future work, we will consider improvement and extension of the determinants’
set. For this purpose, we will study the applicability of the identified determinants to
implement further scenarios of SSEs, for example, SSEs implementing ST influenced
by neurobiological signals [17]. Assuming that the JADE framework is sufficiently
size-scalable and in line with [49], we will implement SSEs representing real-life
societies with tens of thousands of ECAs and investigate how innovation alters the
lives of the human members. Moreover, we will work on integration of identified
determinants in robotic ECAs using our previous experience in implementing MASs
that perform cooperative tasks [31].
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EcoSim, an Enhanced Artificial )
Ecosystem: Addressing Deeper L
Behavioral, Ecological, and Evolutionary
Questions

Ryan Scott, Brian MacPherson and Robin Gras

Abstract This chapter discusses individual-based models (IBMs) and uses the
Overview, Design concepts, and Details (ODD) protocol to describe a predator-prey
evolutionary ecosystem IBM called EcoSim. EcoSim is one of the most complex
and large-scale IBMs of its kind, allowing hundreds of thousands of intricate indi-
viduals to interact and evolve over thousands of time steps. Individuals in EcoSim
have a behavioral model represented by a fuzzy cognitive map (FCM). The FCM,
described in this chapter, is a cognitive architecture well-suited for individuals in
EcoSim due to its efficiency and the complexity of decision-making it allows. Fur-
thermore, it can be encoded as a vector of real numbers, lending itself to being part
of the genetic material passed on by individuals during reproduction. This allows
for meaningful evolution of their behaviors and natural selection without predefined
fitness. EcoSim has been enhanced to increase the breadth and depth of the questions
it can answer. New features include: fertilization of primary producers by consumers,
predator-prey combat, sexual reproduction, sex-linkage of genes, multiple modes of
reproduction, size-based dominance hierarchy, and more. In addition to describing
EcoSim in detail, we present data from default EcoSim runs to show potential users
the types of data EcoSim generates. Furthermore, we present a brief sensitivity anal-
ysis of some variables in EcoSim, and a case study that demonstrates research that
can be performed using EcoSim. In the case study, we elucidate some evolutionary
and behavioral impacts on animals under two conditions: when primary production
is limited, and when energy expenditure is reduced.
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1 Introduction

Among biological disciplines, behavioral ecology has a strong tradition of account-
ing for the role of organism-environment interactions in behavior [69]. Behavioral
ecology and the related field of optimal foraging theory [118] model animal behavior
in terms of optimal adaptation to environmental niches. The goal is not to test whether
organisms actually behave optimally, but to use normative expectations to interpret
behavioral data and/or generate testable hypotheses. One approach for understand-
ing the behavior of complex ecosystems is through individual-based models (IBMs),
which provide a bottom-up approach allowing for the consideration of the traits and
behavior of individual organisms. Ecological modelling is still a growing field, at the
crossroads between theoretical ecology, mathematics, and computer science [109].
Since natural ecosystems are very complex (in terms of number of species and of
ecological interactions), ecosystem models aim to characterize the major dynamics
of ecosystems in order to synthesize the understanding of such systems and to allow
for predictions of their behavior. Ecosystem simulations can also help scientists to
understand theoretical questions regarding the evolutionary process, the emergence
of species, and the emergence of learning capacities. One of the most interesting
aspects of such ecosystem simulations is that they offer a global view of the evo-
lution of the system, which is difficult to observe in nature. However, the scope of
ecosystem simulations has always been limited by the computational possibilities of
their time. Today, it is possible to run simulations that are more complex than ever,
due to the availability of high performance computing resources.

Several ecosystem simulation platforms with various features exist. For exam-
ple, Echo, one of the first such models, is a basic ecosystem simulation in which
resources are limited and agents evolve [58]. In Echo, each agent, upon obtaining
the required resources to copy its genome, replicates itself with some mutations. The
agents, through interaction with other agents (combat, trade, or mating) or the envi-
ronment, can acquire resources. Polyworld is another such IBM software [129] to
evolve artificial intelligence through natural selection and evolutionary algorithms. It
displays a graphical environment in which trapezoidal agents search for food, mate,
and create offspring. The number of agents is typically only in the hundreds, as each
agent is rather complex and the environment consumes considerable computational
resources. In this model, each individual makes decisions based on a neural network
which is derived from each individual’s genome. Recently, Polyworld has been used
to study the effects of different neuromodulation models on the adaptability of its
individuals [131], finding that neuronal plasticity modulation (decreasing or increas-
ing the rate at which neuron weights change) tends to produce individuals that adapt
more effectively. It has also been used to study the way in which network topolo-
gies influence the evolved complexity of the networks [130] and, most recently, the
level of chaos as the individuals in the system evolve [128]. Avida is another artifi-
cial life software platform for studying the evolutionary biology of self-replicating
and evolving computer programs [97], inspired by the Tierra system [122]. Unlike
Tierra, Avida assigns every digital organism its own protected region of memory and
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executes its program with a separate virtual CPU. A second major difference is that
the virtual CPUs of different organisms can run at different speeds. The speed at
which a virtual CPU runs is determined by several factors, but most importantly by
the tasks that the organism performs: logical computations that the organisms can
carry out to reap extra CPU speed as a bonus. With increasing computational power,
individual-based simulation platforms such as Tierra, Avida, Polyworld, and EcoSim
[45, 74, 108, 129] can be used to address increasingly difficult questions in biology
[22, 23, 43, 75]. EcoSim [45], in particular, has been designed to model large-scale
virtual ecosystems.

Recently, much has been done in the field of ecological IBMs on three main fronts:
formalization and development practices of IBMs, pragmatic modelling, and paradig-
matic modelling. In regard to formalization and development practices, some insist
that there is an increasing need for developers of IBMs to be transparent about the
process used to develop amodel [5, 49, 113]. They argue that potential clients need to
have a thorough understanding of the model so that they can know whether the model
is applicable to whatever they would like to test. Clients need formal statements of
the question(s) the model is designed to answer, descriptions of the submodels and
their organization within the model, information on the degree of testing performed
on the model, and the rationale behind making any modifications throughout the
long and iterative process that is the “modelling cycle”. So, several researchers have
proposed and subsequently revised [49] a new standard format for the description
of an IBM, TRAnsparent and Comprehensive Ecological modelling documentation
(TRACE) [113], which differs from the previously-proposed ODD protocol [47] in
that TRACE is more comprehensive and more concerned with describing the devel-
opment cycle and practical ability of a model. Furthermore, the ODD protocol can be
used within TRACE as a means of describing the model’s implementation. TRACE
complements the principle of “evaludation” [5], representing an urged evaluation
and validation of a model throughout the development, application, and analysis of
it. The current revision of TRACE intends to focus the developer on documenting
the modelling process for the sake of ensuring quality and credibility throughout
said process, as the originally proposed TRACE was less efficient and less specific
regarding its goals. MacPherson and Gras [79] argue that there is too much of a
focus on “evaluation” and that not all IBMs are “merely adjunctive tools”. More
specifically, pragmatic models, focusing on a particular species or system usually
with intent of making predictions in applied ecology, should undergo a more rig-
orous parameterization process using empirical data, be subject to evaludation, and
be more stringently documented. Pragmatic models are often tied to conservation
efforts or the management of delicate ecosystems, and so a model must be realistic
enough to effectively predict how a specific (very complex) ecological system will
behave. On the other hand, MacPherson and Gras argue that paradigmatic models
are, in fact, experimental platforms. Though they must be realistic enough, in the
general sense, there should be less of a focus on incorporating empirical data into
the calibration or parameterization of them, as they are typically designed to answer
rather general theoretical questions, the results of which we often have no means of
historically validating due to the scale of interactions being emulated in the simula-
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tion. Furthermore, they argue that paradigmatic models can lose generalizability by
over-calibrating the model empirically. They propose a relaxed notion of model eval-
uation by removing the constraint of empirically calibrating a model; they instead
insist that the calibration be reasonable, that is, consistent with general observations
in nature.

Pragmatic models are those that aim to model a specific system or population,
and most IBMs are pragmatic in nature [25]. de los Santos et al. [27], for instance,
designed an IBM of a marine amphipod, Gammarus locusta, to assess the effect of
long-term exposure to a chemical pollutant, aniline, on G. locusta populations. They
used real life-history traits of G. locusta to parameterize the model, and observed sig-
nificant negative impacts in individual survivorship and production of offspring with
exposure to aniline. Other recent works in pragmatic modelling include a toxicologi-
cal model for zebrafish [50], a model eliciting effects of climate change on population
dynamics in European anchovies [104], a model for management of brown trout [33],
and a model for motion of the blue mussel, Mytilus edulis [26].

As the naming convention suggests, paradigmatic modelling moves away from
answering specific questions and instead aims to uncover the underlying causes of
more generalized ecological or evolutionary phenomena [25]. Zaman et al. [132],
for example, used Avida to show that parasite-host interactions increase the com-
plexity and evolvability of digital organisms over a long time-frame. Avida has been
used in several other recent works [32, 39, 71, 100]. Similar to Zaman et al. [132],
Kvam et al. [70] also studied the complexity of the brain of a population of digital
organisms, in this case Markov Brain agents. In contrast, they studied complexity
in light of the problem-solving environment the agents were subject to. Olson et
al. [99] used Markov Brain Agents as well, but instead they placed the agents into
a toroidal world and observed changes in physical cluster tightness when subject
to different types of predator attacks. Botta-Dukét and Czicz [12] generated a spa-
tially implicit IBM to simulate community compositions and tested the ability of
five functional diversity indices. Functional diversity indices aim to determine the
number of functionally different species in a community. Their simulation accounted
for habitat filtering (suitability of an individual to a habitat—a means of local trait
convergence) and trait-similarity-based competition for resources (a means of local
trait divergence) in composing the simulated communities. With mechanisms causing
individual trait divergence and convergence, they could effectively test the functional
diversity indices for their ability to detect these two key assembly processes. They
found trait divergence was difficult to detect for all the indices tested, whereas trait
convergence was detectable by some indices. Uchmariski [124] found, using an IBM,
that dispersal mechanisms of individuals affect the persistence of metapopulations.
In different runs of the simulation, individuals would disperse from their current
habitat to another unoccupied neighboring habitat for different reasons (when one
gains no resources resulting from competition, when competition yields insufficient
resources to produce an offspring, random chance, or when no individuals in a habitat
could reproduce). If individuals dispersed due to total loss of resources due to compe-
tition, the metapopulations persisted longest. Similarly, when individuals dispersed
due to insufficient resources for reproduction, the metapopulations persisted longer
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than by chance. If individuals waited until none in a habitat could reproduce, the
metapopulations failed to persist longer than cases in which dispersal was random.
Another recent paradigmatic IBM tested the effects of patch size and refuge abun-
dance on the strength of predator-prey interactions and population dynamics [77].
They found that refuge availability decreased the interaction strength between prey
and predators, which consequently improved the stability of populations. CDPOP
[72] and its descendant CDMetaPOP [73] are both IBMs that use Mendelian inheri-
tance with any number of alleles and loci to study the effects of a varying landscape
of (nearly) any complexity on the genetic structure and composition of populations
or metapopulations. Though natural selection does occur, individual fitness is also
influenced by user-specified spatially explicit fitness values for each genotype that
is selected upon.

EcoSim is a large-scale evolving predator-prey paradigmatic ecosystem simula-
tion that can be used to perform studies in theoretical biology and ecology [43, 84].
It has been shown that EcoSim generates patterns as complex as those observed in
real ecosystems [40]. Several studies have been done using EcoSim. Devaurs and
Gras [28] have shown that the behavior of this model is realistic by comparing the
species-abundance patterns observed in the simulation with real communities of
species. Furthermore, chaotic behavior [40] with multi-fractal properties [41] of the
system has been proved to be similar to that observed in real ecosystems [114], and
Golestani, Gras, and Cristescu [43] have measured the effect of small geographic
barriers on speciation in EcoSim. The effect of the spatial distribution of individ-
uals on speciation has been investigated by Mashayekhi and Gras [83]. Khater et
al. [61] demonstrated that introduction or removal of predators in an ecosystem
can have widespread effects on the survival and evolution of prey by altering their
genomes and behavior. Mashayekhi et al. [84] proved that the extinction mechanisms
in EcoSim are similar to those of real communities. Lastly, a study by Gras et al.
[46] used EcoSim to elicit the roles of natural selection and spatial isolation in the
speciation process. They were able to unequivocally demonstrate that in order to
observe genetic clusters (species), natural selection must be present. The number of
individuals per species was much greater, species abundance distributions were far
more even, the compactness and separation of genetic clusters were far greater, and
hybrid production was far lower (after sufficient time had passed in the simulation)
in runs where natural selection was present.

Real ecosystems are extremely complex systems with numerous interacting com-
ponents and feedback loops. No paradigmatic model has all of the features of real
ecosystems; consequently, these artificial systems are restricted to a small spec-
trum of possible questions to be answered. EcoSim was already quite complex and
diverse in the types of questions it could answer, but we have added specific features
to further improve its realism and applicability. Our objective is to propose to the
community an improved simulation platform that models as many of the important
features of real ecosystems as possible. Of course, not every significant feature of real
ecosystems could be integrated into such a simulation platform. However, we have
chosen a set of features that seem most important in modelling a stable, long-term
evolutionary ecosystem and to provide the mechanisms needed to answer the largest
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possible spectrum of important theoretical questions. The three most important fea-
tures we have added to EcoSim are fertilization of soil via animal excretion, the
ability of prey to defend against attacking predators (individually or cooperatively),
and a female/male binary sex system with sexual reproduction. In previous iterations
of EcoSim, individuals were of uniform sex and any two individuals of the same type
(prey or predator) could attempt to reproduce.

There is a vast array of indirect impacts of herbivores on plant community fea-
tures [6, 98]. Most importantly, herbivores affect the quantity and quality of organic
matter returning to the soil [7, 8, 56, 126]. Generally, animal excreta facilitates
decomposition through increasing soil microbial biomass [7, 34] and net Carbon (C)
and Nitrogen (N) mineralization [35, 89]. Feces and urine also make it easier for
plants to absorb, thereby increasing their growth rates [51]. Thus, herbivores are able
to influence their own food supply [29, 54, 125] by producing negative feedback
against the reduction of resources they consume. In order to include this complex
feedback mechanism, we introduced a new concept to our simulated ecosystem called
“fertilizer”, which models the effect of prey fertilizing their environment.

There is limited experimental evidence in the ecological literature regarding mob-
bing behavior as a kind of reciprocal altruism between heterospecifics. Krams et al.
[67] and Krams et al. [68] report that breeding Fecedula hypoleuca (pied flycatch-
ers) engage in mobbing behavior primarily with heterospecifics as a form of defense
against predation. As Krams et al. [67] note, there is little empirical evidence for the
existence of mobbing behavior as a form of reciprocal altruism. EcoSim could thus
be used to test for mobbing behavior as a form of reciprocal defense in the presence
of predation. In a related vein, an important unresolved debate in the biological lit-
erature is whether eusociality evolved via kin selection or group selection; Nowak
et al. [96] claim that group selection rather than kin selection (inclusive fitness)
combined with haplodiploidy theory is the best way to explain eusociality. They
suggest that there may be no real relation between haplodiploidy and eusociality,
and argue that inclusive fitness theory is not sufficiently general since it is a simple
mathematical theory that has great limitations [96]. Furthermore, Nowak et al. [96]
argue that there is no empirical confirmation of inclusive fitness theory. On the other
hand, Marshall [82] and Abbot et al. [1] argue that recent evidence helps to support
inclusive fitness theory. Since there is apparently an argumentative stalemate regard-
ing whether kin selection or group selection drives evolution, EcoSim could help to
resolve this debate by testing the hypothesis that kin selection explains the evolution
of eusociality and altruism. Finally, another important issue in evolutionary theory
is whether predation selects for morphological defenses in prey. Bollache et al. [14]
argued that the main reason that the invasive amphipod Gammarus roeseli was eaten
less than the native amphipod species Gammarus pulex was due to the presence of
a spin on G. roseli, as opposed to behavioral differences. EcoSim could be used to
help resolve the debate regarding whether morphology or behavior is a key inducible
defense against predators.

Typically, in sexually reproductive species in which sexual dimorphism exists,
females are generally choosier than males when selecting mates. Compared to males,
females typically invest far more resources (time and energy) into offspring. For
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instance, females typically provide more parental care than males. Females also invest
more in gametes for sexual reproduction; males produce the microgamete sperm,
whereas females produce large, nutritious eggs. Moreover, unlike males, females only
produce a limited number of eggs as long as they are reproductively active; therefore,
there is more risk associated with mate choice [2]. To broaden the applicability and
increase the realism of EcoSim, we introduced a model for sexual reproduction into
the simulation. Previously, there was no categorization of individuals by sex; any
individual could attempt reproduction with any other of the same type (prey with
prey, predators with predators). Now, prey and predator individuals are divided into
two groups, males and females. Furthermore, we have made significant modifications
to reproduction mechanisms such as selection of mates, energy dynamics, and genetic
recombination; these changes reflect the information-gathering and decision-making
process that is mate choice [9]. These new improvements were aimed at unravelling
some of the most controversial issues in behavioral ecology, such as the evolution of
female preference.

In addition to presenting the new version of EcoSim following the updated 7-
points Overview, Design concepts, and Details (ODD) standard protocol [47, 48],
we present and discuss data from EcoSim in its default configuration. We also analyze
the divergence of two sister species in EcoSim. We then present a sensitivity analysis
on three parameters of EcoSim: the amount of energy spent per time step for prey and
predators, the maximum amount of grass held in cells, and the initialization of newly
added social concepts related to defense. The purpose of this sensitivity analysis was
to show how sensitive or robust EcoSim is to these parameters. Finally, we present
a case study of EcoSim’s application; we determined the behavior and evolution of
individuals under two conditions: reduced primary production (thereby increasing
competition) and reduced energy expenditure. This study serves as an example of
the types of study that are made possible by the EcoSim platform.

2 ODD Description of EcoSim

EcoSim is an individual-based ecosystem simulation [45, 85] for simulating ani-
mals’ behaviors in a dynamic, evolving ecosystem. The individuals of EcoSim are
prey and predators acting in a simulated environment. A description of the older
version of EcoSim can be found in [84, 85]. In addition to the main features out-
lined above, EcoSim has been expanded by adding several smaller features such as:
new individuals’ perceptions of their environment, new actions, new physical traits
(governed by what we call the physical genome), sex-linked genes, various modes
of reproduction, modified acting priority for individuals, new ways to control the
dynamics of the environment, and new crossover and mutation operations that con-
sider an individual’s sex. Below, we describe the new version of EcoSim following
the updated 7-points Overview, Design concepts, and Details (ODD) standard pro-
tocol [47, 48].EcoSim source code (in C++) can be obtained from the repositories
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at https://github.com/EcoSimIBM, and more information on EcoSim can be found
at https://sites.google.com/site/ecosimgroup/home.

2.1 Purpose

EcoSim was designed to simulate animal behavior in a dynamic and evolving ecosys-
tem. The main purpose of EcoSim is to study biological, ecological, and evolutionary
theories by constructing a complex adaptive system that leads to a generic virtual
ecosystem with behaviors like those found in nature. Due to the complexity, scale,
and resource requirement of studying these theories in real biological systems, simu-
lations of this nature are necessary. EcoSim uses a fuzzy cognitive map (FCM; [66])
to model an individual’s behavior. Since the FCM is coded in the genome and heri-
table, behavior can evolve during the simulation. Importantly, the fitness of a given
set of behaviours and physical traits is not predefined. Instead, fitness emerges from
interactions between the model organisms and their biotic and abiotic environment.

2.2 Entities, State Variables, and Scales

2.2.1 Individuals

EcoSim has two types of individuals: prey and predators. Each individual possesses
two types of traits: acquired and inherited traits (Table 1). The former varies depend-
ing on the environmental conditions and the latter is encoded in an individual’s
genome and is fixed during its lifetime. The age and speed are initialized to zero for
newborn individuals, while energy, a crucial property of the individual, is initialized
based on the amount of energy invested into a newborn by its parents at reproduction
time (State of Birth or SOB—see Reproducing under Submodels). Afterward, energy
is provided to the individuals by resources (food) that they find in their environment.
Prey consume grass, which is dynamic in quantity and location (see Submodels for
grass diffusion model), whereas predators hunt for prey individuals or scavenge
their remains when they die. Strength of an individual is calculated based on its
current energy (Energy), maximum energy (MaxEnergy), age (Age), maximum age
(MaxAge) and reproductive age (RepAge). Young (Age is less than RepAge) and
old individuals (Age is greater than or equal to MaxAge minus RepAge) have less
Strength. Strength can range from 25% of an individual’s MaxEnergy (if the individ-
ual is too young or old and has energy approaching zero) to 100% of the individual’s
MaxEnergy (if the individual has energy greater than or equal to 1/3 of its MaxEnergy
and the individual is not too young or old).

Each individual performs one unique action during a time step, based on its
perception of the environment and state (see Emergence under Design Concepts).
At each time step, each individual spends energy depending on its selected action
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Table 1 Several physical and life history characteristics of individuals from five independent runs.
The values for the inherited features are the values at initialization, and for the acquired features

they are the average values over 20,000 time steps

Type Characteristic | Male predator | Female predator | Male prey Female prey
Inherited Maximum 3000 3000 2500 2500
energy
Maximum 50 50 46 46
age
Vision 20 20 8 8
Maximum 20 20 6 6
speed
Minimum age | 5 5 6 6
of
reproduction
State of birth | 14 18 12 16
Defense N/A N/A 0.05 0.05
Cooperative | N/A N/A 0.05 0.05
defense
Acquired Average 2312.2 2211.4 1664.9 1678.3
energy
Average age | 16.5 13.7 14.3 12.3
Average 34 2.9 6.5 6.0
speed
Average 3306.3 3107.9 2478.9 2439.7
strength

(e.g., reproduction, eating, moving), the complexity of its behavioral model (number
of existing edges in its FCM; see Adaptation under Design Concepts for details),
and its physical characteristics (encoded in its physical genome; see Adaptation
under Design Concepts for details). To achieve a realistic rate of energy expenditure
we involved as many of its contributory factors as possible and used empirically-
determined physiological scaling rates (see Eq. (1), per time step energy penalty for
prey, and Eq. (2), per time step energy penalty for predators). In general, any action
performed by a living organism is involved in spending some amount of energy [20],
dependent on what the action is [11]. Thus, the action performed was included as a
contributing factor in energy expenditure (Egs. (1) and (2)). Moreover, the size of a
living organism plays a fundamental role in its metabolic rate [21]. In EcoSim, the
size of each individual is modelled through its MaxEnergy and Strength. MaxEnergy
is a heritable limit on an individual’s capacity to store energy, whereas Strength is a
slightly more complex proxy of size, being derived from an individual’s MaxEnergy,
Energy, and Age. Experimental and empirical investigations have demonstrated that
there is anonlinear relationship between adult animal’s body mass and their metabolic
rate, which is best described by a 3/4 scaling exponent [53, 64, 65, 94, 102, 103,
107, 112, 116, 117]. Consequently, the metabolic rate of an individual in EcoSim is
quantified through a power function of coefficient 3/4 on its MaxEnergy (Eqgs. 1 and



232 R. Scott et al.

2). Energy expenditure associated with movement is also modelled in EcoSim using
the kinetic energy equation (KE), and here we use Strength as a proxy of mass (KE
= mass x speed”, Eqs. (1) and (2)). The complexity of an organism’s behavioral
model increases an individual’s energy expenditure, because it has been accepted
that species belonging to a higher-level taxonomic affiliation require more energy to
survive [91, 92]. Individuals with a larger brain also require more energy, as the brain
is an expensive organ in terms of specific chemical and thermoregulatory needs [31,
127]. Consequently, possessing a large brain leads to a heavier metabolic requirement
[111]. The complexity and the size of the brain vary in different species; while some
species possess a very simple and small brain, many higher vertebrates have a brain
so large and complex that it is considered as the most complex organ in these species
[115]. Therefore, we also include this parameter in calculating the energy spent by
an individual. Taking these points into consideration, the energy spent by prey (1)
and predators (2) at any time step is given by the following equations:

Energy Spent by Prey = 0.8 x max ((NbArcs —100)°7, 1)

(Strength x Speed?) (MaxEnergy)o'75
10, 000 5.5

+ (Vision x 5.0)%7 4+ (MaxSpeed x 5)%7

+ (Defense x 100)*73 4 (CoopDefense x 75)%7

+ (max(0.8 — RepAge))*?, (1)

Energy Spent by Predator = (0.8 X max ((NbArcs —130)°7, 1))
(Strength X Speedz) <MaxEnergy>°'75

11, 000 55
+ (Vision x 5.0)%7 + (MaxSpeed x 5)%7
+ (max(0.7 — RepAge))*?, )

where NbArcs is a measure of the complexity of the individual’s brain based on the
number of edges in its FCM (see Adaptation under Design Concepts for details),
Vision refers to the distance up to which the individuals can see (which is initially
8 cells for prey and 25 cells for predator), Defense quantifies the ability of the prey
individuals to protect themselves when they are attacked by predators, CoopDefense
quantifies the ability of a prey individual to protect other prey in its cell, and RepAge
is the age at which the individuals can start reproducing.

All individuals first perceive their environment (all the surrounding cells in their
vision range) before using their behavioral model to choose a single action (see
Emergence under Design Concepts for details of how individuals choose actions).
After perceiving its environment (including grass resources, prey, predators, etc.),
the possible actions for a prey individual are: evade (escape from predator), search
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for food (if there is not enough grass available in its cell, prey can move to another
cell to find grass), socialize (move to the closest prey in the vicinity, move to the
cell with strongest prey, move to the cell with the greatest total prey strength, and
move to a cell with the least total prey strength), explore, rest (to save energy), eat,
and reproduce. Predators also perceive their environment to gather information used
to choose an action among: hunt (to catch and eat a prey), move to the cell with
strongest prey, move to the cell with the least total prey strength, move to the cell
with the weakest prey, search for food, socialize (move to the closest predator in the
vicinity, move to the cell with strongest predator), explore, rest, eat, and reproduce.
See the Submodels section for a full description of actions. Every individual takes
one action per time step, after which its energy level and strength are adjusted. The
age of all individuals is also increased by one unit at each time step. In addition to the
acquired physical traits mentioned above, each individual has many state variables
that, together, represent its state of mind. These variables are the values held in
the nodes of each individual’s FCM. Each FCM node has a single value that is its
activation level (degree of stimulation) of its represented concept. Concepts can either
be sensory, such as the individual’s perception of local food, internal, such as the
individual’s hunger, or action, such as the individual’s willingness to perform the eat
action (see Emergence, Adaptation, and Submodels for more information).

2.2.2 Time Step

Each time step involves each individual perceiving its environment, making a deci-
sion, and performing one action. In addition, species memberships are updated and
all relevant variables (e.g., quantity of available grass) are recorded (see Process
Overview and Scheduling for algorithm).

2.2.3 Cells and Virtual World

The smallest units of the environment are cells. Each cell represents a large space
which may contain an unlimited number of individuals, some limited amount of
food, and some limited amount of fertilizer. The number of individuals a cell can
host, therefore, is indirectly limited by the amount of food a cell contains. There are
two types of food: grass, which only prey can eat, and meat, which only predators can
eat. Grass amounts are controlled by a grass diffusion and growth model, and meat is
generated when predators kill prey (see Submodels for grass diffusion model and meat
generation). Fertilizer is produced by individuals residing in a cell (see Submodels
for fertilizer dynamics). The virtual world consists of a matrix of 1000 x 1000 cells.
The world is large enough that an individual moving in the same direction over the
course of its entire life could not even cross half of it, and thus high-level movement
patterns can be observed. The virtual world wraps around to remove any spatial bias.
In addition, the dimensions of the world are adjustable, but expanding the dimensions
increases the computational requirements (time and memory) of the simulation.
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2.2.4 Species

By default, numerous prey and predators coexist in the simulation at any time step.
Alternatively, the simulation can be run without predators. For each type, there is
some number of species determined by the genetic makeup of the sets of individuals.
There is at least one prey species and one predator species unless an extinction occurs,
and at most there can be one species per individual. A species is a set of individuals
with sufficiently similar genomes (see Collectives under Design Concepts for more
details about speciation).

2.3 Process Overview and Scheduling

Ateach time step, the value of the state variables of individuals and cells are updated.
The overview and scheduling of every time step is as follows:

1. For prey individuals:

1.1. Perceive environment

1.2. Compute next action

1.3. Increase Age

1.4. Females that chose to Reproduce act in order of decreasing Strength (to
simulate female choice in mate selection)

1.5. Remaining prey act in order of decreasing Strength

1.6. Update list of prey (as some may have died due to depletion of Energy or
maximum Age)

2. For predator individuals:

2.1. Perceive environment

2.2. Compute next action

2.3. Increase Age

2.4. Females that chose to Reproduce act in order of decreasing Strength (to
simulate female choice in mate selection)

2.5. Remaining predators act in order of decreasing Strength

2.6. Update list of predators and prey (for predators, some may have died due
to depletion of Energy, maximum Age, or combat with prey; for prey, some
may have died due to predation)

Sort prey in order of decreasing Strength

Sort predators in order of decreasing Strength
Update prey species

Update predator species

For every cell in the world

Nownesew

7.1. Update Fertilizer level
7.2. Update Grass level
7.3. Update Meat level
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The complexity of the simulation algorithm is mostly linear with respect to the
number of individuals. If we consider that there are N; prey and N, predators, then
the complexity of parts 1 and 2 of the above algorithm, including the clustering
algorithm used for speciation, will be O(N;) and O (N,), respectively [4]. The sorting
parts (parts 3 and 4) have a complexity of O(N;log(N;)) and O(N,log(N;)), but
are negligible in computational time so we will exclude them from the complexity
computation. The complexity of parts 5 and 6 will be O(N;| + N,). The virtual world
of the simulation has 1000 x 1000 cells, therefore the complexity of part 7 will
be O(k = 1000 x 1000). As a result, the overall complexity of the algorithm is
O(2N; + 2N, + k), which is O(N = 2N; + 2N,). In terms of computational time,
the speed of simulation per time step is related to the number of individuals. Recent
executions of the simulation produced approximately 20,000 time steps in 60 days.

2.4 Design Concepts

2.4.1 Basic Principles

The genome of each individual consists of two parts: a physical genome and a behav-
ioral genome. An individual’s genome is fixed at birth. When a new offspring is
created, it receives a genome that combines the genomes of its parents with some
possible mutations. An individual’s physical genome determines its physical char-
acteristics and its behavioral genome determines its behavioral characteristics. An
individual’s physical genome comprises values that represent its physical attributes
(see Table 1, inherited traits).

The behavioral model of each individual is encoded as an FCM [45] (Fig. 1).
Formally, an FCM is a directed graph that contains a set of nodes C and a set of
edges I (Fig. 1); [66]. Each node C; represents a concept and each edge /; represents
the influence of the concept C; on the concept C;. A positive weight associated with
the edge I;; corresponds to an excitation of the concept C; from the concept C;,
whereas a negative weight represents inhibition. A zero value indicates that there
is no influence of C; on C;. The edges of an FCM can be represented by an n x n
matrix, L, in which 7 is the number of concepts and L;; is the influence of the concept
C; on the concept C;. If L;; = 0, there is no edge between C; and C;. An individual’s
behavioral genome is its set of FCM edges (its matrix L). Since the edges of the FCM
are encoded in the genome, the behavioral model is heritable, mutable, and subject
to evolution. Individuals act at each time step by using their FCM to compute their
action (see Emergence). The activation level (degree of stimulation) of each concept,
represented as the value held in its corresponding node, is dynamic in each individual.
Collectively, the activation levels of every one of an individual’s nodes represent
the individual’s behavioral state. In each FCM, three kinds of concept are defined:
sensory (such as distance to foe or food, amount of energy, etc.), internal (fear, hunger,
curiosity, satisfaction, etc.), and action (evade, socialize, explore, reproduce, etc.). At
each time step, the activation level of a sensory concept is computed by performing
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Fig. 1 An example FCM of a predator a and prey b. Red edges between nodes indicate negative
association (inhibition) of a concept (where the edge begins) with another (where the edge points
to), and blue edges indicate positive association (excitation). The thickness of the edges represents
the magnitude of the gene. The leftmost column of nodes is sensory concepts, the middle is internal
concepts, and the rightmost is action concepts. There are many unconnected nodes because we aim
to observe evolution in action; over time, new edges may form and others may disappear
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a fuzzification of the information that the individual perceives in the environment
(changing its real scalar value into a fuzzy value, i.e., transforming the input value
by a potentially nonlinear function). Subsequently, for an internal or action concept
C, the activation level is computed from the weighted sum of the current activation
level of all input nodes by applying a defuzzification function (another nonlinear
function transforming the fuzzy input value into the final’ real’ value).

We will illustrate the operation of the FCM with a simplified example prey FCM
(Fig.2) consisting of only four nodes (EnemyClose, EnemyFar, Fear, and Evade).
EnemyClose and EnemyFar are sensory concepts, whereas Fear is internal and Evade
is an action. All sensory nodes appear in pairs, like EnemyClose and EnemyFar;
the activation level of one of these nodes is always equal to 1 — a, where a is the
activation level of the other. The individual perceives its environment to get a raw
value for the distance to the nearest predator; this raw value is fuzzified to compute
values between 0 and 1 for the activation levels of EnemyClose and EnemyFar by
nonlinearly transforming it. To compute the activation level of Fear, a weighted sum
of the activation levels of all nodes with incident edges to Fear is computed and the
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Fig. 2 A simplified example prey FCM for detection of predators (bottom left), with fuzzification
(top left) and defuzzification (top right) functions, and its matrix (bottom right) which is the behav-
ioral genome of the individual. EnemyClose and EnemyFar are sensory concepts, Fear is an internal
concept, and Evade is an action concept. The edges of the FCM show influence of the activation
level of a node on another. In the matrix, rows represent influencing concepts and columns rep-
resent those that are influenced. Row and column indices of 0 represent EnemyClose, 1 represent
EnemyFar, 2 represent Fear, and 3 represent Evade
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weights are the edge values from the behavioral genome. From our example, Fear
has incident edges from EnemyClose and EnemyFar, thus we use edge weights from
the behavioral genome for EnemyClose — Fear and EnemyFar — Fear to compute
the weighted sum. The same computation is performed for the activation level of
Evade. Finally, if Evade is the action selected by the individual (if, of all action
concepts, it has the highest activation level), the speed of evasion is computed by
defuzzifying the activation level of Evade. In the behavioral genome where no edge
exists between two nodes (for instance, EnemyClose — Evade), the corresponding
genes have values of zero. However, as individuals evolve, new edges can be added
and pre-existing edges could be removed.

24.2 Emergence

This representation of the behavioral model allows for the apparition of positive
and negative feedback loops. For instance, an individual may evolve a positive edge
between the internal concept Fear and itself—this positive feedback loop can allow
complex phenomena such as paranoia to emerge. Similarly, negative feedback loops
can evolve that stabilize individual behavior. For instance, a negative association
between EnergyHigh and Hunger with a positive association between Hunger and
Eat means that after an individual replenishes its energy by performing the Eat action,
it is less willing to eat again until its energy levels are lower. The fuzzification and
defuzzification mechanisms allow for nonlinear transformations of the perception
signal, which permits, for example, the representation of saturation of information.
Anindividual’s action is selected based on the action node with the highest activation
level. Because of the way in which the behavioral genome determines the behavior of
individuals and how the physical genome determines their physical capabilities, the
evolution of behavioral and physical properties of individuals is emergent and it also
influences other emergent properties of the system, such as number of individuals,
spatial compactness of individuals (a proxy of competition for resources), and number
of species.

At the initiation of the simulation, prey and predators are scattered randomly all
around the virtual world (see Stochasticity for a description of this process). Through
the course of the simulation, the distribution of the individuals in the world changes
based on many different factors such as behavior selection (prey escaping from
predators, individuals socializing to form groups, and individuals moving to find
food resources). In addition, emergent high-level migration phenomena and group-
ing patterns with spiral waves can be observed because of these complex interactions
between the individuals and their environment. The distribution of individuals form-
ing spiral waves is one property of prey-predator models ([42]; Fig. 3).
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Fig. 3 A cropped image of an EcoSim run at time step 20,000. Hungry predator individuals (red)
chase fleeing prey individuals (green), one of the many contributory factors to the emergent high-
level movement patterns we observe

2.4.3 Adaptation

The behavioral genome’s maximal length is fixed (663 genes for prey and 756 for
predator), where each site corresponds to an edge between two concepts of the FCM.
However, many edges have an initial value of zero; only 117 edges for prey and 131
edges for predators have nonzero values at initialization. Each gene of the behavioural
genome follows the continuum-of-alleles model [19] and can take values between
—12 and 12. These alleles represent the strength of the positive or negative influence
of one concept on another, such as the strength of the association between level of
hunger and willingness to eat. In addition to the behavioral genome, every individ-
ual has a physical genome that describes its physical characteristics, with each trait
coded by one gene. Maximum energy (MaxEnergy), maximum age (MaxAge), vision
(Vision), maximum speed (MaxSpeed), minimum reproductive age (RepAge), and
state of birth (StateOfBirth) are physical traits that both prey and predators possess.
Prey have two more traits: defense (Defense), and cooperative defense (CoopDe-
fense), so they can protect themselves from predators. The mechanisms involving
the various physical traits are described further below and under Submodels.
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Both genomes have two representations—a lightweight byte vector representa-
tion used for efficient storage in save files and for the computing of evolutionary
distances and evolutionary operations, and a floating-point vector representation
used for all other computing (activation levels, action selection, physical distances,
energy dynamics, etc.). The mapping between these representations differs between
the genomes. Both representations are fixed at birth for the individual’s lifespan.
For the behavioral genome, the byte value of zero maps to the floating-point value
of zero. Any byte value less than 128 is reduced by 128 and then divided by 10 to
get its associated floating-point value. Any byte value greater than or equal to 128
is reduced by 127 and then divided by 10 to get its associated floating-point value.
Thus, byte values from zero to 127 take the range of [—12.7, 0] and byte values from
128 to 255 take the range of [0.1, 12.8]. For example, under this representation, a
byte value of 76 yields a floating-point value of —5.2((76 — 128)/10) and a byte
value of 200 yields 7.3 ((200 — 127)/10). For the physical genome, the floating-
point representation of each gene has a minimum and a step. For byte value %, its
floating-point equivalent is minimum + (k x step). For instance, MaxEnergy has a
minimum of 100 and a step of 25. Thus, a byte value of 17 for MaxEnergy yields a
floating-point value of 525.0.

The genomes of two parent individuals are transmitted to an offspring individual
after recombination and potentially some mutations. EcoSim incorporates genetic
recombination through crossover, and in the behavioral genome this includes epis-
tasis (e.g., multiple stimuli can influence a given drive) but no pleiotropy (each gene
influences only one link between nodes). To model this form of linkage, alleles of the
behavioral genome are transmitted by blocks. All incident edges for a given FCM
node are transmitted together from a randomly selected parent with equal probability
(there is no recombination among genes representing edges to a given node). Sex-
linkage occurs for perception nodes, as the selected parent is of the same sex as the
offspring. Sex-linkage of MaxEnergy occurs, as it is a weighted sum of that of its
parents. The parent with the same sex as the offspring has five times the influence
on the offsprings MaxEnergy as the other parent (Eq. (3); MaxEnergy is abbreviated
to ME; subscripts o, m, and f represent offspring, mother, and father, respectively).
Sex-linkage occurs for StateOfBirth as well, as an offspring’s StateOfBirth is equal
to that of its parent of the same sex. All genes in the physical genome are poten-
tially mutated after crossover with some probability (z-test p = 0.001). A mutation
on a gene in the physical genome is a modification of its byte value (randomly
drawn from a truncated normal distribution between —6 and +6). Mutations in the
behavioral genome occur due to the formation of new edges (with a probability of
0.001), removal of existing edges (with a probability of 0.0005), and changes in
the weights associated with existing edges (with a probability of 0.005). The effect
of a given mutation is modification of the value randomly drawn from a truncated
normal distribution between —0.6 and +0.6 on the floating-point value of a gene.
The probability of mutation in the behavioral genome is doubled for old individuals
(Age > MaxAgeRepAge). New genes may emerge from the initial pool of edges
with a zero value. This emergence and disappearance of the genes in FCM is due to
natural selection and genetic drift, which lead to adaptability of individuals [46].
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= if offspring is female
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3 , if offspring is male

2.4.4 Fitness

To measure the capacity of an individual to survive and produce offspring that can also
survive, the fitness of a species is calculated as the average fitness of its individuals.
The fitness of an individual is defined as the age of death of the individual plus
the sum of the age of death of its direct offspring. Accordingly, the fitness value
represents the individual’s ability to survive and produce well-adapted offspring.
There is no predefined explicit fitness-seeking process in the simulation; rather,
fitness is a consequence of natural selection. Individuals who are better adapted to
the environment sustain a higher level of energy, live longer, are able to have more
offspring, and transfer their efficient genomes to them [45, 46]. The fitness value is
only computed for analysis of the results of the simulation and is not used in process
during the simulation.

2.4.5 Prediction

So far, there is no learning mechanism for individuals and they cannot predict the
consequences of their decisions. The only information available to an individual for
decision-making comes from its perception at a given time step and the value of the
activation level of the internal and action concepts at the previous time steps. The
activation levels of the concepts of an individual are never reset during its lifetime. As
the previous time step activation level of a concept is involved in the computation of
its next activation level, this means that the previous states of an individual participate
in the computation of its current state. Therefore, an individual has a basic memory
of its own past that will influence its future behaviour. As the action undertaken by
an individual at a given time step depends on the current activation level of the action
concepts, the behavior of the individual depends on a complex combination of the
individual’s perception, the current internal states, the past states it went through
during its life, and its genome.

2.4.6 Sensing

Every individual in EcoSim can perceive its local environment inside of its range
of vision. Some of these senses are common between prey and predator; both can
perceive nearby friends and foes, how close food is, their energy level, the amount
of food in their cell, how many potential reproductive partners are in their cell, and
their age. Additionally, new to EcoSim, all individuals can perceive their Strength
and the maximum Strength of potential mates in their cell. Also new to EcoSim,
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prey individuals can sense the sum of Strength of prey in their cell and the sum of
Strength of the cell within vision range that has the highest sum of prey Strength.
Similarly, predator individuals can sense the sum of Strength x (1 + Defense) of
prey in their cell, the distance to the cell in vision range with the highest sum of
prey Strength x (1 + Defense), and the maximum strength x (1 + Defense) in their
cell. These new sensory concepts serve several purposes related to the notion of
prey defending against predators, new to EcoSim. With these new sensory concepts,
prey can use strength-related sensory information to join a cell with other strong
prey to bolster cooperative defenses. Similarly, predators can use strength-related
information to avoid conflict with stronger prey individuals or groups of strong prey.
Alternatively, if the predator is very strong, it may use this information to gain a
larger energy reward for killing stronger prey. Individuals can only reproduce with
individuals of the same type in their current cell. Having the ability to sense strong
individuals and move to them means that (with the right combination of edges) there
is potential to improve the chance of reproducing with strong individuals. Thus, these
concepts can also lead to some potentially interesting evolutionary phenomena, such
as a strength-based evolutionary arms race between prey and predator populations.

2.4.7 Interaction

In EcoSim, there are direct and indirect interactions amongst individuals and between
individuals and their environment. These interactions stem from actions that prey and
predator individuals can perform. The only direct interaction that requires a coor-
dinated decision by two individuals is Reproduction. Reproduction occurs between
two prey or two predators. For Reproduction to be successful, the two parents need
to be in the same cell, have sufficient Energy, choose the Reproduction action, and
be genetically similar. The individuals cannot determine their genetic similarity with
their potential partner; they try to mate and if the partner is too dissimilar (the dissim-
ilarity between the two genomes is greater than some percentage of the speciation
threshold, by default 62.5%), the reproduction fails. See Reproducing under Sub-
models for more details of the Reproduction action.

The Hunting action of predators is a direct interaction that occurs between a
predator and some number of prey existing in a cell. For Hunting to succeed, the
predator must be able to move to the cell containing its target prey individual and
it must have greater Strength than its target’s Energy. Should the Hunt succeed, the
prey target is killed and the predator receives some amount of Energy. The predator
also receives an Energy penalty if the target prey tries to defend itself, or if other
prey in the cell were defending the target. See Hunting under Submodels for more
details of the Hunting action.

Lastly, there are several ways that individuals can indirectly interact with each
other and their environment. An individual’s perception of its local environment
causes its actions and movement to be influenced by the distribution of other
individuals and food resources. Moreover, individuals that share a cell compete
for the limited resources that the cell contains (food and mates), and this yields
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density dependence. Competition generally comes in two main forms, which repre-
sent opposites along a gradient. Contest competition arises when a single individual
claims all of its local resources, leaving other individuals with nothing [15]. This
allows individuals to potentially monopolize resources, because strong individuals
continue to claim resources while the weak starve and ultimately perish. Scramble
competition, in contrast, occurs when individuals share resources equally, and are
thus equally penalized by local density increases [15]. Competition in EcoSim, like
in most ecosystems, is neither purely contest or scramble competition; elements of
both forms of competition can be observed.

2.4.8 Stochasticity

To produce variability in the ecosystem simulation, several processes involve stochas-
ticity. Atinitialization, the number of grass units is determined for each cell following
a uniform random distribution (a value between 1 and MaxGrass). Similarly, at ini-
tialization, individuals are randomly distributed across the world in clusters. The
simulation takes as input a clustering radius and a number of prey and predator
individuals per cluster (see Initialization and Input Data). Let x and y be random
coordinates for the center of a cluster, ClusteringRadius be the clustering radius,
and k be the number of prey individuals in a cluster. Then, for each of the k prey
individuals, xn and yn (the x and y coordinates for the position of the nth individual
in the cluster) are produced by taking x and y and subtracting from or adding to them
a random value between zero and ClusteringRadius. This process occurs until the
entire initial set of prey individuals is placed in the world. The same process then
occurs for the predators. The age of an individual is also determined randomly at birth
from a uniform distribution in [1, 24] for prey and [1, 35] for predators. Similarly,
the initial energy of an individual is randomly generated in a uniform distribution,
ranging from 40 to 100% of the initial maximum energy of the individual. Age and
Energy are randomly generated in this manner to avoid apparition of synchronicity
in action selection and death cycles early in runs that would cause instability leading
to extinction of prey or predators. The sex of an individual at initialization or at birth
is randomly generated with equal probability to be male or female. Stochasticity is
also included in several kinds of actions of the individuals (see Submodels for full
descriptions of each action). For instance, if a hunting predator cannot find a prey
within its vision range, the direction of its movement will be random. Furthermore,
the direction of the exploration action is always random.

Mutation and crossover both involve stochasticity, as described under Adaptation.
Furthermore, when individuals perceive their environment, they perform a radial
sweep about their position along the four cardinal directions. The sweep begins
at a distance of one and increments to the individual’s vision range. The starting
cardinal direction and the direction of the radial sweep are randomly generated to
remove any biases in perception and movement. Lastly, stochasticity is incorporated
into the grass diffusion model (see Submodels for elaboration). To understand the
extent of stochasticity in EcoSim, Golestani and Gras [40] examined whether chaotic
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behavior (one signal of non-randomness) exists in time series generated by the sim-
ulation. The authors concluded that the overall behavior of the simulation generates
emergent patterns that are non-random and are instead like those observed in complex
biological systems [60].

2.4.9 Collectives

An EcoSim run persists while there is at least one prey individual. If all prey die, the
run is complete due to extinction as the predators can only eat prey. EcoSim can be
run with or without predators, though typically there are predators as it is designed to
observe predator-prey interaction. A typical EcoSim run has 60,000-1,000,000 prey
and 2000-30,000 predators at any time step, depending on the parameterization of
the run.

In EcoSim, it is necessary to compute the genetic distance between any two
genomes of the same type (prey or predator) in order to establish the notion of
species. This distance calculation does not include sex-linked genes (see Reproducing
under Submodels). To compute this distance, it is first initialized to zero. For every
element of the behavioral genome in its byte vector form, the absolute difference
between the pair of corresponding values from each genome is added to the distance.
Subsequently, for every gene of the physical genome, a weight is computed by taking
the absolute difference of corresponding floating-point values and then dividing by
the range of values for that gene. This weight is then multiplied by the difference
between genes, multiplied by five, and added to the distance.

Species emerge from the evolving sets of prey and predators. Species membership
is strictly used in data analysis—it is not used to govern any mechanics related to
reproduction. There is a separate genetic similarity threshold used for reproduction
which is much lower than the speciation threshold, and this allows hybridization
(reproduction between members of different species) to occur (see Reproducing
under Submodels). At initialization of EcoSim, there is one species per type. Species
can become extinct if all their members die. EcoSim implements a species based
on the genotypic cluster definition [80] in which a species is a set of individuals
sharing a high level of genomic similarity. In addition, in EcoSim, each species is
associated with the average of the genetic characteristics of its members, called the
‘species center’. The speciation mechanism implemented in EcoSim is based on the
gradual divergence of individual genomes. The speciation method begins by finding
the individual A in a species S with the greatest genetic distance from the species
center. Next, the individual B in § with the greatest distance to A is found. If this
distance is greater than a predefined threshold for speciation, a 2-means clustering
is performed [4], otherwise S stays unchanged.

To initialize the 2-means clustering process, one center is assigned to a random
individual, denoted /,, and the other center is assigned to the individual who is
the most genetically different from I,. After eight cycles of the 2-means clustering
algorithm, two new sister species are created to replace S. Each species for each
type in EcoSim has a unique species identifier, starting at one and incrementing
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automatically when a new species is formed. Of the two sister species replacing
S, one retains the species identifier of S and the other obtains the next available
identifier.

2.4.10 Observation

EcoSim produces a large amount of data at each time step, recording many statistics
like the number of individuals, the characteristics of each individual, and the status
of each cell of the virtual world. Information regarding individual characteristics
include spatial position, level of energy, choice of action, species identity, parents,
FCM, etc. Information about the individuals, species, and virtual world for every
20 time steps are stored in a file, optionally using the HDF5 format [123] with an
average size of 6 gigabytes. Also, there is a possibility of storing all of the values
of every variable in the current state of the simulation in a separate file, creating the
possibility of restoring the simulation from that state afterwards. The overall size
of this file, which is only stored every 20 time steps (by default, this frequency can
be modified in the parameters file) of the simulation, is a few gigabytes depending
on the numbers of individuals and species. All of the data is stored in a compact
special format, to facilitate storage and future analysis. There are also several utility
programs that can be used, for example, to analyze the simulation outputs, to calculate
the species and individual fitness, to generate images of the world for each time step
of the simulation, to generate video of the world throughout a run or some portion
of it, and to draw the FCM of the individuals.

2.4.11 Initialization and Input Data

A parameter file (with filename “Parameters1.txt”) is defined for EcoSim, which is
used to assign the values for each state variable at initialization of the simulation.
Example parameters include the width and height of the world, initial numbers of
individuals, thresholds of genetic distance for prey/predator speciation, speed of
grass growth, probability of grass diffusion, initial maximum age, initial maximum
energy, initial maximum speed, initial maximum vision range, initial values of FCM
edges for prey/predators, and the characteristics of the fuzzification functions for
sensory input. Any of these parameters can be changed for specific experiments
and scenarios. Initialization involving stochasticity (such as the initial distribution of
individuals in the world) is described under Stochasticity, above. Many of these initial
parameters are only important in stabilization of the simulation in its early stages,
before the emergent properties of the system are observable. These parameters have
been tested extensively to ensure that EcoSim is stable in a wide variety of scenarios
(if grass levels are low, if grass levels fluctuate regularly over time, if grass diffusion
probability is reduced, if prey reproduce asexually rather than sexually, etc.). EcoSim
is designed to be highly generalized. Typically, the emergent properties of at least two
sets of runs initialized identically (or very similarly) with few mechanical differences



246 R. Scott et al.

Table 2 Values for

. User-specified parameter Used value
user-specified parameters
Number of prey 80,000
Number of predators 4000
Max grass quantity in each cell 4000
Prey maximum energy 2500
Predator maximum energy 3000
Prey vision range 8
Predator vision range 20

are studied and compared, to observe the effect of these few mechanical differences
on the evolution of the populations. Thus, the physiological scaling rates are informed
by empirical biological studies (as noted above under Individuals) but the aim of the
initial parameters of EcoSim is to produce a stable system, and thus they are largely
arbitrary. An example of a list of common user-specified parameters for initially
running the EcoSim are presented in Table 2.

2.5 Submodels

2.5.1 Food Sources: Grass and Meat

There are dynamic processes for the resources in each cell, such as grass growth, grass
diffusion, and variation in the amount of meat at each time step. At initialization,
there is no meat in the world and the amount of grass energy units is randomly
determined for each cell as described under Stochasticity.

The grass growth rate in each cell is regulated by several factors: SpeedGrow-
Grass (200 by default), ProbaGrowGrass (0.035 by default), MaxGrass (4000 by
default), and Fertilizer. The first, SpeedGrowGrass, is a parameter in the EcoSim
parameter file that determines the speed of grass growth. For a cell not already
containing grass, grass can diffuse from an adjacent cell with a probability of Proba-
GrowGrass at a rate of SpeedGrowGrass, provided that one of the eight cells around
the cell contains a nonzero amount of grass. Fertilizer, a feature new to EcoSim, is
derived from the excretions of individuals. AmountOfFertilizer, the amount of fer-
tilizer in a cell, is proportional to the sum of maximum energy (MaxEnergy) of the
prey and predators residing in that cell, limited to a total of 20,000. If AmountOf-
Fertilizer is less than SpeedGrowGrass, then the fertilizer does not have any effect.
Otherwise, the rate of grass growth is equal to AmountOfFertilizer and limited to
triple SpeedGrowGrass. For a cell already containing grass, the rate of grass growth
is simply added to the amount of grass currently in the cell at a given time step.
AmountOfFertilizer decreases at a rate of 10% per time step. The amount of grass
in a cell is limited to MaxGrass.
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Another new EcoSim feature is that MaxGrass can be set to fluctuate cyclically
following a cos wave by setting the FluctuatingResources parameter in the param-
eter file. The period, minimum (as a ratio of MaxGrass), and amplitude (as a ratio
of MaxGrass) of the wave can be set using the parameters FluctuationCycle, Fluc-
tuationMinimumRatio, and FluctuationAmplitudeRatio, respectively. Another new
feature is that MaxGrass can be set in such a way that it creates regularly positioned
circular patterns throughout the world using the CircularFoodGrowth parameter. The
diameter of the circles, the maximum grass level at the center of the circle (as a ratio
of MaxGrass, though still limited by MaxGrass), and the minimum amount of grass
in any cell (as a ratio of MaxGrass) are set using the FoodCircleDiameter, Food-
CircleMaxRatio, and FoodCircleMinimumRatio parameters. FoodCircleMaxRatio
is used to increase the rate at which MaxGrass increases closer toward the center of
a circle, and MaxGrass increases following a cos wave from FoodCircleMinimum-
Ratio to FoodCircleMaxRatio from the edge of a circle to the center. The amount
of meat in each cell is limited to MaxMeat (4000 by default) and increases every
time step by the Strength of the prey killed in that cell during that time step. It also
decreases at each time step by 1000, even if no meat has been eaten in this cell.

2.5.2 Actions

For each movement action M, the movement speed is equal to MaxSpeed x Activa-
tionLevel(M), thus the speed at which an individual moves during the action depends
on its willingness to perform it. Movement speed is the straightline distance that an
individual can move in a single time step. Each action has its own corresponding
submodel:

1. Evading (for prey only). An evading prey moves in the direction opposite to the
barycenter of the five closest predators within its vision range, with respect to
its position. If no predator is within the vision range of the prey, the direction is
chosen randomly.

2. Hunting (for predators only). The predator selects the closest cell (including
its current cell) that contains at least one prey and moves toward that cell. If
it reaches the corresponding cell based on its speed, the predator selects a prey
target and tries to kill it. When there are several prey in the destination cell, one of
them is chosen randomly as the target. If the speed of the predator is not enough
to reach the cell, it moves at its speed toward the cell and the hunt has failed.
Similarly, the hunt has failed if there is no prey in the vicinity. When a predator’s
hunt succeeds, the Strength of the killed prey is added to the cell in meat energy
units. Afterward, the predator consumes the meat to gain its required energy,
min (MaxEnergy Energy, MeatUnits), where MeatUnits is the number of meat
energy units produced by the killed prey. The remaining units of meat energy
are allocated to the cell and can be consumed by other predators using their Eat
action. Prey have a defense capability, as well as cooperative defense, and use
them in a battle against the predator [3].
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Prey defense and cooperative defense is passive; prey defend automatically if
they have a nonzero Defense value and are targeted by a predator, or if they
have a nonzero CoopDefense value and share a cell with a target. Prey spend
energy when trying to defend, and predators receive an energy penalty (P in Eq.
(4), APD and AP.S are Defense and the Strength of the attacked prey; CPi.D,
CPi.CD, and CPi.S are the Defense, CoopDefense, and Strength of the prey i
in the same cell) when they attempt to attack a prey individual with defense or
a cell containing prey defending cooperatively. It is even possible for a preda-
tor to be killed by defending prey, particularly if the predator already has low
Energy. Additionally, the prey that are involved in a cooperative defense also
lose some amount of Energy based on the strength of the predator (0.2 x Preda-
torStrength/NumberOfDefenders). The target prey loses Energy equal to 100%
of the attacking predator’s Strength if it is not cooperatively defended, otherwise
it loses 80% of the attacking predator’s Strength. If, after the attack, the prey’s
Energy is greater than zero, the prey survives and the hunt has failed.

P:AP-DxAP~S+Z(CP,~-DxCP,~ .CDxCP;-S) (4

Searching for food. The direction toward the closest food (grass for prey, meat
for predators) within the vision range is computed. If the individual’s speed is
high enough to reach the food, the individual is placed in the cell containing
this food. Otherwise, it moves at its speed toward this food. If no food is within
vision range, the individual moves in a random direction.

Socializing. The direction toward the closest possible mate within the vision
range is computed. If the individual’s speed is high enough to reach this mate,
the individual is placed in the cell containing this mate. Otherwise, the individ-
ual moves at its speed toward this mate. If no mate is within vision range, the
individual moves in a random direction.

Exploring. A direction is computed randomly. The individual moves at its speed
in this direction.

Resting. Nothing happens.

Eating. If the current amount of grass (meat) in the prey’s (predator’s) cell is
greater than 0, the prey (predator) consumes the grass (meat) to gain its required
energy, min(MaxEnergy CurrentEnergy, EnergyUnits), where EnergyUnits is the
number of grass (meat) energy units in the cell. EnergyUnits is decreased by the
amount consumed by the individual.

Reproducing. Chromosomes in eukaryotic cells are usually present in pairs
(diploid organisms). The chromosomes of each pair separate in meiosis, one
going to each gamete. In many animal species, sex is determined by a special
pair of chromosomes called sex chromosomes (allosomes), the X and Y. All
other chromosomes are called autosomes. The sex chromosomes are an excep-
tion to the rule that all chromosomes of diploid organisms are presented in pairs
of morphologically similar homologs. While females have two X chromosomes,
the males have one X chromosome along with a morphologically unmatched
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chromosome, called the Y chromosome. All somatic cells in male and female
organisms have a complete set of autosome and sex chromosomes. Every egg
cell contains an X chromosome, while only half of sperm cells contain an X
chromosome and the other half contain a Y chromosome. This difference is a
chromosomal mechanism for determining sex at the time of fertilization. In other
words, while autosome chromosomes are randomly obtained from both parents,
the Y chromosome in male offspring is exclusively acquired from the father [52].
Individuals in EcoSim, in contrast to the common case, are haploid. That is, their
chromosomes are present as singletons that are generated from specialized evo-
lutionary operations described below. To model more realistic individuals, we
made it so that all perception genes, MaxEnergy genes, and StateOfBirth genes
exist on allosomes (that is, they are sex-linked), while all other genes exist on
autosomes. Thus, there is an evolving differentiation between male and female
behavior.

As per the section Process Overview and Scheduling, females intending to repro-
duce act first. This is because females initiate reproduction in EcoSim, to sim-
ulate female choice. Females can attempt to reproduce with any male in their
cell, however, success is not guaranteed and individuals always act in order of
decreasing strength. There are several ways a reproduction attempt can fail in
EcoSim. Reproduction fails if there are no males in the current cell. Otherwise,
the female randomly selects a potential male partner. A reproduction attempt
with a single male can fail if: the male has already reproduced (with a different,
stronger female), the male has selected a different action (e.g., Eat or Evade), the
male is below reproduction age, the male has insufficient energy to reproduce, or
the genetic distance between the female and male is too great. The genetic dis-
tance threshold for reproduction failure is greater than the speciation threshold,
therefore individuals from different species can reproduce to generate hybrid
offspring. In this case, the hybrid offspring is assigned to the species that has a
smaller genetic difference between its average genome and the genome of the
offspring. The female can attempt to reproduce with each male in the current
cell, but loses two Energy for each failed attempt. If reproduction succeeds, the
process of generating a new offspring consists of the following steps. When a
new offspring is created, it is given a genome which is a combination of the
genomes of its parents using a specialized crossover operation along with some
possible mutations (as explained under Adaptation). The sex of the offspring
is randomly determined with equal probability of being male or female. Then,
the initial Energy (EnergyO) of the offspring is computed (Eq. (5)) based on
the parents’ MaxEnergy (abbreviated to ME in the equation) and StateOfBirth
(abbreviated to SOB in the equation).

ME; x SOB; x ME,, x SOB,,

Energy, = 100

(&)
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Finally, the Energy of the two parents is decreased. The energy penalty for the
mother, penaltym, is calculated based on Eq. (6), where the subscript m and
f mean mother and father, respectively. The parameter Energy is the newborn
individual’s Energy. FPP is the first-time pregnancy penalty for the mother, which
is five percent of its energy and zero for the subsequent pregnancies. The energy
penalty for the father is based on Eq. (7).

SOB,, x Energy x 1.05
SOB,, + SOBf

penalty,, = + FPP (6)

SOBy x Energy x 1.05
SOBy + SOB,,

penalty; = (N

. Move2StrongestPrey/Predator (for prey/predator, respectively). The direction

toward the strongest possible mate within the vision range is computed. If the
speed of the individual is high enough to reach the mate, the individual is placed
in the cell containing this mate. Otherwise, the individual moves at its speed
toward this mate. If no mate is within the vision range of the individual, the
direction is chosen randomly.

Move2StrongestPreyCell (for prey only). This action is similar to Move2-
StrongestPrey/Predator, except that the direction of movement is toward the cell
with the highest cumulative Strength of prey individuals. This allows prey to
benefit from cooperative defense against predators.

Move2WeakestPreyCell (for prey only). This action is similar to Move2Strongest-
PreyCell, but the direction of movement is toward the cell with the lowest cumu-
lative Strength of prey individuals. This allows prey to have a higher chance of
success in competition with other prey individuals in accessing food or mates.
Move2StrongestPreyDistance (for predator only). The predator moves toward
the strongest prey individual to acquire more energy after possible hunting. If
the speed of the individual is high enough to reach the prey, the individual is
placed in the cell containing this prey. If the speed of the predator is not enough
to reach the prey, it moves at its speed toward this prey.

Move2WeakestPrey (for predator only). This action is similar to Move2Strongest-
PreyDistance, with the exception that the direction of movement is toward the
weakest prey individual for easier hunting in the future.

Move2WeakestPreyCell (for predator only). This action is similar to Move2-
WeakestPrey, but the direction of movement is toward the cell with the low-
est cumulative Strength of prey individuals to minimize the possible effect of
cooperative defense by prey individuals.
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2.6 Ecological and Evolutionary Properties of EcoSim

Time-series data are generated automatically by EcoSim per time step, as explained
above. We computed ten runs of EcoSim in the default configuration (which we
hereby refer to as Default) to 20,000 time steps. Using external tools that have
already existed, we computed the mean of several important measures for these
ten runs. We computed the number of prey and predator individuals, the number
of prey and predator species, the mean distance evolved of all female individuals,
and three physical attributes for all female individuals (MaxEnergy, MaxSpeed, and
Vision). Distance evolved is computed by first computing the mean genome for all
individuals at a given time step and subsequently computing the genetic distance
from this genome to the prey genome that the simulation was initialized with.

As expected, there was a dependency between number of prey and predators
(Fig.4). At initialization of the simulation, the number of prey is greater than the
number of predators (80,000 and 4,000, respectively). Therefore, we tend to observe
an early spike in the number of prey, which subsequently sharply declines when the
number of predator individuals rises. The increasing number of prey provides a good
chance for the predators to have access to more food, resulting in an increasing in
their Energy and reproduction rate. The resulting increase in hunting by predators
accompanied by local food resource shortages for prey decreases the number of
prey, and consequently the number of predators, ultimately leading to stabilization
of the system. A similar phenomenon occurs at finer spatial scales; local population
explosions and extinctions yield fine-scaled fluctuations in numbers of individuals
over time, with a time lag between the fluctuations in number of prey and predators.
This dependence of predator population on prey population is known as the Lotka-
Volterra model, as outlined in Berryman [10] and empirically corroborated by Piana
et al. [105] where they fitted the model to a time series dataset of 16 species of
neotropical fish that were classified as either predators or prey. These time series
mostly stabilize with these small fluctuations, resulting in 268,871 prey (SD = 80,804)
and 10,388 predators (SD =2,613.4). As Britten et al. [ 16] observed, this stabilization
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Fig. 4 The number of prey (left y-axis) and predator (right y-axis) individuals in the world, over
the course of the simulation
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Fig. 5 The number of prey and predator species throughout the course of the simulation

can be jeopardized if there is a sudden decline in predator species in such a predator-
prey system.

The number of species more strongly correlated with the number of individuals
for predators than for prey (Fig.5). Generally, an increase in the number of individ-
uals allows for a corresponding increase in variation within the gene pool, and this
increased variation tends to lead to increased speciation [62]. However, with the num-
ber of prey individuals so high, the gene flow is also very high, which results in overall
genetic convergence. Spatial separation in individuals reduces gene flow. With fewer
predator individuals in the world, there is greater spatial separation overall amongst
predators, providing a greater opportunity for the subpopulations to genetically dif-
ferentiate and ultimately yield new species. As Hoskin et al. [57] argued, reduced
gene flow in allopatry results in the gradual emergence of reproductive isolation, and
subsequently new species; this has been observed in EcoSim as well [43].

The prey and predator distance evolved were comparable by the end of the simula-
tion (Fig. 6). However, at the end of the simulation, the rate of predator evolution was
greater than that of prey. In fact, nearly halfway through the simulation, the distance
evolved for prey hit a plateau. This highlights an important distinction—that the prey
(with such a high number of individuals) evolved rapidly but in a convergent man-
ner whereas the predators evolved more slowly but with high differentiation across
all individuals. As Brodie and Brodie [17], as well as Brodie et al. [18], observe,
predators that pursue prey with multiple defenses will tend to adapt evolutionarily,
which may in part explain the higher rate of evolution of predators versus prey. Two
main factors are responsible for the convergent evolution in prey: the aforementioned
high gene flow and the fact that natural selection occurs in EcoSim, since there is
no predefined fitness function [46, 61]. The fitness landscape in EcoSim is dynamic
overall; both the prey and predators evolve simultaneously and the world state is
constantly changing. However, many aspects of the world remain constant, such
as MaxGrass, the functions that govern energy expenditure of the individuals, and
the rules that govern processes like reproduction. Thus, some genetic convergence
should be expected—certain behavioral and physical genotypes will be desirable
regardless of the world state at any given time step. The high genetic divergence
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Fig. 6 The distance evolved for prey and predators throughout the course of the simulation
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Fig.7 The evolution of MaxEnergy for prey and predators throughout the course of the simulation

accumulated early by the predators (apparent in the number of species over time)
lead to faster overall evolution later in the simulation. Another factor contributory to
the fast evolution of predators later in the simulation is that there is more potential
for divergence in the predator behavioral genome; the prey behavioral genome has
663 elements, whereas that of predators has 756. It is inevitable that predators will
eventually evolve in a more convergent manner as well; this is observable in the
subtle decrease in predator evolutionary rate over time.

MaxEnergy evolved similarly for both prey and predators (Fig. 7). In both cases,
it monotonically increased from the initial values of 2500 for prey and 3000 for
predators to an average of 3763 (SD = 505.7) and 4310 (SD = 372.3), respectively.
As Strength is related to MaxEnergy, this could represent a type of evolutionary
arms race because of the possibility of prey fighting back against predators when they
attack. Alternatively, a higher maximum energy capacity may be strictly beneficial for
the individuals, because it allows individuals to survive longer between Eat actions.
Moller [88] performed estimates of basal metabolism rate (BMR) of 76 bird species
who were pursued by predators. The author reports that birds with longer flight
initiation distances used to escape predators also had higher BMRs, from which he
concludes that predation creates a selection pressure on species to develop higher
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BMRs [88]. Thus, itis possible that the higher maximum energy capacity is necessary
in individuals due to an increased BMR. Furthermore, the energy dynamics of each
physical attribute is governed in part by the energy consumption functions for prey
and predators. Thus, it is possible that with a more heavily penalized MaxEnergy,
it might be less prone to such a runaway. Vision and MaxSpeed are related in that
individuals must both perceive a resource (a mate, food, etc.) and be able to move to it
in order to use it immediately. Otherwise, the individual will have to wait for at least
one time step until it can use the resource it desires, which may be too late, depending
on the state of the individual and the environment around it. Thus, we should expect
that Vision and MaxSpeed evolve in a related and intuitive manner. Predator Vision
and MaxSpeed appeared to be heavily related in the way we expected (Fig. 8). That
is, both Vision and MaxSpeed evolved to slightly increase and then slightly decrease,
nearly in unison, with Vision always greater than MaxSpeed. This is intuitive because
it is particularly imperative for predators to perceive their resources; potential mates
are far less abundant for predators and their food resources are constantly changing
positions in the world. This observation has been empirically corroborated in a study
of predatory bird species conducted by Garamszegi et al. [37], in which it was
found that predatory species evolved increased visual acuity along with larger brains
to detect prey. On the other hand, it is less important for prey to perceive their
resources, but it is important for prey to move quickly to evade predators. Potential
mates and food resources are far more abundant for prey, and their food resources
are static in the world (unless a cell’s grass is fully consumed before the prey can
reach it). Furthermore, over time, we observed that prey tended to perform the Evade
action decreasingly, while they increasingly performed Explore instead (Fig.9). The
directionality of the Explore action is randomly generated, and with the high prey
density, it is possible that when they Explore, they can randomly discover mates or
food resources while they simultaneously evade predators. If all prey in a particular
wave performed Evade when faced with a predator, many of the prey individuals
would move in a similar direction, which could increase competition for resources.
On the other hand, increasingly performing Explore may be evidence of the evolution
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Fig. 8 The evolution of Vision and MaxSpeed for prey and predators throughout the course of the
simulation
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Fig. 9 Selection of actions by prey over time. Prey evolved to Evade less and Explore more, while
simultaneously reducing their reproduction failure rate (ReproduceFailed). Evolution of an increase
in Move2StrongestPreyCell and Move2StrongestPrey is also observed

of altruism; if a small percentage of prey purposely sacrifice themselves by moving
towards the wave of predators (using Explore rather than Evade), it keeps the wave
of predators away from the highest-density prey regions.

2.7 Divergence of Sister Species

From a single Default EcoSim run, we found two sister species (species 1 and species
40) that coexisted for 1860 time steps. Species 40 was produced at time step 246 of
this particular run and went extinct at time step 2106, while species 1 was produced at
initialization and persisted to the end of the simulation. We analyzed divergence of the
behavioral and physical genomes of these two species throughout their coexistence.

In EcoSim, depending on the genomes within a species, differentiation of very few
genes can be sufficient to trigger a speciation. When species 40 was initially produced,
only one gene in the behavioral genome showed a high degree of differentiation,
though 1500 time steps later the species were highly diverged in other ways (Fig. 10).
Interestingly, in this case, the allele that caused the initial speciation disappeared
from species 40 over 1500 time steps. This indicates that although the appearance
of this allele was sufficient to cause speciation, the allele was likely deleterious and
was evolved out of the species over time. This was corroborated by the fact that
the change that caused the initial speciation was an evolution of the mean value of
the gene FriendFar— Move2StrongestPreyCell to 0.41 in species 40, which had a
mean value of —0.00020 in species 1. With no friend nearby, attempting to move
to the cell with the highest cumulative strength would likely be a waste of energy
and an action. Furthermore, the genetic distance between behavioral genomes of
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One time step after speciation 1500 time steps after speciation

Fig. 10 Divergence of behavior models of two sister species over 1500 time steps. Each square
represents the absolute difference of a gene in the average behavioral genome of two sister species
from a single run of EcoSim. Though differentiation of one gene was sufficient to cause the initial
speciation (purple square in left heatmap), over time, the behavioral genomes diverged substantially

these two species declined over the first 175 time steps after speciation (due to the
loss of the aforementioned allele in species 40) and then rose over the subsequent
time steps due to the differentiation in the other behavioral genes (Fig. 11). Another
factor contributing to the initial decline in genetic distance is low spatial separation
(implying high gene flow) between the species shortly after the speciation event,
with increased spatial separation and genetic divergence thereafter. EcoSim allows
hybridization (reproduction between individuals of different species; see Collectives,
Reproducing under Submodels), thus when two species are genetically similar enough
and not spatially separated, their individuals can reproduce to form hybrid offspring.
Being sister species generated very early in a run, the physical genomes between
these species did not differentiate.

2.8 Sensitivity Analysis of EcoSim

In addition to the ten Default EcoSim runs noted above, we computed ten runs each
of EcoSim with the following modifications: reduction of initial social action edges
related to defense by 25% of their default value (referred to hereon as RSE25), reduc-
tion of initial social action edges related to defense by 50% of their default value
(referred to hereon as RSE50), reduction of energy spent by all individuals by 25% of
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Fig. 11 Genetic distance between behavioral genomes of sister species throughout their coexis-
tence, computed as Euclidean distance between average behavioral genomes. After a slight decline
in genetic distance due to the loss of a deleterious allele in the smaller species and hybridization
along the interface of the two species, the behavioral genomes of the species diverged over time

the default (referred to hereon as RE25), reduction of energy spent by all individuals
by 50% of the default value (referred to hereby as RE50), reduction of MaxGrass
by 25% of the default value (referred to hereby as RMG25), and reduction of Max-
Grass by 50% of the default value (referred to hereon as RMG50). For RSE25 and
RSES0, the affected edges for prey were all edges incident to Move2StrongestPrey,
Move2StrongestPreyCell, and Move2WeakestPreyCell. The affected edges in these
runs for predators were all edges incident to Move2StrongestPredator, Move2-
StrongestPreyDistance, Move2WeakestPreyCell, and Move2WeakestPrey. For each
of these runs, we computed the mean across ten runs and across time steps 5,000
through 6,000 for the following measures: number of prey and predator individuals,
number of prey and predator species, mean energy level of all female prey individ-
uals, and mean energy level for all female predator individuals. We computed these
values over a window of 1,000 time steps, because many of the above measures show
different behaviors at different scales. For instance, the number of prey or predator
individuals at a very high scale may appear to follow the classic growth curve, with
an initial lag period followed by a period of nearly linear growth that reduces in rate
of increase as it approaches its asymptote (the carrying capacity of the system) and
ultimately oscillates below the asymptote. At a smaller scale, however, many small
cycles can typically be observed due to local population explosions and extinctions.
For each treatment (reduction of energy spent, reduction of maximum grass, and
reduction of social edges related to defense), we compared values of each observa-
tion to the respective values generated by Default EcoSim runs and determined the
percent change in these observations. This allowed us to determine how sensitive or
robust the system is to these changes, and it also allowed us to determine how these
observations behaved relative to the different treatments (for example, to determine
if a reduction in MaxGrass yields a linearly dependent reduction in number of prey
individuals or number of prey species).

We expected that modifications in the action edges related to defense would yield
nonlinear and nonmonotonic relationships to most of the dependent variables, as
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Fig. 12 Sensitivity of several variables to modification of action edges related to prey defense

we applied this modification to both prey and predators. None of the measures we
computed were sensitive to these modifications (z-test p > 0.15 in all cases), and
the amounts of energy of prey and predator individuals were particularly insensitive.
Interestingly, both prey and predator number of individuals and species declined
slightly when these edges were reduced by 25%, if both increased when these edges
were reduced by 50%, but insignificantly so (Fig. 12). Though the percent difference
from Default runs was very high for some of these measures, the difference was sta-
tistically insignificant due to extremely high variance (only one run was responsible
for these very high values).

Modifications to the rate of Energy consumption of both prey and predators sig-
nificantly impacted all of the variables we analyzed (¢-test p < 0.0006 in all cases,
Fig. 13). The number of prey increased to 208% of the Default value with a 25%
decrease in Energy consumption, and increased further to 277% of the Default value
with a 50% decrease in Energy consumption. The number of predators followed a
similar trend, increasing to 431 and 626% of the Default values, respectively. Both
prey and predator numbers seemed affected by diminishing returns based on reduc-
tion of Energy consumption, most likely due to increased competition when Energy
consumption was decreased. The effect of reduction of Energy consumption was
stronger at higher trophic levels; the effect of Energy consumption on number of
predators was almost double that on number of prey. Not surprisingly, the number
of predator and prey species both increase significantly with reduction of Energy
consumption, though the number of prey species closely followed the trend of num-
ber of prey individuals. The number of predator species, on the other hand, did not
follow the trend of the number of predator individuals; there appeared to be a tip-
ping point where decreasing Energy consumption actually decreased the number of
predator species, despite their increasing number of individuals. This is due to the
interplay between genetic variation across the population and gene flow; more indi-
viduals allows for more potential genetic variation (which should increase the number
of species), but more individuals also increases gene flow (which should decrease
the number of species). Decreasing the Energy consumption of predator and prey



EcoSim, an Enhanced Artificial Ecosystem ... 259

Sensitivity to Modification of Energy Consumption

00
=
[=] 800
%
= 700
=
w
4= 600
O = —— Number of Prey

3
£ ® 500 — Number of Predatars
o @
E o 400 - Number of Prey Species
g g 100 Number of Predator Species
£ = = B — Prey Energy
a 200 e
= Predator Energy
c
T 100
o g
g R, —— == _
0 25 50
=100

Percent Reduction from Default

Fig. 13 Sensitivity of several variables to modification of Energy consumption per time step for
both prey and predators

individuals actually decreased their mean Energy levels by 8—16%. The decreasing
of Energy consumption provides the individuals with increased longevity and poten-
tial to reproduce, because their physical and behavioral traits are energetically less
expensive to maintain. Thus, as we observed, the number of individuals increases
drastically and disproportionately given the reduction in Energy consumption. With
such a drastic increase in the number of individuals given the same food resource
supply, competition strongly increased as well. Consequently, the individuals have
a significantly lower Energy level.

Modifications to MaxGrass proportionally (and almost linearly) affected some
variables while nonlinearly affecting other variables (Fig.14). The differences
between RMG25 and Default runs were almost all statistically significant (¢-test
p < 0.01 for all comparisons, except predator number of species, p = 0.10, and
predator energy, p = 0.33). Similarly, differences between RMGS50 and Default
runs were mostly very statistically significant, yielding 7-test p < 0.0001 (except
predator number of species, which was still significant, with p = 0.0015, and prey
energy, which was not, with p = 0.78). For instance, with a 25% and 50% reduction
in MaxGrass, the number of prey individuals was reduced by 51.7% and 65.8%,
respectively. Similarly, the number of predators were respectively reduced by 41.2%
and 47.3%. With a 25% reduction in MaxGrass, both prey and predator number of
species decreased (by 28.1% and 41.0%, respectively), while they both increased (by
309.9% and 146.3%, respectively) with a 50% reduction in MaxGrass. With only a
25% reduction in MaxGQrass, it is possible that the reduction in number of prey and
predators is sufficient to reduce the genetic variation across the populations while
insufficient to reduce gene flow such that speciation increases. Thus, a net decrease
in the number of species of each type was observed. Conversely, with a 50% reduc-
tion in MaxGrass, the number of individuals was so greatly reduced that gene flow
between subpopulations was practically halted, which allowed for very high differ-
entiation between spatially separated individuals, and consequently a high number of
species. The vast difference in number of predator species given such a slight change
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in number of predator individuals between RMG25 and RMGS50 runs could also be
explained by increased fragmentation of prey subpopulations. The predators must
follow the prey in order to survive, and spatially fragmented prey subpopulations
should yield spatially fragmented predator subpopulations. Interestingly, prey and
predator energy levels were largely unaffected by this modification, though preda-
tor energy was reduced by 20.6% in RMG50 runs. Overall, some aspects of the
system are sensitive to MaxGrass and many others may be nonlinearly affected by
modifications to it.

3 Case Study: Application of EcoSim to Study Behavior
and Evolution Under Conditions of Reduced Primary
Production and Reduced Energy Expenditure

The focus of this case study will be twofold: to investigate possible links between
both intraspecific and interspecific competition for resources and evolution, as well
as examine possible links between energy expenditure of organisms and evolution.
First, a number of studies have found evidence of a link between competition
within and between species and the evolution of morphology, as well as the evolu-
tion of resource polymorphism and temporal variation. Pafilis et al. [101] maintain
that, in general, resource availability and competition (and predation) drive the evo-
lution of body size. They conducted an empirical study in which they showed that
in the presence of a high number of breeding seabirds, there is an increase in lizard
population densities, which in turn results in increased intraspecific competition for
resources [101]. Pafilis et al. [101] report that the resultant increase in competition
for resources leads to the evolution of large body sizes (gigantism) in a species of
lizards (Podarcis gaigeae). Along the same lines, Svanback et al. [121], in an empir-
ical study, report that a species of perch (Perca fluviatilis) and a species of roach
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(Rutilis rutilis) that cohabitate two regions of a lake were deeper bodied in the lit-
toral region versus individuals caught in the pelagic region, which they attributed to
intraspecific competition. On the other hand, Grant and Grant [44] discovered that
interspecific competition between two species of Darwins finches (Geospiza fortis
vs. G. magnirostris) resulted in the divergence of beak sizes.

In addition, Svanback et al. [121], cited above, found evidence of resource poly-
morphism in the fish and roach species, so that fish and roaches in the littoral region
fed on different sorts of organisms versus their counterparts in the pelagic region.
Svanback and Bolnick [120] studied a sympatric population of three-spine stickle-
back fish (Gasterosteus aculeatus) for which there was an increase in population
density, thereby increasing intraspecific competition for prey. The result was diet
variation between phenotypically different stickleback individuals so that some fish
found alternative prey [120], although the authors attributed some of this resource
polymorphism to phenotypic plasticity rather than to evolution. Marini et al. [81]
demonstrated that interspecific competition between two species of mosquito (Cx.
pipiens and Ae. albopictus) resulted in a shift in temporal dynamics for both species.
The result is that the species tend to be in a common breeding site at different times
to minimize overlap [81]. Strauss et al. [119] note that few studies have investigated
the evolutionary effects of invasive species on native species. In reviewing studies on
a variety of animal species, the authors conclude that, amongst other contexts (e.g.,
predation), invasive species as competitors drive evolution in native species [119].

Secondly, recent biological research has uncovered possible links between energy
expenditure and animal morphology, as well as the rate of evolution. In a comprehen-
sive literature review, Niven and Laughlin [95] report that the reduction of energy
expenditure has driven the evolution of the morphology of sensory systems in a
wide variety of vertebrate and invertebrate animal species. For example, animals that
live on islands where there is limited energy due to scarce resources tend to lose
some of their sensory systems, such as vision, in order to conserve energy [95]. In
the same vein, Navarrette et al. [93] argue that the evolution of encephalization in
humans is the result of the stabilization of energy inputs along with a redirection
of energy from locomotion, reproduction and growth. Furthermore, Jasienska [59]
hypothesizes that reproductive suppression in humans has evolved as a way of deal-
ing with low energy. As Leonard and Ulijaszek [78] report, the role of energetics in
the evolution of humans is an emerging domain.

Using a plethora of data relating to substitution rates for mitochondrial and
nuclear genomes of a variety of vertebrate and invertebrate organisms, Gillooly
et al. [38] argue that there is a direct link between the rate of energy transfor-
mation in metabolism and the rate of nucleotide substitution. In particular, they
claim that smaller organisms (with a higher metabolic rate) evolve faster than larger
organisms. Using a DNA-based phylogenetic analysis of 86 angiosperm plant sister
species across environments with varying energy levels, Davies et al. [24] found
that evolutionary rates are higher amongst populations in higher energy environ-
ments. According to the authors, many non-energetic variables such as geographical
complexity and history contribute to species richness and rate of evolution in plant
species, so that discerning the role of energetics with respect to these phenomena is an
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important area of investigation. Finally, an empirical study conducted by Monkkonen
et al. [90] found that energy use in a variety of North American and European forest
birds translated into species diversification.

Besides shedding additional light on the connections between competition, ener-
getics, and evolution, this study will help to address several open questions in ecology
and evolution relating to these issues. First, our study will help to elucidate the effects
of competition for limited resources on evolution. Secondly, our simulation study
will help to determine the role of energetics in the evolution of morphology, which
is regarded as an emerging domain by Leonard and Ulijaszek [78].

Using five runs each of the aforementioned Default, RMG25, and RE25 Eco-Sim
variants, we aimed to determine differences in the way which individuals behave and
evolve under conditions of reduced primary production (modelled by the RMG25
runs) and energy expenditure (modelled by the RE25 runs). Of the ten runs of each
variant, we selected the five runs that were most progressed due to computational time
constraints. To determine differences in behavior, we computed the mean percentage
of individuals performing each action at each time step across the five runs of each
type, and analyzed these time series data for differences over time. To determine
differences in evolution of the behavioral genome, we compared distance evolved
over time. Furthermore, we compared the evolution of physical traits such as vision
range (Vision), maximum energy (MaxEnergy), and maximum speed (MaxSpeed).
Since the RMG25 runs have lower amounts of grass (and consequently lower carrying
capacities for prey and predators), they run very fast. Therefore, we analyzed the
RMG?25 runs to 20,000 time steps. The RE25 variant allows individuals to retain
more energy and survive better, thus there are significantly more predators and prey
in these runs. Consequently, they run slower, and we had to limit our analysis of
RE2S5 runs to 10,000 time steps.

3.1 Reduced Primary Production

Both prey and predators evolved differently in several ways when primary production
was reduced, compared to the Default scenario (Fig. 15). The amount of differentia-
tion between the mean behavioral genome at a given time step and that at initialization
(Distance Evolved) showed stark contrast between the two scenarios for prey start-
ing at approximately 7000 time steps (Fig. 15a). Prior to that, prey living in high
primary production evolved faster than those living in reduced primary production,
and sometimes significantly so (¢-test p < 0.05). However, after 7000 time steps,
the prey in an environment with low primary production evolved much faster (-
test p < 0.001). The same phenomenon was observed for predators, however, the
point at which those living in low primary production evolved further than those
in high primary production came much later, at approximately 18,300 time steps.
Friman et al. [36] report that the evolution of prey-predator interactions is driven
by the availability of prey resources, although evolution of anti-predator defenses
was greater in the presence of high resources. Along the same lines, Hiltunen et al.
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[55] report that in an experimental predator-prey system involving bacteria (P. fluo-
rescens) and ciliates (7. thermophilia), evolution of anti-predator defenses evolved
at a higher rate in stable resources versus fluctuating resources. All of these results
agree with what we found in our simulations. We have two main hypotheses as to
why we observe these phenomena, and they are not mutually exclusive. First, this
is a long-term evolutionary effect of differences in density. Reduced density of prey
and predators when primary production is reduced caused a reduction in gene flow,
which has been shown to increase evolutionary rates of populations. Secondly, as
Distance Evolved is a measurement of evolutionary change from the initial popula-
tions, it is quite possible that the initial behavioral genome is simply more similar to
the optimal genomes of the Default runs. Disputing this claim, the optimal genome
is a moving target in EcoSim, as there is no fixed fitness function and the state of the
simulation is highly dynamic. Furthermore, Distance Evolved is showing increasing
trends in all cases, and it is impossible to determine whether it will ever equilibrate.
Currently, we cannot force EcoSim to retain a constant density of prey or predators
despite changing environmental conditions, which is a limitation in this particular
situation. However, it is much more realistic, as in nature, the density of individuals
is always dynamic and influenced by environmental conditions.

MaxEnergy displayed an increasing trend overall (Fig. 15b) and individuals in
an environment with high primary production evolved a higher energy capacity—
statistically significantly so in the case of predators and approaching statistical sig-
nificance for prey. It is reasonable that individuals from an environment with high
primary production evolve a higher energy capacity. Prey individuals can consume
all of the Grass contents of a cell in a single Eat action, and each action is a highly
valuable resource. Thus, it is highly beneficial to prey to obtain and retain as much
Energy as possible when they do perform Eat. With a higher MaxEnergy, prey indi-
viduals can use their Eat actions more efficiently by storing more Energy per eat
event. As Lewis and Kappler [76] observe, female lemurs (Propithecus verreauxi
verreauxi) that inhabit seasonal environments will have higher body mass when
there is an abundance of resources during the wet season, and during this time, they
are more likely to reproduce and wean infant offspring. Furthermore, MaxEnergy
influences Strength, as both are proxies for the size of the individual. A predator
must have greater Strength than its prey target has Energy for a Hunt action to suc-
ceed. Thus, as prey MaxEnergy increases, that of the predators must as well. What
we are observing is an evolutionary arms race between prey and predators, and the
maximum amount of primary production in each cell significantly impacts the way
in which this arms race occurs, as noted by Friman et al. [36].

Vision reached an equilibrium with high and low primary production for both
predators and prey, except in the case of predators in low primary production, in
which it evolved to its maximum value of 25 (Fig. 15c). For both predators and
prey, after approximately 10,000 time steps, the difference in Vision between runs
with high and low primary production was almost always statistically significant
(z-test p < 0.05) and individuals living in low primary production evolved higher
Vision. This result shows that despite the Energy cost of maintaining Vision, there
is a significant advantage to being able to perceive more potential resources (such
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as mates and food) and competitors, particularly when food resources are scarcer.
As EKkI6f et al. [30] report, five species of insectivorous bats of the family Vespertil-
ionidae developed different types and levels of visual acuity depending on the type
of foraging they engaged in. Along similar lines, Potier et al. [106] observe that the
visual abilities of two raptor species (Parabudteo unicinctus and Milvus migrans)
differ according to their foraging activity. Reduced primary production effectively
reduces the carrying capacity per cell, which increases the intensity of competition
for resources within each cell. Thus, it is imperative to the survival of individuals to
be able to obtain information about the locations of potential food and competitors so
they can reduce their competition. In the same way, individuals evolve to move faster
when primary production is reduced (Fig. 15d). Having a higher MaxSpeed aids in
the dispersal of individuals, which serves to reduce competition amongst them. As
stated earlier, MaxSpeed and Vision are highly related and tend to evolve together,
because individuals can only move to positions with resources when they perceive
these resources. Thus, the emergent pattern of evolution of MaxSpeed mirroring that
of Vision is not surprising, and the difference between runs with high and low pri-
mary production were, again, mostly significant after time step 10,000. Similar to
the evolution of MaxGrass, the evolution of both Vision and MaxSpeed may also
represent an evolutionary arms race—a higher Vision range and MaxSpeed in prey
means that they can perceive and evade potential threats more easily. We observed
slight overall increases in both Vision and MaxSpeed in predators as well, despite
the fact that these traits were already initialized to much higher values for predators.

Mirroring the differences in rate of behavioral evolution between the two Eco-
Sim variants noted above, we observed many differences in the resultant behavior
selections of the individuals (Fig. 16a, b—prey; Fig. 17a, b—predators). For prey, we
observed significant differences in Reproduce and ReproduceFail. Overall, prey in
an environment with high primary production both succeeded and failed to reproduce
far more than those in an environment with low primary production, as they attempted
to reproduce far more often (¢-test p < 0.05 for much of the time series). The reason
for this is twofold: Reproduce is very costly in terms of Energy, and Reproduce
requires that individuals are in the same cell. Due to the Energy cost of reproduction,
when primary production is low, individuals reduce reproduction to save Energy.
Furthermore, as Reproduce requires individuals to be in the same cell, with lower
prey density, this is much harder to achieve when primary production is low. We
observed insignificant differences in Eat success, but in an environment with reduced
primary production, EatFail was significantly higher (¢-test p < 0.05 for most of the
time series). This indicates that the prey were heavily affected by competition for food
resources. Initially counterintuitively, we observed that prey Socialized significantly
more often when primary production was reduced (z-testp < 0.05 for most of the time
series). This was counterintuitive because Socialize brings individuals together, and
it was expected that prey would aim to reduce their competition with reduced primary
production by reducing their Socialization. Furthermore, we observed insignificant
differences in prey Compactness, the mean number of prey individuals per cell for
all cells containing at least one prey individual (defined analogously for predators).
However, with lower prey density, Socialize is an important mechanism for improving
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Fig. 16 Mean ratios of actions performed by prey in Default, RMG25, and RE25 EcoSim runs.
Due to computational time constraints, RE25 runs were terminated at 10,000 time steps

reproduction success, as reproduction requires that mates be in the same cell. Because
Compactness was not different despite significant differences in Socialize, it is likely
that prey in RMG2S5 runs Socialize as a means to increase Reproduce success, and
then disperse after in order to reduce subsequent competition. In fact, we found that
actions aiding in dispersal (Escape, SearchForFood, and Explore) were performed
19% more often after Reproduction attempts in RMG25 runs than in Default runs,
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and Reproduce was attempted after Socialize 21% more often in an RMG25 run
than in a Default run. To determine this, we tracked all actions performed by all
individuals born in time steps 20,000-20,010 for a single Default and RMG25 run.

Similar actions ratios overall were observed for predators between the two run
types, but there was significantly more Reproduce success with high primary pro-
duction for the same reasons for which we observed this phenomenon in prey (z-test
p < 0.05 for much of the time series). With many of the other actions yielding
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insignificant difference, the other time series affected by primary production was
the ratio of Hunt actions performed. Predators must Hunt more with low primary
production because prey are scarcer, they must take the opportunity to obtain Energy
when the opportunity presents itself.

3.2 Reduced Energy Expenditure

Both prey and predators followed different evolutionary trajectories with reduced
Energy expenditure when compared to Default EcoSim runs (Fig. 18). The behavioral
genomes of prey with reduced Energy expenditure evolved faster than in Default runs
prior to approximately 4000 time steps, which agrees with the experimental results
obtained in Gillooly et al. [38], in which it was found that animals with lower energy
expenditure evolved at a faster rate than animals with higher energy expenditure.
However, after 4000 time steps we found that prey with reduced energy expenditure
lagged behind in rate of evolution thereafter (Fig. 18a, t-test p < 0.05 for most of the
time series). Prior to 10,000 time steps, behavioral genomes of predators with reduced
Energy expenditure evolved faster than their Default counterparts, which once again
agrees with the results obtained in Gillooly et al. ([38], although near the end of the
runs, it appeared inevitable that Default predators would ultimately overtake those
in RE25 in terms of Distance Evolved (Fig. 18a, ¢-test p < 0.05 until approximately
9500 time steps). The shapes of these curves bear strong resemblance to those of
Distance Evolved when Default runs were compared to RMG25, however, here the
roles are reversed. The common element between the two graphs is that the runs
with significantly higher numbers of individuals exhibited faster evolution in prey
and predators early in the run, only to be overtaken by the runs with lower number of
individuals later on. This corroborates our speculations regarding the links between
number of individuals, spatial separation of individuals, and gene flow.

Similarly, the shape of curves for MaxEnergy over time comparing Default and
RE2S5 runs (Fig. 18b) are very similar to those comparing Default and RMG2S5 runs,
though again, the roles are reversed (MaxEnergy in RE25 runs is greater than that in
Default runs, t-test p < 0.05 after 5600 time steps for prey, p < 0.001 after 500 time
steps for predators). Of all the determinants of Energy expenditure, MaxEnergy (a
proxy of the size of the individual) plays the strongest role for both prey and predator
individuals, as it is penalized directly in the Energy functions and also indirectly
through the cost associated with Speed of movement in a given time step. Thus, as
expected, individuals with reduced Energy expenditure per time step evolved to be
larger, more rapidly.

Conversely, we did not entirely expect what we observed for evolution of Vision
and MaxSpeed when comparing Default runs to RE25 (Fig. 18c, d), in light of the
Energy costs associated with maintaining these features. We observed that individu-
als from Default EcoSim runs evolved greater Vision and MaxSpeed than their RE25
counterparts (z-test p < 0.05 after 4000 time steps), in all cases except for MaxSpeed
of prey. The results pertaining to visual acuity do, in fact, agree with empirical find-
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ings in the literature when we consider them in light of evolution of body size. Kiltie
[63] found a positive correlation between body size and visual acuity across various
species of birds, so that larger birds with higher energy expenditure exhibit higher
visual acuity than smaller birds with lower energy expenditure. Moreover, Mech and
Zollner [87] report a positive correlation between body size and perceptual range
for various forest dwelling rodent species, including chipmunks, grey squirrels and
fox squirrels. Finally, Rutowski, Gislen and Warrant [110] found that visual acuity
increases with body size across four species of nymphalid butterfly. We expected that
cheaper Energy costs associated with maintaining Vision and MaxSpeed would allow
them to evolve to larger values, much like MaxEnergy. However, relatively, Vision
and MaxSpeed play much smaller roles in determining the Energy expenditure of
individuals per time step but crucial roles in determining the fitness of individuals.
With reduced Energy consumption, the number of both prey and predator individuals
was far greater than in Default runs. This result agrees with the empirical findings
reported in McNab [86] with respect to a variety of vertebrate species inhabiting
oceanic islands. Species with lower energy expenditure persist on oceanic islands by
means of population increases, as opposed to species with higher energy expenditures
[86]. As the number of individuals is much greater, so is the density of individuals,
and thus finding mates is far less difficult. Furthermore, as individuals expend less
Energy, they less often need to find food resources in order to survive. Thus, for
both predators and prey, it is reasonable that, despite the cheaper cost of maintaining
Vision and MaxSpeed, the importance of maintaining these features was overbear-
ingly diminished as well in RE25 runs. The only anomaly is MaxSpeed of prey,
however, at approximately 5000 time steps, the difference between the two run types
was mostly insignificant, following a very similar trend to the earlier comparison
regarding primary production. At approximately 9000 time steps in that comparison,
MaxSpeed of RMG25 runs overtook that of Default runs. It is quite possible that in
the long term, such a phenomenon would be observed here.

We observed several changes in behavior of prey (Fig.16a, c¢) and predators
(Fig. 17a, c) when their resource consumption was decreased. In prey, most notably,
individuals in RE25 far more rapidly evolved a general loss in the ability to Evade
predators and a reduction in Eat attempts, while only gaining in their frequency of
Explore (z-test p < 0.05 in all cases, for most of the runs). Ultimately, in Default
runs, the loss of Evade occurs as well, but at a much later time (~10,000 time steps
versus 5000 time steps), and Explore still occurred significantly less in the long term
(t-test p < 0.05 comparing Default time steps 16,000-20,000 against RE25 time
steps 6000—-10,000, for most of the time series). The rapid loss of the ability to Evade
speaks to the futility in attempting to do so—in RE25 runs, the number of predators
(and, accordingly, their density) was significantly greater (¢-test p < 0.05 for most of
the duration of the runs), and thus performing Evade was insufficient in prolonging
the lives of prey individuals. The reduction in prey Eat attempts was expected, again
because the individuals require less Energy to persist. The remaining prey behaviors
showed no deviation between the two EcoSim variants.

Predators in RE25 runs showed a significant reduction in frequency of Hunt when
compared to Default runs (¢-test p < 0.05 for most of the time series), in accordance
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with what was observed in prey. Like prey, the predators in RE25 required less Energy
to survive, and thus evolved to spend fewer actions on obtaining Energy. Unlike prey,
however, the predators of RE25 did not show an increase in Explore (which is sensi-
ble, as Explore has very little value to predators as it is). Instead, predators evolved
to attempt Reproduction significantly more often in RE25 runs when compared to
Default runs (z-test p < 0.05 for most of the time series). Generally, as predators
have much lower density, they also have a much harder time finding mates, and
consequently, they tend to exhibit far more ReproduceFail than prey. In RE25 runs,
with predator density greatly increased and Energy requirements slightly reduced,
allocating more actions and Energy to Reproduction is necessary to improve their
fitness. Thus, with the RE25 variant of EcoSim, both prey and predators get what
they need to improve their fitness: the prey improve their longevity and the predators
improve their fecundity through greater chance of Reproduction success.

4 Conclusion

We added many new features to EcoSim, improving the breadth and depth of ques-
tions it can now answer. The new features include new sensing and action concepts
in the FCM of individuals, sexual reproduction, realistic feedback via fertilization
of primary producers by consumers, and predator-prey combat, among others. In
addition, new physical traits have been added to the behavioral genome, allowing
different niches to emerge. Our results underline the importance of competition and
energetics in evolution, and the great complexity that can emerge from relatively
simplistic individuals. Our model reveals insights into the genetic mechanisms of
niche adaptation, advances our understanding of both evolution and ecology, and
allows us to address more complicated biological questions at resolutions varying
from individual to whole communities. This is a major advantage of IBMs over
empirical studies in the real world or other types of model; using IBMs, we are
able to record anything we want at the resolution of the individual, something that
would largely not be practical or possible otherwise. Of course, EcoSim and the
general IBM approach has its drawbacks as well. Every IBM requires substantial
simplification of the system it aims to replicate; as Box said regarding all scientific
models, “All models are wrong but some are useful” [13]. Thus, the simplifications
and assumptions made by an IBM must be understood before using it as an exper-
imental platform, and conclusions made from use of the model must be considered
in light of its assumptions and simplifications. For the same reason, it is sometimes
difficult to generate new hypotheses using the IBM approach; researchers must ask
themselves if the novelty of their conclusions is legitimate or, again, due to assump-
tions or simplifications of the model. Furthermore, many IBMs require substantial
computing power, and EcoSim is no exception. Many IBMs, particularly those that
would be considered pragmatic, require significant model tuning and validation to
ensure legitimacy of the data they generate. Being at an early stage of the analysis of
the new version of EcoSim, these preliminary results are promising and will lead to
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some more dedicated studies on niche emergence, reproduction, ecology, and evo-
lution. For instance, EcoSim is currently being used to perform exciting research on
sexual selection, the evolution of communication (particularly, communication of
fear), asexual versus sexual reproduction, and biological invasions.
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