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Preface

This is the written record of the 14th meeting of the annual Genetic Programming
Theory and Practice Workshop, which was hosted by the Center for the Study of
Complex Systems at the University of Michigan, in Ann Arbor, May 19–21, 2016.

It is, as a matter of course, woefully incomplete. It can serve only as a
fragmentary record of our meeting. I say this not as an apology, but rather as a
sort of gentle warning, of a sort I rarely seem to see in these collections.

Let me try to explain. The central and explicit focus of the GPTP Workshop has
always been the conversations that are fostered at the meeting itself. These conver-
sations happen among the invited keynote speakers, the technical participants, the
students, and sponsors who spend somewhat more than 3 days in a room together.
The technical work that invited speakers have prepared before they arrive, and which
they bring with them to present in session and discuss, is really just the provocation
or seed of the “real workshop.” As a result, the proceedings volume from each
workshop should only ever be read as a record of where some subset of attendees
started individually, not as a position in which we ended up as a group by the end.
The real results will only gradually appear in the subsequent literature, as a cloud of
works that may not even explicitly refer to this meeting, and in the subtly changed
directions of ongoing research programs in years to come.

In other words, think of these chapters as the inputs to a years-long dynamical
process, not as the final output of that process.

Further, this volume does not even manage to cover all of the presentation-driven
portion of our discussions. It is a sad but unavoidable truth of modern worklife that
only a fraction of our most influential participants have the spare time to produce a
chapter for you to read. Our three invited keynote speakers, for example, inevitably
have a strong influence on our collective attention, setting the tone and focus of the
entire week as soon as they begin speaking. . . but they are rarely able to make time
to provide written contributions here. And because we so actively seek out both
industrial and academic speakers, we often hear at least one or two presentations
that treat contemporary professional work from an industrial domain. Proprietary
and ongoing projects cannot always be translated successfully into an academic-
style paper.

v



vi Preface

Since this was our 14th meeting, you should suspect that even calling these
chapters the “inputs” of a long-term process misses the preceding history. If we can
only detect the “outputs” in the workshop’s future-facing light-cone—by seeing the
consequences of the week’s conversations and insights in the attendees’ actions—
then surely almost all of 2016s workshop was in turn influenced by earlier sessions.
You will find chapters here describing the ongoing efforts of Michael Affenzeller’s
HEAL group, as they implement, explore, and distribute ideas and algorithms in
their HeuristicLab system, which have in several cases arisen directly from earlier
GPTP workshops. Michael Korns carries forward his many years’ effort in support
of industrial-strength symbolic regression systems. There are at least three chapters
here from Lee Spector, Nic McPhee, Thomas Helmuth, and colleagues, which have
arisen from many years of fruitful exploration of the Push language for GP, and so
on. I doubt a single chapter lacks a strong link from some earlier GPTP conversation.

Therefore, think of this book as a collection of blurred snapshots, taken from
the center of the web of conversations that make up the “real” GPTP Workshop.
The historian interested in the context from which they have arisen should review
the prior 13 volumes in the series at least as diligently as she reviews the more
mundane published conference literature in adjacent years.

Assume that we took the time to speak to one another—substantively, but not
constantly—about the material presented in this volume. But in the moment and in
the room together, our conversations were much more along the lines of, “That’s
fascinating, but have you considered. . . ,” or “I wonder if you’ve noticed that what
you did in Section 3 could be related to what Smith did in her work on. . . ,” and
so forth. We do not just clap and grumble at one another—we discuss. When it
works, this workshop is a generative process, not a ritualized presentation. Most
of the “work” it does in the field will have happened after the attendees arrived, in
the lunch breaks, the hallway conversations, and the notes we have scribbled on a
napkin in the pub afterward, or in our notebooks in hotel rooms after quiet thoughtful
dinners.

In the following 14 chapters, you will find the subset of contributions from invited
speakers who were able to provide them. They have done a good job contextualizing
and framing their work, subject to the caveats I have spelled out above. So rather
than simply revisiting each one in turn, let me try to fill in the gaps between them a
bit, beginning with our three keynote speakers.

Dr. Joanna Masel, from Ecology and Evolutionary Biology at the University of
Arizona, was the first of our invited keynote speakers. She spoke on “Evolution
of molecular error rates, and the consequences for robustness, evolvability, and the
de novo emergence of new protein-coding genes from junk DNA.” She pointedly
reminded the audience—we are for the most part computer science folks—of the
deep fundamental differences between biological and “computational” evolutionary
processes. In the course of her presentation, she did an excellent job conveying both
the fascinating complexity of biological evolution (and evolutionary biology, the
discipline), and also the potential shortcomings of our greatly simplified mental
models in evolutionary computing. Throughout the workshop, she was able to
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helpfully remind many speakers and participants of the ways in which such an overly
glib simple model might lead one into a proverbial ditch.

Dr. Stephanie Forrest, from the University of New Mexico and the Santa Fe
Institute (a colleague of several attendees), spoke in her keynote lecture about
“Software: Evolution, Robustness, and Diversity (also, the Mutation Cliff).” She
spoke about her group’s and colleagues’ ongoing research into the complexities
of real (which is to say: human-written) software systems and in particular their
work in the new field of genetic improvement and automated software repair. As
with Dr. Masel’s effort, we in the audience were frequently and pointedly reminded
of the “simplifying assumptions” our work often makes for the sake of being
tractable. Once again, there are many ways in which the consequences from our
overly simplified framing notions can stumble, when faced with the externalities
of the real world. In particular, she spoke of her own practical and philosophical
explorations of what “fitness” might mean in the context of producing well-repaired
software originally produced by human programmers. As my notes have it, “What
is a reasonable way of quantifying the performance of a broken or repaired piece of
low-level software infrastructure?” We tend in the field of GP not to think very often
about bug reports, side effects, and other matters that live past the interface with
software development, deployment, and usability. . . but our more advanced work
inevitably bumps up against it.

On the third day of our meeting, Dr. Cosma Shalizi from the Statistics Depart-
ment at Carnegie Mellon University and the Santa Fe Institute spoke on “Bayesian
Learning, Evolutionary Search, and Information Theory.” And boy did he. He
pointed out remarkable (but as far as I am aware, previously unremarked) similar-
ities in the deep structure of Bayesian learning representations and algorithms, the
replicator equation and other core dynamical models from theoretical population
biology, and the ways in which information (in Shannon’s sense) is “handled” by
these processes. In other words, in a bit more than an hour, he stitched together
three increasingly independent disciplinary approaches to learning and dynamical
systems models and described a strong framework for exploring what it might mean
for evolution to “learn.” This delightful presentation—which several of us hope he
will have published somewhere soon—brought in frameworks from disciplines that
will certainly benefit from an ontological reconciliation like this. In other words, we
look forward to reading his paper on the matter at least as much as you do.

Intermingled with the three keynote speakers’ talks, and the presentations from
the invited speakers whose chapters follow, there were also innumerable breakfast,
lunch, and dinner meetings (all ad hoc of course). Watch for their effects in the future
work of the attendees, as you read the works they brought to the table to begin our
conversations with one another.

Ann Arbor, MI, USA William Tozier
Fort Collins, CO, USA Brian Goldman
Ann Arbor, MI, USA Rick Riolo
Ann Arbor, MI, USA William P. Worzel
December 2017
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Chapter 1
Similarity-Based Analysis of Population
Dynamics in Genetic Programming
Performing Symbolic Regression

Stephan M. Winkler, Michael Affenzeller, Bogdan Burlacu,
Gabriel Kronberger, Michael Kommenda, and Philipp Fleck

Abstract Population diversity plays an important role in the evolutionary dynamics
of genetic programming (GP). In this paper we use structural and semantic similarity
measures to investigate the evolution of diversity in three GP algorithmic flavors:
standard GP, offspring selection GP (OS-GP), and age-layered population structure
GP (ALPS-GP). Empirical measurements on two symbolic regression benchmark
problems reveal important differences between the dynamics of the tested configu-
rations. In standard GP, after an initial decrease, population diversity remains almost
constant until the end of the run. The higher variance of the phenotypic similarity
values suggests that small changes on individual genotypes have significant effects
on their corresponding phenotypes. By contrast, strict offspring selection within
the OS-GP algorithm causes a significantly more pronounced diversity loss at both
genotypic and, in particular, phenotypic levels. The pressure for adaptive change
increases phenotypic robustness in the face of genotypic perturbations, leading to
less genotypic variability on the one hand, and very low phenotypic diversity on
the other hand. Finally, the evolution of similarities in ALPS-GP follows a periodic
pattern marked by the time interval when the bottom layer is reinitialized with new
individuals. This pattern is easily noticed in the lower layers characterized by shorter
migration intervals, and becomes less and less noticeable on the upper layers.

S. M. Winkler (�) · M. Affenzeller · B. Burlacu · M. Kommenda
Heuristic and Evolutionary Algorithms Laboratory, University of Applied Sciences Upper
Austria, Hagenberg, Austria
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Keywords Genetic programming · Symbolic regression · Population dynamics ·
Genetic diversity · Phenotypic diversity · Offspring selection · Age-layered
population structure · ALPS

1.1 Introduction: Genetic Programming, Population
Diversity, and Population Dynamics

Genetic Programming (GP) [6, 9] is a powerful optimization technique which
evolves a population of tree-encoded solution candidates according to the rules
of natural selection. Similar to its biological counterpart, the GP algorithm is
dependent on the two steps of Darwinian evolution: variation (due to crossover
and mutation) and selection. Genotypes (G) are mapped into phenotypes (P), an
evaluation function f : S → R (where S is the solution space) assigns a fitness
value to each individual in the population. If a variation in a trait is more successful
(i.e., it improves an organism’s propagation success rate by allowing it to have more
viable offspring) then that trait may eventually come to dominate the population.
When certain phenotypic traits dominate the population to the detriment of others,
genotypic variation with a high adaptive potential but lower fitness runs the risk of
becoming extinct as a consequence of selection. Schaper and Louis [10] suggest this
happens when the more “globally fit” do not have time to be found or to fix in the
population over evolutionary timescales. The authors suggest that “strong biases in
the rates at which traits can arrive through variation may direct evolution towards
outcomes that are not simply the fittest”. Thus, loss of diversity has a negative impact
on the search by reducing the population’s adaption potential.

While low genotypic diversity will in most cases hinder the genetic process to
generate novel solution candidates, low phenotypic diversity might indicate that
there is no significant search progress since newly created individuals are not better
than their parents. This is why we here specifically analyze phenotypic as well as
genotypic diversities, as this shall also enable a more detailed discussion about the
reasons of premature convergence (seen in genotypic diversity) and its consequences
(seen in phenotypic diversity).

In this paper, we analyze empirically the loss of population diversity for
different GP flavors and symbolic regression problem instances. We introduce
computational methods for measuring diversity at the genotypic and phenotypic
level, and investigate the correlation between the two. Burke et al. [2] provide a good
overview of various distance measures, analyzing the correlation between fitness
and diversity; structural versus evaluation based solutions similarity analysis for
symbolic regression was for example discussed in [16]. We show the progress of
genotype and phenotype population diversity for three GP algorithmic configura-
tions, namely standard GP, GP with strict offspring selection, and ALPS-GP.

The chapter is organized as follows: Sect. 1.2 describes the tree distance metrics
that were used for similarity calculation and the methodology for our experiments.
Section 1.3 describes the test settings, Sect. 1.4 summarizes the obtained results, and
in Sect. 1.5 we give our conclusions.
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1.2 Similarity Measures

We here introduce a new genotype similarity measure based on the bottom-up tree
distance [11] and a phenotype similarity measure based on the correlation between
two individuals’ outputs.

Since our similarity measures are symmetrical, the number of similarity calcula-
tions necessary to compute the average similarity for a population of N individuals
is N(N−1)

2 . Therefore, the population diversity is given by:

Div(T ) = 1 −
∑N−1

i=1
∑N

j=i+1 Sim(ti , tj )

N(N − 1)/2
, (1.1)

where Sim(t1, t2) can be either the bottom-up or the phenotypic similarity.

1.2.1 Genotypic Similarity

Genotypic similarity is calculated using a measure similar to the tree edit distance,
called the bottom-up distance. The bottom-up tree distance is a flexible distance
measure based on the largest common forest between trees, as described by Valiente
[11]. It has the advantage of maintaining the same time complexity, namely linear
in the size of the two trees regardless of whether the trees are ordered or unordered.
The algorithm works as follows:

1. In the first step, it computes the compact directed acyclic graph representation
G of the largest common forest F = t1 ·∪ t2 (consisting of the disjoint union
between the two trees). The graph G is built during a bottom-up traversal of F

(in the order of non-decreasing node height). Two nodes in F are mapped to the
same vertex in G if they are at the same height and their children are mapped to
the same sequence of vertices in G. The bottom-up traversal ensures that children
are mapped before their parents, leading to O(|t1|+ |t2|) time for adding vertices
in G corresponding to all nodes in F . This step returns a map K : F → G which
is used to compute the bottom-up mapping.

2. The second step iterates over the nodes of t1 in level-order and builds a mapping
M : t1 → t2 using K to determine which nodes correspond to the same vertices
in G. The level-order iteration guarantees that every largest unmapped subtree of
t1 will be mapped to an isomorphic subtree of t2. Finally, the bottom-up distance
between trees t1 and t2 is calculated as

BottomUpDistance(t1, t2) = 2 × |M(t1, t2)|
|t1| + |t2| . (1.2)

Thus, the similarity of t1 and t2 is defined as

GenotypicSimilarity(t1, t2) = 1 − BottomUpDistance(t1, t2). (1.3)
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Fig. 1.1 Bottom-up mapping
between two trees t1 and t2
(see [11])

By taking two times the size of the bottom-up mapping between the two trees,
we make sure that the similarity values will always fall inside the [0, 1] interval
(Fig. 1.1).

1.2.2 Phenotypic Similarity

Similarity at the phenotype level is calculated with regard to an individual’s response
on the training data. Individuals with the same response (with the same semantics)
are considered phenotypically similar regardless of their actual structure.

In this paper, we introduce a phenotypic similarity measure based on the squared
Pearson product-moment correlation coefficient:

R2
X,Y = (

ρX,Y

)2 =
(

Cov(X, Y )

σXσY

)2

. (1.4)

Since ρ ∈ [−1,+1], the R2 correlation coefficient will always return a similarity
value in the interval [0, 1]. One pitfall of using the above formula is that individuals
with a constant response cannot be compared, as the Pearson correlation coefficient
cannot be calculated when the variance is zero. In this special case, we consider two
individuals with constant response to be completely similar to each other (returning
a similarity value of 1). Thus, the phenotypic similarity measure is calculated using
the formula:

PhenotypicSimilarity(t1, t2) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if Var(t1) = Var(t2) = 0

0 if Var(t1) = 0 or Var(t2) = 0

R2
t1,t2

otherwise

(1.5)
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1.3 Test Setup

For analyzing the effects of selection mechanisms and algorithmic settings on
GP population dynamics we ran test series using standard GP, GP with offspring
selection and ALPS-GP. As benchmark data sets we used the Poly-10 and the Tower
data sets. For our test series we used the implementations of these algorithms and
problems in HeuristicLab [14, Ver. 3.13], an open source framework for heuristic
optimization that can be retrieved from http://dev.heuristiclab.com/.

The parameters for all here used algorithms were set such that they represent
typical as well as competitive settings for the problem instances, i.e. typical
configurations that are frequently used in practical applications and theoretical
research studies.

1.3.1 Algorithms

1.3.1.1 Standard Genetic Programming (SGP)

First we applied symbolic regression using genetic programming as implemented in
HeuristicLab. The following parameter settings were chosen for these tests:

• Population size: 500 individuals
• Termination criterion: 1000 generations
• Tree initialization: probabilistic Tree Creation (PTC2) [7]
• Maximum tree size: 50 nodes, 10 levels
• Elites: 1 individual
• Parent selection: tournament selection, group size 5
• Crossover: subtree crossover, 100% probability
• Mutation: 25% mutation rate, each mutation is performed either as single-point,

multi-point, remove branch or replace branch mutation
• Fitness function: coefficient of determination R2 [3]
• Terminal symbols: constant, weight * variable
• Function symbols: binary functions (+,−,×, ÷, exp, log)

1.3.1.2 Genetic Programming with Offspring Selection (OSGP)

Secondly, we used GP with strict offspring selection (OS) as explained in [1].
OS-GP shifts the focus of selection towards adaptive change by introducing an
additional selection step where newly created individuals are accepted into the
population only if their fitness exceeds that of their parents. The algorithm produces
as many individuals as needed in order to fill in a new generation of individuals.
In this context, the active selection pressure is defined as the ratio between the
total number of produced offspring and the number of individuals needed to fill

http://dev.heuristiclab.com/
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a generation (i.e., the population size). The active selection pressure varies every
generation depending on how easy it is to generate better offspring. The active
selection pressure at generation i is expressed as:

SelectionPressure(i) = |GeneratedOffspring(i)|
|SuccessfulOffspring(i)| = |GeneratedOffspring(i)|

|Population| .

(1.6)
We use the selection pressure as termination criterion, i.e., the algorithm is
terminated as soon as the selection pressure reaches a predefined maximum value.

Most parameters for these OS-GP tests are equal to those used for standard GP;
OS-GP specific parameter settings were set as follows:

• Population size: 200 individuals
• Termination criterion: Maximum selection pressure 200
• Parent selection: Gender specific [13]; proportional and random
• Offspring selection: Strict, i.e. success ratio = 1.0 and comparison factor = 1.0 [1]

1.3.1.3 ALPS GP

Age-layered population structure (ALPS) GP uses a novel measure of age to
separate the population into multiple layers [4]. Each layer states a maximum age
so that lower layers contain younger individuals and higher layers contain older
individuals.

An individual’s age determines how long it is allowed to remain in its current
layer. Randomly generated individuals start with an age of zero, while in the default
age-inheritance scheme, individuals generated by crossover inherit the age of the
oldest parent plus one. Other inheritance schemes, such as using the younger or the
average of the parents’ age, have also been studied [5].

The age concept allows younger, less fit individuals to compete for survival
within their own age layer, without being dominated by already matured individuals.
A fair competition allows reseeding the lowest layer with new randomly generated
individuals during the run, increasing the overall genetic diversity.

We used ALPS-GP as implemented in HeuristicLab and used the same operators
and settings for tree size, initialization, crossover, and mutation as in standard GP
and OS-GP. The following ALPS specific parameter settings were chosen for these
tests:

• Population size: 300 individuals
• Age inheritance: Older
• Replacement strategy: Comma
• Aging: Age gap 20, polynomial aging scheme, i.e. the first layer (layer 0) is

newly initialized every 20 generations, and individuals may move to upper layers
at generations 20, 40, 80, and 160



1 Analysis of Population Dynamics in Symbolic Regression 7

1.3.2 Problem Instances

We tested the aforementioned GP algorithms on two benchmark regression prob-
lems to examine population dynamics. The problems were taken from the recom-
mended GP benchmark problems [15] and are both available within the Heuristic-
Lab framework.

• The Poly-10 data set [8] consists of 500 samples with ten variables x1...10 and the
response variable y. The values x1...10 were generated by randomly (uniformly)
drawing values from the interval [−1,+1], the response values were calculated
according to the following equation:

y = f (x) = x1x2 + x3x4 + x5x6 + x1x7x9 + x3x6x10

• The Tower data set [12] comes from an industrial problem on modeling gas
chromatography measurements of the composition of a distillation tower. It
contains 5000 records and 25 potential input variables, the response variable
is the propylene concentration at the top of the distillation tower. The samples
were measured by a gas chromatograph and recorded as floating averages every
15 min. The 25 potential inputs are temperatures, flows, and pressures related to
the distillation tower. The Tower data set can be downloaded from http://www.
symbolicregression.com/?q=towerProblem.

1.4 Test Results

Similarity and quality measurements were averaged over ten runs for each problem
instance (Poly-10 and Tower) and algorithmic configuration.

Figures 1.2 and 1.3 show the evolution of best and average quality and similarity
values for standard GP. We notice that genotypic similarity remains at a constant
level on both test problems. On the other hand, phenotypic similarity and average
quality are higher on the Tower problem, suggesting a correlation between the two.

The distribution of similarity values per generation is displayed in Fig. 1.4a as 2d
histograms, measured every 100 generations on the Poly-10 problem. In the charts,
the x-axis represents phenotypic similarity while the y-axis represents genotypic
similarity. The results reveal that genotype similarity increases at a higher rate than
the phenotypic similarity. The presence of multiple “islands” on the phenotypic
similarity axis (at the same genotype similarity level) suggests that individuals in the
population are organized into different semantic groups, some consisting of highly
similar individuals.

http://www.symbolicregression.com/?q=towerProblem
http://www.symbolicregression.com/?q=towerProblem
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Fig. 1.2 Genotypic and phenotypic population diversity in standard GP, on the Poly-10 and
Tower problems. Thick lines represent average values over ten repetitions. (a) Poly-10 genotypic
similarity. (b) Tower genotypic similarity. (c) Poly-10 phenotypic similarity. (d) Tower phenotypic
similarity

Fig. 1.3 Population quality in standard GP, on the Poly-10 and Tower problems. (a) Poly-10 best
quality. (b) Tower best quality. (c) Poly-10 average quality. (d) Tower average quality
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Fig. 1.4 Distribution of genotypic vs. phenotypic similarities in standard GP. (a) Poly-10 problem.
(b) Tower problem

We compare standard GP similarities with those measured on the OS-GP runs.
Figure 1.5 indicates a steeper increase of similarity levels (both genotypic and
phenotypic) towards significantly higher values.
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(a) (b)

(c) (d)

Fig. 1.5 Genotypic and phenotypic population diversity in OS-GP, on the Poly-10 and Tower
problems. (a) Poly-10 genotypic similarity. (b) Tower genotypic similarity. (c) Poly-10 phenotypic
similarity. (d) Tower phenotypic similarity

The effects of strict offspring selection are particularly noticeable on the pheno-
typic similarity curves increasing asymptotically to a value of 1. At the same time,
genotypic similarity is increased from an average value of about 0.35 (standard GP)
to a value of approximately 0.5. Figure 1.6 shows average and best quality curves
for OS-GP, which are almost identical due to strict offspring selection.

The distribution of similarities in Fig. 1.7 shows the movement of individuals
in similarity space towards high genotypic and phenotypic similarity. We conclude
that high semantic similarity heavily depends on the requirement that selection only
accepts adaptive change (offspring with better fitness).

Figure 1.8 shows the overall average and best population quality for ALPS-GP,
while Figs. 1.9 and 1.10 show the quality and similarity values per layer.

We notice that ALPS-GP is able to achieve a better average best quality than
standard GP despite the fact that the overall average population quality is lower
than the corresponding standard GP value, due to the lower-quality of the bottom
ALPS layers. As expected, each age layer displays the same similarity behavior
as standard GP, with the average population similarity increasing in the intervals
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Fig. 1.6 Population quality in OS-GP, on the Poly-10 and Tower problems. (a) Poly-10 best
quality. (b) Tower best quality. (c) Poly-10 average quality. (d) Tower average quality

between reinitialization (for layer 0) or migration to the upper layers (for layer ≥
1). As new genetic variation propagates slower to the older layers (due to larger
migration intervals and competition in the lower layers), these are characterized
by both higher average qualities and higher similarities. The relationship between
average quality and average phenotypic similarity for standard GP and the upper
layers of ALPS suggests a correlation between quality and phenotypic similarity.

1.5 Conclusion

Concerning the analysis of algorithms dynamics we have seen clearly that the
progress of the populations’ similarity is dramatically different when using different
flavors of GP algorithms for symbolic regression where a conscious distinction
between phenotypic and genotypic diversity has the potential to offer additional
insights in terms of population dynamics.
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Generation 0 Generation 5 Generation 10

Generation 15 Generation 20 Generation 25

Generation 30 Generation 35

(a)

Generation 0 Generation 5 Generation 10

Generation 15 Generation 20 Generation 25

Generation 30 Generation 35

(b)

Fig. 1.7 Genotypic vs. phenotypic similarities in OS-GP. (a) Poly-10 problem. (b) Tower problem
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Fig. 1.8 Best and average qualities in ALPS-GP solving the problem instances Poly-10 and Tower.
(a) Poly-10 best quality. (b) Tower best quality. (c) Poly-10 average quality. (d) Tower average
quality

In future work we will research in more detail on the effects of the choice of
parent selection mechanisms, varying settings for offspring selection and parent
selection pressure, and varying aging parameter settings of ALPS-GP.

However, apart from the considered aspect of analyzing the dynamic character-
istics of different algorithm flavors a detailed analysis of genotypic and phenotypic
similarity and distance measures should also be helpful for the selection of models
for ensemble approaches in symbolic regression. In order to fulfill the general claim
of ensemble based modeling it is important to use high quality independent models
for ensemble interpretation.

In this context it should be helpful to perform the model selection task in a way
that good (with respect to training fitness) models with high phenotypic as well as
genotypic diversity are selected out of different symbolic regression/classification
runs using different algorithm flavors, different parameter settings, as well as
different functional bases.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 1.9 Genotypic and phenotypic similarity in ALPS-GP solving the problem instances Poly-10
and Tower. (a) Poly-10, layer 0. (b) Tower, layer 0. (c) Poly-10, layer 1. (d) Tower, layer 1. (e)
Poly-10, layer 2. (f) Tower, layer 2. (g) Poly-10, layer 3. (h) Tower, layer 3. (i) Poly-10, layer 4. (j)
Tower, layer 4
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Fig. 1.10 Average quality per layer in ALPS-GP solving the problem instances Poly-10 and
Tower. (a) Poly-10, layer 0. (b) Tower, layer 0. (c) Poly-10, layer 1. (d) Tower, layer 1. (e) Poly-10,
layer 2. (f) Tower, layer 2. (g) Poly-10, layer 3. (h) Tower, layer 3. (i) Poly-10, layer 4. (j) Tower,
layer 4
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Chapter 2
An Investigation of Hybrid Structural
and Behavioral Diversity Methods in
Genetic Programming

Armand R. Burks and William F. Punch

Abstract Premature convergence is a serious problem that plagues genetic pro-
gramming, stifling its search performance. Several genetic diversity maintenance
techniques have been proposed for combating premature convergence and improv-
ing search efficiency in genetic programming. Recent research has shown that while
genetic diversity is important, focusing directly on sustaining behavioral diversity
may be more beneficial. These two related areas have received a lot of attention,
yet they have often been developed independently. We investigated the feasibility of
hybrid genetic and behavioral diversity techniques on a suite of problems.

Keywords Genetic programming · Premature convergence · Genetic diversity ·
Structural diversity · Behavioral diversity · Semantics

2.1 Introduction

Premature convergence is a well-known problem, in not only genetic program-
ming (GP) but also many evolutionary algorithms (EAs). We refer to premature
convergence as the phenomenon that occurs during the evolutionary process when
the population becomes largely homogeneous, either genetically or phenotypically,
causing poor, inefficient exploration of the search space. This often occurs early in
the evolutionary process and dramatically decreases the probability of discovering
a solution.

Premature convergence in GP is perhaps even more perplexing than in other
EAs. Because genotypes are represented by a variable-length tree structure in
classical GP, convergence of GP populations is much different than in fixed-
length representations, for example a binary-encoded genetic algorithm (GA). When
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single-point crossover is performed on two identical parents in a binary-encoded
GA, the resulting offspring will also be identical to the parents. However, since GP
trees typically encode functions, crossover of two identical trees can still create
functionally different offspring because the subtrees exchanged between parents
will likely be different. Therefore, even in a largely genetically homogeneous GP
population, it is still possible for different phenotypes to evolve.

Although GP populations do not converge in the same way as other EAs, it has
been shown that GP populations often experience a very rapid loss of diversity near
the onset of the evolutionary process [19]. Within a very few generations, a large
percentage of the population (over 70%) became identical to a single first-generation
ancestor in the top four levels of the trees [19]. This is important because the rooted
structures define the functional context of the programs, and changes near the root
have a more dramatic impact on the overall functionality of programs. Further
analysis in that same study showed that at the final generation, the population
contained genetic material from very few individuals from the first generation.

Premature convergence can also be observed in the phenotypic (behavioral) space
in GP [12, 13, 15]. A complication with measuring diversity in the genotypic space,
especially in tree-based GP, is that of the complex genotype-to-phenotype mapping.
Since many trees, although structurally and genetically different, can evaluate to the
same expression or behavior, a genetically diverse population does not necessarily
guarantee behavioral diversity. Conversely, a genetically converged GP population
is not necessarily behaviorally converged. However, it has been shown that GP
populations can suffer poor behavioral diversity [12, 13], becoming concentrated
to a few clusters of behaviors even though the individuals may be genetically
different [15].

Fortunately, a lot of effort has gone into understanding premature convergence
and developing techniques to overcome it. Many approaches focus on preserving
genetic diversity in the population as a means of avoiding premature convergence [5,
9, 25]. Depending on how genetic diversity is defined and how it is enforced, the
success of this type of approach can vary greatly [2]. In addition to the genetic
diversity methods, more recent research has focused on explicitly operating in the
behavioral space, overcoming the issues with the genotype-to-phenotype mapping.

2.2 Related Work

We briefly discuss some of the related approaches that have been used to address
premature convergence in GP. While this section does not fully survey such
approaches, we discuss some relevant approaches and those used in this study.
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2.2.1 Genetic Diversity Techniques

Many genetic diversity techniques have been developed for avoiding premature con-
vergence in GP. Some of these approaches are based on well-known techniques from
the broader EA and GA literature, such as crowding [4] and fitness sharing [7]. As a
result, these techniques are more general and can be more widely applied [9, 11, 25],
while other approaches are more closely tied to GP [3, 5, 10].

Age-Fitness Pareto Optimization [25], which we will refer to as A/F for brevity,
uses genotypic age to preserve genetic diversity. Genotypic age is a measure of
how long the oldest portion of an individual’s genotype has been evolving in the
population. A/F uses a multi-objective approach to simultaneously optimize fitness
while minimizing genotypic age. This allows new genetic material to propagate
through the population and perhaps explore different regions of the search space.
A benefit of this approach is that it removes the extra overhead of managing a
more complicated population structure such as in [9], while it was shown to achieve
similar or better results [25].

Instead of genotypic age, the genetic marker diversity algorithm (GMD-GP)
focuses on preventing the topmost portions of the trees from converging to the
same structure [3]. This is done by using the top fragments of the trees as genetic
markers. Genetic markers are created by beginning at a certain level in the tree and
performing a depth-first traversal to a certain depth. The genetic marker is then a
partial Lisp-style expression containing all the visited nodes.

As a measure of structural diversity, GMD-GP calculates the density of each
genetic marker, which is the fraction of individuals in the population that contain
the genetic marker. GMD-GP then uses the density of each genetic marker to
prevent a single structure from becoming too widespread by minimizing density
as a second objective while simultaneously optimizing fitness in a multi-objective
optimization scheme. This promotes the search for new structures while still
maintaining global selection pressure to improve fitness. GMD-GP was shown to
find solutions significantly faster than A/F in different problem domains [3].

2.2.2 Semantic Methods in GP

GP has largely been applied to problems containing several input cases, Yi , for each
of which there is a corresponding output, Xi , and fitness is often based on each
input-output pair. The semantics or behavior of a GP individual has therefore been
defined as the vector of output values obtained by executing a program on a set of
input cases [20]. We will use the terms semantics and behavior interchangeably to
refer to the output vector of an individual. The behavioral or semantic space then
refers to the space of all such output vectors.

A number of semantic-aware crossover operators have been introduced, ranging
from rejecting offspring that are semantically equivalent to their parents [1, 22]
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Algorithm 1 Lex-C: count bias sorting of fitness cases
Require: cases � Set of fitness cases for the given problem.
1: counts ⇐ ∅ � Map of total individuals that solve each fitness case.
2: for case ∈ cases do
3: counts[case] ⇐ total individuals that solve case

4: end for
5: return sortAscending(counts) � Return the sorted fitness case indices in ascending order.

to considering the semantic similarity of the subtrees to be exchanged between
parents [27]. The geometric semantic crossover operator forces the semantics of
an offspring to lie between those of its parents in the semantic space [21]. This
way, the offspring is no worse than its least-fit parent, in terms of fitness. A recent
extension of this technique addressed the issue of exponential growth of offspring in
geometric semantic crossover by exchanging a subtree that most closely resembles
the semantics of an individual, rather than using the entire tree [23].

Semantic methods that operate during the selection phase have also been
proposed [8, 22]. Semantic sharing was introduced as an extension of fitness
sharing that considers the semantic, rather than syntactic, similarity of trees [22].
To calculate the distance between individuals, Sampling Semantics Distance is
used to measure the difference between individuals’ output vectors. This avoids
the expensive calculation of the syntactic distance of trees, and it is immune to the
genotype-to-phenotype mapping issue.

2.3 Fitness Case Bias in Lexicase Selection

Lexicase Selection is a technique that imposes semantic diversity on the population
during the selection phase [8]. Lexicase Selection was inspired by the fact that
the most common class of problems to which GP has been applied requires a
solution that must perform well on several fitness cases rather than just one. Lexicase
Selection focuses on selecting parents that perform well on different sets of fitness
cases, with the goal that offspring inherit complementary features from the parents
with respect to the fitness cases.

Lexicase Selection proceeds as follows. The entire population is first set as the
pool of candidates for selection. Next, the list of fitness cases to be used is the whole
set of fitness cases for the problem. The order of these cases is then randomized. The
main loop begins with the first fitness case in the list and updates the candidates to
contain only the individuals that have exactly the best error on that fitness case.
Then, that fitness case is removed and the loop continues until either (1) only
one candidate remains or (2) all fitness cases have been considered. In the latter
condition, a randomly selected remaining candidate is returned.

We examined two extensions of Lexicase Selection that address the question
of whether placing bias on certain fitness cases yields any advantage compared to



2 Hybrid Structural and Behavioral Diversity Methods in Genetic Programming 23

Algorithm 2 Lex-E: error bias sorting of fitness cases
Require: cases � Set of fitness cases for the given problem.
1: errors ⇐ ∅ � Map of average error for each fitness case.
2: for case ∈ cases do
3: errors[case] ⇐ average population error on case

4: end for
5: return sortDescending(errors) � Return the sorted fitness case indices in descending

order.

random sorting of fitness cases. The rationale behind this is based on the observation
that over time some fitness cases are solved by a large percentage of the population,
while some fitness cases are more rarely solved or individuals tend to commit higher
error on them. Placing bias towards fitness cases that are currently more difficult
may allow the problem to be solved faster. Related techniques such as implicit
fitness sharing [18] and Keep-Worst Interleaved Sampling (KW-IS) [16] have been
proposed to bias selection towards different fitness cases over time. Implicit fitness
sharing reduces the fitness contribution of each fitness case based on the total
individuals that solve the fitness case. KW-IS alternates between using all the fitness
cases for calculating fitness in some generations and using some number of the
current most difficult fitness cases in other generations.

The first extension to Lexicase Selection (referred to as Lexicase Selection with
count bias, Lex-C), shown in Algorithm 1, orders the fitness cases based on the total
number of individuals that solve each fitness case, where the fitness case solved by
the fewest individuals is first in the list. This way, bias is placed on the current most
difficult of the fitness cases that are solved by at least some number of individuals in
the population. It is possible that the most difficult fitness case is not solved by any
individual; in this situation, Lex-C still favors individuals that performed best on that
test case. Since this ordering of the fitness cases is based on the current population,
the algorithm would always select the same individual if the entire population were
used as candidates (as in the original algorithm). To avoid this, we instead select a
random subset of the individuals.

The second extension we considered (referred to as Lexicase Selection with error
bias, Lex-E), described in Algorithm 2, sorts the fitness cases in descending order
by average error committed by the population. This way, the current most difficult
fitness case is used in each iteration to retain only the candidates with the exact best
error on that fitness case. This differs from count bias in that the fitness case with the
highest average error may not be solved by any individual in the current population.
However, the algorithm still selects from the individuals that performed the best on
that fitness case. For discrete problems, in which the test condition is pass or fail
such as in Boolean problems, Lex-E behaves identically to Lex-C. As in Lex-C, we
also must use a subset of the population as candidates, since the ordering of the
fitness cases does not change during the current generation.
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2.4 Hybrid Structural and Behavioral Diversity Methods

Although several genetic and behavioral diversity techniques have been proposed
as a means of improving the efficiency of GP, these two areas have often been
developed independently. While genetic and behavioral diversity are very closely
connected and undoubtedly affect each other, we are interested in whether or not
hybrid methods that simultaneously focus on both provide any advantage over each
approach in isolation, as well as how they compare to a traditional GP setup.

Hybrid approaches that explicitly focus on genetic and behavioral diversity are
of interest because they may address some of the issues experienced by both
techniques. As we discussed in Sect. 2.1, genetic diversity does not necessarily
imply behavioral diversity because the same behavior can be expressed by different
genotypes. Therefore, focusing explicitly on genetic diversity may not be as
beneficial as focusing directly on behavioral diversity. Additionally, previous studies
have shown that the widely used genetic operators in GP can lead to convergence in
the genotypic space [6, 19, 24]. This means that while semantic diversity selection
techniques focus on maintaining a diverse set of behaviors in the population, they
may still benefit from genetic diversity.

We investigated hybridizing GMD-GP with the different versions of Lexicase
Selection that we discussed in Sect. 2.3. In a previous study, GMD-GP was shown
to outperform other genetic diversity algorithms in different problem domains [3].
However, since the multi-objective approach imposes selection pressure after
breeding, GMD-GP uses random mating to select parents. Therefore, a natural
extension for hybridizing GMD-GP is to incorporate behavioral diversity into the
selection phase. In the experiments discussed below, we compared the following
hybrid approaches: GMD-GP with Lexicase Selection (abbreviated as GMD+Lex):
GMD-GP with Lexicase Selection and count bias (GMD+Lex-C), and GMD-GP
with Lexicase Selection and error bias (GMD+Lex-E).

2.5 Experimental Setup

The experiments we conducted are two-fold. First, we compared the performance
of each algorithm based on how often it solved the problems in the test suite. Next,
we compared the effects each approach has on different measures of diversity over
time. For the test suite, we used several problems adapted from previous work [14,
17]. Because we used Lexicase Selection, these problems are all error-based and
contain multiple fitness cases. The problems fall into one of two domains: symbolic
regression (16 problems), and finite algebras (10 problems).
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Table 2.1 General GP
settings common to all
problems

Parameter Value

Random initialization Ramped half & half

Maximum evaluations 1 million

Total trials 100

Population size 500

Tournament size 2

Max. tree size 512

Max. tree depth 17

Crossover probability 0.90

Reproduction probability 0.10

Elites 50 (10%)

GMD-GP genetic marker depth 2

Table 2.1 lists the general settings. For all experiments, we used the GP
framework upon which GMD-GP was developed.1 For genetic markers in GMD-
GP, we used the top three tree levels, as these settings were the best in preliminary
experiments. Since GMD-GP uses binary tournaments in its selection phase [3],
we also used binary tournament selection in the standard GP setup. We used
the common tournament size of seven for the Lexicase Selection extensions we
described in Sect. 2.3, since the whole population can not be used. Although we did
not tune this parameter, additional analysis into how the tournament size affects
the performance of Lex-E and Lex-C may provide additional insight into these
extensions, and we intend to investigate this in the future.

2.5.1 Problems

The first class of problems consisted of several one- and two-variable symbolic
regression problems that have been used in previous work such as [14], and
recommended as potential benchmark problems for testing GP [17]. The general
task for these problems is the same: using a set of training points (i.e., fitness cases)
within a given domain, evolve a mathematical expression that most closely matches
a target function. Fitness is therefore defined as a function of the cumulative absolute
error across each fitness case. For the training points, we used the previously-defined
ranges specified by McDermott et al. [17], with the corrected values that were later
given.2

The function and terminal set for each problem is the same, the only difference
being the number of variables, xi , used in the terminal set corresponding to the
number of variables required for the particular problem. For the function set, we

1https://github.com/burks-pub/gecco2015.
2https://cs.gmu.edu/~sean/papers/gecco12benchmarks3.pdf.

https://github.com/burks-pub/gecco2015
https://cs.gmu.edu/~sean/papers/gecco12benchmarks3.pdf
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used the following, F = {+, −, *, %, SIN, COS, LOG, EXP, −x }, where %
represents protected division and LOG represents the protected natural logarithm
operator. As in previous work [14], the terminal set did not include random
constants.

The second class of problems was used in a previous study in which GP was
applied (with human-competitive results) to finite algebras [26]. These problems
include a single binary operator that operates within the ternary domain and only
has defined outputs for the input values {0, 1, 2}. The operator contains an
underlying algebra that defines its input-output mapping. There are two tasks that
we considered, and for each task, we used the operators A1–A5, which are defined
in [26], giving a total of ten problems. The terminal set consisted of a terminal node
corresponding to each inlineput. The function set included the single operator Ai

for the corresponding algebra being used. Following [26], fitness was calculated as
a function of the total error on the fitness cases.

The first task involves using the single operator to evolve an expression that
encodes the discriminator term, which returns x if x 	= y, and z otherwise, for
inputs x, y, z. The fitness cases are then all combinations of the three inputs,
x, y, z, resulting in a total of 33 = 27 fitness cases. The second task involves
evolving an expression that encodes a Mal’cev term that must satisfy the following:
m(x, x, y) ≈ m(y, x, x) ≈ y. Due to this definition, not all possible combinations
of the inputs have a defined output, resulting in a total of 15 fitness cases.

2.6 Results

Due to the large number of problems in the test suite, and the number of methods we
compared, the reported results are aggregated across all problems. The figures below
show pairwise comparisons of the percentage of problems in which the method
shown above the plot performed significantly better than each other method, for
the given metric under consideration. The percentages for any pair of methods
need not sum to 100%, because the differences between certain methods were not
statistically significant for every problem. To determine statistical significance, we
used a pairwise Fisher’s exact test for comparing the success rates, and a Mann–
Whitney U test for all the other metrics.

In order to determine whether or not the hybrid structural and behavioral diversity
methods described in Sect. 2.4 perform better than either method alone, as well as
how they compare to the standard GP setup, we compared the success rate: the
percentage of trials in which each method found a solution within the computational
budget of 1 million fitness evaluations. We refer to standard GP as the classic
generational GP using tournament selection and random subtree crossover with 90%
internal node bias.

The pairwise comparison of the success rates is shown in Fig. 2.1. The GMD
plot shows that GMD-GP outperformed standard GP and Lex in a majority of
the symbolic regression problems. The plots for GMD+Lex-E and GMD+Lex-
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Fig. 2.1 Success rate pairwise comparison: percentage of problems in which the method shown
above each plot had a significantly higher success rate than each method listed

C show that they both had significantly higher success rates than both standard
GP and Lex in a majority of the symbolic regression problems, while all three
hybrids significantly improved the success rate of Lex. Likewise, both Lex-E and
(especially) Lex-C improved the success rate of Lex in a majority of the symbolic
regression problems.

Figure 2.1 also shows that, with the exception of the GMD+Lex hybrid, Lex had
a significantly higher success rate than every other method, including GMD-GP,
in most of the finite algebras problems. On the other hand, the GMD+Lex hybrid
significantly improved the success rate of GMD-GP in around 60% of the finite
algebras problems. This demonstrates the utility of such hybridization; Lex tended
to perform poorly for symbolic regression but the hybrids significantly improved
upon Lex, and likewise GMD-GP performed significantly worse than Lex for the
finite algebras problems but the GMD+Lex hybrid significantly improved upon
GMD-GP and had identical success rates to Lex, which outperformed all the other
methods.

We also compared the methods using different measures of diversity in a second
set of experiments. For each problem, we allowed each algorithm to continue for
250,000 fitness evaluations, and we analyzed the trend of the different diversity
metrics we discuss below. The general trend for the diversity metrics is that the
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population tends to reach a point of equilibrium after several generations into
the trial. To obtain a general sense of the diversity after this point, we compared
the population diversity at the end of the trial. The following figures report the
aggregated comparison of the population diversity, using a pairwise Mann–Whitney
U test for statistical significance.

For structural diversity, we analyzed the genetic markers composed of two levels
at a time, spanning the top six levels of the trees, as in previous work [3]. We
recorded the density of each genetic marker in the population, which is the fraction
of individuals that contain the genetic marker. We then compared the maximum
density in the final population, where lower maximum genetic marker density values
indicate higher structural diversity. We refer to this measure as genetic marker
diversity, which is a loose genetic diversity measure since we do not consider the
entire tree. Although it is possible to construct a single genetic marker that begins
at the root and covers the top six levels, it is less informative than using multiple
genetic markers, two levels at a time. Two trees that are identical in the top six
levels except for a single node will be treated as having different genetic markers,
although they otherwise share the same structure. This purely structural analysis
does not consider whether or not the trees are functionally different.

The pairwise comparison of genetic marker diversity for the top two tree levels is
shown in Fig. 2.2. The overall results are the same across the top six levels. GMD-
GP had the highest genetic marker diversity in all problems, compared to standard
GP and the different versions of Lex. This can be expected because it is the main
focus of GMD-GP. Since GMD-GP already maintains very high genetic marker
diversity, it was generally decreased by the hybridization, although the hybrids
increased the genetic marker diversity of GMD-GP in some cases in the finite
algebras problems.

While Lex had significantly higher diversity than standard GP in the symbolic
regression problems, it still tended to reach high genetic marker density values (i.e.,
relatively low genetic marker diversity), near 50–60% in the topmost portions of
the trees. The hybridization of GMD-GP and Lex significantly increased the genetic
marker diversity of Lex (shown in the Lex bar of each of the plots for the hybrids).
These results suggest that this increased structural diversity leads to the improved
performance over Lex that we observed in Fig. 2.1 for the symbolic regression
problems.

Apart from genetic marker diversity, we compared the behavioral diversity of the
different methods, using the definition of behavior based on the output vectors of the
individuals in the population [13]. Two individuals are behaviorally different if their
output vectors differ by at least one element. Behavioral diversity is then defined
as the fraction of unique behaviors in the population. In the symbolic regression
problems (unlike the finite algebras problems, wherein the possible outputs are
integers), we used a difference threshold of 0.01 for the real-valued outputs.

Figure 2.3 shows the pairwise comparison of the behavioral diversity of the
final populations across all the problems. While GMD-GP maintains a high level
of structural diversity, it experiences less behavioral diversity than that of standard
GP and Lex in many of the problems (Lex often had lower behavioral diversity
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Fig. 2.2 Genetic marker diversity pairwise comparison: percentage of problems in which the final
population of the method shown above each plot had significantly higher ending genetic marker
diversity than each method listed

than GMD-GP in the finite algebras problems because Lex typically converged
to the solution very quickly although the trial always lasted for 250,000 fitness
evaluations). On the other hand, the hybridization significantly increased the
behavioral diversity of GMD-GP in several of the problems (shown in the GMD bar
of each of the bottom three plots in Fig. 2.3). This suggests that the hybridization
with Lex allows GMD-GP to explore more behaviors through its genetically diverse
population, whereas GMD-GP alone often discovers the same behaviors through
different structures because of the high genetic diversity.

Lex maintained significantly higher behavioral diversity than standard GP and
GMD-GP in a large number of the symbolic regression problems. While the
hybridization decreased the behavioral diversity of Lex in the symbolic regression
problems, the hybrids increased the behavioral diversity of Lex in the finite algebras
problems. However, this increased behavioral diversity did not yield performance
improvements over Lex in the finite algebras problems, as we observed in Fig. 2.1.
This may be due to the fact that the random subtree crossover operator does not
make efficient use of the added diversity, and we are investigating this further, as we
discuss in Sect. 2.7.

Finally, we compared the standard deviation of the fitness values in the final
populations of each method. This is more informative than comparing the total
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Fig. 2.3 Behavioral diversity pairwise comparison: percentage of problems in which the final
population of the method shown above the plot had significantly higher behavioral diversity than
that of each method listed

unique fitness values alone, as it considers the difference between the fitness values
in the population, which is an indication of the spread in the fitness landscape.
Figure 2.4 shows that in many cases the hybrid methods increased the fitness
diversity over GMD-GP and Lex in several problems. Related to the problem of
genotype-to-phenotype mapping that we discussed in Sect. 2.1, different behaviors
can result in the same fitness value, so a behaviorally diverse population does not
necessarily guarantee effective exploration of the fitness landscape. Additionally, a
population with more unique fitness values does not guarantee a good spread across
the range of possible fitness values. This is evidenced by the fact that while GMD-
GP populations had lower behavioral diversity than Lex and standard GP in the
symbolic regression problems, the standard deviation in fitness was significantly
higher in GMD-GP in all of the symbolic regression problems (see the GP and Lex
bars of the GMD plot in Fig. 2.4). This increased standard deviation in fitness is then
gained by Lex through the hybridization with GMD-GP. The same result holds for
GMD-GP versus GMD+Lex in the finite algebras problems.
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Fig. 2.4 Fitness standard deviation pairwise comparison: percentage of problems in which the
final population of the method shown above the plot had significantly higher standard deviation of
fitness than that of each method listed

2.7 Conclusions and Future Work

We have investigated hybridizing two techniques that focus on maintaining diversity
in GP populations through two separate means: structural and behavioral diversity.
The goal of such hybridization is that, by simultaneously focusing on both struc-
tural and behavioral diversity, the hybrid methods can address the shortcomings
of both approaches and achieve better search performance and efficiency than
either approach in isolation. While the hybrid techniques did not dominate both
approaches across all the problems in the test suite, the experimental results show
promise for the utility of such hybrid approaches.

Specifically, GMD-GP often experienced lower behavioral diversity than the
other approaches while maintaining significantly higher structural diversity. The
hybridization with Lexicase Selection increased the behavioral diversity of GMD-
GP, with the trade-off of less (yet still high) structural diversity. Similarly, Lexicase
Selection often had lower structural diversity than GMD-GP but higher behavioral
diversity, while the hybridization significantly increased the structural diversity
and fitness diversity of Lexicase Selection. The trade-off in this case was lower
behavioral diversity compared to Lexicase Selection alone in many cases, while in
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some cases the hybridization still increased the behavioral diversity. Furthermore,
the hybridization significantly improved the success rate of Lexicase Selection in
the symbolic regression problems and GMD-GP in the finite algebras problems.

While the hybridization improves upon the two approaches in terms of per-
formance and diversity in many cases, the performance comparisons in Sect. 2.6
warrant further investigation into how such hybrid techniques can better utilize
structurally and behaviorally diverse populations for discovering solutions quickly
and at a high rate of success. As we discussed in Sect. 2.2.2, a number of semantic-
aware crossover operators have been shown to perform better than the standard
random subtree crossover operator that was used in these experiments. We are
investigating whether such operators are able to make better use of the diversity that
the hybrid methods provide and lead to faster discovery of solutions. We also aim
to compare other hybrid structural and behavioral diversity methods on a broader
range of problem types.
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Chapter 3
Investigating Multi-Population
Competitive Coevolution for Anticipation
of Tax Evasion

Erik Hemberg, Jacob Rosen, and Una-May O’Reilly

Abstract We investigate the application of a version of Genetic Programming
with grammars, called Grammatical Evolution, and a multi-population competitive
coevolutionary algorithm for anticipating tax evasion in the domain of U.S.
Partnership tax regulations. A problem in tax auditing is that as soon as one
evasion scheme is detected a new, slightly mutated, variant of that scheme appears.
Multi-population competitive coevolutionary algorithms are disposed to explore
adversarial problems, such as the arms-race between tax evader and auditor. In
addition, we use Genetic Programming and grammars to represent and search
the transactions of tax evaders and tax audit policies. Grammars are helpful for
representing and biasing the search space. The feasibility of the method is studied
with an example of adversarial coevolution in tax evasion. We study the dynamics
and the solutions of the competing populations in this scenario, and note that we are
able to replicate some of the expected behavior.

Keywords Genetic programming · Tax evasion · Behavioral data mining ·
Coevolutionary algorithms · Adversarial learning

3.1 Introduction

We present an application of Genetic Programming (GP) on tax evasion, a fun-
damental and pervasive societal problem. Our focus is on the domain of U.S.
Partnership taxation, which had a $91 billion tax gap in 2012 [10]. Tax evasion
can be seen as an adversarial arms-race, the attacker is the tax evader and the
defender is the auditor. Tax auditors have historical examples of tax schemes to
help auditing. On the evasion side, tax shelter promoters often adapt their strategies
as existing schemes are uncovered and when changes are made to the current tax
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Fig. 3.1 STEALTH framework overview, tax regulation module and coevolutionary search
module

regulations. One example is the so called BOSS tax shelter (Bond and Options
Sales Strategies) that was widely promoted yet was ultimately disallowed. While
changes were implemented to detect BOSS they were not able to detect the newly
emerged variant “Son of BOSS” [29]. Previously, GP has been applied in law to
study contracts as GP trees [5] and adversarial coevolutionary algorithms have been
used to model arms-races, e.g. in cyber security [11].

There are some technical challenges to modeling U.S. partnership taxation: (A)
the tax code’s complexity, (B) the behaviors available to tax evaders and auditors,
(C) the simultaneous co-adaptive behaviors of both auditors and tax evaders. First,
we need to develop an abstraction of the relevant partnership tax law, which will
allow us to compute both tax liability and likelihood of being audited. Second, we
have to develop a model of taxpayer and auditor co-adaptive behavior. In the Simula-
tion of Tax Evasion and Law Through Heuristics (STEALTH) framework (Fig. 3.1),
we take knowledge from Coevolutionary algorithms [19] to model the dynamics
of the coevolutionary adversarial relationship between tax evaders and auditors.
Specifically the competitive coevolution with two populations, i.e. interactive test-
based co-search. We chose a method with an explicit use of grammar to bias search
and compress the description of the search space. Grammatical Evolution (GE) [18]
is one such grammar based GP method. Grammars are appropriate start points for
defining, constraining and adding domain knowledge to the search space of evader
and auditor actions. In the experiments we analyze the adversarial search dynamics
of applying STEALTH to a tax evasion scheme, called iBOB [9], designed to defer
tax payments by using U.S. partnerships.

In Sect. 3.2 work on coevolution and GE are described. The STEALTH frame-
work is described in Sect. 3.3. In Sect. 3.4 we describe our experiments using
STEALTH. Finally, there are conclusions and future work in Sect. 3.5.
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Fig. 3.2 Example of how GE rewrites a list of integers (genotype) into a list of transactions
(phenotype) with a BNF grammar

3.2 Related Work

In the STEALTH framework for anticipating tax evasion we have used previous
work in GE and coevolutionary algorithms. We describe the Genetic Programming
approach with grammars called Grammatical Evolution in Sect. 3.2.1 and Coevo-
lutionary algorithms in Sect. 3.2.2. Finally, the work on coevolution and GE are in
Sect. 3.2.3.

3.2.1 Grammatical Evolution

Grammatical Evolution (GE) is a version of genetic programming with a variable-
length integer representation and an indirect mapping using a grammar [18], which
allows us to rewrite syntactically valid sentences (phenotypes), which in our case
are transaction sequences and audit policies. As shown in Fig. 3.2, the grammar is
composed of a single start symbol, terminal symbols and non-terminal symbols, as
indicated by the boxes in the figure. The left hand box shows the grammar in BNF
form and the right hand box shows the left-to-right rewriting of integers to sentences
of only terminal symbols and the corresponding derivation tree. In the rewriting, the
start symbol is at the top and terminal symbols are at the bottom of each branch
of the derivation tree. Integers are first expanded at the root non-terminal, and then
subsequent leaves, and the direction of the path is determined by taking the modulo
of the current integer, at which point the next integer is selected. The process is
complete when the sentence comprises only terminal symbols.

The use of a grammar has allowed GE to be applied to many different areas.
For example, games, finance, design, hyper-heuristic for combinatorial optimization
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problems and parallel sorting programs on multi-cores [4, 6, 7, 22, 23]. GE provides
a division of search and solution space. The indirect encoding of the grammar allows
search space transformations and both constrain and bias the search. In a proof-of-
concept application, as currently for STEALTH, the usability and incorporation of
domain knowledge currently outweighs the search bias of GE operators, e.g., low
locality [26, 27].

3.2.2 Coevolution

In biology, coevolution describes situations where two or more species reciprocally
affect each other’s evolution. The notion of adversarial coevolution from biology
can be used for the circumstances of the auditors, e.g. each time the IRS changes
the tax code the tax evaders react by finding new ambiguities. The auditor and the
tax evaders are coevolving as interacting species. At its core, the overall dynamics of
the system reflect a constantly transitioning series of complementary adjustments,
with each predator/prey seeking to bring advantage to the predator/prey under
adjustment.

Coevolutionary algorithms explore domains in which no single evaluation func-
tion is present or known. Instead, algorithms rely on the aggregation of outcomes
from interactions among coevolving entities to make selection decisions. The lack of
an explicit measurement, understanding the dynamics of coevolutionary algorithms,
and determining the progress of a given algorithm present further challenges [19].
Usually, Evolutionary Algorithms begin with a fitness function, which for the
purposes of this chapter is a function of the form f : G �→ R that assigns a real
value to each possible solution (genotype) in G. Individual solutions are compared
as f (g0) with f (g1) and the fitness ranking is always the same. In coevolution
two individuals are compared based on their outcome from interaction with other
individuals, thus the ranking of an individual solution can change over time.

Coevolution is appropriate for domains that have no intrinsic objective measure,
also called interactive domains. There are two types of coevolution: Composi-
tional: the quality of a solution to the problem involves an interaction among many
components that together form a team, i.e. cooperating. Test-based: the quality of a
potential solution is determined by its performance when interacting with some set
of tests, i.e. competitive. For example, the interactive test for a tax evasion strategy
are different auditor behaviors, and vice versa.

Coevolutionary algorithms and game theory are related, which leads to applica-
tions in games [19]. A distinction from game theory is that coevolutionary EAs can
navigate large search spaces [21]. Some work has investigated solution concepts
for test-case coevolution with a no-free-lunch framework [25]. In other applica-
tions, some of the problems with streaming data classification are encountered in
coevolution [13], as well as comparing coevolution to boosting [14]. In addition,
coevolution is also used for complexification of solutions [24]. Finally, there are
also applications to simulations of behavior, e.g., Zero-Day exploit strategies in
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Cyber Security [28] and the search for software bug fixes [15], where the program
already exists. STEALTH addresses the EA “middle”, between strategies and source
code [21].

3.2.3 Coevolution and Grammatical Evolution

GE has been applied with coevolutionary algorithms. In the GE literature on
dynamic environments [7] coevolution is characterized as “Markov”, i.e. it has
memory and proceeds from its current state. In coevolution the fitness of solutions
are dependent on the search process, this dependency does not have to hold for
dynamic environments. Some coevolutionary sources view interactive domains as
static, with a different structure. Grammatical evolution by grammatical evolu-
tion (GEGE) [7] tries to simultaneously evolve the grammar and solutions with
a hierarchy of grammars. The aim is to find “modules” that can be reused when
the environment changes, i.e. in a dynamic environment. GEGE is a compact
representation of a large grammar, with an increased search space, as well as strong
coupling of the grammars [3].

Examples of applications of GE and coevolution are for reformulation of training
as a two-population competition, that is learners versus training exemplars and
use GE to represent Pareto-coevolutionary classifier and Multi-objective classi-
fier [16, 17]. An Artificial Life model for evolving a predator–prey ecosystem
of mathematical expressions with GE [2]. Coevolutionary algorithms with GE
for financial trading, e.g., using multiple cooperative populations [1, 8]. As well
as, spatial coevolution in age layered planes [12] for robots in robocode using
competitive coevolution.

STEALTH requires the tax regulations to be encoded in software before the
search for strategies can be performed. The tax law is defined by existing rules, in
the IRC. The solutions in the separate populations in STEALTH are both interesting
as well. Next we describes how to use GE and multi population interactive test based
coevolution with U.S. partnership taxation.

3.3 Method

The STEALTH framework is composed of two modules: Regulatory module: the
framework pertaining to U.S. partnership taxation. The legal logic to calculate tax
liability and assign audit risk are here. Coevolutionary module: the algorithms
which replicate the population dynamics with coevolutionary search. The values
from the regulatory module are passed to the individual solutions from which they
were derived. The modules are shown in Fig. 3.3.
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Fig. 3.3 STEALTH framework details

3.3.1 Tax Regulatory Module

The regulatory module provides the context in which the coevolutionary module,
described in Sect. 3.3.2, is operating. Tax consequences of financial activity must
be computed in order to analyze abusive tax behavior. Therefore, some aspects of
Sub-chapter K of the IRC were hand coded into a formalism. This representation
needs the ability to process an arbitrary set of financial behavior for tax liability.

Once we are able to calculate the tax liability resulting from a single transaction,
we must determine what form a potentially abusive tax strategy takes, and how to
represent a given auditing policy. The following sections describe our quantitative
representations of tax evaders and auditors.

3.3.1.1 Tax Network and Transactions

We first define the environment, namely the initial conditions of a tax regulation
unit. This amounts to a set of entities, each of which have a “portfolio” of assets, the
entirety of which we refer to as the tax network. Transactions between entities are
tax network state transitions. A transaction is considered a specific type of transition
from one tax network state to another. A transaction is thus described as two entities
and two assets that are being exchanged between the two entities. Finally we define
a transaction sequence as a sequence of transactions.

3.3.1.2 Audit Score Sheets

We abstract a tax regulator for the tax regulatory model in order to determine
the likelihood of conducting an audit, similar to how a tax regulated unit is
represented as a transaction sequence. A regulator is a certain auditing policy, which
is represented as a list of events observable within a transaction sequence with
numerical weights associated with each type of observable event. When a particular
observable event is applied to the regulatory module, the overall audit likelihood is
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Table 3.1 Observable: the type of observable; Weight: the associated audit weight; Frequency: the
number of times it occurs in a list of transactions

Observable Weight Frequency

Partnership interest sale (1) w1 f1

No §754 election (2) w2 f2

Substantial built-in loss (3) w3 f3

incremented by its associated weight. The list of observable events with weights is
referred to as the audit score sheet. The audit score sheet records the occurrence
of each type of observable event, and any number of combinations of observable
events. For example, consider the following passage from the Internal Revenue Code
§743(a).

The basis of partnership property shall not be adjusted as the result of (1) a transfer of
an interest in a partnership by sale or exchange or on the death of a partner unless (2) the
election provided by §754 (relating to optional adjustment to a basis of partnership property)
is in effect with respect to such partnership of (3) unless the partnership has a substantial
built-in loss immediately after such transfer.

Each number with parentheses signifies an observable event. Namely, (1) the sale
of a partnership interest in exchange for a taxable asset; (2) the partnership whose
shares are being transferred has not made a §754 election; (3) the seller’s basis in
respect to the non-cash assets owned by the partnership exceeds their FMV by more
than $250,000. An audit score sheet that encapsulated only the three observable
events listed in the passage would look as given in Table 3.1.

The formulation of the audit score sheet requires determining observables from
the tax regulations. In contrast the calculation of the audit score sheet from is
currently straightforward. We can write the audit score, s corresponding to the audit
score sheet and network of transactions as s = ∑n

i=0 αifi where
∑n

i=0 αi = 1.

3.3.2 Coevolutionary Module

The module which directs the appropriate adversarial dynamics has two subtasks.
(A) assign fitness to both transaction sequences and audit score sheets, based on
the measures of taxable income and audit score; (B) co-adapt the two competing
populations—of solutions and tests—in terms of the fitness score, by searching over
its behavioral space.

Our adversarial multi-population coevolutionary algorithm in STEALTH is in the
interactive test domain [19]. The interaction is between populations of tax evasion
schemes and audit policies. The tests are respectively audit observables and tax
evasion scheme. A potential solution is therefore a tax evasion scheme (in the first
case) or audit observable weights (in the second). The problem is to find the least
risky evasion scheme or most likely audit observables. The domain is adversarial
competition, the fitness of the tax evader is the opposite of the auditor. The problem
is of the dual nature, i.e. the solutions for both sides are interesting.
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3.3.2.1 Adversarial Population Representation

Individual solutions, i.e. transaction sequences and audit score sheets, are both
evaluated in the tax regulatory system in separate populations. Therefore we must
express and explore the spaces of all possible transaction sequences and audit
weights.

We augment GE in a manner similar to GEGE to efficiently break up problem and
gradually increase the search space of entities in STEALTH. Transaction sequences
are generated by first removing some integers from the vector, which is a method
that we use to generate initial tax network configurations. For example, if we would
like to determine some number of additional partnerships in the initial configuration
between 0 and k, we remove the first integer and take its modulo in respect to k,
then process the rest of the vector through the grammar. Finally, mapping an integer
sequence to an audit score sheet for an audit score sheet of length m we take an
integer vector of length m and divide each integer in the vector by the sum of all of
the elements. This creates m positive real numbers that sum to one.

3.3.2.2 Coevolutionary Tests: Objective Functions

We take into account both tax liability and likelihood of being detected by various
auditing policies. Similarly, we search for an effective auditing policy. Neither task
is trivial, nor can they be generalized to encompass every use-case. We apply a
heuristic for determining effectiveness in a specific scenario to help formulate a
good objective function. These heuristics are means to formulate objective functions
for both a tax-minimizing strategy and audit weights, given a transaction sequence,
initial tax network and audit score sheet.

An objective function is some mapping between the numerical traits associated
with a transaction sequence or audit score sheet, and some measure of desirability.
Section 3.3.1 describes how to calculate taxable income for all of the entities in the
simulation, and an audit score. Given these two numerical constructs, we formulate
objective functions for both transaction sequences, he, and audit score sheets, hs ,
both are defined as a mapping from measure of taxable income and audit likelihood,
to a real valued scalar.

An effective transaction sequence, from the perspective of a taxpayer, results
in a low level of taxable income, with a low likelihood of being audited. A
highly effective transaction sequence would be in the lower left corner, incurring
relatively low levels of tax liability and little likelihood. A transaction sequence that
produces low levels of tax liability but a high likelihood of being audited would be
undesirable. We evaluate transaction sequences that all accomplish relatively similar
economic goals. Thus any lower variations in taxable income can be indicative of,
at the very least, tax implications that were never intended by policy-makers.

Auditing policies face a different heuristic for calculating effectiveness. Auditing
policies must take into account the amount of resources that it takes to audit.
An effective auditing policy avoid false positives and negatives and applies a low
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audit likelihood to transactions sequences that generated relatively normal levels
of taxable income and a high likelihood to similar, low taxable income transaction
sequences. Ineffective auditing policies are the exact opposite.

3.3.2.3 Adaptation—Coevolutionary Genetic Algorithm

The next task is to specify a means by which a large and highly non-linear space
of transaction sequence-audit score sheet pairs can be co-adapted. The objectives
establish a notion of effectiveness, the evolutionary algorithm determines (A) which
transaction sequences can minimize tax liability while circumventing an audit and
(B) which auditing policies assign high audit likelihood to relatively low tax liability
schemes while ignoring non-suspicious behavior. The aim is to anticipate new forms
of potentially abusive tax behavior as well as desirable, or likely, regulator response
to it.

Upon establishing these mappings, a search can be performed on the space.
Because of the predator–prey relationship between non-compliance schemes and
auditing policy, we chose to use a co-evolutionary algorithm. Specifically, we
evolve a test-based interaction problem. There are two competing populations of
solutions that evolve in parallel and the fitness of a solution is subjective, i.e. the
fitness depends on the test that the solution interacted with. Each individual in the
two populations are evaluated against a subset of the opposing population. Our
coevolutionary algorithm:

1. initializes both populations;
2. evaluates each individual against a subset of the other population members, to

determine its objective score;
3. selects the best-scoring individuals in each population;
4. creates new populations by crossover, combining the selected individuals;
5. introduces slight mutation into the new population;
6. repeats steps 2–5 over some number of generations, until a halting condition

occurs.

Specifically, every generation, each individual in the transaction sequence popu-
lation selects a random subset of the audit score sheet of the population to evaluate
against. After all sequences are evaluated, the process is repeated with the opposite
population: each audit score sheet chooses a random subset of the transaction
sequence population to evaluate. See [20] for more details.

3.4 Experiments

Ideally, we would like to be able to show that, with the proper specifications,
dynamics between dominant tax strategies and dominant auditing policies can be
replicated in a computational setting. That is, we see audit score sheets changing to
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Fig. 3.4 The steps in the iBOB tax evasion scheme. The basis of an asset is artificially stepped up
and tax is avoided by using “pass-through” entities. (a) iBob step 0. (b) iBob step 1. (c) iBob step 2

assign high audit likelihood to certain transaction sequence behavior that produces
relatively low taxable income. Then in turn, we see the population of transaction
sequences changing to favor transaction sequences that continue to produce low
levels of taxable income, but using techniques that are not deemed suspicious
by the dominant audit score sheets in the opposing population. We demonstrate
population dynamics in STEALTH using a particular known tax evasion scheme
called Installment Bogus Optional Basis (iBOB).

3.4.1 iBOB Description

In iBOB, a taxpayer arranges a network of transactions designed to reduce his tax
liability upon the eventual sale of an asset owned by one of his subsidiaries [9]. He
does this by stepping up the basis of this asset according to the rules set forth in
§755 of the IRC. In this way, he manages to eliminate taxable gain while ostensibly
remaining within the bounds of the tax law [29].

The sequence of transactions, shown graphically in Fig. 3.4, for the iBOB scheme
are enumerated:

0. In the initial ownership network Mr. Jones is a 99% partner in JonesCo and
FamilyTrust, whereas JonesCo is itself a 99% partner in another partnership,
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NewCo. NewCo owns a hotel with a current fair market value (FMV) of $200.
If NewCo decides to sell the hotel at time step 1, Mr. Jones will incur a tax
from this sale. The tax that Mr. Jones owes is the difference between the FMV
at which the hotel was sold and his share of inside basis in this hotel, i.e.
$199 − $119 = $80. Mr. Jones can evade this tax by artificially stepping up
the inside basis of the hotel to $199.

1. In the first transaction, we see that FamilyTrust, which Mr. Jones controls,
decides to buy JonesCo’s partnership share in NewCo for a promissory note with
a current value of $199. Of course, FamilyTrust has no intention of paying off
this note, as any such payments entail a tax burden upon NewCo. Having already
made a 754 election, FamilyTrust steps up its inside basis in the hotel to $199.

2. When NewCo sells the Hotel to Mr.Brown for $200, Mr. Jones does not incur any
tax, as the difference between the current market value and his share of inside
basis in the hotel is now zero.

In our STEALTH implementation we note in addition to iBOB transaction
(item 1) two additional patterns of transaction activity that can result in zero
immediate tax liability for Mr. Jones. The first of these involves the transfer of a
partnership interest between two “linked” entities in the same enterprise structure,
usually resulting in a basis adjustment due to an earlier §754 election. By “linked”
we mean a transaction in which the two parties are connected by an ownership
relationship. In the iBOB context, these include “singly linked” transactions, such
as those that may occur between Mr. Jones and JonesCo (or JonesCo and NewCo),
and “doubly linked” transactions, as may occur between Mr. Jones and NewCo.
These types of transactions result in zero immediate tax liability for all parties, but
would almost certainly be audited. The second such transaction involves the use of
Annuities such as promissory notes that are taxed only at the time of payment. As
with “linked” transactions, defaulting on Annuity payments is nominally legal and
results in zero tax liability but can be very suspicious for auditors.

3.4.2 Setup

We ran 100 independent iterations of the coevolutionary GA for 100 generations
each with tax scheme and audit score populations of size 100. The parameters that
govern the GA simulation are displayed in Table 3.2.

We are doing an initial exploration of the problem and the choice of parameters
and operators are a first attempt. Each population has the same operator and
parameter settings. In the initialization, integers are randomly chosen. Individuals
are selected from the population using tournament selection. In the crossover
operation two individuals are combined into two new individuals by randomly
picking a single point and swapping after the point. The grammar used to map the
integers in an individual is shown in Fig. 3.2 and the initial configuration is always
the same. The mutation operation of an individual chooses a new random integer
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Table 3.2 Parameters for STEALTH iBOB experiments

Parameter Value Description

Mutation rate 0.1 Probability of integer change in individual

Crossover rate 0.7 Probability of combining two individual integer strings

Tournament size 2 Number of competitors when selecting individuals

Number chosen 0.5 Fraction of other population each individual is evaluated

Population size 100 Number of individuals in each population

Generations 100 Number of times populations are evaluated

at a random position. The fitness of an individual is the average over a number of
randomly chosen individuals from the other population.

The objective functions used for these experiments were single objective and
opposites of one another. Given that Jones’s taxable income was the only one of
interest, ζ = 1, and we can define his taxable income as just �. Thus the objective
function for a transaction sequence is he(�, s) = −�(1 − s). Conversely, the
objective function for audit score sheets are ha(�, s) = −�(1 − s). A primary
assumption underlying our model is that tax schemes and audit scores sheets are
engaged in a perpetual co-evolutionary process in which no global attractor exists.
To generate sustaining oscillations, we constrain the resources of the auditor. We
restrain the audit score sheets to assign the lowest audit point a value of zero, so that
there will always be at least one scheme that is not detectable by the auditor. For
the experiments considered the audit observables are Material for Annuity,
Single Linked, Double Linked, and iBOB. The value of each audit point
can be thought of as the relative importance of the associated transaction to the
auditor.

3.4.3 Coevolution of Auditors & Evaders in iBOB

For our analysis of population dynamics we pick one run from our experiments.
Fitnesses from various subpopulations of the transaction sequence population are
shown in Fig. 3.5. A sharp increase in the fitness of the “best” transaction sequence
indicated the discovery of a new way to minimize fitness. As soon as that occurs, the
fitness of the best 10% of transaction sequences increases to the maximum, shortly
followed by the fitness of all of the sequences in the population. The combined
decline amongst all subpopulation fitnesses indicate the evolution of an audit score
(not shown) sheet that increases the audit likelihood of a transaction sequence
exhibiting the previously discovered scheme.

Thus the dynamics we set out to replicate with our model were displayed.
Successful transaction sequences are those that generate low levels of taxable
income for Jones, as well as exhibiting behavior that is not adequately represented
in the audit score sheet population. Soon enough, the objective functions of the
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Fig. 3.5 Fitness of best transaction sequences (light grey), mean of top ten sequences (medium
grey) and mean of population (dark grey). The dots signify points at which a novel tax-minimizing
strategy is evolved

auditing policies begin to associate that behavior with low taxable income relative
to other transaction sequences that accomplish the same economic purpose, and
assign an audit weight to that behavior. The effectiveness of that tax strategy then
decreases until a new tax-minimizing strategy is found which, once again evades all
(or most) existing auditing policies. That strategy then rapidly spreads amongst the
transaction sequence population, and the process continues.

Figure 3.6 below shows a nuanced picture of the audit score sheet population’s
response to the general trend in the transaction sequence population. The shaded
background shows the audit weight distribution of the most fit audit score sheet in
the population. Conversely, the shaded lines show the proportion of the transaction
sequence population that uses the scheme of the corresponding shade. Thus we can
see how the proportion of certain tax schemes follow the existence of the highest
fitness audit score sheet.

We observe that an audit score sheet capable of sufficiently auditing a certain type
of tax scheme can co-exist with that scheme for some time until the frequency of that
tax strategy starts to decline. This demonstrates (a) the successful audit score sheet
taking time to propagate amongst its population and (b) the notion of the fitness
landscape of the transaction sequences. That is, audit score sheets have a fitness
landscape that allows successful auditing policies to disseminate slowly. Conversely,
dominant tax-minimization strategies have a more stochastic discovery process, but
successful schemes propagate rapidly once found.

Table 3.3 show how the best transaction sequences change over generations
for a run (the row number is shown in parentheses). The initial best transaction
sequence is not a very large reduction in fitness (1), due to the random initialization
of the populations. After two generations an improved sequence is found (2),
although both a Material for Annuity and Double Link are observed
in it. At generation seven (3) the best transaction sequence can only be audited with
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Fig. 3.6 Audit weights of best audit score sheet and proportions of various transaction sequence
scheme types in population

Material for Annuity. By generation 31 (4) the best transaction sequence
can be observed by a Single Link when Brown buys NewCo from JonesCo
and then with the final transaction Brown buys the hotel from NewCo, which is
observed as a single linked transaction. At generation 33 the best transaction (5) is
possible to observe with a Material for Annuity. By generation 70 (6) the
best transaction sequence is the same as at generation 31 (4) and can be observed
by a Single Link when Brown buys the hotel from NewCo, the partnership
he previously bough. Finally at generation 78 (7) the audit observable iBOB can
capture the best transaction. We observe how all the audit observables were evaded
due to the resource constraints on the auditor. It was also possible to note properties
describe for co-evolutionary algorithms, namely how the evasion scheme (4) cycled
in the population.

There are calibrations that can improve the fidelity of the experiments. For
example, while transaction sequences are clearly more responsive to a successful
individual in their population than audit score sheets, the time scale gives too much
credit to the propagation of audit score sheets. For example, Fig. 3.5 shows that a
successful tax strategy enjoys only about 5–10 generations until an auditing policy
evolves and propagates that reduces its effectiveness. Transaction sequences take
about the same amount of generations to figure out a new dominant tax strategy, the
only tangible difference is the speed at which it propagates through the population.
Thus, there must be further calibration in the model to reflect the differences in
time scale.
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Table 3.3 Best transactions sequences, the generation it entered the population and the audit
observables required to detect it

Gen Transactions Audit observables Row

< 2 Transaction(Brown, JonesCo,
Annuity(200, 30),
PartnershipAsset(99, NewCo));
Transaction(NewCo, Jones,
Material(200, Hotel, 1),
PartnershipAsset(99, JonesCo)

None (Not a good
sequence)

(1)

< 7 Transaction(NewCo, Jones,
Material(200, Hotel, 1),
Annuity(300, 30))

Material for
annuity, Double
linked

(2)

< 31 Transaction(NewCo,
FamilyTrust, Material(200,
Hotel, 1), Annuity(300, 30))

Material for
annuity

(3)

< 33 Transaction(Brown, JonesCo,
Annuity(200, 30),
PartnershipAsset(99, NewCo))

Single linked;
(Brown buys hotel from
himself)

(4)

< 70 Transaction(Brown, JonesCo,
Annuity(200, 30),
PartnershipAsset.(99, NewCo));
Transaction(NewCo, Jones,
Material(200, Hotel, 1),
Annuity(300, 30))

Material for
annuity

(5)

< 78 Transaction(Brown, JonesCo,
Annuity(200, 30),
PartnershipAsset(99, NewCo))

Single linked (same
as at (4))

(6)

< 100 Transaction(FamilyTrust,
JonesCo, Annuity(200, 30),
PartnershipAsset(99, NewCo))

iBOB (7)

Invalid transactions are cleared from the solutions for readability

3.5 Conclusions and Future Work

We presented how Genetic Programming, grammars and coevolutionary algorithms
could be used for anticipating tax avoidance. The coevolutionary relationship
between tax evaders and auditors was replicated with a coevolutionary algorithm,
using U.S. partnership taxation as an initial example. We proceeded with (A)
representing the rule system in order to calculate benefit that the advisor can
offer to their client, (B) simulating interactions between the advisor’s strategy and
the relevant regulatory authority, and (C) optimizing for behavior on both ends
of the relationship to investigate potential areas of exploration. Our experiments
showed that the co-evolutionary relationship can be replicated, given the proper
specifications. Some further parameter calibrations are required in order to capture
certain time scale effects, but the qualitative dynamics are present. Transaction
sequences can be shown to respond to both tax minimizing behavior and risk of
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being audited. Similarly, auditing policies respond to and isolate behavior which
generates lower tax liability.

For future work we will expand our representation of the U.S. partnership tax
code, e.g. non-recourse liabilities and depreciation deduction schedules. Another
key aspect of validation is to gain access to actual auditing data. This is a non-trivial
process that requires security clearance. Additional future work is to analyze the
coevolutionary algorithm and dynamics (i.e. how the solutions in the populations
are coevolving during the co-evolutionary search), the operators used for the search,
pareto-archives, cycling of solutions and multi-objective fitness.
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Chapter 4
Evolving Artificial General Intelligence
for Video Game Controllers

Itay Azaria, Achiya Elyasaf, and Moshe Sipper

Abstract The General Video Game Playing Competition (GVGAI) defines a
challenge of creating controllers for general video game playing, a testbed—as it
were—for examining the issue of artificial general intelligence. We develop herein
a game controller that mimics human learning behavior, focusing on the ability
to generalize from experience and diminish learning time as new games present
themselves. We use genetic programming to evolve hyper-heuristic-based general
players. Our results show the effectiveness of evolution in meeting the generality
challenge.

Keywords Genetic programming · Hyper-heuristics · Video games · GVG-AI
competition

4.1 Introduction

Imagine playing a video game for the first time. You probably spend some time
developing an understanding of the effects of your actions, identifying the various
hostile or friendly non-player characters (NPCs), figuring out which items to avoid
and which to collect, and so forth. In other words, you familiarize yourself with
the goals of the game. A game can have many goals, such as collecting artifacts,
killing NPCs, reaching a certain place in the game world, etc. There may be more
complicated goals that are a combination of others, for example, collecting a key
and then reaching the exit portal. Some of these goals lead to victory, some lead to
award points, and some lead to both. Ultimately, we want to complete as many of
these goals as possible before attempting the “end” goal that leads to victory and
finishing the game, thus maximizing our score.
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As you advance in the game you no longer have to focus on understanding it.
Instead, you can focus on developing more advanced strategies or predicting the
immediate future of the game, and estimating whether or not the strategies you have
in mind are feasible.

When you move to other levels, games, or both, your previous experience helps
to improve the learning curve. For example, you might not yet recognize the good
and bad resources, but you already understand the concept of resources and non-
player characters and the importance of keeping a certain distance from them. You
will have to spend some time learning the specific new elements, or you might have
to completely re-evaluate some insights—perhaps a wall is no longer an object you
can’t get through?—but you can rely on your previous experience to shorten the
learning process.

Our goal in this work is to develop an artificial intelligence game controller (or
player) that mimics this behavior, specifically focusing on the ability to generalize
from experience and diminish learning time as new games present themselves.

The General Video Game Playing Competition [18] proposes the challenge of
creating a controller for general video game playing, as a testbed for examining the
issue of artificial general intelligence.

The GVGAI competition provides a framework that comprises a set of games,
which differ in various aspects, including: winning conditions, scoring mechanism,
sprite types, and available actions. The world the agent plays in is fully observable,
and a forward model is provided. However, the games are stochastic and no
information is provided regarding winning conditions or interactions between
different elements in the world. It is up to the agent to either infer such information
or otherwise search in the state space.

Our goal is not to win the GVGAI competition (even though our results turned
out to be excellent), but to use the offered framework as a convenient, extant
benchmark for our work. This decision stems partly from a technical reason
(involving unsupported multi-threading, as elaborated in Sect. 4.3.4) that prevents
us from competing online directly, and also from a desire to emphasize the general
part of AGI, whereupon we wished to avoid specificity as much as possible.

The chapter is organized as follows: In the next section we examine previous and
related work. In Sect. 4.3 we describe our method. Finally, we end with concluding
remarks and future work in Sect. 4.4.

4.2 Previous Work

4.2.1 Automated Planning and MDP

Automated planning is a field of research in which generalized problem solvers
(known as planning systems or planners) are constructed and tested across various
benchmark puzzle domains.
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A Markov decision process (MDP) is a model of an agent interacting syn-
chronously with some given “world”. The agent takes as input the state of the world
and generates actions as output, which themselves affect the state of the world.
While there is uncertainty in the MDP framework regarding the outcome of the
agent’s actions, the agent’s current state is known. The description of MDP problems
usually includes: (1) a transition function, assigning probabilities of reaching each
state after performing a specific action in a given state; and (2) a reward function,
describing the immediate reward for performing an action at a certain state [14].

The problem we face is similar in that the world can be represented as a set of
states, and the agent must choose from a set of actions according to the current state.
However, we have neither the transition nor the reward function. Moreover, since we
are not allotted time for pre-computation, it is not possible to derive estimations of
these functions.

4.2.2 Heuristic Search

Search algorithms for video controllers (as well as for other types of problems)
are strongly based on the notion of approximating the distance of a given config-
uration (or state) to the goal (e.g., maximum score, catching the flag, etc.). Such
approximations are found by means of a computationally efficient function, known
as a heuristic function. By applying such a function to states reachable from the
current one considered, it becomes possible to select more-promising alternatives
earlier in the search process, possibly achieving better results (e.g., a higher score,
or reaching the goal faster). The putative result is strongly tied to the quality of the
heuristic function used: employing a perfect function means simply “strolling” onto
the solution (i.e., no search de facto) and maximizing the solution score, while using
a bad function could render the search less efficient than totally uninformed search,
such as breadth-first search (BFS) or depth-first search (DFS).

4.2.3 Hyper-Heuristics

In the area of combinatorial optimization the term hyper-heuristics was first used
by Cowling et al. [7] to describe heuristics to choose heuristics. This definition
of hyper-heuristics was expanded later [4] to refer to an automated methodology
for selecting or generating heuristics to solve hard computational search problems.
In the process of hyper-heuristics learning, heuristics are used as building blocks.
These heuristics can be of high level, usually complex and memory-consuming (e.g.,
landmarks and pattern databases), or low-level heuristics that are usually intuitive
and straightforward to implement and compute.
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Hyper-heuristics have been applied in many research fields, among them:

• Classical planning [11, 15, 21].
• Classical NP-Complete domains, e.g., 2D and 3D bin-packing [5, 6], personnel

scheduling [3, 7].
• Classical AI domains and puzzles, e.g., the Rush Hour puzzle [12], the game of

FreeCell [9], and the Tile Puzzle [1, 8].
• Mining RNA sequence-structure motifs [10].

The growing research interest in techniques for automating the design of heuristic
search methods motivates the search for automatic systems for generating hyper-
heuristics.

4.2.4 Real-Time Learning of Hyper-Heuristics

While research on learning hyper-heuristics is numerous, there is little work on
real-time learning of hyper-heuristics. In many cases, converting offline algorithms
to real-time ones is not trivial because real-time algorithms must handle the rapid
change of the domain and the problems, while maintaining previous knowledge.

4.2.5 Solvers from GVGAI (Monte Carlo)

Many Monte Carlo Tree Search (MCTS) [2] submissions often outperformed other
alternatives, with even the given, sample MCTS algorithm ranking third on the 2014
GVGAI competition.

Top performers included fast evolutionary MCTS and knowledge-based fast
evolutionary MCTS [17], which embedded the algorithm roll-outs within evolution.
The individuals of the evolutionary algorithm were weight vectors, used to bias the
roll-outs of MCTS. Every roll-out performed during the search evaluated a single
individual of the evolutionary algorithm, providing as fitness the reward calculated
at the end of the roll-out.

Also of note is MCTS with influence map [16], the latter element being a
numerical representation of influence on the game map, helping find a road to
rewards over the horizon. The influence map essentially assigns a value to each
object in the game world, representing if it is ‘good’ or ‘bad’. The value is then
updated upon interaction with the object, eventually causing the player to focus on
rewarding interactions.
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4.3 Method

Recall our discussion on playing a video game for the first time. Our goal herein
is to apply AI real-time learning techniques to develop controllers for video games
that mimic the ability to generalize from previous experience, and reduce learning
time as new levels present themselves.

Our approach comprises two principle components working in parallel as the
game-playing agent encounters new levels:

1. Learning the heuristic function for evaluating the states’ potential for achieving
the different goals. The output of this component is a hyper-heuristic that
receives a game state and returns a linear combination of different game goals,
representing the potential for achieving these goals.

2. A game controller that uses generated hyper-heuristics in order to pick the
most promising course of action. During its run the game controller passes
encountered game states to the learning component. The latter learns the given
states and incorporates the extracted knowledge to the evolved hyper-heuristic.

4.3.1 Heuristic Templates

Many games’ goals can be generalized into the same principal goal, with minor
variations. The most straightforward example is goals that relate to distances in the
game, as in Pacman and Zelda, two seemingly different games [18]. In Pacman, the
main goal is to clear the board, i.e., “eat” all the pills and power pills. Bonus points
are given for “eating” ghosts while under the effect of a power pill. In Zelda, the
goal is to collect the key, then exit the level. Here, killing enemies with the sword
rewards the player with bonus points.

The goals of collecting pills/keys in Pacman/Zelda, respectively, are computa-
tionally identical—we need to minimize the distance between the player and the
objects, represented as number of steps. Similarly, we have the goal of maintain-
ing a certain distance from either ghosts/enemies in Pacman/Zelda, respectively.
The mechanism of calculating the distance is identical, however, the conditions
regarding when to minimize or maximize it are different: in Pacman we wish to
minimize the distance if we are under the effect of a power pill, and maximize
otherwise; in Zelda we want to minimize distance if we can use our sword in the
appropriate direction, and maximize it otherwise, if we are short on time and need
to exit the level.

Heuristic templates are our method of encoding knowledge that is relevant to
most game domains, in a way that can be customized as the game runs. They can
be viewed as parameterized heuristics, where the parameters are the current state
and any number of additional integers representing: (a) a specific object in the game
world; (b) a type of an object in the game world; or (c) a list (enum).
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Table 4.1 Heuristic templates

Id Name Parameters Description

1 Heuristic
distance
between object
types

Integer type 1, Integer type 2 Parameterized by two types of
objects. Values are taken from
a set of types the controller
encountered during the game.
Calculates the geometric mean
for each sprite type, and
returns the Manhattan distance
between the two means

2 Count nearby
NPCs

Integer Manhattan distance Counts the number of NPCs
that are less than Manhattan
distance away from the player

3 Score in K
moves

Integer k Game score if the controller
does nothing for k moves.
Useful for predicting how
“safe” a position is

4 Distance from
corner

enum corner If there is a path between
corner and the player, returns
its length. Otherwise, returns
the Manhattan distance
between the player and the
corner

5 Movable
distance from
immovable

Integer immovable Calculates the A* distances
between the selected
immovable and all movable
objects

6 Heuristic
distances

Object reference, list objects Calculates the Manhattan
distances between the given
reference object and the list of
objects. The reference
object/Objects list can be any
of the ones exposed by the
state

A complete list of our heuristic templates is given in Table 4.1. Additional non-
parameterized heuristics are given in Table 4.2.

4.3.2 Hyper-Heuristics

Combining several heuristics to get a more accurate one is considered one of the
most difficult problems in contemporary heuristics research [4, 20].

This task typically involves solving two major sub-problems:

1. How to combine heuristics by arithmetic means, e.g., by summing their values
or taking the maximal value.
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Table 4.2 Non-parameterized heuristics

Id Name Description

7 Facing NPC Equals 1 if an NPC is directly in
front of the player, −1 otherwise

8 Avatar resources count The total number of resources the
player possesses

9 Immovable count The total number of immovable
objects that are not walls, in the
game world

10 NPC count The total number of NPCs in the
game world

11 Last action is ‘use’ Equals 1 if the last action
successfully performed by the
player was ‘use’. Can be used to
reward applying that action in games
where that is beneficial

12 Touching walls count Counts the number of walls
blocking the player (0–3)

13–18 A* distance A list of the distances—measured in
number of states—between the
player and one of: NPCs, immovable
objects, portals, resources, movable
objects. The distance is calculated as
follows: at the beginning of each
level, a graph is generated from the
world, with a node for each position
the player can stand on. Nodes are
connected if they are adjacent. Upon
a request for a distance between two
nodes, a path is calculated using
weighted A* [19] and then cached
for the duration of the level

2. Finding exact conditions (i.e., logic functions) regarding when to apply each
heuristic, or combinations thereof—some heuristics may be more suitable than
others when dealing with specific state.

In order to accomplish the first task, we first need to generate heuristics from our
heuristic templates. To do that we differentiate between the different return values
of the templates. If the template returns a real number, the generated heuristic is
the returned value multiplied by a fixed weight, randomized during the heuristic
generation. If the returned value is a list of real numbers, we first have to perform one
of the following aggregating arithmetic: min, max, sum, multiplication, or division.
Similarly, we do the same for basic heuristics.

Our learning algorithm solves the problem of combining heuristics by quick
evaluation, thereby ruling out unpromising hyper-heuristics. Finding the exact
condition under which to apply each hyper-heuristic is solved by design—new
hyper-heuristics are evaluated specifically on game states the controller encountered
recently, and often states the controller will encounter shortly.
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4.3.3 Learning Hyper-Heuristics Through Evolution

4.3.3.1 Individuals

Our individuals are hyper-heuristics. An individual is composed of a list of heuristics
derived from heuristic templates, basic heuristics, and basic observations. A hyper-
heuristic is a linear combination of these heuristics.

An individual is represented as an abstract syntax tree (AST) [13] of a Java class,
which is compiled during evaluation.

4.3.3.2 Fitness Function

As the real-time algorithm imposes fast hyper-heuristic evaluations, we expand
the given initial state to the depth of X and set the individual fitness to be:
h(f inal state) − h(initial state) where h is the individual. In order to return
values in a timely manner X was chosen to be 70.

At each depth we choose the next action in the following manner: We perform a
3-step-look-ahead by applying all possible actions to the depth of three. We choose
the action that—on average—led to the highest heuristic value.

We used standard, Koza-style GP with the usual suspects: tournament selection
with group size k = 3; subtree crossover; and constant and subtree-grow mutation
operators.

4.3.4 GVGAI

As discussed in Sect. 4.1, the GVGAI competition proposes the challenge of
creating controllers for a large range of stochastic real-time games, allowing the
participants to train on a set of games, while testing them on a different, undisclosed
set of games.

The competition imposes a single-thread limit, preventing us from participating
because we need multi-threading for our online learning. Instead, we use the
framework provided for the competition as a benchmark for our learning algorithm.
We note that while the element of the undisclosed games is removed, we do not
perform any sort of training on a subset of the games, or perform adjustments for
specific games; instead we focus on real-time learning of the scenarios presented to
the controller.

The GVGAI framework works by presenting the controller with a state that
represents the fully observable world. The controller then has 40 ms to return a
selected action. Along with the state a forward model is provided in the form of
a search tree, where each node represents a state, and each edge an action. Being
of stochastic nature, performing action A from state S may yield different results
whenever we attempt it.
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4.3.5 Game Controller

As discussed above, under the GVGAI framework our controller has 40 ms to
return an action for a given state. We first handle communication with the learning
component: We save the current state for future GP generations, and take the best
hyper-heuristic learned so far for our current evaluation.

We then use a 3-step-lookahead search algorithm that is almost identical to the
one used during fitness calculation: expand the search tree to depth 3 and calculate
the highest heuristic score reachable for each possible move. However, unlike during
fitness calculation, we repeat this step, taking the average heuristic score, thus
avoiding moves that are not likely to constantly lead to desirable moves.

4.4 And the Winner is . . .

Though a comparison with the 2014 entries would be somewhat of an “apples and
oranges” case, given our intentional deviation from the strict GVGAI framework,
we still note—with some pride—that we would have ranked number three out of
nineteen competitors.

For testing, we used the three game sets used in the GVGAI competition in CIG
2014—which are now fully available as training sets. GVGAI used a formula-one
like scoring system, awarding scores for the best performing contenders for each
game. However, since we’re mostly interested in the generality of our algorithm,
and not in individual game performance, we compare it using percent of games
won.

In the CIG 2014 GVGAI competition our algorithm would have ranked third out
of 19, with 36.3% of games won. If we increase the time the controller has before it
must return an action from 40 to 80 ms, this percentage increases to 40.09% games
won, leading us to believe our method is scalable, and would perform better with
more resources.

Though the road ahead still has many paths to follow, we believe we have begun
meeting our challenge: using genetic programming to evolve hyper-heuristic-based
general players through real-time, online learning.
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Chapter 5
A Detailed Analysis of a PushGP Run
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Abstract In evolutionary computation we potentially have the ability to save and
analyze every detail in an run. This data is often thrown away, however, in favor
of focusing on the final outcomes, typically captured and presented in the form of
summary statistics and performance plots. Here we use graph database tools to store
every parent–child relationship in a single genetic programming run, and examine
the key ancestries in detail, tracing back from an solution to see how it was evolved
over the course of 20 generations. To visualize this genetic programming run, the
ancestry graph is extracted, running from the solution(s) in the final generation
up to their ancestors in the initial random population. The key instructions in the
solution are also identified, and a genetic ancestry graph is constructed, a subgraph
of the ancestry graph containing only those individuals that contributed genetic
information (or instructions) to the solution. These visualizations and our ability
to trace these key instructions throughout the run allow us to identify general
inheritance patterns and key evolutionary moments in this run.
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5.1 Introduction

Previous work [1–5, 9, 10] has illustrated the value of ancestry graphs as a means
of analyzing the dynamics of evolutionary computation runs. In [10], for example,
we demonstrated the use of graph databases as a tool for collecting and analyzing
ancestries in genetic programming runs, identifying several key moments and
general patterns in runs using both lexicase and tournament selection.

In this paper we extend that work to provide a more detailed analysis of a single,
complete run. We identify every ancestor of the evolved solutions, and then reduce
that graph (which has 394 individuals) to a graph containing only the individuals that
in fact contributed one of the key instructions to the final solutions (73 individuals).
We then trace each of these key solution instructions back through the entire lineage,
identifying where they were first introduced, and how they were transmitted through
the genetic history. This reveals a number of interesting properties of this particular
run including, for example, the fact that four of the nine key instructions were
introduced via mutation and most crossover events led to changes that could have
been brought about by mutation alone.

In Sect. 5.2 we review the key components of the system used to generate the
run explored here (PushGP, Plush genomes, and the Replace Space With Newline
test problem). We then describe and present both the full and genetic ancestry
graphs in Sect. 5.3, before tracing the evolutionary history of all the key instructions
in Sect. 5.4. Our discussion in Sect. 5.5 builds on the details of these traces and
catalogues the kinds of events we see in this run, describing a few in greater detail.
We then wrap up with some conclusions and ideas for future work in Sect. 5.6.

5.2 Languages, Configuration, Tools and Setup

The run presented here was generated using a Clojure implementation1 of the
PushGP2 genetic programming system, which evolves programs in the Push
programming language [12, 15]. Push programs use typed stacks to store and
manipulate data, taking their arguments from stacks of the appropriate types and
leave their results on the appropriate stacks.

Push gains much of its power as an evolutionary language from its ability
to manipulate code, including the currently executing code, as a program runs.
The running program is stored on the exec stack, allowing instructions to change
code before it runs. Push programs are hierarchically structured into code blocks
delimited by parentheses. Each code block is treated as a single unit when code
manipulating instructions act on them.

1Clojush: https://github.com/lspector/Clojush.
2http://pushlanguage.org/.

https://github.com/lspector/Clojush
http://pushlanguage.org/
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Unlike previous versions of PushGP, Clojush has recently been changed to
not evolve Push programs directly, but to act instead on a new linear genome
representation [7]. Each Plush (Linear Push) genome consists of a linear sequence
of instructions (including literals), and is translated into a Push program prior to
execution. Each instruction may have one or more epigenetic markers attached that
modify how the genome is translated into a Push program. For more details on the
Plush genome representation and operators, see [7].

Most relevant to this study is the close epigenetic marker, which affects the
hierarchical composition of programs. Since many Push instructions do not act
on code blocks from the exec stack, it makes sense to limit the appearance of
code blocks to follow only instructions that do make use of them. Each instruction
that takes one or more argument from the exec stack automatically opens one or
more code blocks. Then, the integer close marker attached to each instruction tells
how many opened code blocks to close after that particular instruction. During
translation from Plush genome to Push program, an open parenthesis is placed after
each instruction that requires a code block, and a matching closing parenthesis is
placed after a later instruction with a non-zero close marker. These code blocks can
create hierarchically nested Push programs, allowing, for example, structures such
as nested looping and subroutines containing conditional code.

This run used lexicase selection [6, 8, 11]. The details of lexicase selection aren’t
crucial here, but it is important to know that lexicase selection avoids aggregating
test case performance (by, for example, computing a single total error as is common
when using tournament selection), and instead maintains a vector of distinct errors
for each test case. This allows an individual that performs well on a few test cases
that the population is generally poor at to be selected, often multiple times, even if
it performs very poorly on other test cases.

Our main crossover operator, alternation, similar to N -point crossover in genetic
algorithms. Alternation traverses two parents in parallel while copying instructions
from one parent or the other to the child. While traversing the parents, copying
can jump from one parent to the other with probability specified by the alternation
rate parameter. When alternating between parents, the index at which to continue
copying may be offset backward or forward some small random amount.

We also use a uniform mutation operator that traverses a parent, replacing each
instruction with some small probability. Similarly, a uniform close mutation operator
can change the close epigenetic marker attached to an instruction by incrementing
or decrementing it. Finally, we often apply an alternation operator followed by a
uniform mutation of the result, inspired by the ULTRA operator [13].

Clojush also implements a method of automatic simplification, which takes
a program and converts it into a smaller, semantically equivalent program. This
process uses hill-climbing to remove instructions and code blocks from the program,
checking at each step that the resulting program produces the same error vector as
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the original program [14]. This can dramatically simplify programs, reducing, for
example, one program from 194 instructions down to nine instructions.

Our goal here is to give a deep analysis of a single run of PushGP, exploring and
analyzing many of the programs, selections, and variations that make up this run.
We chose to analyze a run on the Replace Space With Newline (RSWN) problem,
taken from a recent general program synthesis benchmark suite [6]. In this problem,
a program is given a string as input and should perform two tasks: first, it must print
the result of replacing each space in the input with a newline character, and second,
it must functionally return the number of non-whitespace characters in the input by
leaving that value on top of the integer stack.

To store and process our ancestry data we used the Titan graph database along
with the Gremlin shell and the Apache Tinkerpop query language.3 This allowed us
to store information about nodes (individuals), such as genomes and error vectors,
and edges (relations) such as parent–child relationships. The graph database tools
then make it easy to trace lineages and extract the subgraphs visualized in the next
section. For these visualizations we used the Graphviz dot graph layout tool.4

5.3 Ancestry Graphs

The run we analyze here used a population size of 1000. This particular run found a
solution after 20 generations, so we stored a total of 21,000 individuals in the graph
database for this run. There were thirteen different “winning” individuals in that
final generation, each of which had zero error on all of the 200 training cases.

In this section we describe two techniques for extracting and visualizing aspects
of the run. The first is the ancestry tree, which contains of every ancestor (e.g.,
parents, grandparents, etc.) of any individual who found a solution. The second is
the genetic ancestry tree, which is the subset of the ancestry tree limited to just
those individuals that contributed at least one instruction to a particular successful
individual.

5.3.1 Full Ancestry Graph

Figure 5.1 shows the full ancestry tree of the 13 successful individuals in this run.
Each individual is represented with a rectangle containing an identifier of the form

3http://thinkaurelius.github.io/titan/ and https://tinkerpop.apache.org/.
4http://www.graphviz.org/.

http://thinkaurelius.github.io/titan/
https://tinkerpop.apache.org/
http://www.graphviz.org/
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X:Y, where X is the generation number, and Y is an arbitrary individual number
within that generation. Each generation is a row, with the initial random individuals
being at the top and the 13 successful individuals at the bottom.

The edges indicate the particular genetic operator used to construct a child:

• Dashed: alternation
• Dotted: uniform mutation
• Thin black lines: uniform close mutation
• Thick black lines: alternation followed by uniform mutation

The graph in Fig. 5.1 includes every individual in this run that was an ancestor
of one of the winners, i.e., every individual that could possibly have contributed
genetic material to one of the winners. Note, however, that not all these individuals
actually contributed to those solutions. There are, for example, cases where one of
the parents actually contributed no material in a recombination (alternation) event,
and cases where a parent did contribute some genetic material, but that material was
later removed or replaced in subsequent mutations or recombinations.

Conversely, while the individuals not represented in this graph are guaranteed to
have not contributed to the genetics of the successful individuals, they might have
still had some substantial impact on the run’s overall dynamics. The presence of
those individuals and their error vectors could certainly affect lexicase selection’s
choice of parents, for example, which could substantially impact the dynamics.

5.3.2 Genetic Ancestry Graph

Despite the short length of this run, and the restriction to just displaying ancestors
of successful individuals, Fig. 5.1 still contains 394 nodes and 629 edges, making it
difficult to analyze in full.

There were 13 successful individuals in this run, most of which had identical
simplified programs. To further simplify the graph and the analysis, we picked5 one
of the successful individuals, namely 20:435, which was constructed via a single
instruction mutation from individual 19:554. Individual 20:435’s genome contained
194 genes, and its program had zero error on both the training and testing cases. The
simplified program for 20:435 (which also passes all the tests) contains only nine
instructions:

(\space \newline in1 string_replacechar print_string
in1 \space string_removechar string_length)

This simplified program is actually quite readable, and has a similar structure to
what me might expect from a human solution. The first five instructions (together

5This choice was somewhat arbitrary, but most of the 13 successful programs simplify down to
the same nine instruction program, so the analysis would have been the same in most cases even if
we’d worked back from a different successful individual.
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on the first line) replace all the spaces in the input string with newlines (using
the string_replacechar instruction) and print the resulting string, thereby
solving half the problem. The next four instructions (on the second line) remove all
the spaces from a fresh copy of the input string, compute the length and leave that
on the :integer stack as the “returned” result.

To simplify the graph in Fig. 5.1, we extracted the subgraph containing only
those individuals that contributed at least one of these nine key instructions to
individual 20:435; see Fig. 5.2. Starting from 20:435 we traced backwards through
it’s ancestors, tracking where the nine key instructions came from. In doing so
we found all of the members in the full ancestry graph that contributed these
important instructions. and then extracted the genetic ancestry subgraph containing
only these individuals. By cutting down on the number of individuals displayed we
have a much more readable and focused visualization of this important ancestry
information.

The genetic ancestry graph in Fig. 5.2 uses the same basic display of node and
edge information as the full ancestry graph. There are, however, several additions
that indicate how the nine key instructions flowed through the ancestry. First, we
decorated nodes with boxes showing which of the nine key instructions were present
in that individual. In most cases undecorated nodes contain the same instructions
as the most recent labeled ancestor; the exceptions to this are individuals 16:964,
17:909, and 18:641, each of which contribute just the string_length instruction
inherited from 15:543. Next we added a thicker border to certain nodes, to indicate
the introduction or combination of key instructions via either mutation or crossover.
Individual 1:590 is highlighted, for example, because the key print_string
instruction was introduced their via uniform mutation, and individual 10:473 is
highlighted because the alternation of 9:109 and 9:896 brought together an in1
instruction from 9:109 with the four printing instructions from 9:896. Lastly we
used a grayscale color gradient to indicate which and how many of the instructions
were present in an individual. The earlier of the nine key instructions are assigned
lighter colors in the gradient, and the later instructions are assigned darker gradient
colors. So individuals like 7:338 have a fairly “flat” gray because they contributed
just a single instruction from near the middle of the program, where 19:554 has a
strong gradient because it contributed all nine of the instructions.

The other important extension to the graph in Fig. 5.2 is that we labeled each edge
with the Damerau–Levenshtein distance (DL-distance) between the genome vectors
for each parent–child pair. The genome vectors were generated by concatenating the
:instruction6 and :close fields from each gene into a single sequence. As
an example, the genome of successful individual 20:435 starts

{:instruction boolean_and, :close 0}
{:instruction boolean_shove, :close 0}
{:instruction exec_do*count, :close 0}

6Instructions were treated as atomic symbols when computing the Damerau–Levenshtein dis-
tances; swapping a exec_if with a print_string would only add a distance of 1.
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Fig. 5.2 The genetic ancestry version of the run’s full ancestry graph
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{:instruction exec_swap, :close 0}
{:instruction integer_empty, :close 0}
...

making the associated genome vector

boolean_and 0 boolean_shove 0 exec_do*count 0
exec_swap 0 integer_empty 0 ...

The Damerau–Levenshtein distance provides a succinct way to see when an
individual has received a large amount of genetic material from its parents. It also
allows us to easily identify alternation events that have mutation-like behavior,
where there is only a small difference between to genome of one of the parents
and the child.

5.4 The (Successful) End and How We Got There

As discussed earlier, individual 20:435’s program simplifies down to just nine
instructions:

(\space \newline in1 string_replacechar print_string
in1 \space string_removechar string_length)

where the first five instructions (the first line) handle the printing part of the Replace
Space With Newline problems, and the next four instructions (the second line)
handle the requirement that the program returns the number of non-space characters.

In this section we trace the origin of each of these nine instructions, going back to
their introduction either via a mutation or as an element of one of the initial, random
programs in the first generation. It’s clear that each of these was “necessary” for
the construction of this particular solution, so knowing where they all came from
and how they came together should give us a valuable sense of the dynamics of this
run. It’s important to realize, however, that this will never be the whole story. Push
instructions and values can play an important role in subtle ways, e.g., as spacers on
stacks that when “counting” is implemented with a stack depth command. Removal
of instructions can also be important. One key step in this run, for example, is the
removal in the construction of 15:801 of an extraneous print_newline present
in 14:704; the presence of this instruction caused the printed output to always have
an error of one, and its removal changed all of the 100 “printing” errors from 1 to
0. All that said, however, we need some way to limit the number of individuals and
events to analyze, so here will focus on the how those nine instructions trace through
the ancestry.

It’s also important to note that we didn’t actually collect enough information to
always say for certain where an instruction came from in a recombination event.
There are numerous copies of instructions like in1 in most of the genomes, for
example, and in principle any of them in a parent could be the source of an in1
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in a child. In practice, however, there are constrains of location and order that
typically allowed us to identify a single, unique source. There were a few places,
however, where judgement calls were made. In future work we’re going to explore
attaching unique IDs to each gene and track not just parent–child relationships, but
also source-destination relationships among genes, as this will give us certainty
about the sources of genes, and allow us to automate more of the analysis, all at
the expense of larger databases.

Returning to the specific program, it turns out that the evolution of the first five
instructions, those handling the printing part of Replace Space With Newline, is
largely independent of the evolution of the last four instructions, which handle the
return part of the problem. The first five instructions, for example, all appear early
in the genome for 20:435, between gene 9 and gene 24, while the last four all appear
much later in the genome, between gene 107 and 175. As a consequence we’ll trace
these two groups one at a time, then discuss the “end game” after those two groups
of instructions are brought together in individual 19:554.

5.4.1 Printing: The First Five Instructions

The ancestry of the five instructions that solve the printing test cases is fairly
straightforward, and involves far more mutation than we expected. Unlike the return
case instructions described below (Sect. 5.4.2), here there is a clear linear path for
these instructions. They are introduced over time, and they are never split apart into
branches to be recombined later.

Starting at the top-right of Fig. 5.2 with individual 0:288, only one of the
key instructions, in1, was present in that individual from the initial randomly
generated population. The other four of the five key printing instructions were
introduced over time through a series of uniform mutations. The second of these
five key instructions was introduced in individual 1:590 via a point mutation
converting a piece of 0:288’s genome into a print_string instruction. These
two instructions are passed along this branch until they are joined by the next
important instruction, \newline, introduced in 7:788 again via uniform mutation.
After descending another two generations these three instructions were joined by
string_replacechar in 9:896 via yet another uniform mutation. The final
of these five key instructions, \space was added in generation 14 via a uniform
mutation of 13:580 into 14:704, thus completing the five key printing instructions.
These five instructions were then passed down as a group through 15:801 to the
winners.

The impact of these instruction additions can be seen in the individuals’ error
vectors, as each addition was accompanied by a shift in the printing test cases.
Sometimes the effect was minimal, with both small positive and small negative
changes in the errors for different test cases, while other times the change led
to dramatic improvements. As an example of a dramatic improvement, when
print_string was introduced into 1:590, for example, the error on nearly all
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of the 100 printing test improved, with only a few showing an increased error; the
total error for 1:590 across all 200 test cases was 492, where it’s parents (0:417

and 0:288) has total errors of 1594 and 1154 respectively. Later, in the creation of
14:704 via mutation from 13:580 all of the printing test scores became 1. This was
in general an vital step, but did lead to an increased error on a few tests that had
passed with no error in 13:580; the total error of 14:704 was 922, where the total
error of 13:580 was a slightly worse 1125.

5.4.2 Returning: The Last Four Instructions

The last four “returning” instructions were present in the right order in the very first
generation, in individual 0:126. The first of these instructions (in1) was on gene
75 of the genome, the next two (\space and string_removechar) were on
genes 89 and 94, and then the final instruction (string_length) was on line
141 (out of a total of 161 genes in that initial genome). Despite the fact that this
individual had “all the right stuff”, it’s error vector had very few zeros, i.e., it was
rarely correct, highlighting the fact that the presence or absence of other instructions
can profoundly impact a program’s behavior. 0:126 was, however, quite good for a
randomly generated program, with all it’s errors being under 20, and most being in
the single digits. It was selected 45 times to be a parent, making it the seventh most
selected parent in the initial generation, and one of only 48 individuals in the initial
generation that received any selections. (The most selected parent in that generation,
0:272, was selected 762 times, but ultimately contributed no genes to the winning
individual and therefore is not shown in the graph.)

Those four instructions were passed on as a group, with nearly the same relative
positions in the genomes, from 0:126 through 1:783 and 2:983 to 3:122 (see
Fig. 5.2). 3:122 was the third most selected individual in its generation and had 100
children, several of which went on to carry one or more of these four instructions
forward to individual 19:554 when they were finally reunited in the positions that
would ultimately lead to success. In particular there were three distinct branches
coming from 3:122, each of which will be discussed below.

5.4.2.1 Branch 4:772 and the Carriers of in1

Individual 4:772 inherited the copy of the first instruction, in1, that would
ultimately form part of the solution. This was transmitted down to 9:109 where
it was recombined with 9:896 which, as mentioned above in Sect. 5.4.1, carried all
but one of the first five “printing” instructions.

7Individual 0:41 isn’t shown in Fig. 5.2 since it didn’t contribute any of the nine key instructions
to 1:590 or, ultimately, 20:435.
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This recombination led to individual 10:473, which then had four of the five
“printing” instructions, as well as the in1 that would be the first of the four
“returning” instructions. These five instructions were then passed down to 14:704,
along with the \space introduced by mutation in 14:704. 14:704 was one of the
parents of 15:801, a recombination which will be described in the discussion of the
next branch.

5.4.2.2 Branches 4:425, 4:107, and Multiple Blocks

3:122 contained a block of 25 genes that contain the two middle instructions in the
“returning” code, \space and string_removechar. This block was replicated
in both 4:425 and 4:107, and then passed, respectively, to 5:303 and 5:910. 5:303
and 5:910 then recombined to create 6:293, which ended up having two complete
copies of this block of genes.

These two copies of this block were then copied from 7:291 down through 10:41,
to both 13:136 and 13:575. When these recombined to form 14:213 we ended
up with three near copies of the block. These blocks were no longer identical
due to small changes caused by earlier genetic operations, but each block still
contained over 20 genes shared, including the two key instructions, \space and
string_removechar, still four instructions apart.

All three of these blocks (and their three copies of these two “final” instructions)
were passed on to 15:801 in the recombination of 14:213 and 14:704. 14:704 also
bequeathed to 15:801 all of its six “final” instructions, meaning that 15:801 had all
but one of those nine instructions, missing only the final string_length.

5.4.2.3 Branch 4:897 and the Carriers of string_length

4:897 and its descendants carried the copy of the last instruction, string_length,
that would ultimately form part of the solution. This was transmitted all the way
down to 18:641 without any significant interactions with other “final instructions”,
as is reflected in the almost entirely linear ancestry from 4:897 to 18:641 in Fig. 5.2.

There was one potentially interesting interaction with the other branches, when
15:543 combined with 15:801 to create 16:964. In this recombination event,
however, 15:801 did not contribute any of the nine key instructions to 16:964.
15:543, on the other hand, transmitted the crucial missing string_length gene
that had been passed down since our starting random generation, and which went
on to be part of the solution in 20:435.
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5.4.3 From 19:554 to the End, and the Final Adjustments

19:554 was the result of a recombination of 18:641 and 18:937, which finally
brought together all nine of the “final” instructions. 18:937 contributed the first
eight instructions, and 18:641 contributed the final string_length instruction.
Individual 19:554 didn’t quite solve the problem, however, it did have three “return”
test cases with error 1. These three test cases turned out to be the only cases with an
input of a single character.

These errors were fairly easy to rectify, however, as evidenced by the fact that
12 of 19:554’s 747 offspring (or 1.6%) were indeed successful. Two of these
successful children (20:435 and 20:548) were the result of mutating a single
instruction. The key change brought about by the mutation that led to 20:435 caused
an instance of the instruction string_butlast to not operate. In 19:554 this
string_butlast was incorrectly removing the one and only character from the
input string when the input consisted of a single character string, so the suppression
of that instruction led to a perfect solution.

5.5 Discussion

The trace in Sect. 5.4 provides a sense of where all the key instructions came from,
and indicates several of the key moments in the evolutionary process. In this section
we’ll provide some summary information as well as highlighting both some general
patterns and a few important events.

Table 5.1 enumerates the number and proportions of individuals constructed via
the four genetic operators, first across the entire run (so all of the 20,000 individuals
generated after the initial random population), then for the ancestry graph in Fig. 5.1
(394 total nodes, 376 constructed after the initial generation), and finally for the
genetic ancestry graph in Fig. 5.2 (62 total nodes, 60 constructed after the initial
generation). The percentages in the “Entire run” column match the settings in the
run configuration, which specified using alternation followed by uniform mutation
50% of the time, alternation alone 20% of the time, uniform mutation 20% of the
time, and uniform close mutation the remaining 10% of the time. The other two
columns have similar percentages, suggesting that there wasn’t a large skew away
from those parameter values, and that none of the genetic operators were particularly
over- or under-represented in the ancestry graphs.

While there are numerous alternations in the genetic ancestry graph, it’s worth
noting that many of the DL-distances (the edge labels in Fig. 5.2) are fairly small,
even when alternation was involved, as can be seen in Fig. 5.3. Of the 53 alternations
in the genetic ancestry graph (ignoring those leading to a successful individual in
generation 20), 21 had DL-distances of 10 or less, six had DL-distances of just
1, and five had DL-distances of 0 (the child was an exact copy of a parent). One
might assume that this is partly due to the six self-cross alternations, where the
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Table 5.1 The numbers and proportions of individuals constructed using the different genetic
operators

Genetic operator Entire run Full ancestry Genetic ancestry

Alternation + uniform mutation 9985 (50%) 186 (49%) 39 (54%)

Alternation 4001 (20%) 67 (18%) 17 (24%)

Uniform mutation 4026 (20%) 83 (22%) 11 (15%)

Uniform close mutation 1988 (10%) 40 (11%) 5 (7%)

Total percentages might not equal 100% due to rounding
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Fig. 5.3 The distribution of DL-distances for all the alternation events in the genetic ancestry
graph (Fig. 5.2) whether or not they were followed by uniform mutation. This does not include the
alternations leading to successful individuals in the final generation since those were almost all
self-crosses, which skew towards smaller DL-distances

same individual served as both parents, such as individual 16:106 having 15:801 as
both of its parents.8 In fact, however, most of the self-crosses in the genetic ancestry
graph had higher than median DL-distances.

These very small DL-distances mean that many of the alternations were effec-
tively acting as mutation-like events. The steps from individual 15:801 to 18:937,
for example, are all alternations (possibly followed by mutations), but in fact almost
every change in that sequence was due to gene deletions or duplications in those
alternation events. There were three mutated genes in that sequence of steps, along
with 12 deleted genes and the duplication of a block of seven genes.

Since the genetic ancestry graph (and thus the data in Fig. 5.3) only includes
individuals that actually contributed one of the nine key instructions, in many cases
the second parent in alternation events isn’t included; these DL-distances are in
general higher than those listed. This isn’t surprising, as a parent with a small DL-
distance is very similar to the child, and thus likely to have contributed most of the
important genetic material. There are, however, a few exceptions to this pattern.
Perhaps the most extreme is in the creation of individual 3:273 via alternation

8These self-crosses are likely a result of hyperselection events due to lexicase selection [8].
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between 2:659 and 2:779. Individual 2:659 is not included in the genetic ancestry
graph in Fig. 5.2 because it didn’t contribute any of the nine key instructions to
3:273, whereas 2:779 contributed two such instructions. However the DL-distance
between 3:273 and 2:779 was 457, which was much greater than the distance to
2:659, which was only 50. So despite being much more similar to 2:659 and getting
most of its genetic material from that parent, the material that ultimately contributed
to the solution all came from the other parent (2:779).

Not all alternation events in Fig. 5.2 could effectively be seen as mutation
events, however. The construction of 15:801, for example, was in many ways what
we imagine when we think about crossover events, combining significant genetic
material and significant functionality from two different parents. It was also a key
point in the run, as 15:801 was the first individual to be correct on all of the
“printing” test cases, and it was also correct on 26 of the 100 “returning” test cases.

Individual 15:801 was created through the recombination of 14:704 and 14:213,
via alternation followed by uniform mutation. Table 5.2 shows the simplified
programs of both parents and the child, aligned to indicate where the various
instructions likely came from. The key observation is that 15:801 received most
of its initial genetic material from 14:704 (most of genes 1–6), followed by a large
section (genes 7–35) taken almost entirely from 14:213’s genome. Interestingly, the
transition between 14:704 and 15:801 involved a simple but crucial change that fixed
all the printing cases. 14:704 had an error of exactly 1 on all the printing cases due
to an extra print_newline (line 37 in Table 5.2). In the recombination this gene
wasn’t passed on to 15:801, which led to a perfect score of 0 on all those test cases.
The performance of 15:801 on the return test cases wasn’t quite as strong as that
of its other parent, 14:213, but was generally better than 14:704’s performance on
those test cases. 15:801 went on to receive a large number of selections (595) and
being a parent of just over half the next generation (501 individuals).

5.6 Conclusions and Future Work

Here we traced through the genetic ancestry of a short, successful genetic program-
ming run. While the run was short, it used an “industrial strength” PushGP system
on a non-trivial problem that required the manipulation of strings and integers in
multiple ways, and a combination of both printing and returning results. We used
graph database tools to create ancestry and genetic ancestry graphs, which we were
then able to use to visualize and analyze this run. The resulting graphs show the
progression of the run and highlight important moments such as key recombination
events, gene deletions and duplications, and the introduction of key instructions via
mutation. By tracing through the genetic ancestry tree we were able to learn more
about how both alternation and mutation played a role in finding a solution.

While we were able to do this for a small run, currently too much of the process
is manual for this to scale to larger runs or multiple sets of runs. A key next step in
further automating this kind of analysis is automating the process of comparing
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Table 5.2 The details of the recombination event (alternation followed by uniform mutation)
that created individual 15:801 (center) from parents 14:704 (left) and 14:213 (right) showing the
simplified programs for those individuals (see Sect. 5.2)

14:704 15:801 14:213

0 (in1

(\space 1 (\space

\newline 2 \newline

3 exec_dup

in1 4 in1

string_replacechar 5 string_replacechar

print_string 6 print_string print_string

7 exec_dup exec_dup

8 exec_s

9 (exec_dup

10 (exec_rot

11 (string_eq (string_eq

12 string_fromboolean)

13 char_eq

14 (string_emptystring

15 boolean_stackdepth

16 in1

17 integer_gt)

18 string_emptystring

19 \space \space

20 string_dup string_dup

21 string_removechar string_removechar

22 string_rot

23 boolean_pop

24 in1

25 string_butlast

26 string_last

27 string_parse_to_chars

28 exec_when

29 string_dup

30 string_removechar

31 string_last string_last

32 string_parse_to_chars string_parse_to_chars

33 string_rot) string_rot)

34 in1 in1)

35 string_stackdepth) string_stackdepth)

boolean_stackdepth 36

print_newline) 37

This shows that individual 15:801 was essentially constructed from a short prefix of 14:704 and a longer suffix
of 14:213
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individuals, especially at the genome level. Tracing each key instruction back
through the ancestry graph can be complicated, in part because there are often many
different instances of the instruction being traced; individual 19:554, for example,
had four instances of \space, but only three of those were present in its simplified
program, and only two went on to be part of the simplified successful program in
20:435. In this case we were able to deal with these problems by using contextual
clues such as order in the genome and surrounding instructions, not unlike how
biologists track gene sequences in organisms. To make this process more automatic
and exact, however, we’ll need to save additional information with the individual
genes that allows us to know exactly where they came from.

It would also be valuable to improve our ability to understand and com-
pare program behaviors. We can easily compare genomes and error vectors, and
reasonably compare program texts, comparing program behaviors is much less
straightforward. While the simplified program for individual 20:435 is quite short
and understandable, the unsimplified program contains 195 instructions, which
include a number of complex looping constructs. These are obviously not necessary
for the semantics of the program, but they are present in the code that is being
tested, and the genes that create those instructions are part of the genome that is
being manipulated and inherited. And while those instructions might be removable
from 20:435 at the end of the run, it’s likely that many of those instructions played
some meaningful role in an ancestor that contributed to that ancestor’s selection.

Lastly the prevalence of numerous alternation events in the gene ancestry graph
that turned out to be just gene deletions or duplications suggests that it might be
valuable to include deletion and replication mutations as stand-alone operators,
instead of requiring that such events occur via lucky alternations.
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Chapter 6
Linear Genomes for Structured
Programs

Thomas Helmuth, Lee Spector, Nicholas Freitag McPhee,
and Saul Shanabrook

Abstract In most genetic programming systems, candidate solution programs
themselves serve as genome upon which variation operators act. However, because
of the hierarchical structure of computer programs and the syntactic constraints that
they must obey, it is difficult to implement variation operators that affect different
parts of programs with uniform probability. This lack of uniformity can have
detrimental effects on evolutionary search, such as increases in code bloat. In prior
work, structured programs were linearized prior to variation in order to facilitate
uniform variation. However, this necessitated syntactic repair after variation, which
reintroduced non-uniformities. In this chapter we describe a new approach that uses
linear genomes that are translated into hierarchical programs for execution. We
present the new approach in detail and show how it facilitates both uniform variation
and the evolution of programs with meaningful structure.
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6.1 Introduction

In traditional tree-based genetic programming, genetic operators such as subtree
crossover and subtree mutation exhibit biases as to how likely it is for any given
component of a parent program to be transferred to the resulting child. These biases
make these genetic operators, and indeed any genetic operators defined over tree
structures, decidedly nonuniform. What is meant by “uniform” in this context?
In prior work [18] we defined uniformity in terms of two desiderata for variation
operators:

• “. . . that the probability of an inherited program component being modified
during inheritance is independent of the size and shape of the parent programs
beyond the component in question. . . ,” and

• “. . . that pairs of parents are combined in ways that allow arbitrary combinations
of components from each parent to appear in the child.”

Genetic programming’s most common program representation leverages the
relative simplicity of Lisp symbolic expressions, which can express richly structured
programs despite having few syntactic constraints in comparison to other common
programming languages [4]. Hierarchical symbolic expressions, represented by
tree structures, simplify the implementation of genetic operators that produce
syntactically valid children from syntactically valid parents, using processes of
subexpression replacement and exchange. However, the widely-used operators
based on these processes do not meet our definitions for uniformity. For example,
in standard subtree mutation a single subexpression is chosen and replaced, making
the chance of replacing each subexpression inversely proportional to the size of
the overall program. So standard mutation violates the first uniformity desideratum.
In standard crossover a single subexpression is replaced by a subexpression from
the other parent, restricting the ways in which the components of the parents can
be combined in children. Thus standard crossover violates the second uniformity
desideratum.

Why do these deviations from uniformity matter? One issue is that the any
particular subexpression is more likely to survive without modification if it is
embedded within a large program rather than a small program. This can bias survival
of important subexpressions toward larger programs, irrespective of fitness, leading
to “code bloat” [9]. Another issue, related to the second uniformity desideratum, is
that standard crossover does not permit complementary parts of two parents to be
combined in their child, unless all of the needed parts from one parent are segregated
in a single subexpression.

Several researchers have previously noted these and related issues and have
attempted to address them through modification of the standard genetic operators.
For example by making the probabilities of chosing a subexpressions dependent
on its size [2, 4], adjusting the number of replacements or exchanges [23],
and by restricting exchanges to pairs of expressions with specified properties
[12, 14, 15]. As detailed in [18], none of these methods meet our definition of
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uniformity, limited in principle by the nested structure of the programs that are being
modified.

Genetic programming systems which use linear program representations are
immune to most of the problems raised here, because uniform genetic operators
can be straightforwardly applied on linear sequences [11]. Much of the prior work
in linear genetic programming is focused on programs expressed in a low-level
language with few control and data structures. Here we aim to provide uniform
variation for programs in a language that can support arbitrary control and data
structures and for which program structure is therefore likely to be more important.
An existing framework in which linear genomes can indeed be used to evolve
highly structured programs is “grammatical evolution,” in which the genes on linear
genomes are used as indices into grammars that can express arbitrary languages
[16]. While uniform genetic operators can indeed be used on these genomes, the
effects that small changes to genomes have on the expressed programs are often
quite large, so that uniformity at the level of genomes is unlikely to translate into
uniformity at the level of programs.

In earlier work, we sought to achieve greater uniformity by treating programs
as linear sequences only during variation [18]. Our ULTRA (Uniform Linear
Transformation with Repair and Alternation) operator first translates hierarchically
structured programs into linear sequences, with parentheses replaced by indepen-
dent tokens. It then applies uniform mutation and alternation (a form of multipoint
crossover) to the linear sequences. Finally, it translates the resulting linear sequences
back into hierarchical programs. Because the tokens for parentheses may have
become imbalanced during uniform variation, a repair step is required to rebalance
them. While the prior work demonstrated that ULTRA had several desirable
properties, the artifacts produced by the repair step were themselves non-uniform
and biased the shape of evolving programs in peculiar ways. This nonuniformity
was one motivation for the work presented here.

Another motivation for the work described below was the fact that while ULTRA
supports reasonably-uniform variation of structured programs, it does nothing to
produce structure where it is most likely to be useful, in the context of instructions
that make use of structure, such as conditional branches or loops.

The idea for the alternative approach that we present here arose when considering
the problems raised above in the context of independent work that we were
conducting in which “epigenetic” markers were added to instructions and literals
in linear programs in order to turn those genes on or off [5–7]. We realized
we could use similar epigenetic markers to specify the hierarchical structure for
programs that are “expressed” from linear genomes. This allows us to perform
uniform genetic operators on linear genomes and only express them as hierarchical
programs for fitness testing. Furthermore, we specify that opening parentheses are
automatically inserted following structure-dependent instructions during translation
and use epigenetic markers to indicate where closing parentheses should occur.
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Thus we make it more likely that parenthesized, hierarchical structures appear in
programs next to instructions that can make use of them.

We note that the use of the term “epigenetic” for these markers is most
appropriate when they can change not only during reproduction, but also in their
problem environments. While we do not describe such processes here, we have
used these markers in this way in the past [7]. In that work, we used hill climbing
to modify the epigenetic markers of an individual if those modifications improve its
fitness. While this effort did not produce significantly better results, using similar
mutations to turn off or on genes in newly created children, and allowing selection
pressure to sort out the changes, did produce impressively better results on 2 out
of 5 problems. So, even though we do not explore changing epigenetic markers
during the “lifetimes” of the programs in the present work, the markers that we use
do enable such modifications; additionally, because of the ways that these markers
are attached to instruction and literal “genes,” we think that the use of the label
“epigenetic” is reasonable in this context.

In the remainder of this chapter we first provide a brief description of Push
the programming language, which is expressed from our linear genomes. We then
describe our new linear genome representation, which we call “Plush” (where the
“l” is for “linear”), in detail. This description is followed by experimental results that
demonstrate the ways in which Plush facilitates program structure and the efficacy
of various uniform genetic operators.

6.2 Push and PushGP

The Push programming language was developed specifically to serve as the target
language for program evolution in genetic programming and related program
synthesis methods [19–21]. Push is a postfix, stack-based language, which is similar
in some respects to others that have been used for genetic programming [13]. When
a Push program is executed, literals are pushed onto data stacks and instructions act
on data that is on the stacks. Among the types of data stored on stacks and manip-
ulated by instructions is code, which permits the expression of complex control
structures via code manipulation. Program execution is implemented through the
decomposition of programs and the processing of their instructions and literals on a
special stack that contains code, the exec stack. Because all instructions take their
arguments from appropriately typed stacks, and because of the Push convention
that instructions finding insufficient data on the relevant stacks act as no-ops,
instructions and literals of any types can be interleaved in arbitrary ways without
risk of type errors.

Like Lisp symbolic expressions, Push programs may be hierarchically structured
with parentheses, and this structure has consequences for program execution when
code-manipulation instructions are used. Unlike symbolic expressions, parenthe-
sized code blocks may appear anywhere in a Push program, and their presence or
absence does not change the syntactic validity of the program. For example, the
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exec_if instruction will execute one of the top two items on the exec stack,
depending on the value on top of the boolean stack, and discard the other. Those
items serve as the conditional execution branches of the if statement, and either
may be a single instruction or a code block containing any number of grouped
instructions. For example, in the program:

(arg1 exec_if (4 5 integer_add) 7)

if arg1 is true, 7 (as the “else” clause) will be removed, and the block of code (4
5 integer_add) will remain on the exec stack. If arg1 is false, the “then”
clause (4 5 integer_add) will be popped and 7 will remain on the exec
stack.

In early versions of PushGP, the parenthetic structure of programs also affected
the ways that genetic operators operated on programs. The genetic operators in these
versions of PushGP were intentionally similar to those used in traditional, Lisp
symbolic expression genetic programming systems; mutation involved replacing
subexpressions with new subexpressions, while crossover involved the exchange
of subexpressions across programs. This facilitated comparisons between the
different program representations, and the translation of ideas from one project to
another. But, these subtree-based operators lacked uniformity for the same reasons
traditional tree-based operators do.

6.3 Plush

Plush1 genomes provide an alternative representation for Push programs, storing
programs in linear sequences that enable simple uniform genetic variations. There
is a many to one mapping from Plush genomes to Push programs, as described by
the translation process below.

One of the goals of introducing Plush genomes is to ensure that every argument
taken from the exec stack for use by an instruction consists of a parenthesized
block of code. In prior work, when evolving Push programs as genomes, we
would often see exec stack manipulating instructions taking single instructions as
arguments, instead of blocks of code. By ensuring that such instructions are followed
by code blocks, we hope to encourage more modular programs that can make better
use of exec stack arguments.

The many Push instructions that take arguments from the exec stack include
instructions for looping, conditional execution, and other program manipulation.
For example, the instruction exec_if requires two exec stack arguments, one to
execute if the condition is true and the other to execute if the condition is false. The
instruction exec_do*times needs one exec stack argument, which is executed
repeatedly in a loop. In the program in Sect. 6.2, the exec_if instruction takes two

1Linear Push.
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arguments from the exec stack: (4 5 integer_add) and 7. The first is a block
of code, and the second is a single instruction (in this case, an integer literal). Note
that blocks of code can contain zero or more instructions, so that the above program
could be replaced with a functionally equivalent one where each of exec_if’s
arguments is a block of code:

(arg1 exec_if (4 5 integer_add) (7))

6.3.1 Structure

Plush genomes are linear sequences of gene maps, each of which contains, at
minimum, an instruction and an epigenetic close count marker used to determine
the placement of parentheses during translation. For example, below is a very simple
Plush genome that encodes the Push program (1 2 integer_add):

[ {:instruction 1, :close 0}
{:instruction 2, :close 0}
{:instruction integer_add, :close 0} ]

Plush gene maps can optionally contain other epigenetic markers. For example, the
:silent marker contains a boolean that indicates whether the instruction should
be included in the translated program. We have not yet added other epigenetic
markers to Plush, but could imagine others being useful.

6.3.2 Translation

The process of translating a linear Plush genome into a syntactically valid, hierar-
chical Push program (which is a tree) is for the most part a depth-first construction
of that program tree. The Plush genome is traversed linearly, adding each gene
map’s instruction to the end of the translated program. The hierarchical structure of
the resulting program depends entirely on which of its instructions take arguments
from the exec stack. Each instruction that does not take any arguments from the
exec stack is simply appended to the growing program, and is not followed by
a code block. An instruction that takes X arguments from the exec stack will
be followed by X code blocks. After such instructions, further instructions will
be added inside the opened code block, and will open nested code blocks when
appropriate. Instructions only indicate where the code blocks open (i.e. they insert
open parentheses); they do not describe where they should close (i.e. the location of
the matching close parentheses).
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As genes are translated from Plush into Push code, the values of the :close
epigenetic markers determine where code blocks are closed. For every gene that is
translated from Plush to Push: after the :instruction token has been added to
growing Push program, and after a new block has been opened (if the instruction
requires one), the :close marker is applied to the growing Push program. In
particular, this number indicates the number of opened code blocks to close with
closing parentheses. If the number is greater than the number of currently opened
code blocks, all opened code blocks are closed. Note that if a code block is
closed and the preceding instruction requires another code block (such as with
exec_if, which requires two code blocks), one is immediately opened, which
may be immediately closed if the :close marker is large enough. Finally, if the
end of the genome is reached without closing all opened code blocks, the remaining
blocks are automatically closed, including any blocks that still needed to be opened
for instructions that take multiple exec stack arguments.

These automatic code blocks ensure that the hierarchical structure of a program
has semantic meaning according to its instructions. It may help to think about a
language such as Python or Java, in which it makes sense to block off a chunk of
code following the start of a loop, but does not make semantic (or syntactic) sense
to have a block of code follow a variable assignment. While such semantically-
irrelevant code blocks are syntactically valid in Push, they have no affect on the
semantics of the program.

6.3.3 Special Genes

The :silent epigenetic marker and two special instructions also affect the
translation process:

• A Plush gene map with a :silent marker set to true is completely ignored
and does not affect the growing Push program. Such genes have been “silenced.”

• The noop_open_paren instruction immediately opens a new code block but
adds no instruction to the Push program. No parenthesized branch is ever opened
in the Push program unless the instruction takes one or more arguments from
Push’s exec stack or the instruction is noop_open_paren.

• The noop_delete_prev_paren_pair instruction restructures the Push
program without affecting the translation state in any other way: it searches
through the Push program until it finds the last block closed in translation, and
“lifts” the contents of that block to the level of its parent in the program. For
example, if the Push program is [1 2 (3 4) 5 (6 *)], with the asterisk
indicating where the next item would be added, inside a currently unclosed block,
the result of applying this transformation would be [1 2 3 4 5 (6 *)].
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6.3.4 Example Translation

Here we give a brief example of a Plush genome and its corresponding Push program
to illustrate the translation process. The genome:

[{:instruction exec_do*times :close 0}
{:instruction 8 :close 0}
{:instruction 11 :close 3}
{:instruction integer_add :close 0 :silent true}
{:instruction exec_if :close 1}
{:instruction 17 :close 0}
{:instruction noop_open_paren :close 0}
{:instruction false :close 0}
{:instruction code_quote :close 0}
{:instruction float_mult :close 2}
{:instruction exec_rot :close 0}
{:instruction 34.44 :close 0}]

is translated into the Push program:

(exec_do*times (8 11) exec_if
()
(17
(false code_quote (float_mult))
exec_rot (34.44) () ()))

The first instruction, exec_do*times, takes one argument from the exec stack,
and therefore opens one code block. The next two instructions are added to this
block, which is closed by the 3 :close marker. Note that while this marker says
to close 3 code blocks, there is only one open block to close. This block is followed
by a silenced gene containing the instruction integer_add, which is not added
to the Push program.

Next, the exec_if instruction takes two arguments from the exec stack. Since
the :close count of the exec_if instruction itself is 1, the first of those two
blocks is immediately closed, and the second opened. Following 17 in the opened
block, the noop_open_paren instruction opens a code block without adding an
instruction to the Push program.

In the remainder of the Plush genome, the code_quote instruction takes one
exec stack argument, which is closed along with another code block after the
instruction float_mult. Finally, exec_rot opens three code blocks, none of
which are closed by the end of the program. As such, these blocks are automatically
closed at the end of the program.
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6.4 Uniform Genetic Operators

One of the advantages of a linear genome representation is it allows us to use
uniform genetic operators. This section describes in detail the genetic operators we
use with Plush. For reference, Table 6.1 has the parameter settings related to genetic
operators that we use in our experiments using the genetic operators described
below, giving an idea of reasonable settings for these parameters; all indications
thus far show these operators to be robust to changes in these parameter settings.

Uniform mutation modifies a single parent genome by changing each of its
instructions with some probability, designated the uniform mutation rate. If an
instruction in the genome is selected to be changed, we first check whether the
instruction is a constant or a Push instruction. If it is an instruction, it is simply
replaced by a random instruction from the instruction set. If it is a constant, there is a
constant tweak rate probability of tweaking the constant; otherwise, it is replaced by
a random instruction. The way in which a constant is tweaked depends on the type
of the constant: integers and floats are perturbed by Gaussian noise with standard
deviation of 1.0, strings have a 10% probability of replacing each character with a
random character, and booleans are replaced by a random boolean.

While uniform mutation can change the instructions in a genome, it cannot
affect the close epigenetic markers, and therefore cannot affect the structure of a
program. We therefore created a uniform close mutation operator that takes a parent
and alters its close markers. With uniform close mutation rate probability, it either
increments or decrements the close marker associated with each instruction. The
close marker cannot be decreased below 0, but has no upper bound. The probability
of incrementing a close marker, as opposed to decrementing it, is given by the close
increment rate; we typically keep this number less than 0.5, since otherwise we find
that close markers tend to grow more than they shrink.

We use a crossover operator, alternation, heavily inspired by the ULTRA
operator, which functioned on Push programs as genomes instead of linear genomes
[18]. In alternation, both parents are traversed in parallel, copying instructions from
one or the other into the child program. Before copying each gene, alternation has
a small probability, the alternation rate, of moving the copying head to the other
parent at the same index. Thus alternation copies sections of code from each parent
into the child genome. In order to allow alternation to an index not identical to the
prior index, we perturb the index with Gaussian noise, using the alignment deviation

Table 6.1 Genetic operator
parameter settings used in all
of our PushGP runs

Parameter Value

Uniform mutation rate 0.01

Constant tweak rate 0.5

Uniform close mutation rate 0.1

Close increment rate 0.2

Alternation rate 0.01

Alignment deviation 10
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as the standard deviation for the perturbation. Thus the copy head may jump forward
or backward during an alternation, but will not likely jump far.

Finally, we employ genetic operator pipelines to chain together two or more
operators to create a single child. We mainly use this functionality to create a child
genome by applying alternation and then uniform mutation.

The genetic operators described here meet the requirements of uniformity
described in Sect. 6.1. In particular, all three operators give uniform probability
of inheriting particular genetic material in a parent: with uniform mutation and
uniform close mutation this probability is explicitly defined and with alternation
it is roughly one half. Additionally, alternation allows “arbitrary combinations of
components from each parent to appear in the child” [18], even though some of
these combinations may be more likely than others based on position in the parent.

6.5 Automatic Code Blocks Experiment

One of the primary motivations for developing Plush was to ensure that control
instructions, which take arguments from the exec stack, have code blocks as
arguments instead of single instructions. As discussed above, Plush automatically
opens one or more parenthesized code block following each instruction that requires
one or more arguments from the exec stack. Here, we conduct an experiment to
examine the utility of automatic code blocks.

For this experiment we created a system that does not automatically create code
blocks following specific instructions, but otherwise has similar characteristics to
Plush. We started with Plush and removed the automatic opening of code blocks
following specific instructions. We then added to the instruction set copies of
noop_open_paren, as described in Sect. 6.3.3. Since we expect code blocks
should be more common than other instructions, we added a number of copies
of noop_open_paren to the instruction set to make a random program have a
similar number of open parentheses as when using Plush with automatic paren-
theses; this resulted in around 30 copies added to about 150 other instructions,
varying slightly per problem and instruction set. Otherwise, this method uses the
same implementation as Plush, including close parenthesis markers. We call this
method Auto-Parens Off for this experiment.

We compare Plush having automatic parentheses on and off using five general
program synthesis benchmark problems. These problems require programs to
manipulate multiple data types and use control flow structures. As such, we expect
solutions to these problems will likely need to use hierarchical structure of code
blocks in order to solve the problem, although solutions are possible without such
structure. For more details about each problem, see their definitions in [1].

We conducted 100 runs with automatic parentheses on and 100 with them off on
each problem. Table 6.2 gives the number of successful runs, i.e. runs that found
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Table 6.2 Number of
succesful runs out of 100

Problem Plush Auto-parens off

Replace space with newline 51 51

Negative to zero 45 34

X-word lines 8 0

Count odds 8 5

Digits 7 9

To be successful, a program has to perfectly pass all
cases in the training set as well as an unseen test set.
“Auto-Parens Off” is the version of the system where the
locations of parentheses must be determined by evolution,
instead of automatically

a solution program that passed all of the training cases as well as every case in an
unseen test set. The only problem that showed a significant difference between the
systems is X-Word Lines, where native normal Plush was significantly better than
with auto parenthesis off; in fact the set of runs with them off found no solutions at
all.

We examined a sample of the solution programs from each problem. With the
exception of the Replace Space With Newline problem, every solution program
made semantic use of code blocks; in other words, each contained a code block
that was an argument to an instruction that manipulated the exec stack. This was
true both of programs using automatic parentheses and those that did not. On the
other hand, almost all of the solutions to the Replace Space With Newline problem
did not make semantic use of code blocks.

While these results do not make a strong case for the importance of automatic
code blocks, they do hint at its power, specifically on the X-Word Lines problem. In
this problem, a program must take an input string and an integer X, and should print
the string with exactly X words on each line. Interestingly, every solution to this
problem had at least two layers of nested, semantically-meaningful code blocks,
which we did not see in many of the solutions to other problems. It may be the
case that finding the correct position for one set of parentheses does not drastically
hinder evolution without automatic parentheses, but correctly nesting multiple sets
of parentheses significantly increases the difficulty.

6.6 Uniform Genetic Operators Experiment

As described in Sect. 6.4, the linear genomes of Plush allowed us to implement
uniform genetic operators that don’t exhibit the drawbacks often associated with
tree-based genetic operators. Here we explore the efficacy of each of these operators
by comparing sets of runs using different combinations and probabilities of
operators. We tested five different treatments consisting of different probabilities
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Table 6.3 The probabilities of using each genetic operator to create a child for the five different
treatments used in our genetic operator experiments

Treatment Description Alt Uniform Close Alt/uniform

REG Regular operators 0.2 0.2 0.1 0.5

NCM No close mut. 0.22 0.22 0 0.56

NUM No uni. mut. 0.9 0 0.1 0

NA No alt. 0 0.9 0.1 0

OUM Onlt uni. mut. 0 1.0 0 0

The operators, listed by their abreviations, are: “Alt” = alternation, “Uniform” = uniform mutation,
“Close” = close mutation, and “Alt/Uniform” = alternation followed by uniform mutation

Table 6.4 Number of succesful runs out of 100 trials for different genetic operator treatments on
five program synthesis problems; see Table 6.3 for treatment details

Problem REG NCM NUM NA OUM

Replace space with newline 51 50 24 55 41

Syllables 18 20 7 9 7

Negative to zero 45 41 11 46 40

X-word lines 8 12 0 1 1

Count odds 8 5 0 6 1

To be successful, a program has to perfectly pass all cases in the training set as well as an unseen
test set

of each genetic operator; these treatments are detailed in Table 6.3. Note that while
no prior work has formally compared different settings of these operators, previous
studies using Plush genomes [1, 3, 10] used the treatment REG.

We conducted trials with 100 GP runs using each treatment on five general
program synthesis benchmark problems; again, see [1] for details of these problems.
We present the results of these tests in Table 6.4.

While all treatments lead to relatively similar results, the treatment that per-
formed most differently from the others is NUM (No Uniform Mutation). This
treatment primarily uses alternation, with a small percentage of uniform close
mutation operators. NUM had much lower success rates on all problems compared
to REG, with a chi-squared significance test (with Holm correction) indicating
significant differences at the 0.05 level on Replace Space With Newline, Negative
To Zero, and X-Word Lines. This result indicates that uniform mutation has the
largest role in determining success of PushGP on these problems.

Since runs without uniform mutation performed worst of our three treatments
each leaving out a single operator, we decided to try a treatment only using uniform
mutation, with results in the OUM column of Table 6.4; note that this treatment is
very similar to NA in operator probabilities. While the success rates are lower than
REG across the board, they are not significantly worse than REG on any problem.
Even so, these results indicate that uniform mutation is not sufficient to produce
the best results on its own, but works best in tandem with the other operators. Note
that if a particular instruction disappears from the population, alternation and close
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mutation are not able to reintroduce it; we hypothesize that uniform mutation may
provide the important ability to never get stuck in a population that cannot recover a
useful lost instruction. Additionally, uniform mutation allows evolution to perform
local search by changing small numbers of instructions, the importance of which
has recently been noted [22].

The results do not indicate strongly whether uniform close mutation is partic-
ularly helpful or harmful. NCM, which does not use close mutation, gave results
almost identical to REG. Another interesting comparison is NA, which uses 90%
uniform mutation and 10% close mutation, and OUM, which uses 100% uniform
mutation. While the differences between NA and OUM are not significant, NA does
better on 4 of the 5 problems. Here, close mutation may be helping change the
hierarchical shape of programs, which is possible through alternation but not by
uniform mutation alone. Note that we never use close mutation more than 10% of
the time, making it difficult to ascertain its importance.

Finally, even though these experiments show some differences between genetic
operator treatments, those differences are overall minor and rarely statistically
significant. These results show that the Plush representation is robust to major
differences in genetic operator probabilities, as long as uniform mutation is included
in some respect. This means practitioners need not worry about finding perfect
settings for genetic operators, but instead can choose any reasonable settings and
expect to not be worse than another setting.

6.6.1 Bloat

Code bloat without corresponding improvement in fitness has long caused problems
in genetic programming [8, 17]. In our experience with uniform genetic operators in
Plush, we have not observed code bloat. Figure 6.1, for example, plots the mean
program size of each population over time for each run using the REG genetic
operators. One of the problems (Count Odds) shows a slight decrease in average
program size, and one (Replace Space With Newline) shows moderate growth. The
mean program size for the other three problems remains fairly flat. In these runs, the
maximum program size limit for the Count Odds and Negative to Zero problems
is 1000, and for the other three problems is 1600. None of the mean program sizes
come close to approaching these limits.

Of the uniform genetic operators we describe, only alternation can create a child
of a different size than its parent. In fact, alternation has a slight bias toward creating
smaller children than their parents, since alternation terminates upon reaching the
end of the current parent’s genome. This bias may partially account for the bloat
control observed here, though children of alternation may also be larger than
their parents. On the other hand, even operators that do not change the size of
the produced children such as uniform mutation may have anti-bloat effects. For
example, a bloated program will likely have more of its instructions replaced by
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Fig. 6.1 Mean program sizes each generation for 100 runs each of five different software synthesis
benchmark problems. Each run is plotted as a distinct line. “RSWN” is an abbreviation for
“Replace Space With Newline”

uniform mutation than a smaller program, increasing the chances of changes that
break the functionality of the parent.

6.7 Conclusions

We have described a linear representation (Plush) for structured programs (in
the Push programming language), and shown that it allows for uniform genetic
operators that produce meaningful structure while solving difficult problems. The
central idea of the representation scheme is to use epigenetic markers, attached to
instructions and literals, to indicate where structure should be added to programs
when they are expressed from the linear genomes. We compared the efficacy of
different combinations of uniform genetic operators operating on Plush genomes
and showed how the Plush-to-Push translation scheme encourages the expression
of programs with structure in appropriate places. We note that the Plush-based
system appears to be relatively robust to settings of the genetic operators and that
it is capable of solving difficult software synthesis problems without producing
significant code bloat.
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Chapter 7
Neutrality, Robustness, and Evolvability
in Genetic Programming

Ting Hu and Wolfgang Banzhaf

Abstract Redundant mapping from genotype to phenotype is common in evolu-
tionary algorithms, especially in genetic programming (GP). Such a redundancy
leads to neutrality, a situation where mutations to a genotype may not alter
its phenotypic outcome. The effects of neutrality can be better understood by
quantitatively analyzing its two observed properties, robustness and evolvability. In
this chapter, we summarize our previous work on this topic in examining a compact
Linear GP algorithm. Due to the choice of this particular system we can characterize
its entire genotype, phenotype, and fitness networks, and quantitatively measure
robustness and evolvability at the genotypic, phenotypic, and fitness levels. We then
investigate the relationship between robustness and evolvability at those different
levels. Technically, we use an ensemble of random walkers and hill climbers to
study how robustness and evolvability are related to the structure of genotypic,
phenotypic, and fitness networks and influence the evolutionary search process.

Keywords Genetic programming · Linear GP · Neutral networks · Robustness ·
Evolvability · Genomic diversity · Structural diversity · Behavioral diversity

7.1 Introduction

In evolutionary algorithms in general, but especially in genetic programming (GP),
a redundant genotype-to-phenotype mapping is common where multiple unique
genotypes map to the same phenotype [1, 12, 16, 23, 25]. A related notion of
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neutrality has been put forward to describe the mutational connectivity amongst
those genotypes mapped to the same phenotype [2]. Specifically, if a single-point
mutation changes one genotype to another without altering the phenotypic outcome,
the mutation is called neutral. Redundancy and neutrality are different but closely
related concepts. Redundancy is needed for, but does not guarantee, neutrality. It
is possible that although a phenotype can be represented by multiple genotypes,
these genotypes cannot be traversed from one to the other through single-point
mutations. In such a case, any mutations applied to those genotypes will change
their phenotype.

Neutrality appears as an embedded property of many evolutionary algorithms
and its influence on evolution has seen many debates in the field of evolutionary
computation. On the one hand, neutrality may seem to hamper the evolutionary
search since neutral mutations are not phenotypically effective [7, 27]. On the other
hand, neutrality is considered beneficial for the search by providing a buffer against
deleterious mutations [32] and, more importantly, by offering mutational potential
through expanding neutral genotypic regions which are not subject to selection
pressure [14, 29]. These two aspects relate neutrality to two notions that have drawn
much attention in studies on both computational and natural evolution, namely to
robustness and evolvability.

Robustness describes the resilience of an evolutionary system in the face of
constant genetic and environmental perturbations, while evolvability captures the
ability for generating novel and adaptive phenotypes. These two properties may
seem contradictory at first glance, but are commonly observed coexisting in living
organisms, and are both results of neutrality.

The interplay between robustness and evolvability has been a focus of research
in evolutionary biology. Both theoretical [20, 30] and empirical studies [10, 19, 21]
have been put forth to elucidate the relationship between them. Using RNA
molecules, some argued that neutral mutational connections constrain evolution
since evolution yields phenotypes which are genotypically abundant even when they
are not the most fit [8]. Others argued that robustness could facilitate evolvability,
and long-term innovation could only emerge in the presence of the mutational
robustness [6, 9].

The relationship between robustness and evolvability is system-dependent, and
it is crucially influenced by the distribution of genotypic redundancy and the
mutational interconnections among phenotypes [17, 25]. Robustness promotes
evolvability only if genotypic redundancy leads to more connections to different
phenotypes.

A quantitative understanding of the relationship between robustness and evolv-
ability can help resolve conflicting reports and clarify outstanding research ques-
tions. Genotype networks, a.k.a., neutral networks, provide a general framework for
quantitatively characterizing robustness and evolvability, and have found applica-
tions in a wide array of systems [6, 11, 22, 24, 26].

In genotype networks (Fig. 7.1), vertices represent unique genotypes and muta-
tional connections are represented as edges between pairs of genotypes. A genotype
network is comprised of all genotypes that encode the same phenotype. Mutations
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Fig. 7.1 Schematic diagram of genotype networks. Each vertex represents a genotype and all
genotypes encoding the same phenotype define one genotype network. An edge links two vertices
if the two genotypes can be transferred from one to another through a single point mutation. Single
point mutations can also connect genotypes from different phenotypes, shown in dashed lines

within a genotype network are neutral by definition. Multiple genotype networks
representing different phenotypes can also be connected through non-neutral single-
point mutations. Genotype networks quantitatively characterize the distribution of
genotypic redundancy among phenotypes, i.e., over-represented phenotypes have
larger genotype networks and under-represented phenotypes have smaller networks.
Genotype networks also capture the mutational potential among different pheno-
types using different edges representing non-neutral mutations between genotypes
that belong to two phenotypes.

Phenotype and fitness networks can be constructed in a similar way by represent-
ing phenotypes (or fitness values) as vertices and their mutational connections as
edges. By building networks at these different levels, we are enabled to take a close
look at the relationship of robustness and evolvability at the genotypic, phenotypic,
and fitness levels.

Most existing studies of neutrality in evolutionary algorithms look at the effect of
neutrality on the evolutionary search indirectly, i.e., they ask whether neutrality by a
redundant representation improves or hampers the search ability of an evolutionary
algorithm. Very little has been done to quantitatively measure robustness and
evolvability directly and to study their relationship and influence on evolution
dynamics.

In this chapter, we discuss the use of genotype networks to quantitatively
analyze robustness and evolvability in a Linear Genetic Programming system.
Linear GP has a compact representation and is especially amenable to an exhaus-
tive enumeration of all possible genotypes and phenotypes. We characterize its
genotype, phenotype, and fitness networks and their properties, and examine the
diffusion and dynamics of an evolutionary population on those networks. We
report on a quantitative examination of neutrality and elucidate the relationship of
robustness and evolvability in GP. We hope that our analysis can find application
in other GP instances and in other evolutionary algorithms, that it provides a better
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understanding of evolutionary mechanisms, and that it will eventually inspire new
and more sophisticated evolutionary algorithms [3, 15].

7.2 Linear GP Algorithm

7.2.1 Representation

Linear Genetic Programming is a branch of Genetic Programming (GP) where
the chromosomal representation is a set of instructions that are executed sequen-
tially [5]. Although LGP follows a linear instructional structure, it is very powerful
and capable of modeling complex nonlinear relationships among multiple attributes.
LGP has gained increasing popularity due to its fast speed of program execution and
individual evaluation [4, 13, 18, 28].

Here, we consider a two-input one-output Boolean function (Boolean circuit)
modeling problem. Each LGP instruction is comprised of one return value, two
operands, and one Boolean operator producing the return value from the operands.
Registers R1 and R2 store the two Boolean input values. Register R0 takes a default
initial Boolean value and its final value after the execution of all instructions is
returned as the LGP program’s output. To enhance the computational capacity of
LGP programs, we add an extra calculation register R3. Calculation registers R0
and R3 can serve as either return values or as operands, whereas input registers
R1 and R2 are read-only and can only serve as operands with their input content
being protected from overwriting. The Boolean operator in each LGP instruction is
chosen from a pre-defined operator set opr = {AND,OR,NAND,NOR}. An example
Boolean LGP program with a length L = 4 can be given as:

R3 = R2 AND R3

R0 = R1 OR R2

R3 = R2 NAND R1

R0 = R3 NAND R0

7.2.2 Genotype, Phenotype, and Fitness

In our LGP system, the genotype is an unique LGP program. To enable exhaustive
enumeration of the entire genotype space, we set a fixed length of L = 4 for all
LGP programs. The total number of possible instructions is 2 × 4 × 4 × 4 = 27,
and thus, the total number of possible four-instruction programs, i.e. genotypes, is
(27)4 = 228 > 268 million. We see that even for a small problem instance and a
short fixed program length the genotype space can be quite large.
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Fig. 7.2 The phenotype of a
LGP program is defined as
the Boolean relationship it
encodes, represented as the
four-digit output of the
ordered two-variable inputs
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We define the two-input, one-output Boolean function f : B2 → B, where B =
{TRUE, FALSE} represented by a LGP program as its phenotype. The total number
of possible phenotypes is thus 222 = 16. A phenotype can be represented by a
set of outputs observed across each of the 22 possible combinations of Boolean
inputs (Fig. 7.2). Compared to the large genotype space, the phenotype space is
very small. This suggests a high redundancy in the mapping from genotype to
phenotype, i.e., a large number of different genotypes should map to the same
phenotype (approximately 16.7 million genotypes per phenotype, on average).

Based on a predefined phenotypic target, fitness can be assigned to each of the
16 phenotypes. We define the fitness of a phenotype to be the Hamming distance
between its four-digit binary vector and that of the target. While this is technically
the error between the two functions, we use the term fitness for this quantity, despite
it being minimized. There are five possible fitness values, for example if the target
phenotype is TRUE (i.e., 〈1111〉) the fitness of phenotype FALSE (i.e., 〈0000〉) is 4.
The phenotype x OR y (i.e., 〈0111〉) has an improved fitness of 1. The mapping
from phenotype to fitness is redundant again, i.e., from 16 phenotypes to five fitness
values, but depends on which phenotype is set as the target. Redundancy between
phenotype and fitness is less strong (approximately 3.2 phenotypes per fitness value,
on average).

A single-point mutation to a genotype changes any one of the four elements of
an instruction and replaces it with a randomly chosen possible allele. Single-point
mutations that do not alter the phenotypic outcome are called neutral mutations.
Mutations that lead to a change of phenotype are called non-neutral mutations.

7.3 Genotype, Phenotype, and Fitness Networks

Our Boolean LGP system now has 16 genotype networks, each corresponding to
a particular phenotype. The distribution of genotypic redundancy is highly uneven,
with the largest genotype network FALSE having more than 60 million genotypes
(>23% of the entire genotype space) and the smallest genotype networks x ==
y and x XOR y having less than 25 thousand genotypes (�1% of the entire
genotype space). The distribution of the sizes of genotype networks is shown
in Fig. 7.3. Note that phenotype FALSE has more genotypes than TRUE, simply
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Fig. 7.3 Distribution of the size of genotype networks. Due to the symmetry of Boolean
relationships, multiple phenotypes can have the same number of underlying genotypes. The size of
genotype networks ranges from 25 thousand to 60 million

because all registers are initialized as FALSE before any computation. Programs
whose execution does not change the content of the output register R0 will output
FALSE. The heterogeneous distribution of genotype networks suggests that some
phenotypes are over-represented and some are under-represented. Random sampling
and initializing genotypes likely will generate over-represented phenotypes. If a
phenotypic target is under-represented, the search task will be relatively more
difficult.

A phenotype network can be further constructed by representing a genotype
network, i.e., a phenotype, as a vertex, and connecting two phenotypes using an
edge if there exist at least one pair of genotypes of those two phenotypes that can
be transferred from one to the other through a single-point mutation. Figure 7.4
shows the phenotype network in our setting. Phenotypes as vertices are numbered
using the decimal values corresponding to their binary strings, labeled with their
represented Boolean relationships. The phenotype network of our LGP system here
is a complete graph, meaning that every vertex is connected directly to any other
vertex. However, the connections are also highly heterogeneous, reflected by the
varying width of edges. This suggests that a phenotype has varying mutational
potentials to access other phenotypes. For instance, random mutations to genotypes
of phenotype !y more likely lead to phenotypes y, FALSE, and TRUE, and less
likely to phenotypes x OR y and x.

Introducing fitness further groups genotypes to build a higher-level fitness
network. Since the fitness function is defined as the Hamming distance between the
target phenotype and the reference phenotype, the assignment of fitness values and
thus the structure of the fitness network depend on the setting of the phenotypic
target. Figure 7.5 shows two fitness networks using different target phenotypes.
When selection is present and rejects mutations that worsen the fitness, the fitness
network becomes directed, where single-point mutations are only accepted if fitness
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is improved or remains the same. Again, we observe heterogeneous mutational
potential for transitioning from one fitness level to another.

7.4 Quantitative Analysis of Robustness and Evolvability

Using the framework of genotype and phenotype networks, robustness and evolv-
ability can be quantitatively analyzed. In the context of RNA genotypes and their
secondary structure phenotypes, it has been argued that the paradoxical tension of
mutational robustness and evolvability can be solved by distinguishing robustness
and evolvability at genotypic and phenotypic levels [31]. The relationship of
robustness and evolvability can be different at those two levels. We discuss the
quantitative analysis of robustness and evolvability of a genotype and a phenotype
in the following subsections.

7.4.1 Genotypic Robustness and Evolvability

The robustness of a genotype can be measured as the fraction of its neutral neighbors
among all neighbors [31]. This definition follows the intuition that if a random
single-point mutation to a genotype likely leads to a different genotype but retains
the same phenotype, this genotype can be regarded as robust.

The measure of the evolvability of a genotype, on the other hand, should reflect
the innovation ability of a genotype. It is defined as the fraction of the number
of phenotypes that are accessible through non-neutral single-point mutations to a
genotype to the number of all phenotypes [31].

We now look at the distribution of genotypic robustness and evolvability within a
genotype network. Note that all phenotypes have very similar behavior, so we only
show results of one typical and representative phenotype x >= y. If the genotype
network of x >= y is visualized with more robust genotypes located more towards
the center, the bi-modal distribution of genotypic robustness (Fig. 7.6a) suggests
a dense core and a thick periphery of the network. The genotypic evolvability
(Fig. 7.6b) resembles a normal distribution, with the majority of genotypes being
able to reach 50% of other phenotypes though single-point mutations. The genotypic
evolvability and robustness are negatively correlated (Fig. 7.6c). This negative
correlation is weak (R2 = 0.015) but highly significant (p � 0.001). This
observation is in line with findings in RNA networks where at the genotypic level
robustness and evolvability share an antagonistic relationship [31]. It is also intuitive
that if random mutations to a genotype do not change its phenotype most of the time,
this genotype may have less access to other different phenotypes.
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Fig. 7.6 Robustness and evolvability of genotypes and phenotypes. A typical and representative
phenotype x>=y is chosen to show the genotypic properties in its genotype network. (a) and (b)
show the distributions of genotypic robustness and evolvability, and (c) shows the scattered plot
and correlation of genotypic robustness and evolvability. The correlation of phenotypic robustness
and evolvability is shown in (d). The fitted lines provide a visual guidance of correlations

7.4.2 Phenotypic Robustness and Evolvability

The robustness of a phenotype is defined as the size of its genotype network, i.e., the
total number of unique genotypes that map to the phenotype. The more genotypes a
phenotype has, the more robust it appears.

The definition of phenotypic evolvability has seen different proposals. It can be
defined similarly to genotypic evolvability as the fraction of different phenotypes
that can be reached via non-neutral single-point mutations from a given pheno-
type [31]. However, given the complete connectivity of our phenotype network
(Fig. 7.4), this phenotypic evolvability measure will assign the same value of 1 to
all phenotypes.

Alternatively, the evolvability of a phenotype can be measured as the distribution
of its mutational potential to other phenotypes [8]. Specifically, we use vij to denote
the total number of non-neutral single-point mutations between phenotypes i and j .
Letting



110 T. Hu and W. Banzhaf

0

0.25

0.5

0.75

1

1E+04 1E+05 1E+06 1E+07 1E+08

Phenotypic robustness

A
ve

ra
ge

 g
en

o
ty

pi
c 

ro
bu

st
ne

ss

0

0.25

0.5

0.75

1

1E+04 1E+05 1E+06 1E+07 1E+08A
ve

ra
ge

 g
en

o
ty

pi
c 

ev
o

lv
ab

ili
ty

Phenotypic robustness

a b

Fig. 7.7 The correlation of phenotypic robustness and the average genotypic (a) robustness and
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fij =
⎧
⎨

⎩

vij∑
k 	=i vik

, if i 	= j

0, if i = j
(7.1)

denote the fraction of non-neutral point mutations to genotypes of phenotype i that
result in genotypes of phenotype j , we define the evolvability E of a phenotype i as

Ei = 1 −
∑

j

f 2
ij . (7.2)

A phenotype that has more equally distributed mutational potential to other
phenotypes is regarded as more evolvable.

The correlation of phenotypic robustness and evolvability is shown in
Fig. 7.6d for all 16 phenotypes. Phenotypic robustness and evolvability are non-
monotonically correlated, with median robust phenotypes having the lowest
evolvability (x AND !y and !x AND y). Both the least (x XOR y and x ==
y) and most robust (FALSE) phenotypes are highly evolvable. Our results disagree
with previous findings in evolutionary biology that either a monotonic positive [31]
or negative [8] correlation is observed.

We also compare the measured properties across the genotypic and phenotypic
levels. Figure 7.7 shows the average genotypic robustness and evolvability in
relation to the phenotypic robustness. A strong and significant positive correlation
(R2 = 0.98, p � 0.001) is observed between the average genotypic robustness
and the robustness of the corresponding phenotype (Fig. 7.7a). Meanwhile, average
genotypic evolvability is negatively correlated (R2 = 0.95, p � 0.001) with
phenotypic robustness (Fig. 7.7b). This suggests that more robust phenotypes are
comprised of more robust and less evolvable genotypes.
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Note that at the level of fitness, robustness and evolvability can be defined simi-
larly to the definition for phenotypes. However, fitness evolvability and robustness
are no longer correlated (data not shown, R2 = 1.8 × 10−4, p = 0.91).

7.5 Random Walkers and Hill Climbers

We use an ensemble of random walkers and hill climbers to investigate how the
structures of genotype, phenotype, and fitness networks influence evolutionary
search. We test if the quantitative measures of robustness and evolvability provide
insights into predicting the search dynamics. We perform two sets of simulations. In
the first set, a genotype is allowed to randomly explore the genotypic and phenotypic
spaces, i.e., as a random walker. In the second set of experiments, a specific target
phenotype is chosen and a fitness value is thus assigned to each genotype. Hill
climbers are only allowed to move from genotypes via non-deleterious single-point
mutations.

7.5.1 Random Walks Through Genotype Networks

First we investigate how individual random walkers explore the genotypic space.
We consider a representative phenotype x >= y and confine the random walking
within its genotype network. By doing so, we enforce the selection pressure on
neutrality and observe its influences on evolution. Each step corresponds to a
single-point mutation. We randomly pick a genotype in the phenotype x >= y
and record all genotypes encountered in a total of four million (an approximation
of the total number of genotypes in phenotype x >= y) steps. Then we compute
the visit frequency of each genotypic robustness value during the entire course. This
distribution is shown in Fig. 7.8a.

The visit frequency follows a bi-modal distribution, similar to the distribution of
genotypic robustness in the genotype network of x >= y (Fig. 7.6a). It is true that
the more frequent a robustness value is observed in a genotype network, the more
likely a random walker will encounter that robustness value. So we normalize the
visit frequency by dividing it by the fraction of a robustness value observed in a
genotype network, i.e., by dividing Fig. 7.8a by Fig. 7.6a. The resulting distribution
is shown in Fig. 7.8b.

Now we can observe a strong positive correlation of the normalized visit
frequency and the genotypic robustness. This suggests that genotypes are not visited
uniformly by single-point mutations, but rather in proportion to their robustness.
Genotypes of high robustness are visited more often, and genotypes of low
robustness are visited less often than would be expected from a random sampling of
genotypes from a phenotype.
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Fig. 7.8 A random walk in the genotype network of phenotype x >= y. (a) Distribution of the
visit frequency, defined as the proportion of steps in a random walk spent at genotypes of a given
robustness value. (b) Visit frequency normalized by the frequency with which a given genotypic
robustness value is observed in the genotype network, i.e., the distribution in (a) divided by the
distribution in Fig. 7.6a

7.5.2 Average Waiting/Adaptation Time

We set each of the 16 phenotypes as the target phenotype and one of the other
15 as the starting phenotype. For each of the 16 × 15 possible combinations of
pairs of unique phenotypes, we then perform 1000 random walks and hill climbs,
starting from a designated source phenotype and ending when the random walker or
hill climber reaches any genotype in the specified target phenotype. We record the
total number of point-mutations/steps required to get from one phenotype to another
and calculate the average waiting (adaptation) time across 1000 random walks (hill
climbs).

Figure 7.9 shows the average waiting (adaptation) time as a function of the
evolvability of the source phenotype (fitness) and the robustness of the target
phenotype (fitness). It is speculated that if a random walker or hill climber starts
from a more evolvable phenotype, it may find a target phenotype faster. However,
the evolvability of the source phenotype fails to make a prediction on the waiting
time (Fig. 7.9a, R2 = 0.001, p = 0.62), neither does the evolvability of the source
fitness on the adaptation time (Fig. 7.9c, R2 = 0.02, p = 0.32). This observation
puts into question the currently available quantification of evolvability. Recall that
the evolvability of a phenotype (fitness) measures the mutational potential to reach
other phenotypes (fitnesses). It only captures the very first step leaving a phenotype
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Fig. 7.9 Average waiting (adaptation) time as a function of the evolvability of the starting
phenotype (fitness) and the robustness of the target phenotype (fitness)

(fitness), but fails to provide further insights on the long-term trajectory of the
evolutionary process.

The robustness of the target phenotype (fitness), on the other hand, shows strong
predictive power for the average waiting (adaptation) time. In Fig. 7.9b, d, a strong
and negative correlation is observed between average waiting time and robustness
of the target phenotype (R2 = 0.95, p � 0.001), as well as between average
adaptation time and robustness of the target fitness (R2 = 0.88, p � 0.001).
These results are intuitive and suggest that more robust phenotypes (fitnesses) are
easier to reach from other phenotypes via single-point mutations since they are over-
represented by more genotypes, and random mutations will more likely lead to more
robust phenotypes.

The probabilistic nature of random walks and hill climbing can be captured by
Markov Chain analysis, meaning that the average waiting (adaptation) time could
be predicted analytically rather than through empirical simulations. By considering
each phenotype as a state, and the mutational connections between phenotype i

and phenotype j (fij in Eq. (7.1)) as their transition probability, we can apply
Markov Chain analysis to determine the expected waiting (adaptation) time for
moving from one phenotype to another. We find a strong correlation between the
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Fig. 7.10 Comparison of mutational transitions from phenotype y to TRUE and to !y. Filled
circles are genotypes of y that have non-neutral mutational connections to genotypes of phenotype
TRUE, and triangles are genotypes of y that have non-neutral mutational connections to phenotype
!y

analytical prediction and the empirical observation, yet also large relative residuals,
i.e., 126 steps comparing to 112 steps in the average waiting and adaptation times,
respectively.

This discrepancy between the analytical prediction and empirical observations
suggests that the mutational connections between phenotypes might not serve as the
most accurate estimate of transitional probabilities from one phenotype to another.
Let us take a close look at an example for moving from source phenotype y to
target phenotype !x AND y: The predicted most likely path for this transition is
y → TRUE → !x AND y, but the observed most frequent path is y → !y →
TRUE → !x AND y, despite the fact that the observed path is longer than the
predicted path and y has more mutational connections to TRUE than !x AND y
(i.e., fy,TRUE = 0.19 and fy,!y = 0.18)!

The transitional probabilities are measured at the phenotypic level, but mutations
occur at the genotypic level. Therefore, if the mutational connections between
phenotypes do not provide the most accurate estimation of the transition likelihoods,
a mutational bias must be introduced at the genotypic level. We take phenotypes
y, TRUE, and !y as examples and look into the genotypes that allow a transfer
from y to TRUE and to !y. Figure 7.10 shows the comparison of the transitions
between y and TRUE and between y and !y. The non-neutral mutations connect
y to TRUE (filled circles) through more genotypes with low robustness but less
genotypes with high robustness, whereas the non-neutral mutations connect y to !y
(filled triangles) through less genotypes with low robustness but more genotypes
with high robustness. Recall that more robust genotypes are visited more frequently
(Fig. 7.8b). This is the source of the bias required and explains why mutations to
genotypes of y more likely lead to phenotype !y than to TRUE, despite the fact that
the total amount of non-neutral mutations between y and TRUE is greater than that
between y and !y.
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7.6 Conclusion

Neutrality is commonly observed in evolutionary algorithms where mutations may
not alter the phenotypic outcome. Neutrality is a result of the redundant genotype-
to-phenotype mapping and debates have raged on whether neutrality is beneficial
for the search ability of an evolutionary algorithm.

The effects of neutrality on its two observed properties, robustness and evolv-
ability, can be studied quantitatively. Both robustness and evolvability capture
how an evolutionary system responds to genetic changes. Robustness refers to the
resilience to retain phenotypic traits in face of mutational perturbations, whereas
evolvability characterizes the capability of using random mutations to generate
novel and adaptive phenotypes. The relationship of robustness and evolvability may
seem antagonistic, but is in fact highly collaborative.

Studying the relationship of robustness and evolvability helps to better under-
stand the fundamental mechanisms of evolution. The framework of genotype
networks has been used to quantitatively measure robustness and evolvability and to
analyze their relationship. Moreover, the relationship should be better studied at the
genotypic, phenotypic, and fitness levels since robustness and evolvability can take
different qualifications and correlate differently at those levels.

In this book chapter, we reported on the quantitative analysis of robustness and
evolvability at the genotypic, phenotypic, and fitness levels. A small-scale Linear
GP system was adopted as our test system, which provides multiple advantages for
our purposes. The Linear GP algorithm has a compact presentation which allows
exhaustive enumeration of all possible genotypes and phenotypes. Thus the entire
genotype and phenotype spaces can be characterized.

We followed evolutionary biological studies on robustness and evolvability in
RNA networks and defined quantitative measures of robustness and evolvability
at the genotypic, phenotypic, and fitness levels. We showed that robustness and
evolvability correlate differently at those levels. At the genotypic level, a more
robust genotype is less evolvable. At the phenotypic level, the correlation of
robustness and evolvability is non-monotonic with the least robust and the most
robust phenotypes having the highest evolvability. However, no correlation was
observed at the fitness level. This finding calls for more advanced fitness evaluation
methods in the future that incorporate mutational connections at the genotypic and
phenotypic levels rather than simply the similarity between phenotypes.

Using an ensemble of random walkers and hill climbers, we showed how the
structure of genotype, phenotype, and fitness networks can influence the evolu-
tionary search. We found that more robust phenotypes are more accessible from
other phenotypes via random mutations, however starting from a more evolvable
phenotype does not guarantee a more efficient search for novel phenotypes. This
is due to the limitations of evolvability measures currently available and calls for
further studies.

We also found that robust genotypes play a crucial role in the evolutionary search
process. More robust genotypes are visited more often than would be expected in a
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random sampling of genotypes, i.e., random mutations are biased leading to more
robust genotypes. Therefore, robust genotypes can influence the evolutionary search
by guiding it to their adjacent phenotypes. This finding is of particular interest since
it may inspire mechanisms of evolutionary search that utilize robust genotypes.
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Chapter 8
Local Search is Underused
in Genetic Programming
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Pierrick Legrand, Sara Silva, Mauro Castelli, Leonardo Vanneschi,
Oliver Schütze, and Luis Muñoz

Abstract There are two important limitations of standard tree-based genetic
programming (GP). First, GP tends to evolve unnecessarily large programs, what
is referred to as bloat. Second, GP uses inefficient search operators that focus on
modifying program syntax. The first problem has been studied extensively, with
many works proposing bloat control methods. Regarding the second problem, one
approach is to use alternative search operators, for instance geometric semantic
operators, to improve convergence. In this work, our goal is to experimentally show
that both problems can be effectively addressed by incorporating a local search
optimizer as an additional search operator. Using real-world problems, we show that
this rather simple strategy can improve the convergence and performance of tree-
based GP, while also reducing program size. Given these results, a question arises:
Why are local search strategies so uncommon in GP? A small survey of popular GP
libraries suggests to us that local search is underused in GP systems. We conclude
by outlining plausible answers for this question and highlighting future work.
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8.1 Introduction

Genetic programming (GP) is one of the most competitive approaches towards
automatic program induction and automatic programming in artificial intelligence,
machine learning and soft computing [18]. In particular, even the earliest version of
GP, proposed by Koza in the 1990s and commonly referred to as tree-based GP or
standard GP1 [17], continues to produce strong results in applied domains over 20
years later [26, 41]. However, while tree-based GP is supported by sound theoretical
insights [20, 29–31], these formalisms have not allowed researchers to completely
overcome some of GP’s weaknesses.

In this work, we focus on two specific shortcomings of standard GP. The first
drawback is bloat, the tendency of GP to evolve unnecessarily large solutions. In
bloated runs the size (number of nodes) of the best solution and/or the average size
of all the individuals increases even when the quality of the solutions stagnates.
Bloat has been the subject of much research in GP, comprehensively surveyed
in [36]. The most successful bloat control strategies have basically modified the
manner in which fitness is assigned [11, 31, 34, 37, 38], focusing the search towards
specific regions of solution space.

A second problem of standard GP is the nature of the search operators. Subtree
crossover and mutation operate on syntax, but are blind to the effect that these
changes will have on the output of the programs, what is referred to as semantics
[24]. This has led researchers to use the geometric properties of semantic space [24]
and define search operators that operate at the syntax level but have a known and
bounded effect on semantics, what is known as Geometric Semantic GP (GSGP).
While GSGP has achieved impressive results in several domains [45], it suffers
from an intrinsic shortcoming that is difficult to overstate. In particular, the sizes
of the evolved solutions grow exponentially with the number of generations [24].
Since program growth is not an epiphenomenon in GSGP, as it is in standard GP,
it does not seem correct to call it bloat, it is just the way that the GSGP search
operates. Nonetheless, this practically eliminates one of the possible advantages of
GP compared to other machine learning techniques, that the evolved solutions might
be amenable to human interpretation [17, 18, 26].

The goal of this work is twofold. First, we intend to experimentally show that the
effect of these problems can be substantially mitigated, if not practically eliminated,
by integrating a powerful local search (LS) algorithm as an additional search
operator. Our work analyzes the effects of LS on several variants of GP, including
standard GP, a bloat free GP algorithm called neat-GP [43], and GSGP. In all cases,

1We will use the terms “standard GP” and “tree-based GP” interchangeably in this work, referring
to the basic GP algorithm that relies on a tree representation and subtree genetic operators.
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we will show that LS has at least one, if not several, of the following consequences:
improved convergence, improved performance and reduction in program size.
Moreover, we will argue that the greedy LS strategy does not increase overfitting
or computational cost, two common objections towards using such approaches in
meta-heuristic optimization.

The second goal of this work is to pose the following question: Why are LS
strategies seldom used, if at all, in GP systems? While we do not claim that
no previous works have integrated a local optimizer into a GP algorithm, the
fact remains that most works with GP do not do so, with most works on the
subject presenting specific application papers. This is particularly notable when we
consider how ubiquitous hybrid evolutionary-LS algorithms have become, what are
commonly referred to as memetic algorithms [9, 21, 25]. We will attempt to give
plausible answers to this question, and to highlight important future research on the
subject.

This chapter proceeds as follows. Section 8.2 discusses related work and
describes our proposal to apply LS in GP for symbolic regression highlighting
some experimental results. Section 8.3 shows how LS combined with a bloat-
free GP can substantially reduce code growth. Afterward, Sect. 8.4 discusses recent
works that apply LS with GSGP, improving convergence and performance in real-
world domains. Based on the previous sections, Sect. 8.5 argues that LS strategies
are underused in GP search. Finally, Sect. 8.6 presents our conclusions and future
perspectives.

8.2 Local Search in Genetic Programming

Many works have studied how to combine evolutionary algorithms with LS [9, 25].
The basic idea is to include an additional operator that takes an individual as an
initial point and searches for its optimal neighbor. Such a strategy can help guarantee
that the local region around each individual is fully exploited. These algorithms,
often called memetic algorithms, have produced impressive results in a variety of
domains [9, 25].

When applying a LS strategy to GP, there are basically two broad approaches to
follow: (1) apply a LS on program syntax; or (2) apply it on numerical parameters
of the program. Regarding the former, [1] presents an interesting recent example.
The authors apply a greedy search on a randomly chosen GP node, attempting
to determine the best function to use in that node among all the possibilities in
the function set. To reduce computational overhead the authors apply a heuristic
decision rule to decide which trees are subject to the LS, preferring smaller trees to
bias the search towards smaller solutions. A study in epigenetic repercussions for
Linear GP is studied in [19], where an epigenetic activation switch is applied at the
genotype level, analogously to what happens in evolutionary biology. By using a
hill climber, the acquired traits are co-evolved with the original genotypes at each
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generation. Indeed, this can be seen as individual refinement process, or a type of
LS mechanism, embedded in the broader evolutionary process.

Regarding the optimization of numerical parameters within the tree, the follow-
ing works are of note. In [40] gradient descent is used to numerically optimize
programs for symbolic regression problems. However, the work only optimizes the
value of the terminal elements (tree leaves), it does not consider parameters within
internal nodes. Similarly, in [51] and [14] a LS algorithm is used to optimize the
value of constant terminal elements. In [51] gradient descent is used and tested on
classification problems, applying a LS process on every individual of the population.
Another recent example is [14], where Resilient Backpropagation (RPROP) is used,
in this case applying the LS operator to the best individual of each generation.

From these examples, an important question for memetic algorithms is to
determine when to apply the LS. For instance, [51] applies it to all the population,
while [14] does so only for the best solution of each generation, and [1] uses a
heuristic criterion. In the case of GP for symbolic regression, this question is studied
in [49], concluding that the best strategies might be to apply LS to all the individuals
in the population or a subset of the best individuals. However, that work focused on
synthetic benchmarks and did not consider specialized heuristics [1]. Nonetheless,
[49] does show that in general, including a LS strategy improves convergence and
performance, while reducing code growth.

Other works have increased the role of the local optimizer, changing the basic
GP search. Fast Function Extraction (FFX) [23], for instance, poses the symbolic
regression problem as the search for the best linear combination of basis functions.
Thus, FFX builds linear models, and optimizes these model using a modified
version of the elastic net regression technique, eliminating the evolutionary process
altogether. A similar approach can be seen in the prioritized grammar enumeration
(PGE) technique [48], where dynamic programming replaces the basic search
operators of traditional GP, and numerical parameters are optimized using the non-
linear Levenberg–Marquardt algorithm.

8.2.1 Local Search in Symbolic Regression with Standard GP

In this work we focus on symbolic regression, though we believe that some of
the conclusions might apply more generally. For now, this section describes our
proposal to integrate a LS operator within GP in this domain, which we originally
presented in [49, 50].

For symbolic regression, the goal is to search for the symbolic expres-
sion KO(θO) : R

p → R that best fits a particular training set T =
{(x1, y1), . . . , (xn, yn)} of n input/output pairs with xi ∈ R

p and yi ∈ R, stated

(KO, θO) ← arg min
K∈G;θ∈Rm

f (K(xi , θ), yi) with i = 1, . . . , n , (8.1)
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where G is the solution or syntactic space defined by the primitive set P of
functions and terminals, f is the fitness function which is based on the difference
between a program’s output K(xi , θ) and the desired output yi , and θ is a
particular parametrization of the symbolic expression K , assuming m real-valued
parameters. This dual problem of simultaneously optimizing syntax (structure) and
parametrization can be addressed following two general approaches [12, 22]. The
first group is hierarchical structure evolution (HSE), when θ has a strong influence
on fitness, and thus a LS is required at each iteration of the global (syntactic) search
as a nested process. The second group is called simultaneous structure evolution
(SSE), when θ has a marginal effect on fitness, in such cases a single evolutionary
loop could simultaneously optimize both syntax and parameters. These are abstract
categories, but it is reasonable to state that standard GP, for instance, falls in the SSE
group. On the other hand, memetic algorithms, such as the GP version we proposed
in [49, 50], fall in the HSE group.

8.2.2 Proposal

First, as suggested in [16], for each individual K in the population we add a small
linear uppertree above the root node, such that

K ′ = θ2 + θ1(K) , (8.2)

K ′ represents the new program output, while θ1, θ2 ∈ R are the first two parameters
from θ . Second, for all the other nodes nk in the tree K we add a weight coefficient
θk ∈ R, such that each node is now defined by

n′
k = θknk , (8.3)

where n′
k is the new modified node, k ∈ {3, . . . , r + 2} and r is the size of tree K .

Notice that each node has an unique parameter that can be modified to help meet
the overall optimization criteria of the non-linear expression. At the beginning of
the GP run each parameter is initialized by θi = 1. During the GP syntax search,
subtrees belonging to different individuals are swapped, added or removed together
with their corresponding parameters, often called Lamarckian inheritance [49, 50].
We consider each tree as a non-linear expression and the local search operator must
now find the best fit parameters of the model K ′. The problem could be solved using
a variety of techniques, but following [49, 50] we use a trust region algorithm.

Finally, it is important to consider that the LS could increase the computational
cost of the search, particularly when individual trees are very large. While applying
the LS strategy to all trees might produce good results [49, 50], it is preferable to
reduce the amount of trees to which it is applied. Therefore, we use the heuristic
proposed in [1], where the LS is applied stochastically based on a probability p(s)

determined by the tree size s and the average size of the population s (details in
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[1, 50]). In this way, smaller trees are more likely to be optimized than larger
trees, which reduces the computational cost and improves the convergence of the
optimizer by keeping the parameter vectors relatively small. Hereafter, we refer to
this version of GP as GP-LS.

8.2.3 Experiments and Results

We evaluate this proposal on a real-world symbolic regression task, the Yacht
problem, which has six features and 308 input/output samples [27]. The experiments
are carried out using a modified version of the Matlab GP toolbox GPLab [35]. The
GP parameters are given in Table 8.1.

In what follows, we will present results based on the median performance over all
runs. The fitness function used is the RMSE, and the stopping criterion is the total
number of fitness function evaluations. Function evaluations are used to account for
the computational cost of the trust region optimizer, which in this case is allowed to
run for 100 iterations. Results are compared with a standard GP.

Figure 8.1 summarizes the main results. The convergence plots of GP and GP-
LS are shown in Fig. 8.1a, showing the median training and testing performance.
The figure clearly shows that GP-LS converges faster to a lower error, and at the
end of the run it substantially outperforms standard GP, consistent with [49, 50].
Figure 8.1b presents a scatter plot (each point is one individual) of all individuals
generated in all runs. The individuals are plotted based on function evaluations and
size. Each individual is color coded using a heat map based on test performance,
with the best individuals (lowest error) in dark gray. Figure 8.1b shows that the best
performance is achieved by the largest individuals.

Table 8.1 GP parameters

Parameter Value

Runs 30

Population 100

Function evaluations 2,500,000

Training set 70% of complete data

Testing set 30% of complete data

Crossover operator Standard subtree crossover, 0.9 prob.

Mutation operator Mutation probability per node 0.05

Tree initialization Full, max. depth 6

Function set {+,−,×,÷, exp, sin, cos, log, sqrt, tan, tanh}
Terminal set Input features, constants

Selection for reproduction Tournament selection of size 7

Elitism Best individual survives

Maximum tree depth 17
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Fig. 8.1 Experimental results for GP-LS on the Yacht problem

However, our strategy is to apply the LS on the smallest individuals of the
population. This is clearly validated in Fig. 8.1c, d. Figure 8.1c shows the raw
improvement of test fitness for each individual before and after the LS. A similar
plot is shown in Fig. 8.1d, where instead of showing the raw improvement, this
figure plots the improvement in rank within the population. In both plots the average
program size is plotted with a white line, and individuals that were not passed to
the local optimizer have a zero value. These plots reveal that: (1) most individuals
below the average size are improved by the LS; and (2) the largest improvement
is exhibited by individuals that are only slightly smaller than the average program
size. While the effect on program size by the LS process will be further discussed in
Sect. 8.3, for now it is important to state that the median of the average program size
produced by standard GP on this problem is 123.576, which is substantially higher
than what is shown by GP-LS.

These results present three interesting and complimentary results. First, GP-
LS clearly outperforms standard GP, in terms of convergence, solution quality
and average solution size. Second, the LS is clearly improving the quality of the
smallest individuals in the population, in some cases substantially. On the other
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Fig. 8.2 Influence of the LS operator on the construction of the best solution found for the Yacht
problem

hand, and thirdly, the best solutions are still the largest trees in the population. This
means that while the LS operator improves smaller solutions, the best solutions
are not necessarily subjected to the LS process. This means that the LS process
should be seen as an important additional operator, that complements the other
search operators. While many previous works have applied a LS process on the
best solutions found, our results indicate that this is insufficient, the LS should be
applied more broadly to achieve the best results.

Figure 8.2 summarizes how the LS operator influences the construction of
the best solution. First, Fig. 8.2a shows how many times the best solution in the
population was chosen by the LS selection heuristic for each run. The plot indicates
that the best solution was chosen about 50% of the time. Second, we track all of the
ancestors of the best individual from each run, and Fig. 8.2b plots the percentage
of ancestors that were subjected to the LS. This plot also suggests that, on average,
about half of the ancestors were subjected to the LS and half were not.

8.3 Bloat Control and Local Search

The goal of this section is to analyze the effect that the LS has on program size. We
use a recently proposed bloat-free GP algorithm called neat-GP [43], which is based
on the operator equalization (OE) family of methods [11, 38].

The OE approach is to control the distribution of program sizes, defining a
specific shape for the distribution and then enforcing heuristic rules to fit the
population to the goal distribution. Surprisingly, some of the best results are
achieved by using a uniform or flat distribution; this method is called Flat-OE [37].
One of the main drawbacks of OE methods has been the difficulty of efficiently
controlling the shape of the distribution without modifying the nature of the search.
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Recently, neat-GP was proposed to approximate the behavior of Flat-OE in a simpler
manner, exploiting well-known EC principles such as speciation, fitness sharing
and elitism [43]. As the name suggests, neat-GP is designed following the general
principles of the NeuroEvolution of Augmenting Topologies (NEAT) algorithm
[39]. While NEAT has been used in a variety of domains, its applicability for GP
in general, and for bloat control in particular, was not fully exploited until recently
[42, 43].

The main features of neat-GP are the following: (a) The initial population
contains trees of small depth (3 levels), the NEAT approach is to start with simple
(small) solutions and to progressively build complexity (increasing size) only if the
problem requires it. (b) As the search progresses, the population is divided into
subsets called species, such that each species contains individuals of similar size
and shape; this process is called speciation, which protects innovation during the
search. (c) The algorithm uses fitness sharing, such that individuals from very large
species are penalized more than individuals that belong to smaller species. This
allows the search to maintain an heterogeneous population of individuals based on
their size, following Flat-OE. The only exceptions are the best individuals in each
species; these are not penalized allowing the search to maintain the best solutions.
(d) Crossover operations mostly take place between individuals from the same
species, such that the offspring will have a very similar size and shape to their
parents. For a full description of neat-GP the reader is referred to [43].

8.3.1 Experiments and Results

The proposal made in this work is straightforward: combine neat-GP with the GP-
LS strategy. Hereafter this hybrid method will be referred to as neat-GP-LS. The
experimental work centers around comparing four GP variants: standard GP, neat-
GP, GP-LS and neat-GP-LS. Each variant was applied to the real-world problems
summarized in Table 8.2, which specifies the number of input variables, the size
of each dataset and a general description. In this case, ten runs of each algorithm
were performed, using the parameters specified in Table 8.3, using standard sub-
tree mutation and crossover. For neat-GP the parameters were set according to [43].
For all algorithms, fitness and performance are computed using the RMSE. The
algorithms are implemented using the DEAP library for Python [10], our code is
available for download.2

Several changes were made to the GP-LS approach used in the previous section.
First, the LS operator is applied randomly with a 0.5 probability to every individual
in the population, based on the results shown in Fig. 8.2. Second, the LS operator
was only allowed to run for 40 iterations, to reduce the total computational cost.
Third, the termination criterion was set to 100,000 function evaluations.

2http://www.tree-lab.org/index.php/resources-2/downloads/open-source-tools/item/145-neat-gp.

http://www.tree-lab.org/index.php/resources-2/downloads/open-source-tools/item/145-neat-gp
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Table 8.2 Real world regression problems used to compare all algorithms

Problem Features Samples Description

Housing [33] 14 506 Housing values in suburbs of
Boston

Energy cooling load [44] 8 768 Energy analysis using different
building shapes simulated in Eco-
tect

Table 8.3 Parameters used in all experiments

Parameter GP Std and GP-LS Neat-GP

Runs 30 30

Population 100 100

Function evaluations 100,000 100,000

Training set 70% 70%

Testing set 30% 30%

Crossover probability (pc) 0.9 0.7

Mutation probability (pm) 0.1 0.3

Tree initialization Ramped Half-and-Half, with
6 levels of maximum depth

Full initialization, with 3
levels of maximum depth

Function set {+,−,×, sin, cos, log, sqrt, tan, tanh}
Terminal set Input variables for each real world problem, ERC

Selection for reproduction Tournament selection of
size 7

Eliminate the worst individ-
uals of each species

Elitism Best individual survives Don’t penalize the best indi-
vidual of each species

Maximum tree depth 17 17

Survival threshold – 0.5

Species threshold value – h = 0.15 with α = 0.5

LS Optimizer probability (Ps ) 0.5 0.5

The algorithms are compared based on the following performance criteria: best
training fitness, test fitness of the best solution, average size (number of nodes) of
all individuals in the population, and size of the best solution. In particular we plot
and present in table form the median performance. These results are summarized
using convergence plots (performance relative to function evaluations).

Figure 8.3 summarizes the results of the tested techniques on both problems,
showing convergence plots for training and testing fitness, and the average program
size, each one with respect to the number of fitness function evaluations, showing the
median over 10 independent runs. Notice that in this case, performance is more or
less equal for all algorithms. This might be due to the different GP implementations
used (GPLab and DEAP) or to the different parametrizations of the LS strategy.
Nevertheless, when we inspect program size we clearly see the benefits of using
the LS strategy. First, GP evolves substantially larger solutions for both problems,
about one order of magnitude of difference relative to the other methods. Second,
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Fig. 8.3 Results for real world problems Housing (a), (c), (e) and Energy Cooling Load (b), (d),
(f) plotted with respect to total function evaluations: (a), (b) Fitness over train data; (c), (d) Fitness
over test data; and (e), (f) Population size. Plots show median values over ten independent runs

surprisingly GP-LS is able to control code growth just as well as neat-GP. In
other words, GP-LS has the same parsimonious effect on evolution as an algorithm
explicitly designed for bloat control. Finally, when we combine both algorithms in
neat-GP-LS, the reduction in solution size is drastically improved.
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8.4 Local Search in Geometric Semantic GP

In this section we briefly summarize our recent results of integrating a LS operator
to GSGP. Our approach was originally presented in [5], which we briefly summarize
first. In [24] two new genetic operators were proposed, Geometric Semantic
Mutation (GSM) and Geometric Semantic Crossover (GSC). Both operators define
syntax transformations, but their effect on program semantics is determined by the
semantics of the parents within certain geometrical bounds. While other semantic
approaches have been proposed [45], GSGP is probably the most promising given
this nice property. In [5], we extended the GSM operator to integrate a greedy LS
optimizer, we call this operator GSM-LS.

The advantage of GSM-LS, relative to GSM, is that at every mutation event
the semantics of the offspring TM is not restricted to lie within a ball around
the parent T . Indeed, GSM sometimes produces offspring that are closer to the
target semantics, but sometimes it does not. On the other hand, with GSM-LS the
semantics of TM is the closest we can get from the semantics of T to the target using
the GSM construction.

The first effect of GSM-LS is that it inherently improves the convergence speed
of the search process, which was experimentally confirmed in [5]. In several test
cases GSGP reaches the same performance as GSGP-LS, but requires much more
iterations. This is an important difference since, as we stated above, code-growth in
GSGP is an intrinsic property of applying the GSGP operators; i.e., the size of the
offspring is always larger than the size of the parents. This fact does not necessarily
increase the computational cost of the search using a proper implementation [2].
However, it does limit the possibility of extracting parsimonious solutions that might
be amenable to further human analysis or interpretation. Therefore, by using GSM-
LS in practice, it will be possible to reduce the number of iterations required by the
algorithm to achieve the same level of performance. This means that the solutions
can be vastly smaller [5]. Moreover, real-world experimental work has shown that
GSGP-LS also outperforms GSGP in overall performance on several noteworthy
examples.

In [3], we applied GSGP-LS to the prediction of energy performance of
residential buildings, predicting the heading load and cooling load for efficient
power consumption. In this work, we used a hybrid algorithm, where GSM-LS is
used at the beginning of the run and GSM is used during the remainder of the search,
while also performing linear scaling of the input variables. Experimental results
showed that the algorithms outperformed such methods as iteratively reweighted
least squares and random forests. A similar application domain was addressed
in [6], where GSGP-LS was used for energy consumption forecasting. Accurate
forecasting can have many benefits for electric utilities, with errors increasing
costs and reducing efficiency. In this domain, GSGP-LS outperformed GSGP and
standard GP, with the former considered to be a state-of-the-art method in this
domain.
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Then, in [4] we applied GSGP-LS to predict the relative position of computerized
tomography slices, an important medical application for machine learning methods.
In this work, GSGP-LS was compared with GSGP, standard GP and state-of-the-
art results reported on the same problem dataset. GSGP-LS outperformed all other
methods. Sometimes the difference was quite large, as much as 22% relative to
other published results. We presented one final example in [7], where GSGP-
LS was used to predict the per capita violent crimes in urban areas. In this case
GSGP-LS was compared with linear regression, radial basis function networks,
isotonic regression, neural networks and support vector machines (SVM). The
only conventional algorithm that achieved equivalent performance was SVM. These
examples are meant to illustrate the benefits of integrating LS into GSGP.

8.5 Discussion

Based on the results presented and discussed in Sects. 8.2–8.4, we make the fol-
lowing two major conclusions, limiting our discussion to the real-valued symbolic
regression domain. First, integrating a numerical LS operator within a GP search
brings about several benefits, including improving convergence, improving (or at
least not reducing) performance, and substantially reducing code growth. We would
stress the importance of the last point, the reduction in solution size is maybe
the most important, if we consider the attention that bloat has received in GP
literature and the potential of GP as a machine learning paradigm to generate human
interpretable solutions. Moreover, program size is reduced even more when LS is
combined with an explicit bloat control strategy. Second, the LS approach should
be seen as an additional genetic operator, and not as a post-processing step. It
seems that by subjecting the GP individuals to a numerical optimization process,
the search is able to unlock the full potential of each individual. It is common to
see that small individuals usually have a substantially lower fitness than larger ones,
indeed this is understood as one of the reasons for bloat to appear [11]. Our results
make this observation more nuanced, it is not small individuals but small individuals
with sub-optimal parameterizations that will usually perform poorly. Therefore, the
LS operator should be seen as a way of extracting the full potential of each GP
expression, before it is kept or filtered by selection.

These conclusions seem to be supported by our experimental evidence, but
we do not feel like we have hit upon an overly hidden truth or property of the
GP search process. In fact, these observations seem to be relatively obvious and
simple, particularly (as we have said) keeping to symbolic regression. Therefore,
a question comes to mind: Why are LS strategies so uncommon in GP systems
or libraries? Take for instance some of the most popular GP platforms, including
for instance lilGP [32], TinyGP [28], DEAP [10], GPLab [35], ECJ [47], Open
Beagle [13], Evolving Objects [15], JGAP [8] and HeuristicLab [46]. None of these
software systems (to the authors’ knowledge, and based on current descriptions on
their respective websites) include an explicit mechanism for applying a memetic
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algorithmic framework as was discussed here, where a greedy numerical optimizer
performs parameter tuning for GP expressions. Some of these algorithms include
numerical constants, and associated mutations for these constants to search for
optimal values, or post-processing functions for solution simplification and/or
optimization. But even these features are quite uncommon, and are not equivalent
to the type of approach we describe here.

We speculate that several different reasons are causing this, some of these
reasons are practical and some are conceptual. First, it might be that integrating this
functionality might be overly complex based on specific implementation details. If
this is the case, we highly recommend that future versions of these or other libraries
should be made amenable to numerical LS operators. Second, it might be assumed
that integrating a LS operator might make the algorithm converge to local optima or
make the solutions overfit the training data. While this is a valid concern, our results,
in this chapter and previous publications discussed above, suggest that this does not
occur. Though we admit that further evidence should be obtained, it is reasonable
to assume that a GP system should at the very least allow for a LS operator to be
included. Third, it may be that some consider LS to be a computational bottleneck,
increasing the already long running time of GP.

While we have not fully explored this, we find that the evidence might actually
point in the opposite direction. Consider that when given the same amount of fitness
function calls, GP-LS seems to outperform standard GP. If we factor in the size
of the evolved solutions, it is obvious that integrating a LS operator allows GP to
evaluate much smaller, and by definition, more efficient GP trees (when we do not
include loops). Moreover, in the case of GSGP our results suggest that no extra
cost is incurred by performing the LS process [4, 5]. Finally, we feel that it may
be the case that LS might not be used because it is expected that the evolutionary
process should find both the solution syntax and its optimal parametrization. While
the first three reasons are practical concerns, the final one is conceptual, regarding
the nature of what GP is expected to do. We believe that the design of GP algorithms
should exploit all of the tools at our disposal to search for optimal models in learning
problems, and that greedy LS operators, particularly those from the well-established
mathematical optimization community, should be considered to be an integral part
of GP search.

8.6 Conclusions and Future Work

The first major conclusion to draw from this chapter—including the experimental
evidence and related literature analysis—is that integrating a numerical LS operator
helps to substantially improve the performance of a GP symbolic regression, based
on performance, convergence, and more notably program size.

The second conclusion is that numerical LS and memetic search is seldom
integrated in most GP systems. Numerical LS optimizers should be considered an
important part of any GP-based search, allowing the search process to fully evaluate
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the usefulness of a particular GP tree before discarding it, since it very well may be
that a low fitness value is due to a suboptimal parametrization of the solution.

Going forward, we identify several areas of opportunity for the GP community.
The fact that memetic approaches have not been fully explored in GP literature
opens up several future lines of inquiry. For instance, one line would seek to
determine what is the best memetic strategy for GP, Lamarckian or Baldwinian—
a choice that might be domain dependent. Another topic is to study the effect of
using different LS optimization algorithms. Numerical optimizers are well suited
for real-valued symbolic regression, but these methods might not generalize to other
domains. Moreover, while we are assuming that the GP tree is always a non-linear
expression, this may not always be the case. Therefore, other numerical optimization
methods should be evaluated, based on the application domain.

The combination of both syntactic and numerical LS should also be the subject
of future work, allowing us to fully exploit the local neighborhood around each
solution. Moreover, while we believe that computational cost is not an issue relative
to standard GP, it would still be advantageous to reduce any associated costs of
the LS operator. One way, of course, is to use very efficient LS techniques or
efficient implementations of these algorithms. Another possibility is to explore the
development of surrogate models of LS optimization. The most important effect of
the LS process is the change in relative rank for the individuals. It may be possible
to derive predictive models that allow us to determine the expected effect that the
LS process will have on a particular program.
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Chapter 9
PRETSL: Distributed Probabilistic Rule
Evolution for Time-Series Classification

Babak Hodjat, Hormoz Shahrzad, Risto Miikkulainen, Lawrence Murray,
and Chris Holmes

Abstract The EC-Star rule-set representation is extended to allow probabilistic
classifiers. This allows the distributed age-layered evolution of probabilistic rule
sets. The method is tested on 20 UCI data problems, as well as a larger dataset of
arterial blood pressure waveforms. Results show consistent improvement in all cases
compared to binary classification rule-sets.

Keywords Genetic programming · Evolutionary computation · Probabilistic
rule-sets · Distributed processing · Time-series classification · Medical diagnosis

9.1 Introduction

Rule sets utilize the notion of predicate logic and form collections of statements of
the form “IF antecedent condition A is met THEN consequence B occurs”. These
are ideal candidate models for use in medical diagnostic applications due to their
explicit, interpretable structure and their ability to uncover nonlinear relationships
and interactions in large data domains. The interpretability of rules is a vital attribute
for medical applications, where predictions need to be auditable so that experts can
understand how and why a recommendation or forecast was made. The ability of
rule sets to deal naturally with nonlinear relations and interactions is another key
attraction. The recent emergence of large-scale genetic epidemiology case-control
studies has taught us that simple genotype–phenotype models can only explain a
small proportion of the known heritable (genetic) risk component of a disease.
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Probabilistic rule sets hold great potential for uncovering cryptic relationships and
can maximize the use of available information contained in the data.

Up to now, rule-set models have been hampered by the computational resources
that are needed to implement them effectively. In addition, there has been no
way to accommodate uncertainty into rule-set predictions, so that they cannot be
statistically characterized. The computational challenge of rule sets arises from the
enormous search space of potential rules that might apply for any particular system,
due to all the possible combinations of antecedents and consequences. Conventional
optimization methods are ill-suited to scale to such spaces.

Age-varying fitness calculation is an approach suitable for data problems in
which evolved solutions need to be applied to many fitness samples in order to
measure a candidate’s fitness confidently [5]. This approach is elitist: best candidates
of each generation are retained to be run on more fitness cases to improve confidence
in the candidate’s fitness. The number of fitness evaluations in this method depends
on the relative fitness of a candidate solution compared to others at any given point.

EC-Star [8] is a massively distributed evolutionary platform that uses age-varying
fitness as the basis for distribution. This allows for easier distribution of big-data
problems through sampling or hashing/feature reduction techniques: breaking the
data stash into smaller chunks, each chunk contributing to the overall evaluation of
the candidates.

In this paper, the power of EC-star search is combined with a probabilistic
extension of rule-based logic into a new method called PRETSL (Probabilistic
Rule Evolution for Time-Series cLassification). In a probabilistic rule set the
consequences of rules are used to update a conditional probability statement. For
example, a probabilistic rule might be, “IF condition A is present THEN the
probability of the disease occurring increases by Z”, where A and Z are parameters
to be learned by the system. The probabilities suggested by all rules of the set are
combined and thresholded to produce the final classification.

The EC-Star platform and related work in probabilistic classifiers is first reviewed
below. The PRETSL approach for using fuzzy logic and probabilistic rule-sets in an
age-layered distributed evolutionary run is then outlined. Initial results are presented
from experimentation on 20 data sets from the UCI collection, as well as on an
application on a blood-pressure prediction task, comparing the probabilistic with
a binary classifier rule-set representation. The results suggest that PRETSL is an
effective approach, making it possible to combine knowledge at a more fine-grained
level, and thus increasing classification accuracy.

9.2 Prior Work

In EC-Star, age is defined as the number of fitness samples upon which a candidate
has been evaluated. This system uses a hub-and-spoke architecture for distribution,
where the main evolutionary process is moved to the processing nodes (Fig. 9.1).



9 PRETSL: Distributed Probabilistic Rule Evolution for Time-Series Classification 141

Fig. 9.1 The EC-Star hub-and-spoke distribution architecture. Each Evolution Engine runs an
independent evolution on its own pool of candidates on a limited amount of data, and periodically
reports the results to the Evolution Coordinator. The Evolution Coordinator maintains a list of the
best candidates found so far and periodically sends them back to the Evolution Engines for further
evaluation. In this manner, EC-Star utilizes age-layering to speed up evolution, and takes advantage
of heterogeneous and potentially unreliable computing resources across the internet

Each node, or Evolution Engine, has its own pool of candidate rule-sets, or
individuals, and independently runs through the evolutionary cycle. At each new
generation, an Evolution Engine submits its fittest candidates to the Evolution
Coordinator (i.e., the server) for consideration. This step takes place typically after
a set number of evaluations, referred to as the maturity age.

The server side, or Evolution Coordinator, maintains a list of the best of the
best candidates so far. EC-Star achieves scale through making copies of genes at
the server, sending them to Evolution Engines for aging, and merging the aged
results received back from them (Fig. 9.1). This process also allows the spreading
of the fitter genetic material. EC-Star is massively distributable by running each
Evolution Engine on a processing node (e.g., CPU) with limited bandwidth and
occasional availability [6]. Typical runs utilize hundreds of thousands of processing
units spanning across thousands of geographically dispersed sites. In the Evolution
Coordinator, only candidates of the same age range are compared with one another
(thus implementing age-layering). Each age range has a fixed quota.

EC-Star has previously been used, for example, in the blood-pressure prediction
task, and was found to be an effective implementation for rule evolution on time-
series data sets—a class of problems that is not as well suited for traditional
classification methods such as Random Forest [3]. In this paper, it will be extended
into probabilistic classification.
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9.3 Design

EC-Star’s default representation is a Pitts-style rule-based representation [10],
where the genotype consists of a header and body. The header includes fields such
as a unique ID, Age, and Master Fitness (which represents the aggregate fitness over
samples evaluated so far). The gene body is a rule set with the following grammar:

<rules> ::= <rule> | <rule><rules>
<rule> ::= <conditions> → <action>

<conditions> ::= <condition> | <condition> & <conditions>
<action> ::= <prediction label> | <action>

<condition> ::= <predicate> |<condition> | <condition> [lag]
<predicate> ::= <truth value on a feature>

Predicates can be calculated as an inequality (e.g., less-than) against an evolved
threshold on the data. For example, in the case of a normalized feature, a threshold
between 0 and 1 is evolved into the predicate (say, 0.4), and it will return true,
should the inequality (i.e., feature < 0.4) evaluate to true in the presence of that
threshold.

EC-Star allows for applying fuzzy logic [7] to the evaluation of predicates and
rules. The fuzzy value for a predicate inequality is derived by applying a sigmoid
function on the inequality: The closer the feature is to the threshold, the closer the
resulting continuous value is to 1. Fuzzy logic is then used to calculate a fuzzy value
for the rule as a whole.

In order to represent a probabilistic rule-set [2], an action is defined to be an
evolvable probability between 0 and 1, representing the likelihood of a sample
to belong to a class label defined over the data-set. In its simplest form, the
probabilities of different rules that fire over a data sample are aggregated into a
single probability for a binary classification system. For example, if three rules fire,
returning 0.2, 0.4, and 0.6 respectively, the output verdict on the sample can be
calculated as the average of the probabilities (0.4). Taking the fuzzy logic value of
each rule into account gives us the opportunity to calculate the rule-set verdict as a
weighted average using the fuzzy value of each rule as the weight. The last step, if
needed by the domain, is to convert this value to the binary classification, with 0.5
as the threshold.

Note that it is possible that, for a given fitness sample, no rules fire. In such a
case—depending on the problem domain requirements—either a default action is
selected, or the fitness sample is said to have resulted in a no-action state. The no-
action state can thus be treated separately in the fitness function.

The fitness of a probabilistic rule-set is then calculated as the mean absolute
error (MAE) of its predictions. Below, this method is referred to as PRETSL, for
Probabilistic Rule Evolution for Time-Series cLassification.
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9.4 Experiments

First, the PRETSL approach is demonstrated on 20 standard UCI data sets [1].
Each data set consists of a number of data points (patients), each with a number
of predictors (e.g., biometrics and health history), some of which are missing for
each data point. These data are partitioned randomly such that the training set has
roughly 70% of data points, and the remaining 30% data points are withheld and
used as the test set.

The EC-Star platform is used to train 50 binary and 50 probabilistic classifiers
using the training set. For each entry in the dataset, the binary classifiers output
z = P(y = 1|x) ∈ {0, 1}, while the probabilistic classifiers output z = P(y =
1|x) ∈ [0, 1]; in both cases, output z values are interpreted as the problem-specific
predicted probability (e.g., that the patient does not survive the study).

To compare methods, the mean squared error (MSE) of each classifier’s predic-
tions is calculated using the test set:

MSE(dv) = 1

Nv

Nv
∑

n=1

(P (y = 1|x = xv
n) − yv

n)2. (9.1)

Note that in the case of hard classifiers, this measure reduces to the misclassification
rate.

Figures 9.2, 9.3, and 9.4 give the results. The PRETSL approach improves
classification performance in every single case and is comparable to results from
random forest.

Second, PRETSL is demonstrated on a much larger real world problem of
classifying time series of arterial blood pressure (ABP) data. Our particular area
of investigation is acute hypotensive episodes.

A large number of patient records are time series based. Some are at the
granularity of high resolution physiological waveforms recorded in the ICU or via
the remote monitoring systems. Given a time-series of training exemplars each of
length T (in samples), to build a discriminative model capable of predicting an
event, features are extracted by splitting the time series into non-overlapping (or
overlapping), divisions of size k samples each, up to a certain point h < T such that
there are m = h/k divisions. A number of aggregating functions are then applied to
each of these divisions (a.k.a windows) to give features for the problem.

The blood-pressure dataset consists of roughly 4000 patient’s ABP waveforms
from MIMIC II v3, with a sampling rate of 125 Hz [4], recorded invasively from one
of the radial arteries. The raw data size is roughly one terabyte. The labels in the data
are imbalanced; the total number of Low events is just 1.9% of the total number of
events. In total, there are 45,693 EC-Star data packages from 4414 patient records.
Of these, 32,898 packages with 100 data points each (i.e., events) were used as the
training set and 12,795 samples as the test set.
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Fig. 9.2 Distribution of MSE on the test set for the 50 binary (i.e. hard) classifiers and the 50
probabilistic classifiers (i.e. PRETSL) for the first six of the 20 UCI datasets. The probabilistic
classifiers outperformed the binary classifiers in each case in this figure as well as in Figs. 9.3
and 9.4, demonstrating the advantage of the PRETSL approach. (a) Acute inflammation. (b) Acute
nephritis. (c) Adult income. (d) Bank marketing. (e) Blood transfusion. (f) Breast cancer Wisc
Diag

Figure 9.5 gives the results, again showing that the probabilistic classifiers
outperform the binary classifiers. Indeed, the worst performing soft classifier
outperforms the best of the hard classifiers. An example probabilistic rule-set
evolved by the system is given below, where Vn represents features from the
wavelets in the data set, and prob is the probability for the patient to have developed
critically low blood pressure after a 30 min blackout window:



9 PRETSL: Distributed Probabilistic Rule Evolution for Time-Series Classification 145

Fig. 9.3 (continued from Fig. 9.2) Results for the second six of the 20 UCI datasets. (a) Breast
cancer Wisc Orig. (b) Breast cancer Wisc Prog. (c) Chess KRVKP. (d) Haberman survival. (e)
Heart disease cleveland. (f) Ionosphere

(!V4 < 35.13 ∧ V78 < 176.75 ∧ V52 < 6) �⇒ prob = 0.04
(V78 < 79.3 ∧ V36 < 3.09 ∧ V69 < 0.08∧!V38 < −0.25) �⇒ prob = 0.95
(V78 < 79.3 ∧ V36 < 3.09∧!V38 < −2.61) �⇒ prob = 0.95
(V78 < 128.03 ∧ V63 < 0) �⇒ prob = 0.14
(V1 < 143.24) �⇒ prob = 0.84
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Fig. 9.4 (continued from Fig. 9.3) Results for the remaining eight of the 20 UCI datasets. (a)
Magic telescope. (b) Mammographic masses. (c) Monks3. (d) Musk1. (e) Musk2. (f) Ozone 1 h.
(g) Ozone 8 h. (h) Spambase
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Fig. 9.5 Distribution of MSE on the test set for the 50 binary (i.e. hard) classifiers and the 50
probabilistic classifiers (i.e. PRETSL) for the MIMIC arterial blood pressure dataset. All PRETSL
classifiers outperformed all binary classifiers in this scale-up experiment, demonstrating the power
of the PRETSL approach in challenging problems in general, and time-series classification in
particular

9.5 Discussion and Future Work

One key advantage of probabilistic predictions is that they can be combined with
a formal loss function for misclassification in order to make optimal risk-based
decisions, such as whether a patient should be given a new drug, or whether the
patient requires further tests to make an accurate diagnosis or prognosis. Such an
extension will allow for the integration of rule set models directly into the clinic.

Note that the rule sets are readily interpretable and may provide scientific insight;
their probabilistic combination reduces the risk of overfitting that accompanies the
use of a single classifier, and may facilitate model selection and hypothesis testing.

By framing the rule sets within a probabilistic system, formal methods from
Bayesian statistics can be utilized to combine predictions across the population of
rule sets in a coherent fashion [9]; this approach should improve the performance
further in future work.

More work is also in order to determine the source of consistently improved
performance of PRETSL versus binary classification, as demonstrated in the
experiments above.

9.6 Conclusion

In this paper, evolution of rule sets for classification tasks is extended into proba-
bilistic rule sets. This method, PRETSL, is implemented in the EC-Star distributed
computing platform and evaluated in 20 UCI datasets as well as in a scale-up
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application of blood-pressure prediction. Probabilistic formulation allows making
more refined decisions, which leads to improved performance in all cases. PRETSL
is therefore a promising approach to difficult classification tasks.
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Chapter 10
Discovering Relational Structure
in Program Synthesis Problems with
Analogical Reasoning

Jerry Swan and Krzysztof Krawiec

Abstract Much recent progress in Genetic Programming (GP) can be ascribed to
work in semantic GP, which facilitates program induction by considering program
behavior on individual fitness cases. It is therefore interesting to consider whether
alternative decompositions of fitness cases might also provide useful information.
The one we present here is motivated by work in analogical reasoning. So-
called proportional analogies (‘gills are to fish as lungs are to mammals’) have
a hierarchical relational structure that can be captured using the formalism of
Structural Information Theory. We show how proportional analogy problems can
be solved with GP and, conversely, how analogical reasoning can be engaged in
GP to provide for problem decomposition. The idea is to treat pairs of fitness cases
as if they formed a proportional analogy problem, identify relational consistency
between them, and use it to inform the search process.

Keywords Genetic programming · Program synthesis · Proportional analogy ·
Inductive logic programming · Machine learning

10.1 Introduction

Perhaps the strongest reason for favouring Genetic Programming (GP) over alterna-
tive machine learning approaches is the explanatory power afforded by the resulting
symbolic descriptions. Whilst other approaches may be faster or more accurate, GP
can provide more compelling insights into observed data than numerically-driven
approaches constrained to specific model class.
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To maximize the explanatory power of GP, it is highly desirable to obtain sym-
bolic explanations which appear to the human reader to be not only comprehensible
but also natural. In respect of comprehensibility, there has been considerable work in
combating expression bloat [38]. However, there has been relatively little emphasis
on building human bias into the search process. Since much human bias originates in
universal observations that stem from the specific constitution of the natural world,
its inclusion may actually lead to both quantitative and qualitative improvements
[40]. Since GP is often used to search for regularities in real-world data, equipping
it with such biases may be desirable, at the least in extracting more compelling
explanations from experimental results [39].

In this chapter, we explore a mechanism for the discovery of problem’s relational
structure, framed in terms of existing work on analogical reasoning. Analogy
can be considered as ‘a mapping between systems or processes’ and has been
described as ‘the core of cognition’ [13]. In cognitive science, it is understood
to provide a flexible mechanism for re-contextualising situations in terms of prior
(or hypothetical) experience and is also considered a key mechanism for escaping
dichotomies of representation [30], which is argued to be of general importance for
Computational Intelligence [21].

We start with a brief overview of analogy as a computational mechanism
in Sect. 10.2. In Sect. 10.3, we present the formalism of Structural Information
Theory for building the relational structures needed for the proposed approach.
In Sect. 10.4, we present GPCAT, a framework for solving proportional analogy
problems using GP, and experimentally assess its performance in Sect. 10.5. In
Sect. 10.6, we explain how similar mechanisms can be used to aid GP applied to
conventional program synthesis problems. In Sect. 10.7 we discuss the related work,
and summarize this study in Sect. 10.8.

10.2 Analogical Reasoning

The use of analogy as a computational mechanism dates back to Evans’s famous
geometric reasoner [9]. More recent computational models include the Structure
Mapping Engine (SME) [10], the connectionist models ACME [14] and LISA [15],
Heuristic-Driven Theory Projection [37] and some matching techniques used in
Case-Based Reasoning [1]. A short article can only provide a brief overview of the
wide range of literature: considerably more detail is available in the recent volume
by Prade and Richard [32]. As distinct from predictive analogy, which is concerned
with inferring properties of a target object as a function of its similarity to a source
object, our interest here is in the application of proportional analogy.

The roots of analogical proportion can be traced as far back as Aristotle [3]. A
proportional analogy problem, denoted A : B :: C : D, is concerned with finding
D such that D is to C as B is to A. The ‘microdomain’ of Letter String Analogy
(LSA) Problems (e.g. abc : abd :: ijk : ?) can be considered exemplary and
is of longstanding interest: although seemingly simple, the domain can require
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Fig. 10.1 Commutativity of
proportional analogy [36]

remarkable sophistication [11]. As can be seen in Fig. 10.1, proportional analogy
problems can also be considered to form a commutative diagram [36].

Notable approaches to LSA problems include Hofstadter and Mitchell’s CopyCat
[13] and the Anti-Unification based approach of Weller and Schmid [45]. When
studied in the context of core AI research and cognitive science, LSAs are often left
‘open-ended’:

abc : abd :: ijk : ?
abc : abd :: iijjkk : ?
abc : abd :: mrrjjj : ?
abc : abd :: xyz : ?

Posed in this way, LSAs are unlike traditional instances of computational
problem solving—in general, a LSA problem has no singular ‘Platonic’ solution,
so it is therefore difficult to define an objective measure for solution quality
in a ‘top down’ fashion. Nevertheless, humans confronted with LSA problems
typically converge on a few answers that occur with relatively stable frequencies.
For instance, the most common answers to the above LSAs are respectively ijl,
iijjll, mrrkkk and xya, which corroborates the existence of human bias.

10.3 Capturing Relational Structure

Any method that is intended to deal with proportional analogy problems requires
some (formal or informal) means of capturing the relational structure of objects
in the domain (here: letter strings). Ideally, such a mechanism should take into
account the natural biases discussed in Sect. 10.1. One means of representing
and quantifying such bias is via the use of Structural Information Theory (SIT)
[23]. SIT is a formalism of relational structure which also provides a complexity
metric. In contrast to the complexity metrics of Algorithmic Information Theory
(e.g. Kolmorogorov), SIT is explicitly designed to correspond to the principles
of human Gestalt perception [8], intended to explain human propensity to prefer
certain perceptual groupings. The rules of Gestalt are readily illustrated in visual
perception, where they explain the inclination for grouping smaller objects into
larger shapes, grouping objects by proximity, closing partially occluded curves, and
others.

The original description of SIT due to Leeuwenberg [23] describes linear, one-
dimensional patterns of objects in terms of repetition, alternation and symmetry,
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subsequently extended to a recursive algebraic description by Dastani et al. [4]. It is
the latter that we use here: repetition is denoted by the iterated application of some
designated function e.g. I ter(ab, id, 2) (where id is the identity function) denotes
the pattern abab and I ter(a, succ, 3) (where succ is the successor function)
denotes abc. Alternation denotes a sequence into which an object is interleaved.
It has ‘left’ and ‘right’ variants: for example, AltL(a, xyz) describes axayaz and
AltR(a, xyz) describes xayaza. Symmetry denotes a sequence followed by its
reversal, and occurs in an ‘even’ form (SymE(ab) = abba) and an ‘odd’ form
(SymO(ab, c) = abcba).

A SIT term determines a unique string, but the opposite does not hold:
a given sequence may clearly be representable by many different SIT
descriptions. For example, the sequence abccba can be represented both by
SymE(I ter(a, succ, 3)) and SymO(ab, I ter(c, id, 2)). Associated with each
structural description is the notion of information load, intended to quantify
human preference between alternative relational descriptions—those with lower
information loads being preferable. The measure of information load we adopt here
is due to Dastani et al. [4], which modifies the previous formulation of VanDerHelm
and Leeuwenberg [43] and is defined as the sum of occurrences of individual
operators in a SIT description, not including the SIT operators themselves. Thus,
while I ter(ab, id, 2) and AltL(a, bb) both represent SIT descriptions of abab, the
former has an information load of 2 and the latter 3.

10.3.1 Finding SIT Terms with GP

In the recursive variant of SIT described above, the patterns appearing in a
SIT relation above can themselves be SIT relations. This lends itself to a direct
representation of SIT relations as nodes in a tree structure, allowing the use of GP
to find a SIT description for a given string [4]. As mentioned above, it is desirable
to search for SIT structures of low complexity, as given by the information load
measure. However, this quantity alone cannot effectively drive the search, as the
relations found by GP have to produce the target string in the first place. Therefore,
we define our fitness function as:

f (t) = Lev(t, s) + 0.001 × Inf Load(t), (10.1)

where t is the SIT term being evaluated, s is the string to be reproduced, Lev(t, s) is
the Levenshtein distance between the string produced by t and s, and Inf Load(t)

is the information load. The fitness function effectively realizes lexicographic
ordering of search objectives, prioritizing matching the target string. Alternatively,
a multiobjective evolutionary search could be engaged here.

The instruction set of our GP setup includes all the algebraic relations presented
above, i.e., I ter , AltR , AltL, SymE , SymO , and the Sequence and Group relations
that respectively cater for flat and nested (hierarchical) sequences. There are also
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numeric constants that I ter needs to determine the number of iterations and function
literals: succ, pred, and id. Terms, numeric constants and function literals form
three types handled by strongly-typed GP mechanisms. Using EpochX GP [29],
we evolve a population of 100 individuals SIT relations, initialized with Koza’s
‘Grow’ method with program height set to 3. The upper limit on expression height
in evolution is 8. Evolution lasts for 100 generations. All other parameters are as per
the EpochX defaults.

We applied the above GP setup to all 35 unique letter strings occurring in the
problems originally considered by Mitchell [27] (Sect. 10.2), i.e.:

abc abd ace cab cba cde cmg

cmz edc glz ijk kji mrr qbc

rst rsu xcg xlg xyz aabc aabd

abcd abcm abcn ijkk rijk aababc aabbcc

aabbcd hhwwqq iijjkk lmfgop mrrjjj rssttt xpqdef

and repeat each run ten times. On average, GP finds a correct SIT term (i.e.,
reproducing the target string perfectly, with Lev(t, s) = 0) in 93.4% of runs. For
most strings, the success rate is 10/10, and the worst success rate is 4/10 (for
lmfgop). The average information load amounts to 2.835, and the average number
of nodes in a term is 7.190. GP managed to find SIT terms with minimal- or close-to
minimal load for many problems, for instance:

• ijkk: Group(I ter(i, Succ, 3), k)

• aabbcc: I ter(Group(a, a), Succ, 3)

• xpqdef: Seq(Group(x,Group(I ter(p, Succ, 2), I ter(d, Succ, 2))), f )

Arguably, optimal SITs for these small problems could be found via exhaustive
search. However, for more complex problems that we wish to handle prospectively,
resorting to heuristic search is likely to be unavoidable.

10.4 Solving Proportional Analogies with GP

The CopyCat program [13] is a cognitive model of proportional analogy. Although
very carefully engineered, the specifics of the interactions between its architectural
elements (described in more detail in Sect. 10.7) are somewhat complex. While
they have been described at length [13, 27], this is has nonetheless been done in
a relatively informal fashion. It is therefore interesting to see if comparable results
can be obtained by combining more readily-demarcated methods.

We therefore propose GPCAT, a GP-based method for tackling proportional
analogies, with which we intend to achieve several goals:
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Algorithm 1 Anti-unification algorithm for two terms
function AU(x,y)

if x = y then
return x

else if x = f (x1, . . . , xn) ∧ y = f (y1, . . . , yn) then
return f (AU(x1, y1), . . . , AU(xn, yn))

else
return φ

end if
end function

1. Compose well-known formalisms like SITs, Anti-Unification, and GP, rather
than the mechanisms that are specific to CopyCat.

2. Verify GP’s usefulness for solving proportional analogies.
3. Prospectively extend/substitute GPCAT’s components with formalism for han-

dling other domains more common to program synthesis.

There are three main components of GPCAT:

1. A domain-specific relational formalism (in this case SIT, Sect. 10.3).
2. An Anti-Unification algorithm.
3. A GP algorithm.

Anti-Unification (AU) is a procedure that extracts the common substructure of
a set of terms T . The AU of T is itself a term, with some subterms replaced with
variables. The defining property of such term u (Anti-Unifier) is that for each t ∈
T there exists a substitution σ (i.e. a mapping from variables to terms) such that
when applied to u, it makes it equal to t , i.e., uσ = t . In fact, u has the important
property of being the most specific such term—informally, it preserves as much of
the common structure as possible.

Algorithms for n-ary Anti-Unification were invented more-or-less simultane-
ously by Reynolds [34] and Plotkin [31]. For our purposes, unification of two
terms (as per Algorithm 1) will suffice. The value φ denotes a so-called ‘fresh
variable’, which maps to x under some substitution σx and to y under σy . The
expressiveness of AU is dependent on how equality between terms is defined: in
the case of syntactic AU that we consider here, function symbols are simply unique
labels, with no intrinsic meaning.

Anti-Unification has been used in the solution of proportional analogy problems
by Weller and Schmid [45]. Their algorithm is as follows [44]:

1. Use AU to compute the common structure of the terms A and C (Fig. 10.1), with
associated substitutions σA, σC .

2. Determine D as σC(σ−1
A (B))

For illustration, consider letter strings A=abcg and C=ccbbaah. Their natural
representations in terms of SITs are respectively the following terms:
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• Seq(I ter(a, succ, 3), g)

• Seq(I ter(Group(c, c), pred, 3), h)

The above algorithm returns the following AU of these terms: Seq(I ter($1, $2, 3),
$3) with substitutions σA = {$1 �→ a, $2 �→ succ, $3 �→ g} and σC = {$1 �→
Group(c, c), $2 �→ pred, $3 �→ h}.

10.4.1 The GPCAT Algorithm

We now describe the application of GPCAT to the LSA domain. As we argue later,
it can be also generalized to handle certain types of program synthesis problem.
Given a proportional analogy problem, GPCAT generates a formal description of
detected analogies/relationships, i.e., a set of expressions with variables, which can
be then instantiated to generate the answers (i.e., the possible values for D). For
some analogy of the form A : B :: C : D (Fig. 10.1), GPCAT maintains a population
of solutions, each of which is a triple of SIT terms, (tA, tB, tC), intended to capture
the respective structures for A, B, and C. The terms are subject to the same genetic
search operators as in the single-term experiment presented in Sect. 10.3.1. The
mutation operator randomly picks the term to be modified from tA, tB , and tC ; then,
the selected term undergoes mutation as in Sect. 10.3.1, while the remaining two
terms remain intact. Crossover operates analogously, i.e., the resulting offspring
solutions diverge from the parents in only one of the terms.

The search goal is to synthesize a triple of SIT terms that not only reproduce
the strings in LSA problem, but also together form a plausible analogical structure
and ultimately yields the correct D. To this end, we attempt to capture the analogy
between the horizontal and vertical mappings (h and v in Fig. 10.1) by performing
Anti-Unification of their outcomes. As D is not given, the only explicitly known
mappings are h(tA) = tB and v(tA) = tC . These mappings share the same left-hand
side tA, so we perform Anti-Unification of their right-hand sides only, i.e., of tB and
tC . This is also motivated by the fact that in most LSA problems, A plays the role of
a mere ‘anchor’ for the symbols occurring in B and C; for instance in all but three
LSA problems considered in [27], A is a sequence of three consecutive characters,
typically abc.

We embed these computations into a fitness function which, for a given candidate
solution (tA, tB, tC), proceeds as follows:

1. Perform Anti-Unification of tB and tC to factor out their common substructure.
This results in a term u with a number of variables $i, i = 1, . . . , k, and two
substitutions σB and σC , such that uσB = tB and uσC = tC . Technically,
both σB and σC are sets of mappings from variables to subterms, e.g., σB =
{$1 �→ a, $2 �→ Group(a, b)}. Symbols in right-hand sides of substitutions are
represented as integer offsets w.r.t. the ‘lowest’ character occurring in the term
(the importance of this will become clear in the example that follows).
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2. Generate all 2k combinations of mappings from σB and σC , resulting in 2k

‘artificial’ substitutions σj , j = 1, . . . , 2k (for low values of k in typical LSA
problems, this can be done exhaustively).

3. Apply each σj independently to u, which results in a list of 2k SIT terms. Express
(i.e. ‘flatten’) the terms, obtaining so up to 2k letter strings (distinct SIT terms,
when expressed, may result in the same letter string). The resulting letter strings
are the candidate answers, i.e., the proposed values of D, for the considered LSA
problem.

4. Characterize the candidate solution (tA, tB, tC) and the formal objects obtained
in the above steps using following indicators:

• L = Lev(tA,A) + Lev(tB, B) + Lev(tC, C), the total Levenshtein distance
between expressed tA, tB , and tC and respectively A, B and C; to be minimized
(cf. Lev in Sect. 10.3.1).

• I = Inf Load(tA) + Inf Load(tB) + Inf Load(tC), the total information
load; to be minimized.

• M , the total number of variables in u (equal also to the number of mappings
in σB and σC); to be maximized, as the presence of multiple mappings may
signal good structural correspondence of tB and tC .

• N , the number of mappings to null value (i.e., $j �→ ε); to be minimized, as
such mappings signal structural inconsistency between u and of the SIT terms
it has been obtained from.

The indicators computed in step 4 form a multiobjective characterization of the
evaluated candidate solution, and can be either aggregated into a single scalar fitness
or handled by a multiobjective selection procedure. In this study, we follow the
former option, and define minimized fitness as:

f ((tA, tB, tC)) = L + N + 0.01 ∗ (I − M). (10.2)

By taking into account several indicators, we mandate evolution to optimize all
aspects of the analogy models simultaneously, i.e., conformance of SIT terms
with the underlying LSA problem (L), low complexity of terms (I ), and good
Anti-Unification (M and N ). Our fitness prioritizes L and N , i.e., puts solution
correctness first.

Note that the proposed fitness function does not involve D, even if it is known.
The correct D is expected to appear in the letter string list obtained in step 3.

We work through these steps for abc : abd :: ijk : ? (Fig. 10.1) and a candidate
solution

(tA, tB, tC) = (I ter(a, Succ, 3), Seq(I ter(a, Succ, 2), d), I ter(i, Succ, 3)).

Note that this solution reproduces all three terms perfectly, so its L = 0.
The anti-unifier of tB and tC (step 1 of GPCAT) calculated using first-order, rigid,

unranked AU algorithm [2], is given by:

Seq(I ter($1, succ, $2), $3),
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with σB = {$1 �→ a, $2 �→ 2, $3 �→ d}, and σC = {$1 �→ i, $2 �→ 3, $3 �→
ε}. Now, as signalled in Step 1 of GPCAT, the symbols in right-hand sides of
substitutions are represented as offsets w.r.t. the lowest characters (here a and i,
respectively), so the substitutions take the following form (note the underlined
differences): σB = {$1 �→ 0, $2 �→ 2, $3 �→ 3}, and σC = {$1 �→ 0, $2 �→
3, $3 �→ ε}. With k = 3 variables, there are 23 = 8 artificial substitutions σj

that can be built by combining the individual mappings from σB and σC (step 2 of
GPCAT). Among them, there is σ3 = {$1 �→ 0, $2 �→ 2, $3 �→ 3}, which for initial
character i produces ij l, the most natural answer to this LSA problem.

10.5 The Experiment

We applied GPCAT to 32 out of 35 LSA problems originally considered by
Mitchell [27], i.e., those problems with A being a sequence of three consecutive
letters. Instruction set (SIT operators) and evolutionary parameters were set as in
Sect. 10.3.1, except for higher initial tree height (5, to promote diversity in initial
population) and lower than usual selection pressure (tournament of size 2, in order
to promote exploration and lower the risk of premature convergence). This time
we relied on implementation based on the FUEL evolutionary computation library
written in Scala.1

The best-of-run solutions resulting from particular runs were subject to evalu-
ation, and the lists of answers to the problem (i.e., element ‘D’ in A : B :: C :
D) was collected with 30 runs for each LSA problem. Table 10.1 presents the top
five most frequently occurring answer strings per 30 runs of GPCAT for selected
problems from the considered suite. Each string is accompanied with the percentage
of times it has occurred. By contrast, CopyCat responses [27], shown in Table 10.2
(also as per cents of runs), do not sum up to 100%, as a CopyCat run produces
a single answer. GPCAT’s outcomes tend to only partially coincide with those of
CopyCat: for instance for the first problem, ijl is the most common answer in both
methods, while for the second problem their outcomes do not overlap at all (one

Table 10.1 The top five most frequently occurring answer strings per 30 runs of GPCAT

Problem Most frequent answers

abc:abd::ijk ijl:100 ik:7 bcd:7 abbd:7 ac:7

abc:abd::xyz xya:100 bcd:7 abbd:7 xz:0.07 ac:7

abc:abd::kji ijl:70 cba:57 kln:17 bce:10 jl:7

abc:qbc::iijjkk aabbcc:53 ijl:43 ab:23 ij:23 ik:10

abc:abd::mrrjjj jkm:67 iiaaa:33 rrjjj:33 jrrjjj:17 diiaaa:17

1https://github.com/kkrawiec/fuel.

https://github.com/kkrawiec/fuel
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Table 10.2 The top five most frequently occurring answer strings of GPCAT

Problem Most frequent answers

abc:abd::ijk ijl:96.9 ijd:2.7 ijk:0.2 hjk:0.1 ijj:0.1

abc:abd::xyz xyd:81.1 wyz:11.4 yyz:6 dyz:0.7 xyz:0.4

abc:abd::kji kjh:56.1 kjj:23.8 lji:18.6 kjd:1.1 kki:0.3

abc:abd::iijjkk iijjll: 81.0 iijjkl: 16.5 iijjdd: 0.9 iikkll: 0.9 iijkll: 0.3

abc:abd::mrrjjj mrrkkk:70.5 mrrjjk:19.7 mrrjkk:4.8 mrrjjjj:4.2 mrrjjd:0.6

of the reasons being that GPCAT’s process of variable alignment has built-in the
concept of modulo, whereas by design, CopyCat’s domain knowledge excludes a
successor to ‘z’). One possible research direction is thus tweaking and extending
GPCAT in order to match the distribution of human answers (of which CopyCat,
despite being concerned with plausible solutions rather than slavish reproduction of
human bias, is arguably the best known computational model).

However, exact mimicking of human behaviour, though interesting from the
viewpoint of cognitive science, might be of lesser importance for program synthesis.
What might be more essential in the latter context is the sole concept of proportional
analogy, and generative mechanism for their creation based on structural Anti-
Unification. We discuss this perspective in the following section.

10.6 Analogies in Program Synthesis

Let us now illustrate why we find analogical reasoning a useful concept for test-
based program synthesis. Consider the domain of list manipulation and the task of
synthesizing the append function. Let the desired behaviour of that function be
specified by the following set of tests:

append([1,2], []) = [1,2]
append([1,2], [3]) = [1,2,3]
append([1,2,3], []) = [1,2,3]
append([a,b], [c]) = [a,b,c]

By selecting pairs of tests from this list, we may form the following proportional
analogies:

These analogies capture three unrelated characteristics of the synthesis task. The
first one is type-related and says that append takes no notice of the nature of the list
elements: in a sense, it behaves ‘modulo’ type, whether list elements are characters
or numbers. The second analogy concerns more the operational characteristics of
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append, and signals that if the second argument of append is an empty list,
then the expected result is the first argument. The third analogy might be seen as
expressing an invariant; i.e. that moving the head of the second list to the end of the
first list does not change the outcome.

On the face of it, these analogies express quite trivial facts. Nevertheless, our case
in point is that just by juxtaposing existing tests (i.e., without reaching to any source
of extra knowledge), we obtain concepts that capture various qualities of desired
behaviour. We claim that (1) identification of such qualities and (2) their separation
can make program synthesis more efficient. Conventional GP has all these test cases
at its disposal, yet is completely oblivious to this opportunity.

We believe that this can provide a basis for the induction of high-level, ‘global’
descriptions of a set of fitness cases from repeated encounters with local ones by the
search process [18]. This then begs the wide-ranging research question of how to
exploit such induced invariants for use as search drivers [19, 20, 22], i.e., additional
quasi-objectives that guide the search process. Depending on the domain, it may
be possible to express them as predicates in the same function set as is used to
solve the problem. Alternatively, it may be desirable to add induced invariants to a
competitive co-evolutionary population of constraints. In either case, our approach
yields relational linkages in a functional, hierarchical manner, as opposed to the
traditional models of relational linkage occasionally used in stochastic program
induction, which are primarily probabalistic [46].

In a broader perspective, of particular interest here is the prospect of using the
generative aspects of GP to help address a persistent problem in formal methods.
As observed by Luqi and Goguen [24], “formal methods tend to be brittle or
discontinuous—a small change in the domain can require a great deal of new
work”. Since formal approaches can be sensitive to the particular manner in which
their input is presented, the ability to generate alternative representations for inputs
may bring benefits not available to either approach in isolation. Conversely, it
was observed by Kocsis and Swan that the formal structure of inductively-defined
datatypes can usefully be exploited for GP purposes, e.g. to eliminate otherwise
stochastic operations [17]. We might also hope to make use of this kind of structure
for our current purposes. For example, it is well-known that lists (and indeed
algebraic datatypes in general) can be expressed in a relational manner, in this case
via the type constructors Nil and Cons. Hence [1,2,3] can be expressed as:

Cons(1, Cons(2, Cons(3, Nil))).

Using SIT-style relations, this can be represented as Iter(Nil,succ,3),2 and
the second analogy can be represented by the Anti-Unifier:

App(I ter(Nil, succ, $1), Nil), I ter(Nil, succ, $1)),

2Strictly, Iter here is slightly more complex than that previously mentioned, in that it expresses
an inductive construction known as a catamorphism [26].
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with substitutions σ1 = {$1 �→ 2}, σ2 = {$1 �→ 3}, in congruence with the fact that
appending Nil preserves structure.

Finally, we note that while the ‘mixing’ properties of binary recombination have
been widely examined in the EC community, even though Yu notes that structure
abstraction can contribute to success [47], the notion of an ‘abstracting’ binary
operator has not, to our knowledge, been further explored. It would therefore
be interesting to consider generalization of two programs as an addition to the
traditional palette of binary recombination operators.

10.7 Related Work

Foundational computational work in proportional analogy was done by van der
Helm and Leeuwenberg [42], describing the problem in terms of path search in
directed acyclic graphs and giving an algorithm which is O(n4) in the size of
the input. This was subsequently extended by Dastani et al. [4] to incorporate the
algebraic approach to SIT adopted in this article. Dastani also applied GP (with an
uncharacteristically high mutation rate of 0.4) to the induction of SIT structures for
linear line patterns [5], i.e. polylines which can be encoded as letterstrings.

CopyCat [13] is perhaps the most well-known architecture for solving pro-
portional analogies. It has a tripartite structure, consisting of a blackboard (‘the
workspace’), a priority queue of programs for updating blackboard state (‘the coder-
ack’) and a semantic network with dynamically re-weighted link strengths (‘the
slipnet’). CopyCat is entirely concerned with (predominantly local) mechanisms
that have cognitive plausibility.

Closest to the current work is the algorithm of Weller and Schmid [45] for solving
proportional analogies, which performs anti-unification via E-generalization. The
representation for E-generalization is a regular tree grammar, which means that
the result is a (potentially infinite) equivalence class of terms for D. The claimed
advantages for their approach are twofold:

1. There is no need to explicitly induce SIT representations for A,B,C, since all
are represented simultaneously via the regular tree grammar.

2. All consistent values for D are likewise represented simultaneously.

However, this approach suffers from the severe disadvantage that no mechanism
is provided for enumerating the resulting regular tree grammar in preference order
(e.g. by information load). Since it is not possible to distinguish certain specific
representations for D as being more compelling, it also does not appear to be
of practical use. In contrast, our approach induces SIT representations with low
information load via GP driven by multi-aspect fitness function, then uses syntactic
AU to determine D.

Early use of analogical mechanisms for program synthesis predominantly oper-
ated on specifications rather than concrete programs [6, 7, 25, 41]. More recently,
Schmid learned programs from fitness cases via planing [35] and Raza et al. [33]
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used Anti-Unification to address scalability issues in synthesising DSL programs
for XML transformation.

IGOR II [12] is currently considered the exemplar of program synthesis by
Inductive Functional Programming (IFP) [28]. It creates a recursive program to
generalize a set of fitness cases via a pattern-based rewriting system, having first
obtained the least general generalization of the set of fitness cases by examples
by AU. Katayama [16] categorized approaches to IFP into analytical approaches
based on analysis of fitness cases and generate-and-test approaches that create many
candidate programs. The IGOR II algorithm is further extended by Katayama to
hybridize these two approaches.

10.8 Conclusions

In this chapter, we discussed two-way liaisons between GP-based program synthesis
and analogical reasoning. We showed that, on one hand, GP can be employed to
solve proportional analogy problems with aid of structural representations (SIT
terms) and a formal Anti-Unification mechanism. On the other hand—and more
importantly—we pointed out to potential ways of improving the efficiency of a GP
search process via detection and structural characterization of analogies between
fitness cases.

In this study, we have only scratched the surface regarding the exploitation of
analogical reasoning for GP-based program synthesis. For example, we have limited
our attention to analogies built on pairs of tests. Arguably, other interesting and
potentially useful structures could be obtained by working with multiple tests at a
time. We hypothesize that one way of attaining this goal could be via hierarchically
aggregating analogies, i.e., forming analogies of the form Case1 : Case2 ::
Case3 : Case4. Another possibility is to exploit the knowledge captured by
analogies for parent (mate) selection: arguably, two programs that happen to ‘solve’
analogies based on different pairs of tests feature complementary characteristics
that may be worth combining. These observations point to next steps in the research
agenda of analogy-based programming.
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Chapter 11
An Evolutionary Algorithm for Big Data
Multi-Class Classification Problems

Michael F. Korns

Abstract As symbolic regression (SR) has advanced into the early stages of
commercial exploitation, the poor accuracy of SR still plagues even advanced
commercial packages, and has become an issue for industrial users. Users expect a
correct formula to be returned, especially in cases with zero noise and only one basis
function with minimal complexity. At a minimum, users expect the response surface
of the SR tool to be easily understood, so that the user can know a priori on what
classes of problems to expect excellent, average, or poor accuracy. Poor or unknown
accuracy is a hindrance to greater academic and industrial acceptance of SR tools. In
several previous papers, we presented a complex algorithm for modern SR, which
is extremely accurate for a large class of SR problems on noiseless data. Further
research has shown that these extremely accurate SR algorithms also improve
accuracy in noisy circumstances—albeit not extreme accuracy. Armed with these SR
successes, we naively thought that achieving extreme accuracy applying GP to sym-
bolic multi-class classification would be an easy goal. However, it seems algorithms
having extreme accuracy in SR do not translate directly into symbolic multi-class
classification. Furthermore, others have encountered serious issues applying GP
to symbolic multi-class classification (Castelli et al. Applications of Evolutionary
Computing, EvoApplications 2013: EvoCOMNET, EvoCOMPLEX, EvoENERGY,
EvoFIN, EvoGAMES, EvoIASP, EvoINDUSTRY, EvoNUM, EvoPAR, EvoRISK,
EvoROBOT, EvoSTOC, vol 7835, pp 334–343. Springer, Vienna, 2013). This is
the first paper in a planned series developing the necessary algorithms for extreme
accuracy in GP applied to symbolic multi-class classification. We develop an
evolutionary algorithm for optimizing a single symbolic multi-class classification
candidate. It is designed for big-data situations where the computational effort grows
linearly as the number of features and training points increase. The algorithm’s
behavior is demonstrated on theoretical problems, UCI benchmarks, and industry
test cases.
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11.1 Introduction

The discipline of Genetic Programming (GP) [12–14] has matured significantly
in the last two decades. There are numerous practical successes reported in many
application domains [2, 19]. A great deal of work has been done to strengthen
the theoretical foundations of GP [15]. There is at least one commercial package
Symbolic Regression (SR) package which has been on the market for several
years (http://www.rmltech.com/). There is now at least one well documented
commercial symbolic regression package available for Mathematica (http://www.
evolved-analytics.com). There is at least one very well done open source sym-
bolic regression package available for free download (http://ccsl.mae.cornell.edu/
eureqa). In addition to our own ARC system [5], currently used internally for
massive (million row) financial data nonlinear regressions, there are a number of
other mature symbolic regression packages currently used in industry including
[20] and [11]. Plus there is another commercially deployed regression pack-
age which handles up to 50 to 10,000 input features using specialized linear
learning [16].

Yet, despite its increasing sophistication, genetic programming has encountered
serious issues addressing multi-class classification applications [1].

An algorithm has been developed, specifically for genetic programming appli-
cations in multi-class classification, called M2GP, which has achieved reasonable
accuracy in several multi-class classification tests [3]. One highly attractive attribute
of the M2GP algorithm is its solid theoretical machine learning foundations. One
unfortunate issue with the M2GP algorithm, is the requirement to compute several
matrix multiplications and one matrix inversion per class, and the necessity that the
crucial class covariance matrix be non-singular. Furthermore, the M2GP algorithm
requires several vector products and one matrix multiply per training point for
scoring. As the number of classes and the number of training examples grows
larger, in a multi-class classification problem, the computational requirements for
the M2GP algorithm increases geometrically. In financial applications there is no a
priori guarantee that all of the class covariance matrices will be non-singular. Plus,
at least in many financial applications, we have found that the number of classes and
training examples can be quite large.

We are interesting in exploring a purely evolutionary alternative to the M2GP
algorithm which will not require matrix inversions, and which will operate correctly
in conditions wherein the M2GP class covariance matrix is singular.

Before continuing with the discussion of our alternative multi-class classification
algorithms for big data problems, we proceed with a basic introduction and

http://www.rmltech.com/
http://www.evolved-analytics.com
http://www.evolved-analytics.com
http://ccsl.mae.cornell.edu/eureqa
http://ccsl.mae.cornell.edu/eureqa
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formalization of Genetic Programming Classification (GPC), liberally adapting
terminology from M2GP [1] and from Generalized Linear Models (GLMs) [17].

The formalization of genetic programming classification is the class of Genetic
Programming Classifier Models (GPCMs). A GPCM is a collection of K discrim-
inant functions Dk, k ∈ {1, 2, . . . , K} a dependent unordered categorical variable
y with integer values from 1 through K , and an independent data point with M

features x = (x1, . . . , xM), such that

ey(x) = nomial(c1
0 + c1

1 × D1(x) + · · · + cK
0 + cK

1 × DK(x)),

(11.1)

ak = max(a1, . . . , aK), implies k = nomial(a1, . . . , aK)),

(11.2)

y = ey implies match(y, ey) = 0 and y 	= ey, implies match(y, ey) = 1.

(11.3)

Given a collection of GPCMs, a collection of independent data points, X, and a
collection of dependent categorical variables, Y , the fittest GPCM is the GPCM
which minimizes match(Y,EY ).

The discriminant functions are a broad generalization and can represent any
possible linear or nonlinear formula, as in the following examples:

D1 = x3 (11.4)

D2 = x1 + x4 (11.5)

D3 = sqrt (x2) ÷ tan(x5 ÷ 4.56) (11.6)

D4 = tanh(cos(x2 × 0.2) × cube(x5 + abs(x1))) (11.7)

Viewing the problem in this fashion, we gain an important insight. Genetic
programming classification does not add anything to the standard techniques of
classification. The value added by GPC lies in its abilities as a search technique:
how quickly and how accurately can GPC find an optimal set of discriminant
functions {D}. The immense size of the search space provides ample need for
improved search techniques. In basic Koza-style tree-based Genetic Programming
[12] the genome and the individual are the same Lisp s-expression which is usually
illustrated as a tree. Of course the tree-view of an s-expression is a visual aid, since
a Lisp s-expression is normally a list which is a special Lisp data structure. Without
altering or restricting basic tree-based GP in any way, we can view the individual
discriminant functions not as trees but instead as s-expressions such as this depth 2
binary tree s-expression: (/ (+ x_2 3.45) (* x_0 x_2)), or this depth 2
irregular tree s-expression: (/ (+ x_4 3.45) 2.0).
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In basic GP the non-terminal nodes are all operators (implemented as Lisp
function calls), and the terminal nodes are always either real number constants
or input features. The maximum depth of a GP individual is limited by the
available computational resources; but, it is standard practice to limit the maximum
depth of a GP individual to some manageable limit at the start of a genetic
programming run.

Given any selected maximum depth d, it is an easy process to construct a
maximal binary tree s-expression Ud , which can be produced by the GP system
without violating the selected maximum depth limit. As long as we are reminded
that each f represents a function node while each t represents a terminal node (either
a feature v or a real number constant c), the construction algorithm is simple and
recursive as follows:

(U0) t
(U1) (f t t)
(U2) (f (f t t) (f t t))
(U3) (f (f (f t t) (f t t)) (f (f t t) (f t t)))
(Ud ) (f Ud−1 Ud−1)

The basic GP symbolic regression system [12], which we will adapt for symbolic
classification, contains a set of functions F , and a set of terminals T . If we let t ∈ T ,
and f ∈ (F ∪ ξ), where ξ(a, b) = ξ(a) = a, then any basis function produced by
the basic GP system will be represented by at least one element of Ud . Adding the
ξ function allows Ud to express all possible basis functions generated by the basic
GP system to a depth of d.

To emphasize this important point: The ξ function performs the job of a pass-
through function. The ξ function allows a fixed-maximal-depth expression in Ud to
express trees of varying depth, such as might be produced from a GP system. For
instance, the varying depth GP expression x2 +(x3 −x5) = ξ(x2, 0.0)+(x3 −x5) =
ξ(x2, 0.0) − (x3x5) which is a fixed-maximal-depth expression in U2.

In addition to the special pass through function ξ , in our system we also make
additional slight alterations to improve coverage, reduce unwanted errors, and
restrict results from wandering into the complex number range. All unary functions,
such as cos, are extended to ignore any extra arguments so that, for all unary
functions, cos(a, b) = cos(a). The sqrt and ln functions are extended for negative
arguments so that sqrt (a) = sqrt (|a|) and ln(a) = ln(|a|).

Given this formalism of the search space, it is easy to compute the size of the
search space, and it is easy to see that the search space is huge even for rather
simple discriminant functions. For our use in this chapter the function set will be the
following functions: F = {+,−, ∗, /,≤ ,≥ ,max,min, inv, ξ}, where inv(x) =
(1.0/x), (x ≤ y) is 1.0 if true or 0.0 if false, (x ≥ y) is 1.0 if true or 0.0 if false, and
ξ(a, b) = ξ(a) = a. The terminal set are the features x1 through xM , and the real
constant c, which we shall consider to be 264 in size.

The fitness measure used in this paper is the Classification Error Percent (CEP)
computed as the average error percent on a per class basis. The formula for the
computation of the CEP fitness measure is shown in fitness equation (11.8). The
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term Errork refers to the total number of unmatched cases for the class k—that
is, match(ey, y) = 1 for class k. The term Countk refers to the total number of
training points for class k.

CEP = average(Errork ÷ Countk) (11.8)

In this paper we introduce a Multilayer Discriminant Classifier (MDC) algorithm
for big data genetic programming multi-class classification. The MDC algorithm is
evolutionary in approach. Each layer of the algorithm requires only one pass over the
data, including scoring. So MDC’s computational complexity grows linearly with
larger training data points and classes. Furthermore, MDC’s multilayer approach
distributes the evolutionary attention across the entire genetic programming run
so that more promising candidates receive more evolutionary attention and less
promising candidates receive less evolutionary attention.

Prior to writing this chapter, a great deal of tinker-engineering was performed on
the Lisp code supporting the MDC algorithm. For instance, all generated candidate
code was checked to make sure that the real numbers were loaded into Intel machine
registers without exception. All vector pointers were checked to make sure they were
loaded into Intel address registers at the start of each loop rather than re-loaded with
each feature reference. As a result of these engineering efforts, the MDC algorithm
is quite practical to run on a personal computer. Of course a cloud configuration can
always be used to achieve enhanced performance in much shorter elapsed times.

11.2 The MDC Algorithm

The Multilayer Discriminant Classification (MDC) algorithm is composed of three
main layers of evolutionary activity. These three layers focus on the optimization
of the GPCM coefficients for the optimal GPCM candidate, and are a direct
alternative to the more mathematically correct M2GP algorithm. None of the MDC
algorithm layers require matrix inversion. Therefore the MDC algorithm can operate
in training conditions which do not meet the basic requirements of the M2GP
algorithm.

The MDC algorithm attempts to optimize the following equation for the K

selected discriminant functions Dk(x):

ey(x) = nomial(c1
0 + (c1

1 × D1(x)), . . . , cK
0 + (cK

1 × DK(x))). (11.9)

The MDC algorithm is evolutionary in approach. Each layer of the algorithm
requires only one pass over the data, including scoring. The MDC algorithm’s
multilayer approach distributes the evolutionary attention across the entire genetic
programming run so that more promising candidates receive more evolutionary
attention and less promising candidates receive less evolutionary attention.
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11.2.1 Partial Bipolar Regression

The first layer of the MDC algorithm attempts to find a quick initial approximation
of the optimal coefficients in the selected GPCM.

ey(x) = nomial(c1
0 + (c1

1 × D1(x)), . . . , cK
0 + (cK

1 × DK(x)))

At initialization time, randomly selected coefficients for the current candidate
GPCM (11.1) will generally score a Classification Error Percent (CEP) between
80% and 99% especially when as K grows larger even when the GPCM is an exact
match for the dependent variable Y . We need a quick initialization approach which
scores a CEP much closer to 0% even for large K . Partial Bipolar Regression (PBR)
is just such a quick GPCM coefficient initialization methodologyespecially when
the GPCM is an exact match for the dependent variable Y .

For each new GPCM, the MDC algorithm runs K Partial Bipolar Regression
(PBR) single passes through the data followed by a single scoring pass thought the
data. To understand how this works, notice that formula (11.1) is composed of K

simple discriminant formulas as follows:

ck
0 + (ck

1 × Dk(x)). (11.10)

The PBR layer runs a simple single pass regression on each of the K discriminant
formulas against the dependent variable y; however, as each y is loaded its value is
temporarily altered on the fly according to the following rule. If y = k, then y

becomes +1. If y 	= k, then y becomes −1. This partial bipolar regression produces
coefficient candidates ck

0 and ck
1, which are approximately in the general ballpark

required for an initial guess.
Once all K discriminant formulas have been partially bipolar regressed, a single

pass scoring run usually scores a CEP in the approximate range of from 5% to 20%,
in cases where the GPCM is an exact match for the dependent variable Y , even
when K grows larger.

Obviously, in cases where the GPCM is a poor match for the dependent variable
Y , the returned CEP will remain in the 80% to 99% range as if the coefficients had
been randomly chosen. This initial guess CEP discrepancy been exact matches and
poor matches presents an evolutionary activity distribution opportunity which PBR
measures by computing the PBR success rate. The PBR success rate is the percent
inverse of CEP as follows:

PBRSuccessRate = 100% − CEP. (11.11)

The PBR success rate will be used in the next layer of the MDC algorithm to
distribute evolutionary activity more efficiently.
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11.2.2 Modified Sequential Minimization

The second layer of the MDC algorithm is an opportunistic modification of Platt’s
sequential minimization optimization algorithm, often used to train support vector
machines [18].

At the start of the modified sequential minimization (MSM) layer, the candidate
GPCM contains a swarm pool of a single set of coefficient constants which was
produced by the PBR layer. Also the CEP for this single entry in the swarm pool
and the PBR success rate are both available. The MSM layer multiplies the PBR
success rate times 100 to produce the MSM repetition count, which determines the
number of times the MSM will repeat without CEP improvement. The higher the
PBR success rate, the greater the count of times the MSM will repeat. So the PBR
success rate determines the evolutionary activity spent on the current candidate.
Better candidates receive more evolutionary activity. Worse candidates receive less
evolutionary activity.

For each repetition of the MSM, on the current candidate GPCM, the most fit
entry in the swarm pool is chosen and a single erroneous training point is chosen
at random. Since the chosen training point is in error, we know that its estimated
dependent variable will not match the actual dependent variable, i.e., ey 	= y. Let
us assume that ey = i and that y = j . We therefore know that two discriminant
formulas have the following relationship:

(ci
0 + (ci

1 × Di(x))) > (c
j

0 + (c
j

1 × Dj(x))). (11.12)

And we also know that, for that single erroneous training point, the maximum of
all discriminant formulas, other than i and j , which we shall name α, will be also be
less than ci

0 + (ci
1 × Di(x))), which value we shall name β. Furthermore, we know

that we can convert this single erroneous training point into a successful match if
we alter the i and j coefficients such that the following relationships becomes true:

α ≤(ci
0 + (ci

1 × Di(x))) <

(c
j

0 + (c
j

1 × Dj(x))) ≤ β.
(11.13)

We select a value between α and β at random then alter c
j

0 and c
j

1 such that

(c
j

0 + (c
j

1 ×Dj(x))) is equal to the randomly selected value, and then alter ci
0 and ci

1
such that (ci

0 + (ci
1 × Di(x))) is slightly less than the selected value. Of course we

do not know what havoc these alterations will create for the other training points,
but we do know that this selected training point will be converted from an error to a
match.

A single pass scoring run is performed using the newly altered coefficients. The
resulting CEP and the altered coefficients are inserted into the swarm pool sorted by
CEP. If the new CEP is an improvement then we repeat the MSM layer once again. If
the new CEP is not an improvement, then we decrement the MSM repetition count.
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If the MSM repetition count is greater than zero then we repeat the MSM layer once
again; otherwise, we terminate the MSM layer.

Upon termination of the final MSM repetition the final CEP is used to compute
the MSM success rate as follows:

MSMSuccessRate = 100% − CEP. (11.14)

The MSM success rate will be used in the next layer of the MDC algorithm to
distribute evolutionary activity more efficiently.

11.2.3 Bees Swarm Optimization

The third layer of the MDC algorithm is the repeated application of the well known
bees swarm optimization algorithm often used in swarm evolution [4].

At the start of the bees swarm optimization (BSO) layer, the candidate GPCM
contains a swarm pool of several sets of coefficient constants which were produced
by the MSM layer. Also the CEP for the most fit entry in the swarm pool and the
MSM success rate are both available. The BSO layer multiplies the MSM success
rate times 100 to produce the BSO repetition count, which determines the number
of times the BSO will repeat without CEP improvement. The higher the MSM
success rate, the greater the count of times the BSO will repeat. So the MSM
success rate determines the evolutionary activity spent on the current candidate.
Better candidates receive more evolutionary activity. Worse candidates receive less
evolutionary activity.

For each repetition of the BSO, the standard bees optimization algorithm is
applied [4]. Then a single pass scoring run is performed using the new coefficient
alterations. The resulting CEP and the altered coefficients are inserted into the
swarm pool sorted by CEP. If the new CEP is an improvement then we repeat the
BSO layer once again. If the new CEP is NOT an improvement then we decrement
the BSO repetition count. If the BSO repetition count is greater than zero then we
repeat the BSO layer once again; otherwise, we terminate the BSO layer.

At the end of the BSO layer, the coefficients of the current GPCM candidate are
fully optimized as far as the MDC algorithm is concerned.

11.3 Computational Effort Distribution

In this section we create the several theoretical test problems which demonstrate the
manner in which the MDC algorithm distributes computational effort as it attempts
to optimize the coefficients of a candidate GPCM. All of these theoretical test
problems attempt to optimize coefficients for a single artificially created GPCM
against a target which has been explicitly created to demonstrate test cases which
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are poorly matched versus test cases which are well matched. Using the following
formula (11.15), we will create a theoretical test data set using the following five
discriminant formulas. Therefore we are trying to classify across K = 5 classes:

y = nominal(3.4 + (1.57 × x0),

2.1 − (−39.34 × (x4 × x1)),

(2.13 × (x2 ÷ x3)),

1.0 − (46.59 × (x3 × x7)),

(11.54 × x4)).

(11.15)

Next we will use the MDC algorithm to optimize coefficients for the following
candidate GPCMs, each with five proposed discriminants:

C01 nomial(x0, x1, x2, x3, x4)

C02 nomial(x0, (x1 × x4), x2, x3, x4)

C03 nomial(x0, (x1 × x4), (x2 ÷ x3), x3, x4)

C04 nomial(x0, (x1 × x4), (x2 ÷ x3), (x3 × x7), x4).

The results of using the MDC algorithm to optimize each of the four test GPCMs,
on the theoretical test data created with formula (11.15) are shown in Table 11.1.
Notice how the fitness Classification Error Percent (CEP) improves as the tests
move closer to matching formula (11.15). Also notice how the computational effort
increases as the tests move closer to matching formula (11.15). The MDC algorithm
distributes more computational effort to the more promising candidates and less
computational effort to the less promising candidates.

Deterministic algorithms, like M2GP, apply the same amount of computational
effort toward optimizing the coefficients of each GPCM equally. Whereas the
MDC algorithm distributes the computational effort unevenly throughout the entire
evolutionary process with less promising candidates receiving less computational
effort and more promising candidates receiving more computational effort.

Table 11.1 MDC
evolutionary effort

Test PBR MSM BSO CEP

C01 6 49 48 0.4550

C02 6 73 121 0.2187

C03 6 119 235 0.2033

C04 6 229 511 0.0000

PBR: number of PBR layer attempts;
MSM: number of MSM layer attempts;
BSO: number of BSO layer attempts;
CEP fitness score of the optimized
GPCM on test data
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11.4 Theoretical Test Problems

The MDC algorithm is NOT adequate for performing a whole symbolic multi-class
classification run. MDC is only adequate to optimize the coefficients of a selected
GPCM candidate. Therefore we will be required to develop a temporary symbolic
multi-class classification strategy wrapped around the MDC algorithm in order to
proceed with testing.

Since this is a preliminary paper in a planned series of papers investigating
extreme accuracy algorithms vis vis symbolic multi-class classification, we will
create a first draft multi-class classification strategy as a temporary methodology
to allow further testing. We do not yet know whether MDC is the most propitious
coefficient optimization algorithm, or whether some hybrid of M2GP and MDC, or
some other algorithm might be better. We are just getting started in our investigation.

Our temporary symbolic multi-class classification algorithm, to wrap around
the MDC algorithm, will be composed of K+1 separate search islands—a general
search island and a specific search island for each class. During the classification
run, all K + 1 search islands will use Pareto front optimization to select GPCM
candidates, optimize their discriminant coefficients with MDC, then score the final
CEP. Whenever a new global most fit GPCM is discovered—in any of the K + 1
search islands—the K specialized search islands are reset to the new global most
fit GPCM. Each k-th specialized search island then attempts to further optimize the
best GPCM by holding all discriminant functions fixed, except the k-th discriminant
function which is evolved using Pareto front evolution.

Our temporary Pareto front search strategy surrounds the MDC algorithm with
a general attempt to find the best GPCM (search island 0) and K attempts specific
to each of the K classes (search islands 1 through K) to find the best GPCM. No
assertion is made that this temporary Pareto front strategy will be the best or final
search strategy achieving extreme accuracy in symbolic multi-class classification. It
is just a temporary search strategy to allow us to proceed with testing.

In this section we create four theoretical training and separate test data sets using
discriminant formulas (T1) thru (T4). Each theoretical test problem has K = 5
classes. Tables 11.2 and 11.3 show the results for each of the four symbolic
classification runs.

Table 11.2 Theoretical test problems

Name Detail

T01 y = nomial(1.57 × x0,−39.34 × x1, 2.13 × x2, 46.59 × x3, 11.54 × x4)

T02 y = nomial(3.4 + (1.57 × x0), 2.1 − (−39.34 × (x4 × x1)), 2.13 × (x2 ÷ x3), 1.0 −
(46.59 × (x5 × x5)), 11.54 × x4)

T03 y = nomial(3.4 + (1.57 × x0), 2.1 + (−39.34 × min((x4 × x1), x6)), 2.13 × ((x2 ÷
x3) ≤ (x7)), 1.0 − (46.59 × (x5 × x9)), 11.54 × x4)

T04 y = nomial(3.4 + (1.57 × (x0 ≤ x11)), 2.1 + (9.34 × min(x4 × x1, x6)), 2.13 ×
max((x2 ÷ x3) ≤ x7, x19), 1.0 − (46.59 × max(x15, x8)), 11.54 × x4)
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Table 11.3 MDC theoretical
test problems results

Name WFFs Train-hrs Train-CEP Test-CEP

T01 5K 0.59 0.0000 0.0000

T02 10K 2.011 0.0398 0.0411

T03 71K 10.08 0.0606 0.0810

T04 76K 10.08 0.0964 0.0976

WFFs (Well-formed formulas): number of regression
candidates tested before finding a solution; Train-hrs:
elapsed hours spent training on the training data; Train-
CEP: fitness score of the champion on the noiseless
training data; Test-CEP: fitness score of the champion
on the noiseless testing data; this column has 0.0880
average fitness

The theoretical testing demonstrates the computational ease of using the MDC
algorithm for GPCM coefficient optimization. Training is quick and grows only
linearly as the number of classes and training points grow larger. The first simple
test (T01) achieves extreme accuracy because the temporary Pareto front strategy
selected an exact match GPCM during the run. As one would expect the CEP fitness
scores get worse as the target discriminant functions grow more mathematically
complex—further from linear. This is the result of the temporary Pareto front
strategy not selecting exact match GPCMs during the run. A problem which will
have to be addressed in the future papers if we are to achieve extreme accuracy in
symbolic multi-class classification.

11.5 Real Data Test Problems

In this section we apply the MDC algorithm wrapped in its temporary Pareto front
strategy on real world test problems taken from several sources. Some test data
sets were downloaded from the University of California at Irvine machine learning
repository (https://archive.ics.uci.edu/ml/datasets.html); other test data sets were
downloaded from the Broad Institute cancer data sets (at http://www.broadinstitute.
org/cgi-bin/cancer/datasets.cgi).

Another Volatility data set was constructed from the Yahoo downloadable VIX
and UVXY daily historical data sets. This test problem attempted to classify the
next day’s profit or loss in the UVXY ETF, entirely from the previous day’s percent
change in the VIX and the percent change in the 140 day moving average of the
VIX (Table 11.4).

The results of running the MDC algorithm wrapped in its temporary Pareto front
strategy on these real world test problems is shown in Table 11.5.

This early in our planned investigation of extreme accuracy in multi-class
classification, we did not expect to achieve the results shown in Table 11.5. While we
are very far from any industrially usable techniques, the MDC algorithm wrapped
in its temporary Pareto front strategy achieved a perfect CEP score on the Broad

https://archive.ics.uci.edu/ml/datasets.html
http://www.broadinstitute.org/cgi-bin/cancer/datasets.cgi
http://www.broadinstitute.org/cgi-bin/cancer/datasets.cgi
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Table 11.4 Real data test
problems

Name Decription

R01 Acute Myeloid Leukemia (Broad Institute)

R02 Iris (UCI)

R03 Heart disease (UCI)

R04 Volatility (Yahoo! VIX and UVXY historical data)

R05 Bank marketing (UCI)

Table 11.5 MDC real data
test problems results

Test WFFs Train-hrs Train-CEP Test-CEP

R01 9K 0.24 0.0277 0.0000

R02 10K 0.11 0.0133 0.0134

R03 548K 10.00 0.0912 0.0925

R04 9K 0.14 0.0704 0.0705

R05 9K 0.29 0.1077 0.1097

WFFs (Well-formed formulas): number of regres-
sion candidates tested before finding a solution;
Train-hrs: elapsed hours spent training on the train-
ing data; Train-CEP: fitness score of the champion
on the noiseless training data; Test-CEP: fitness
score of the champion on the noiseless testing data,
with 0.0681 average fitness

Institute’s leukemia data. The UCI Iris data also got a very good CEP score. All
other real world test data sets got reasonable CEP scores. The Volatility test data
achieved a reasonable CEP score and categorized, without any losses, the day’s
when the UVXY next day profit was 20% or above. There were four estimated
trading signals all of which resulted in next day UVXY profits of 20% or more.

11.6 Conclusion

In a previous series of papers [5–10], significant accuracy issues were identified
for state of the art symbolic regression systems and a comprehensive multi-
island strategy for achieving extreme accuracy on a large well defined set of
theoretical problems was developed and tested both in noiseless and in noisy
training environments. Unfortunately these SR techniques do not translate directly
into an algorithm which will achieve extreme accuracy on symbolic multi-class
classification problems.

A first step in a planned investigation of extreme accuracy in symbolic multi-
class classification is taken with the introduction of the Multilayer Discriminant
Classification algorithm for optimizing the discriminant coefficients in a multi-
class discriminant equation. Distribution pof computational effort Tests on the MDC
algorithm demonstrate the desired properties of a high level of accuracy for exact
match GPCMs and also well behaved distribution of computational effort with
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more promising GPCM candidates receiving more computational effort and less
promising GPCM candidates receiving less computational effort.

Also, both theoretical and real world testing of the MDC algorithm wrapped
in a temporary Pareto front strategy resulted in preliminary but promising CEP
scores. It is now a reasonable suspicion that the same symbolic regression accuracy
issues, due primarily to the poor surface conditions of specific subsets of the problem
space, are also present in and obstructing extreme accuracy in symbolic multi-class
classification problems.

Future research must explore the possibility of developing an Extreme Accuracy
algorithm for the field of symbolic multi-class classification. Furthermore any such
extreme accuracy algorithm would ideally be accompanied by a formal or informal
proof of extreme accuracy on a well defined set of theoretical problems.

Finally, to the extent that the reasoning in even an informal argument of extreme
accuracy can gain academic and commercial acceptance, a climate of belief in
symbolic multi-class classification can be created wherein SC is increasingly seen
as a “must have” tool in the scientific arsenal.

Truly knowing the strengths and weaknesses of our tools is an essential step in
gaining trust in their use.
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Chapter 12
A Generic Framework for Building
Dispersion Operators in the Semantic
Space

Luiz Otavio V. B. Oliveira, Fernando E. B. Otero, and Gisele L. Pappa

Abstract This chapter proposes a generic framework to build geometric dispersion
(GD) operators for Geometric Semantic Genetic Programming in the context of
symbolic regression, followed by two concrete instantiations of the framework: a
multiplicative geometric dispersion operator and an additive geometric dispersion
operator. These operators move individuals in the semantic space in order to balance
the population around the target output in each dimension, with the objective of
expanding the convex hull defined by the population to include the desired output
vector. An experimental analysis was conducted in a testbed composed of sixteen
datasets showing that dispersion operators can improve GSGP search and that the
multiplicative version of the operator is overall better than the additive version.

Keywords Genetic programming · Geometric semantic genetic programming ·
Dispersion operators · Behavioral diversity · Symbolic regression · Search
operators

12.1 Introduction

The role of the crossover operator in tree-based genetic programming has been
a discussion point for a long time [2], as many researchers believed the lack
of context associated with the tree nodes makes crossover to resemble a macro
mutation. In semantic genetic programming algorithms, in particular their geometric
counterparts, this is mitigated by making syntactic modifications more semantically-
aware—i.e., focusing on how syntactic modifications reflect on the semantics of the
individuals.
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This chapter deals with the problem of symbolic regression, where the semantics
of an individual is defined as a point in a n-dimensional space, called semantic space,
and n is the number of examples in the training set. In geometric semantic genetic
programming (GSGP), the geometric semantic crossover and mutation operators
[13] guarantee that the semantic fitness landscape explored by the GP is conic,
which has a positive impact in the search process. The problem is then how long
GSGP might take to find the optimum.

The challenge of finding the optimal solution or not is then dependent on other
components of GSGP. For example, as the GSGP crossover operator produces
offspring by performing a convex combination of its parents, the set of candidate
individuals generated during evolution is delimited by the convex hull1 of the
semantics of the current population [16]. Hence, if the target output is not within the
convex hull, the algorithm will never be able to find it using crossover alone. The
mutation operator deals with this problem by expanding the convex hull. However,
GSGP might take a prohibitive amount of time to get to the relevant regions of
the search space depending on the distribution of the individuals in the initial
generation.

In this context, Oliveira et al. [15] presented a heuristic operator to move
individuals through the semantic space in order to, hopefully, include the target
output inside the convex hull defined by the current population. The operator,
called geometric dispersion (GD), applies multiplicative constants to the individuals
aiming to balance the proportion of the population on the left and right side of the
target output in each dimension of the semantic space.

In this same direction, this chapter proposes a generic framework for geometric
dispersion operators allowing different mathematical operations to redistribute the
population. The operation used to add the constant to the individual has direct
impact on the way it is moved through the space. Thus, other operations, besides the
multiplication used in the original GD, allow the resulting individual to reach other
regions of the semantic space with different effects on the search. The framework
is used to build a geometric dispersion operator based on the addition operation
and evaluates the impact of the new operator on the evolution. We performed an
experimental analysis in a test bed composed of sixteen datasets. We compared the
results obtained by GSGP with the multiplicative and the additive versions of the
geometric dispersion, tested separately, and with the GSGP without the dispersion
operators. Results indicate dispersion operators have a positive impact on the search,
improving the root mean square error in relation to the GSGP without this operator.

The remaining of this chapter is organised as follows. Section 12.2 provides an
overview to GSGP for symbolic regression problems and the crossover limitation
regarding the population’s convex hull. Section 12.3 reviews previous works
involving the convex hull described by the population in GSGP and Sect. 12.4
presents a framework for GD operators along with two particular implementations.

1The convex hull of a set of points is given by the set of all possible convex combinations of these
points [18].
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Section 12.5 presents the experimental analysis in sixteen different datasets fol-
lowed by conclusions and research directions in Sect. 12.6.

12.2 Background

Most genetic programming algorithms employ traditional genetic operators that
perform syntactic modification on individuals in order to change their behaviour—
the behaviour of an individual is referred to as its semantics. One particular
drawback of traditional genetic operators is that there is no guarantee that syntactic
modifications will lead to different behaviour. Therefore, they represent an indirect
way of changing the semantics of an individual. Geometric semantic genetic
programming (GSGP) [13], on the other hand, employ semantic genetic operators
to introduce syntactic modification on individuals that guarantee to change their
semantics.

In this chapter, we focus on GSGP applied to symbolic regression problems.
Symbolic regression problems can be seen as a supervised learning procedure: given
a finite set of input-output pairs representing the fitness cases, defined as T =
{(xi , yi)}ni=1—where (xi , yi) ∈ R

d × R (i = 1, 2, . . . , n)—symbolic regression
consists in inducing a model p : Rd → R that maps inputs to outputs, such that
∀(xi , yi) ∈ T : p(xi ) = yi .

Let I = [x1, x2, . . . , xn] and O = [y1, y2, . . . , yn] be the input and the output
vectors,2 respectively, associated to the fitness cases. The semantics of a program
p represented by an individual evolved by GSGP, denoted as s(p), is the vector
of outputs it produces when applied to the set of inputs I , i.e., s(p) = p(I) =
[p(x1), p(x2), . . . , p(xn)]. This notation is extended to the semantics of a popula-
tion of programs P = {p1, p2, . . . , pk}, i.e., s(P ) = {s(p1), s(p2), . . . , s(pk)}. The
semantics of any program can be represented as a point in a n-dimensional space S,
referred to as the semantic space, where n is the number of fitness cases. Note that
the desired output vector O can also be represented in the semantic space.

GSGP employs semantic geometric operators to evolve the individuals in a
population. Let P ′ be the solution set comprising all the possible candidate solutions
to a problem in the real domain, the geometric semantic crossover and mutation
operators are defined as follows:

Definition 12.1 Given two parent programs p1, p2 ∈ P ′, the geometric semantic
crossover for the space of real functions GSX : P ′ × P ′ → P ′ returns the real
function

p3 = r × p1 + (1 − r) × p2, (12.1)

2Note that when xi ∈ R
d with d > 1 the vector I becomes a matrix with dimensions d × n. We

allow an abuse of notation by representing the matrix as a vector with dimension n, where each
element corresponds to a vector of dimension d.
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where r is a random real constant in [0, 1] (for fitness function based on Euclidean
distance) or a random real function with codomain [0, 1] (for fitness function based
on Manhattan distance).

Definition 12.2 Given a parent program p ∈ P ′, the geometric semantic mutation
for the space of real functions GSM : P ′ × R

+ → P ′ with mutation step ε returns
the real function

p′ = p + ε × (r1 − r2), (12.2)

where r1 and r2 are random real functions.

An interesting characteristic of GSGP is that the fitness of an individual p is
the distance of its output vector s(p) to the desired output vector O. Therefore, the
fitness landscape induced by semantic genetic operators is unimodal by construc-
tion [13]. Despite the unimodal fitness landscape, the stochastic nature of these
operators—as a result of using random real functions and constants—has been
shown to be a more suitable way to explore the space in terms of generalisation,
when compared to modifications of these operators where decisions are based on
fitness cases error [1, 7, 10]. The area defined by the set of individuals (points in the
semantic space) define the convex hull of the population:

Definition 12.3 The convex hull of a set H of points in R
n, denoted as C(H), is the

set of all convex combinations of points in H [18].

Let P be a population of individuals, we adopt the notation C(s(P )) to denote
the convex hull of the set composed by the semantics of the individuals of P , i.e.,
s(P ). Since GSX is, by definition, a geometric crossover operator [13], we have the
following theorem regarding the convex hull of the population:

Theorem 12.1 Let Pg be the population at generation g. For a GSGP, where
the GSX operator is the only search operator available, we have C(s(Pg+1)) ⊆
C(s(Pg)) ⊆ . . . ⊆ C(s(P1)) ⊆ C(s(P0)).

Theorem 12.1 is a particular case of the Theorem 3 defined and proved by [12],
and it has an important implication regarding the GSX operator. Given a population
P and a semantic vector q in S, the offspring resulting from the application of
GSX to any pair of individuals in P can reach q if and only if q ∈ C(s(P )).
Consequently, if GSGP has no other search operators (only GSX), a semantic vector
q is reachable only if q ∈ C(s(P0))—i.e., if q is located inside the convex hull of
the initial population.

Figure 12.1 illustrates this situation for a two-dimensional semantic space.
Without loss of generality let O = [0, 0] be the desired output vector defined by
the training cases. Now consider two different populations Pa and Pb, where the
individuals from Pa are concentrated in the upper-right side of O and, consequently,
C(s(Pa)) cannot reach the origin O. On the other hand, the set s(Pb) is distributed
around the desired output such that O ∈ C(s(Pb)). In the first scenario, GSGP needs
a mutation operator to expand the convex hull to reach O. In the second scenario, the
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desired vector O can be reached using a crossover operator alone, as it is already
inside the convex hull, or it can be calculated analytically3 with no need to use
GSGP.

12.3 Related Work

Previous work on GSGP have proposed different approaches to take advantage of
the properties of the geometric semantic space to improve search. However, to the
best of our knowledge, so far only two have investigated ways to increase the area
covered by the convex hull of the population—in particular focusing on the coverage
of the initial population, as discussed in this section.

Regarding operators that take advantage of the conic shape of the geometric
semantic space, Ruberto et al. [19] explore the geometry of the semantic space
through the concept of error vector. An error vector is represented by a point in the
n-dimensional space, called error space, given by the translation te(p) = s(p) − O.
This notion is used to introduce the concept of optimally aligned individuals in
the error space, i.e., given a number of dimensions μ = 2, 3, . . . , n, where n is
the size of the training set, μ individuals are optimally aligned in the error space
if they belong to the same μ-dimensional hyperplane intersecting the origin of
the error space. The authors show that if μ individuals are optimally aligned, we
can analytically obtain an equation to express the target output vector O. In this
context, they present GP-based methods to find optimally aligned individuals in two
and three dimensions, called ESAGP-1 (Error Space Alignment GP) and ESAGP-

3The coefficients of convex combinations can be found by means of Gaussian elimination [9].

(a) (b)

Fig. 12.1 Example of different distributions of a population in a two-dimensional semantic space.
The desired output O is located in the origin of the space and the shaded area corresponds to the
convex hull under the Manhattan distance. (a) Pa : population concentrated into a single quadrant.
(b) Pb: population encompasses solutions in all quadrants
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2, respectively. Experimental results suggest that searching for optimally aligned
individuals (in two and three dimensions) is easier than directly searching for a
globally optimal solution.

Castelli et al. [8], in contrast, extend ESAGP-1 to what they called Pair Opti-
mization GP (POGP). Unlike the original method—which represents individuals
as simple expressions, and computes the fitness by the angle between the error
vector of an individual and a particular point called attractor—POGP represents
individuals as pairs of expressions and calculates the fitness as the angle between
the error vectors of these two expressions. POGP experimental results indicate that
the method deserves attention in future studies.

Concerning methods that consider the area covered by the convex hull, Pawlak
[16] proposed the Competent Initialization (CI) method, which aims to increase the
convex hull of the initial population. The algorithm adopts a generalized version of
the Semantically Driven Initialization (SDI) method [3], initially proposed for non-
geometric spaces, to generate individuals semantically distinct. SDI randomly picks
a node from the function set to combine individuals already in the population. If the
resulting program has semantics different from other individuals of the population, it
is accepted; otherwise, the method makes a new attempt of generating an individual.
The process continues until a semantically distinct individual is created, following
a trial-and-error strategy. CI, on the other hand, accepts the semantically distinct
individual only if it is not in the current convex hull. The main drawback of both SDI
and CI methods is the possible waste of resources, since individuals are randomly
created, evaluated and discarded when they are semantically similar to an existing
individual of the population or when it is already in the population’s convex hull.

The Semantic Geometric Initialization (SGI) [17], on the other hand, generates a
set S of semantics, such that the desired output is guaranteed to belong to the convex
hull of S. These semantics are generated by adding or subtracting an offset to O in
different combinations of the semantic space dimensions. Then, for each semantics
si ∈ S, the method generates an individual whose semantics is equal to si . The
synthesis of these individuals is domain dependent and authors presented methods to
generate individuals for symbolic regression domain (by polynomial interpolation)
and for boolean domain (by a boolean formula). The experimental analysis indicates
that SGI can achieve training error significantly smaller than the ramped half-and-
half method in symbolic regression and boolean problems. However, the test error
achieved by SGI is significantly higher than the error achieved by ramped half-and-
half [11], which indicates that SGI is very susceptible to overfitting.

Although not taking advantage of the geometric properties of the search space,
Castelli et al. [5] proposed a semantic-based algorithm that keeps a distribution of
different semantics during the evolution to drive GP to search in areas of the seman-
tic space where previous good solutions were found. The method outperformed
standard GP and bacterial GP [4] in the test bed adopted. However, the individuals
generated presented statistically bigger sizes than the individuals generated by the
other two GP variants.
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12.4 Geometric Dispersion Operators

In this section we present a generic geometric dispersion (GD) framework along
with two implementations, the multiplicative geometric dispersion (MGD) [15] and
the additive geometric dispersion (AGD) operators.

12.4.1 A Framework for Geometric Dispersion Operators

This section presents a general framework for geometric dispersion (GD)4 operators
aiming to redistribute the population around the desired output vector O in the
semantic space. These operators move a given individual to the region of the
semantic space around O with the lowest concentration of individuals in order to,
hopefully, modify the convex hull of the population to contain the desired output.

GD operators adopt a greedy strategy to redistribute the population around O

by examining each dimension of S separately. For each dimension of the semantic
space, GD computes the proportion of individuals whose semantics is greater than
and less than O for that dimension. The method uses this information to move
the individuals through the semantic space—by means of mathematical operations
applied to the individual’s program—in order to balance each one of the dimensions
of S.

When we know the region of the semantic space around O where we want to
have individuals shifted to, different methods can be used to move individual p. GD
operators do that by applying a constant m to p through a mathematical operation ⊕,
in the form m ⊕ p. The movement performed by the GD operator depends directly
of the chosen operation for ⊕. Thus, the value of m must be chosen such that the
displacement of p benefits the largest number of dimensions.

The process of finding this value is equivalent to find m that solves the inequality
system:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

m ⊕ s(p)[1] ≶1 O[1]
m ⊕ s(p)[2] ≶2 O[2]
. . .

m ⊕ s(p)[k] ≶k O[k]

(12.3)

where ‘≶’ is a inequality operator (‘<’ or ‘>’) chosen according to the asymmetry
of the population.

4 Oliveira et al. [15] presents the first geometric dispersion operator. However, this operator is a
particular case of the framework presented in this paper. Hence, hereafter their operator is referred
as multiplicative geometric dispersion (MGD) operator in contrast to the GD framework.
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Let GT (greater than) and LT (less than) be n-element arrays, where the i-th
element corresponds to the number of individuals pk in the current population P

where s(pk)[i] > O[i] and s(pk)[i] < O[i], respectively. If GT [i] > LT [i],
the population is unbalanced with more individuals in the right side of the desired
output vector in the i-th dimension of the semantic space, and the individual should
be moved to the left side of O—the symbol ‘≶i’ is replaced by ‘<’. Otherwise,
if GT [i] < LT [i], the imbalance occurs in the opposite side, i.e., the population
is concentrated on the left side of O in the dimension i and the individual should
be moved to the opposite side of O—the symbol ‘≶i’ is replaced by ‘>’. Note
that when GT [i] = LT [i], no inequalities are added to the system. Therefore the
number of inequalities in Eq. (12.3) is less or equal to the number of dimensions,
i.e., k ≤ n.

However, due to the large number of inequalities in the system, usually it
does not admit feasible solutions. Thus, instead of finding a value for m that
satisfies all inequalities, the operator finds one that maximizes the number of
satisfied inequalities. Oliveira et al. [15] present algorithms to both construct the
system of inequalities and find the value of m that satisfies the largest number of
inequalities when the mathematical operation adopted is the multiplication, i.e.,
⊕ is × (times). We generalise these algorithms and present a framework, called
geometric dispersion (GD), which moves individuals through the semantic space in
order to distribute the population around O.

GD is independent of the arithmetic operation adopted in the inequalities. The
only requirements are that the operation is binary and allows inverse. Let ⊕ and �
be a binary operation and its inverse, respectively. The variable m can be isolated in
the left side of the system of inequalities of Eq. (12.3) as shown in Eq. (12.4), such
that the operator can find the value that satisfies the largest number of inequalities.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

m ≶1 O[1] � s(p)[1]
m ≶2 O[2] � s(p)[2]
. . .

m ≶k O[k] � s(p)[k]

(12.4)

Algorithm 1 introduces the procedure to define the system of inequalities. Given
the arrays GT and LT , it checks each dimension i for an unbalanced distribution,
i.e., where GT [i] 	= LT [i]. When these values differ, the method adds a new
inequality to the system, represented by a bound value that should be satisfied.

The sign ‘≶’ of the inequalities is defined according to the distribution of the
population in the verified dimension (lines 4–8). If GT [i] > LT [i], then ‘≶i’ is
replaced by ‘<’. Otherwise, if GT [i] < LT [i], it is replaced by ‘>’.

The next step of the method is to isolate m in the left side of the inequality and
store the value of the right side in bound (lines 9–10). There are a few considerations
in this step, according to the arithmetic operation used in the inequalities. E.g., if
GD uses multiplication (⊕ is ×), as presented by [15], the method must check for
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Algorithm 1 GD procedure to build the system of inequalities
Require: Individual program (p), desired output (O), population distribution (GT,LT )
1: B ← {}
2: for i ← 1 to |s(p)| do � Calculate the bounds
3: if GT [i] 	= LT [i] then
4: if GT [i] > LT [i] then
5: inqSign ← ‘lessThan’ � ‘≶i ’ is replaced by ‘<’
6: else
7: inqSign ← ‘greaterThan’ � ‘≶i ’ is replaced by ‘>’
8: end if
9: Isolate m in the left side of the inequality � m ≶i O[i] � s(p)[i]

10: bound ← right side value � bound ← O[i] � s(p)[i]
11: if inqSign = ‘lessThan’ then
12: Add bound to B as upper bound
13: else
14: Add bound to B as lower bound
15: end if
16: end if
17: end for
18: return B

division by zero and negative value on the left side of the inequality. When a division
by zero is found, the algorithm ignores the inequality. When the left side is negative,
both sides of the inequality are multiplied by −1, inverting the inequality sign.

The sign of the inequalities is used to define the type of bound (lines 11–15). If
the sign is ‘<’, the value of m should be smaller than bound (it is an upper bound).
Otherwise, m should be greater than bound (it is a lower bound). The bounds and
their types are used to compute the value of m in Algorithm 2.

Algorithm 2 follows the method presented in [15]. It first sorts B by value in
ascending order. The auxiliary variables maxSatisfied, index and cSatisfied store the
number of inequalities satisfied by the best bound for m found so far, its index
and the number of inequalities satisfied by the bound examined in the current
iteration, respectively. The method starts by considering the interval before the first
bound, i.e., (−∞, B[1].value). If a value from this interval is picked for m, all the
upper bounds are satisfied, i.e., maxSatisfied = nub (line 2). It then iterates over
B counting the number of upper and lower bounds satisfied by each interval until
(B[i],∞) (lines 5–16). If the examined value corresponds to an upper bound, we
decrement the cSatisfied counter, since the interval in the right side of the bound
does not satisfy it. On the other hand, if the examined value corresponds to a lower
bound, the right side interval satisfies the bound and cSatisfied is incremented.

After finding the best interval for m, the procedure assigns an actual value for
m (lines 17–30). If the best interval corresponds to (−∞, B[1]) or to (B[|B|],∞),
m takes the output of getLeftExtreme and getRightExtreme, respectively. Otherwise,
the method selects a random value in the interval (B[index], B[index + 1]).

Algorithms 3 and 4 present the procedures getRightExtreme and getLeftExtreme,
respectively. The control variable shiftOne indicates if the methods should use the
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Algorithm 2 Finds m

Require: Set of bounds for m (B), shift control variable (shiftOne)
1: nub ← number of ‘ub’s in B

2: maxSatisfied ← cSatisfied ← nub

3: index ← 0
4: Sort B by value in ascending order
5: for i ← 1 to |B| do � Find the best interval for m

6: bound ← B[i]
7: if bound is a lower bound then
8: cSatisfied ← cSatisfied + 1
9: if cSatisfied > maxSatisfied then

10: maxSatisfied ← cSatisfied
11: index ← i

12: end if
13: else
14: cSatisfied ← cSatisfied − 1
15: end if
16: end for
17: if index = 0 then � Calculate m

18: if B is empty then � No need to move p

19: m ← 1
20: else
21: m ← getLeftExtreme(B, shifOne)
22: end if
23: else
24: if index = |B| then
25: m ← getRightExtreme(B, shifOne)
26: else
27: δ ← B[index + 1].value − B[index].value

28: m ← B[index].value + δ × rnd() � rnd() returns a random value in (0, 1)

29: end if
30: end if
31: return m

same strategy adopt by [15], i.e., shift values in the extreme of the interval by one.
Otherwise, the algorithms shift the values by a random value proportional to the
closest interval defined in B.

The value of m returned by Algorithm 2 is then used to move individual p in
the semantic space. GD is applied during the evolution at every generation, right
before other genetic semantic operators (crossover and mutation). The probability
of applying a GD operator—individual-wise—pgd, as proposed by [15], is given
by:

pgdg = pgd0 × exp

(−α × g

gmax

)

, (12.5)

where pgd0 is the base probability, α is the decay rate, g is current generation index
and gmax is total number of generations. Equation (12.5) ensures the probability of
applying the operator decays exponentially with the generations.
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12.4.2 Multiplicative Geometric Dispersion

The geometric dispersion operator proposed in [15], here called multiplicative
geometric dispersion (MGD), is an implementation of the GD framework where
the constant m is multiplied by the semantics of the individual p. MGD manipulates
inequality systems as given by Eq. (12.3)—in the form m × s(p)[i] ≶i O[i]—
and isolates m in the left side as presented by Eq. (12.4)—in the form m ≶i

O[i]/s(p)[i], where ⊕ and � are replaced by × and ÷, respectively. The multi-
plicative operation applied to the individual p is geometrically equivalent to moving
it through the line crossing both s(p) and the origin of S.

As discussed above, when isolating m in the i-th dimension, MGD must consider
two special cases. First, if s(p)[i] = 0, isolating m implies in division by zero
and the operator ignores the inequality. Second, if s(p)[i] < 0, the inequality is
multiplied by −1 and the inequality sign is inverted. For instance, let m× (−2) > 4
be one of the inequalities. Thus, as s(p)[i] = −2 < 0, the inequality is multiplied
by −1 before isolating m in the left side, leading to m × 2 < −4.

12.4.3 Additive Geometric Dispersion

Besides the MGD, we present a geometric dispersion operator based on addition.
The additive GD (AGD) moves a given individual p through the line L = {s(p) +
t : t ∈ R}, with L ⊂ S, in order to redistribute the population around O. The
inequalities used by AGD are in the form m + s(p)[i] ≶ O[i], which result in
m ≶ O[i] − s(p)[i], where i is the dimension analysed.

The use of different mathematical operations within the GD operators allows
them to explore different regions of S. Figure 12.2 presents an example in a two-
dimensional semantic space. In order to keep dimension1 balanced and balance
dimension2, it is necessary to move p to the upper-left side of O. However, in this
example, only AGD can reach this region of the space.

Algorithm 3 getRightExtreme procedure
Require: Set of bounds for m (B), control variable shiftOne
1: if shifOne=TRUE or |B| < 2 then
2: return B[|B|] + 1
3: else
4: δ ← B[|B|].value − B[|B| − 1].value

5: return B[|B|] + δ × rnd()

6: end if
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Fig. 12.2 Lines described by the AGD and MGD operators applied to an individual p. (a)
AGD and MGD lines in the semantic space. (b) Distribution of individuals around O regarding
dimension1 (blue) and dimension2 (red). The numbers indicate the frequency of individuals on
each side of O for each dimension (Color figure online)

Algorithm 4 getLeftExtreme procedure
Require: Set of bounds for m (B), control variable shiftOne
1: if shifOne=TRUE or |B| < 2 then
2: return B[1] − 1
3: else
4: δ ← B[2].value − B[1].value

5: return B[1] − δ × rnd()

6: end if

12.5 Experimental Analysis

This section presents an empirical analysis of the effect of different versions of
the GD operator within GSGP. We compare the results obtained by GSGP with
AGD (referred to as GSGP+A), GSGP with MGD [15] (referred to as GSGP+M)
and GSGP without dispersion operators [6] in a test bed of sixteen symbolic
regression datasets comprising both real-world and synthetic problems, as presented
in Table 12.1. The test bed along with parameters adopted in the algorithms are the
same from our previous work [15].

For each real-world dataset, we performed a 5-fold cross-validation with 10
replications, resulting in 50 executions. For the synthetic datasets (except keijzer-
6 and keijzer-7), we generated five different sets and, for each sample, applied the
algorithms 10 times, resulting again in 50 executions. For keijzer-6 and keijzer-7, the
test set is fixed, so we performed 50 executions. The categorical attributes, namely
vendor name and model name from the cpu dataset and month and day from the
forestFires dataset, were removed for compatibility purposes.
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All executions used a population of 1000 individuals evolved for 2000 gener-
ations with tournament selection of size 10. The same random seed is employed
to initialize the pseudorandom number generator in all methods. The grow method
[11] was adopted to generate the random functions inside the geometric semantic
crossover and mutation operators, and the ramped half-and-half method [11] used
to generate the initial population, both with maximum individual depth equals to
6. The function set included three binary arithmetic operators (+,−,×) and the
analytic quotient (AQ) [14] as an alternative to the arithmetic division. The terminal
set included the variables of the problem and constant values randomly picked from
the interval [−1, 1]. GSGP employed the geometric semantic crossover for fitness
function based on Manhattan distance and mutation operators, as presented in [6],
both with probability 0.5.

The base probability (pgd0) and the decay rate (α) values for all the GD variants
are the ones leading to the smaller median training RMSE, as presented in our
previous experiments [15]. The values vary in each dataset, as presented in the
last two columns of Table 12.1. The two ways of setting the final value of m in
the Algorithms 3 and 4, defined by the boolean variable shiftOne, were analysed
in different configurations. An ‘R’ in the end of the configuration name indicates
that shiftOne is FALSE, i.e., m is calculated as a random value proportional to the
interval nearest to the extreme.

Tables 12.1 and 12.2 present the median training and test RMSE and respective
IQR (Interquartile Range), according to 50 executions. Table 12.3 shows the number
of datasets were the method in the row is statistically better than the method
in the column regarding the test RMSE, according to Wilcoxon test with 95%
confidence level. The results indicate the search performed by GSGP benefits from
the dispersion provided by the operators, as pointed out by the score of GSGP in
relation to the GD configurations. Regarding the use of the shift one algorithm or the
random method to compute the values of m in the extremes, there are no significant
differences on the dispersion operators. Lastly the results indicate that overall the
multiplicative version of the geometric dispersion operator performs better than the
additive counterpart.

12.6 Conclusions

This chapter presented a general framework to construct geometric dispersion (GD)
operators for GSGP in the context of symbolic regression, followed by two concrete
instantiations: the multiplicative geometric dispersion (GD) operator proposed in
[15] and another derivation based on the addition operator. These operators move
the individuals in order to balance the population around the target output in each
dimension of the semantic space, with the objective of expanding the convex hull
defined by the population to include the desired output vector.

Experimental analysis was performed on a test bed composed by sixteen
datasets to compare the effects of GD operators within GSGP: GSGP with additive
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Table 12.3 Number of datasets where the method in the row obtained statistically smaller test
RMSE in relation to the method in the column

GSGP GSGP+A GSGP+AR GSGP+M GSGP+MR Total (wins)

GSGP – 1 1 0 0 2

GSGP+A 3 – 1 2 0 6

GSGP+AR 5 1 – 1 4 11

GSGP+M 6 3 5 – 3 17

GSGP+MR 7 4 4 3 – 18

Total (losses) 21 9 11 6 7

Results according to the Wilcoxon test with 95% confidence level

GD (GSGP+A), multiplicative GD (GSGP+M) and without GD operators were
compared regarding the test RMSE. The results showed that GD operators can
improve the search performance in terms of test RMSE. Also, they showed that
GSGP+M presents advantage over the GSGP+A regarding test RMSE.

Future works include proposing novel dispersion operators following the generic
framework, exploring different algorithms to compute the value of m, analysing
the impact of using different GD operators simultaneously and tuning the control
parameters used by GD operators.
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Chapter 13
Assisting Asset Model Development with
Evolutionary Augmentation

Steven Gustafson, Arun Subramaniyan, and Aisha Yousuf

Abstract In this chapter, we explore how Genetic Programming can assist and
augment the expert-driven process of developing data-driven models. In our use
case, modelers must develop hundreds of models that represent individual properties
of parts, components, assets, systems and meta-systems like power plants. Each of
these models is developed with an objective in mind, like estimating the useful
remaining life or detecting anomalies. As such, the modeler uses their expert
judgment, as well as available data to select the most appropriate method. In this
initial paper, we examine the most basic example of when the experts select a
kind of regression modeling approach and develop models from data. We then
use that captured domain knowledge from their processes, as well as end models
to determine if Genetic Programming can augment, assist and improve their final
results. We show that while Genetic Programming can indeed find improved
solutions according to an error metric, it is much harder for Genetic Programming
to find models that do not increase complexity. Also, we find that one approach in
particular shows promise as a way to incorporate domain knowledge.

Keywords Genetic programming · Lifing models · Machine learning · Industrial
applications · Real-world application · Knowledge capture · Artificial
intelligence · Intelligent augmentation
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13.1 Introduction

One of the initial uses of Genetic Programming was for data modeling. Like other
Machine Learning and statistical techniques, data modeling attempts to build a
function, or model, that given a set inputs (�x) tries to predict the response variable
(y). In the majority of data modeling applications, the model is explanatory, for
example with systems identification, as it is built and measured using interpolation.
That is, the data from any section, or time, within the data set is used to train and test
the model. This is in comparison to extrapolation models, which are built explicitly
to predict the future, unseen data points in a world that might change from when the
data was collected. In this scenario, insight into the model, what variables it uses,
and the soundness of how it is combined to ensure future stability and integration
with other system is not just a ‘complexity’ issue, it is an essential attribute of the
modeling process. Genetic Programming and Machine Learning techniques must
become assistive to augment the expert’s intelligence while building models.

In our primary use case, asset models are built and combined to represent a digital
replica of a physical or virtual phenomena for the purpose of providing key insight
into optimizations and decisioning. There is a significant effort to validate models
and examine their properties from an overall systems integration perspective. There
is still a significant challenge to find surprising and valuable data properties within
the modeling effort, but the overall error and performance needs to be balanced with
the model properties and soundness.

Data modeling with Genetic Programming has been attractive as it easily allows
for domain knowledge to be inserted into the search space. For example, it is easy
to use different sets of mathematical functions, to determine the appropriate number
and ranges of coefficients, or to build in specific routines that are domain unique.
In this chapter, we explore how to incorporate domain knowledge in the form of
data that has been premanipulated and cleaned by the expert, as well as the expert’s
final model, which is the result of selecting from several regression techniques and
parameters.

13.2 Background

13.2.1 Industrial Asset Models

Models that predict the behavior of complex industrial assets are widely used for
both design and fleet management in a variety of industries. For fleet management,
the models need to be continually tuned to maintain accuracy and adapted to scale
across thousands of assets. In design, asset models are used to compare new designs
with previous ones, as well as to explore configuration options when designing
for a specific objective, like efficiency or performance, in the light of site or
customer specific constraints. Industrial asset models are often created for their
capability to forecast and simulate asset behavior in context of other assets and
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external conditions. The expert modeler, when developing an asset model, is trying
to capture the general asset behavior, for example a physics-based understanding of
heat transfer, while also capturing the asset specific properties that could be taken
advantage of by optimization and trade-off analysis. Given the complexities of both
data processing, domain knowledge, and target applications, developing industrial
asset models is an expertise intensive task.

13.2.2 Intelligent Augmentation

Many Machine Learning and Genetic Programming approaches are used for
automating some model building or intelligent task. However, Artificial Intelligence
contains a second, less highlighted mission, of augmenting humans with more
intelligent systems. In this case, the humans remains “in the loop” rather than being
replaced. Augmentative systems are necessary when the problem is so difficult
that it can not be fully automated. Augmentative systems are also beneficial when
the problem changes and it would be difficult to constantly retrain or tune the
underlying Artificial Intelligence system. Thus, the humans and the machines form
a partnership where the machines help the humans, and the humans, through their
actions of implicit and explicit feedback, help the machines learn to improve. In
many cases, data modeling can be considered too difficult to fully automate, and
because the problems are constantly changing, it is advantageous to keep the human
in the loop so the underlying system can learn and improve. For example, for a class
of problems, if the system see the expert consistently reducing the end model to
some number of variables, or to reduce the types of operators, the system can begin
to search for like models.

Active learning [14] represents the most common human in the loop machine
learning systems where a human operator is asked to label or annotate the data
during the learning process. Bravo et al. [2] combines machine learning trained
on expert, as well as, crowd sourced knowledge with rule-based pattern matching
to identify chemical-induced diseases in text. Machine learning is used to classify
customer reviews in [17] and supplemented with crowdsourcing when machine
learning methods cannot agree on review analysis. The two methods are then
combined to come up with the final review classification. Other learning systems
in [3] allow intelligent systems to learn via social interaction with humans, as well
as self-exploration similar to behavior of children.

In evolutionary searches, prior knowledge can be used to augment the system
by starting the search from seeded individuals rather than random initial population.
This reduces the search space while improving the convergence time and fitness. Six
approaches to seed individuals were tried in [13]: seeding complete prior solutions,
seeding parts of prior solutions, randomly rearranged and shuffled versions of
prior solutions, and then these three methods with randomized or optimized
parameter values from the prior solution. Each one of these methods showed better
convergence times and fitness values than randomly generated initial populations.
Deep learning methods were used to generate the initial populations in [10] for the
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genetic programs (GP). The results of the models generated by GP were compared
to support vector machines as well as other deep learning methods and showed that
seeded GP performed better. In [1] genetic algorithm (GA) is applied to improve the
performance of a fuzzy controller. This method uses simulations of the controller
designed by a human as an initial population for the GA. In addition, less mutation
is applied to the population if the confidence in initial population is high and vice
versa. A hybrid approach of seeding individuals in [12] is used for vehicle routing
problem to find minimum time to serve all customers. Two clustering methods for
clustering the nearest depot and nearest neighbor are used to seed initial population
for the GA. Evolutionary algorithms can also be augmented without seeding
populations. Statistical measure of attribute quality is used in [11] to augment the GP
approach for attribute selection. This insured that good individuals were recombined
and reproduced for faster searching of large databases of DNA sequences for
predicting diseases. In [9] GP is augmented by considering candidate individuals
closely tied to the initial model improved by localized-gradient adaptation. Similarly
in [8] the constants in the symbolic expressions are adjusted using a gradient-based
nonlinear least squares optimization algorithm.

13.3 Methodology

In this section we describe how asset models are currently developed, specifically
for the types developed using data-driven regression modeling approaches. We first
describe the hypothesis being tested, and then we motivate the three approaches to
leverage a portion of the knowledge embedded in those models coming from both
the prepared data as well as the end Regression models. Lastly, we describe the
implementation details of those three approaches.

13.3.1 Existing in Model Store

In the modeling framework, subject matter experts from a variety of fields such as
thermodynamic performance, material modeling, thermo-mechanical stress analy-
sis, life prediction, reliability, etc., have built thousands of models. These models
synthesize decades of deep domain expertise. In many cases, these models contain
the unique institutional knowledge that organizations try to leverage for competitive
advantage. We have selected regression models built by several experts to predict
outputs such as efficiency, damage, stress, etc. to seed this study. The chosen models
had 3–30 input variables and ranged from linear to cubic polynomials with several
types of features. In addition to being built, a portion of the models were also
updated by the experts using Extended or Unscented Kalman filters and Bayesian
updating with new sources of data. This provides the evolution of models that can
also be used in an automated learning paradigm.
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Fig. 13.1 Traffic patterns for industrial asset model building in our specific framework used within
a portion of the company. The traffic denotes the frequency of model development tool access by
users over several years, demonstrating the significance of expert utilization and the opportunity
for expert-augmentation by a technique like Genetic Programming

The models were built over a period of 3 years between 2013 and 2016 with
continual engagement from the modelers as shown by the traffic pattern in Fig. 13.1.
Significant portion of the modelers were from GE Corporate (53%), GE Aviation
(38%), GE Power (5%) and GE Oil & Gas (5%) businesses. The models represent
over 50 million rows of data across hundreds of variables. The top modelers have
used over 2 million rows to build their models. The average error (root mean squared
error) of the models is between 2 and 6% with maximum errors not exceeding 12–
15%.

13.3.2 Augmentation Hypothesis

We believe that there is considerable knowledge stored in the built regression models
as described above. Knowledge is stored in the dataset that resulted from integrating,
filtering and transforming existing data. Knowledge is also stored in the modeling
kernel used and its parameters, as well as in the final end result. Many other data,
kernel methods and final models could have been created and selected—these final
models contained something the expert found meaningful. While many other types
of knowledge are leveraged by the domain expert, we hypothesize that Genetic
Programming can discover interesting information that would augment the expert
during the model development phase. To test this hypothesis, we will first deploy a
standard GP system that is primarily leveraging the knowledge stored in the data. To
test whether the final selected model is key knowledge, we will define an approach
that initializes the entire initial population with variants of the expert’s final model.
Finally, as a variant of this latter approach, we will initialize the first population
using randomly selected subsolutions from the expert’s final model.
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13.3.3 Genetic Programming for Augmenting Model
Development, Approach 1

As a baseline to test the initial concept of developing improved models, we use
a standard approach for evolving solutions. The Genetic Programming system con-
sists of 500 individuals run over 100 generations using a mix of two-point crossover,
subtree mutations of the type uniform replacement, shrink or insertion, and ERC
mutation. Several random constants are available as terminal nodes, along with the
standard addition, multiplication, division, subtraction, and power functions. We
use a linear scaling approach of the predictions as a way to approximately scale
the solution, which is done for each evaluation. A double tournament is used for
selection, with a size of 7 individuals, with a likelihood of selecting for fitness 70%
of the time. In this approach, individuals are initialized using the standard ramped
half-and-half method, with half the solutions generated as full subtrees and half
without that constraint, with sizes between 3 and 7. A maximum depth limit of 17
is used. Besides the initialization strategy, all parameters and methods remain the
same in the following approaches.

13.3.4 Genetic Programming Mutants, Approach 2

For the following two approaches, we build upon the work of Lipson and Schmidt,
specifically we attempt to additionally seed domain knowledge into the process by
leveraging the expert-developed model. In the first approach, called Mutants, we
simply copy the expert’s model 500 times and apply an aggressive mutation strategy.
For each solution, we apply with equal probability one of the following: uniformly
mutate one subtree to be same size and shape, generate a new subtree using the
half-and-half method and replace a random subtree, shrink a random subtree by
randomly replacing some of its nodes with its terminals, randomly mutating some
of the constants, or do nothing and simply copy the solution. Otherwise, all other
parameters and approaches are the same as in the standard approach. The Mutant
approach initializes a much larger average solution, dependent upon the size of the
expert-developed solution.

13.3.5 Genetic Programming Seeds, Approach 3

In the final approach, which we will call Seeds, we instead look at the expert-
developed solution as the source of many potential subtrees to extract and create
the initial population. To create the initial population, we randomly select a subtree
from the expert-developed solution, and then apply the same mutation strategy as
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in the Mutant approach, which includes just copying the selected subtree. All other
parameters and methods are the same.

13.3.6 Asset Models

We have chosen to use 16 real-world asset models developed to estimate remaining
useful life from data (Table 13.1). All the problems were identified as best solved
using a regression type model. Of the 16 problems, four problems had 12 variables,
four had 3 variables, four had 4 variables, one problem each had 2, 6, 7, and 8
variables. For the number of rows, eight problems used less than 20 variables,
seven problems had less than 40 rows, and one had 61 rows. It is important to
note that these datasets were created for the purpose of creating a robust model,
in this case using a regression technique. In almost all cases, a much, much larger
data set existed, but over time as the knowledge of the data and modeling objective
increased, the datasets are reduced to the key points from which to build a model.
This type of modeling often differs from what traditionally is thought of machine
learning, where large amounts of data are used to build “black-box” models. In this
case, the process and data curation is more similar to traditional statistical modeling
where much more cleaning of the data is done so that the modeler understands very
clearly the input data, as well as the model created and its sensitivities.

Although millions of rows of data was available to the modelers, the models
identified above use a small subset of highly selective data that the subject matter
experts have deemed to be the most valuable. This is unique to industrial systems
where large quantities of data is typically available, but is seldom useful because
the majority of their operating time is without incident. The events that are unique
and need to be modeled are relatively rare. For example, a million flight hours
of an aircraft engine might generate a few hundred events that need to tracked
and modeled. Tracking every second of operation does not necessarily provide any
additional value.

13.3.7 Implementation

The Genetic Programming system was developed using the Distributed Evolu-
tionary Algorithm in Python library [6]. Several custom functions, data ingestion,
solution initialization, and output methods were created. In total, about 700 lines of
Python code were required to implement the entire system, calling several DEAP
and other Python libraries.

To capture the asset models, we leveraged a novel, cloud-based analytic platform
that enables model development, as well as captures meta data about the models
developed. The meta data was modeled and normalized across expert activity using
an open source, domain specific language [7] we developed to write and manage
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Table 13.1 The sixteen asset models, all coefficients are masked as letter C, and variable names
are represented by a unique name starting with V

Number Model

1 C × C + ((V 1 − C) ÷ C) ∧ C × C + ((V 2 − C) ÷ C) ∧ C × C

2 C × C + ((V 1 − C) ÷ C) ∧ C × −C + ((V 2 − C) ÷ C) ∧ C × C + ((V 3 − C) ÷
C) ∧ C × −C + ((V 1 − C) ÷ C) ∧ C × C + ((V 1 − C) ÷ C) ∧ C × ((V 3 − C) ÷
C) ∧ C × −C + ((V 3 − C) ÷ C) ∧ C × −C + ((V 1 − C) ÷ C) ∧ C × ((V 3 −
C) ÷ C) ∧ C × C + ((V 1 − C) ÷ C) ∧ C × ((V 3 − C) ÷ C) ∧ C × C

3 C ×C + ((V 1−C)÷C)∧C ×C + ((C −C)÷C)∧C × ((V 2−C)÷C)∧C ×C

4 C × C + ((V 1 − C) ÷ C) ∧ C × C

5 C ×C + ((V 1−C)÷C)∧C ×C + ((V 1−C)÷C)∧C × ((V 2−C)÷C)∧C ×C

6 C × C + ((V 1 − C) ÷ C) ∧ C × C + ((V 2 − C) ÷ C) ∧ C × C + ((V 3 − C) ÷
C) ∧ C × C + ((V 2 − C) ÷ C) ∧ C × C + ((V 3 − C) ÷ C) ∧ C × −C

7 C × C + ((V 1 − C) ÷ C) ∧ C × C + ((V 1 − C) ÷ C) ∧ C × −C + ((V 2 − C) ÷
C) ∧ C × ((V 3 − C) ÷ C) ∧ C × C + ((V 2 − C) ÷ C) ∧ C × ((CA − C) ÷ C) ∧
C × C + ((V 3 − C) ÷ C) ∧ C × ((V 1 − C) ÷ C) ∧ C × −C

8 C×C+((V 1−C)÷C)∧C×C+((V 1−C)÷C)∧C×−C+((V 1−C)÷C)∧C×C

9 C × C + ((V 1 − C)/C) ∧ C × −C

10 C × C + ((V 1 − C) ÷ C) ∧ C × C + ((V 2 − C) ÷ C) ∧ C × −C + ((V 5 − C) ÷
C) ∧ C × C + ((V 3 − C) ÷ C) ∧ C × −C + ((V 1 − C) ÷ C) ∧ C × ((V 6 − C) ÷
C)∧C ×−C + ((V 1 −C)÷C)∧C × ((V 2 −C)÷C)∧C ×−C + ((V 1 −C)÷
C)∧C × ((V 5−C)÷C)∧C ×C + ((V 6−C)÷C)∧C × ((V 4−C)÷C)∧C ×
C + ((V 6 − C) ÷ C) ∧ C × ((V 3 − C) ÷ C) ∧ C × C + ((V 6 − C) ÷ C) ∧ C × C

11 ((V 1 − C) ÷ C) ∧ C × ((V 2 − C) ÷ C) ∧ C × C + ((V 1 − C) ÷ C) ∧ C × ((V 3 −
C)÷C)∧C ×−C + ((V 1 −C)÷C)∧C × ((V 4 −C)÷C)∧C ×−C + ((V 3 −
C) ÷ C) ∧ C × ((V 4 − C) ÷ C) ∧ C × −C

12 C × C + ((V 1 − C) ÷ C) ∧ C × C + ((V 2 − C) ÷ C) ∧ C × C + ((V 3 − C) ÷
C) ∧ C × −C + ((V 2 − C) ÷ C) ∧ C × ((V 3 − C) ÷ C) ∧ C × C + ((V 3 − C) ÷
C) ∧ C × −C + ((V 2 − C) ÷ C) ∧ C × ((V 3 − C) ÷ C) ∧ C × C

13 C × −C + ((V 1 − C) ÷ C) ∧ C × −C + ((V 2 − C) ÷ C) ∧ C × −C + ((V 3 −
C) ÷ C) ∧ C × C + ((V 4 − C) ÷ C) ∧ C × C + ((V 5 − C) ÷ C) ∧ C × −C

14 C × C + ((V 1 − C) ÷ C) ∧ C × −C + ((V 2 − C) ÷ C) ∧ C × C + ((V 3 − C) ÷
C) ∧ C × −C + ((V 4 − C) ÷ C) ∧ C × −C + ((V 2 − C) ÷ C) ∧ C × ((V 3 −
C) ÷ C) ∧ C × −C + ((V 3 − C) ÷ C) ∧ C × ((V 4 − C) ÷ C) ∧ C × C

15 C × C + ((V 1 − C) ÷ C) ∧ C × C

16 C×C+((V 1−C)÷C)∧C×C+((V 2−C)÷C)∧C×−C+((V 3−C)÷C)∧C×
C+((V 4−C)÷C)∧C×C+((V 2−C)÷C)∧C×C+((V 4−C)÷C)∧C×−C

ontologies [5] that leverages the OWL format [15]. A novel Big Data technology
to ingest, integrate, and query data in a visual and Artificial Intelligence assisted
way [16]. In this way, we are able to monitor the experts but also have a platform
on which to provide automated recommendations and augmentative intelligent
systems, where semantic technologies provide a key approach for experts to manage
and understand data [4].

To create the empirical results, we leveraged a big data cluster consisting of over
1000 cores and 10 TB of RAM. Across the 16 problems, we performed 30 random
runs, completing in less than an hour using a Map Reduce implementation. While
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Table 13.2 The ability of the Genetic Programming approaches (Standard GP, Mutant GP and
Seed GP) to evolve a model comparable or better to the expert model is measured below when the
RMSE and Solution complexity is better (E&S≤), when the RMSE is better (E≤), and when the
solution complexity is better (S≤)

Standard GP Mutant GP Seed GP

Model E&S≤ S≤ E≤ Ave Gen E&S≤ S≤ E≤ Ave Gen E&S≤ S≤ E≤ Ave Gen

1 0 1 8 93.0 0 0 30 99.0 0 0 27 96.9

2 3 15 9 100.4 11 11 30 98.3 1 24 2 98.4

3 0 0 30 99.5 0 0 30 98.4 20 20 30 65.4

4 0 0 30 99.4 0 0 30 99.0 0 0 30 100.2

5 1 1 30 97.0 0 0 30 97.7 20 20 30 61.0

6 0 4 21 94.4 17 17 30 74.5 1 5 16 98.3

7 1 1 29 100.2 3 3 30 98.6 7 17 18 80.9

8 1 1 30 99.4 2 2 30 95.7 2 2 30 96.9

9 0 0 30 100.0 0 0 30 95.4 0 3 24 89.3

10 11 29 11 97.1 18 23 25 97.1 6 28 6 99.7

11 6 6 30 92.9 11 11 30 97.5 13 13 30 95.1

12 0 24 0 78.3 0 16 0 97.0 0 30 0 54.4

13 0 7 9 96.3 0 3 1 95.9 0 13 1 81.5

14 0 21 0 77.3 0 18 0 94.0 0 30 0 46.2

15 0 1 16 97.4 0 0 30 98.5 0 14 10 83.1

16 0 5 0 99.2 0 6 0 99.1 0 25 0 73.2

Totals 23 116 283 95.11 62 110 356 95.97 70 244 254 82.54

The average generation when the best solution is found is reported in (Ave Gen); the bold-faced
values in the last row (Total) of this column are averages of the averages in the column above

possible, we did not implement the DEAP multiprocessing capability, which could
have further improved the results.

13.4 Results

From Table 13.2 it can be seen that Genetic Programming is able to find models that
improve over the expert built models in many cases. Even in cases where the model
accuracy did not improve significantly, the model forms changed substantially.
Table 13.3 shows one selected best model from the many, many candidates found
during the evolutionary search. In many cases, the new model forms identified by the
GP process help provide new insights to the modeler and can be used to accelerate
the model building process.

A specific example of a user generated model that was used to seed the GP
process is shown below.

y = f (X1 + X2) + g(X1 × X2) (13.1)
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One of the best models selected by GP by using the above model is shown below.

y = η

(
X2

X1

)

+ ψ (X1 + φ(X2)) (13.2)

13.4.1 Performance Alone

To measure performance, we computed the expert model’s normalized root mean
squared error (RMSE) and compared it to the Genetic Programming produced
model. If the Genetic Programming model was within 10% of the expert model’s
normalized RMSE, we considered that a success.

Standard Genetic Programming was able to produce a successful error as
compared to the expert for 13 of the 16 problems. The same result, on the same
problems, was found for the Mutant and Seed approaches. Three of the problems
proved too difficult for Genetic Programming to find an improved error. For standard
Genetic Programming, on average 22.8 of the 30 runs resulted in an improved error,
but Mutants had successful errors on 29.5 of the 30 runs. The Seed method found a
success on an average of 21.1 runs out of 30. Thus, the Mutant method was slightly
more successful in finding a successful error.

13.4.2 Solution Complexity Alone

To measure solution complexity, we counted the number of nodes (operators,
coefficients and variables) in a solution. If the Genetic Programming produced
model was within 20% of the expert model, we considered that a success.

For standard Genetic Programming, it was able to find successful solutions
relative to size for 13 problems, with Mutants and Seed being successful for 10
and 14 problems respectively. Only on one problem did none of the approaches
find a successful solution with respect to size. However, the Seed approach had
a success solution on average 17.4 runs out of 30, with Mutants at 11 runs and
standard Genetic Programming with 8.9 runs being successful on average. While
the distributions would tell more information about this success, the average does
indicate that the Seed approach was more capable of finding less complex solutions.

13.4.3 Performance and Complexity

Lastly, for a Genetic Programming solution to be viable, we required that it achieved
success in both the normalized RMSE and size requirements as above.
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For standard Genetic Programming, only 6 of the 16 problems were successfully
solved, and the same was true of Mutants. Interestingly, only 5 of the 6 were
the same between the two approaches. The Seed approach solved those same 6
plus 2 additional problems successfully. For those problems where a solution was
found, standard Genetic Programming had on average 3.8 runs out of 30 successful,
Mutants and Seed both found success on average of 10 runs out of 30. The Seed
approach was able to leverage the expert model to find both good error, as well as
low complexity solutions.

While the results and comparisons are all statistically sound, the fact that in this
study only 16, albeit real-world, problems were studied, an no in-depth optimization
of the underlying Genetic Programming approaches were performed, one should
take caution in extrapolating too much toward general behavior at this time. We can
conclude that we have found a viable way to augment the expert-driven modeling
process by finding viable, alternative models to standard regression models by
automatically using the expert domain knowledge embedded in their data and their
developed models.

13.4.4 Unique Insights from GP Process

Consider the equations derived from GP based on user generated seed models. It
is interesting to note that the expert modeler chose only the product of the two
variables to be important. However, the GP process correctly identified that the ratio
of the variables is more important than the product. This was verified by the subject
matter experts as well. This kind of information is very valuable in reducing model
building time and potentially automating the entire process to derive broad business
benefits.

On the other end of the spectrum, there were cases where the modeler tried
building sophisticated models with several terms and the GP process correctly
identified that there was no sufficient data to justify the model complexity. This
prevents overtuning or mistuning models where data is sparse.

Thus, both feature identification and model simplification is possible in addition
to model performance improvements with GP.

13.4.5 Future Enhancements

There are several next steps and future enhancements we are pursuing.
Firstly, the methods we are comparing Genetic Programming to all perform some

form of coefficient optimization. This will be a relatively simple capability to add
into the Genetic Programming approach, albeit a potentially computational-costly
one. Therefore, we plan on optimizing the Genetic Programming algorithm and
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Table 13.3 For each of the sixteen asset models, we show below one of the many better models
found by the Seed Genetic Programming approach. There were many potential candidate models
found by the other Genetic Programming approaches, but for illustrative purposes, we selected one
of the best from the final generation. All coefficients are masked as letter C, and variable names are
represented by a unique name starting with V. Note that the masked variables do not correspond to
the original asset models in Table 13.1, and that substitution ignored unary negative signs which
have not been removed by arithmetic simplification

Number Model

1 ((((((V 1 − (V 1 ÷ ((((((V 1 − (((C × C) + V 1) ÷ C)) ÷ V 2) + (V 1 − C)) − C) −
C)+V 1)))÷V 2)+(V 1−C))−C)÷C)∧C×((((−V 1−V 1)−V 1)÷V 2)−C))

2 −(((V 1 ×−(V 1 ×V 2))− ((((V 1 × (V 1 ×V 2))−−V 2)−V 1)÷ (((V 2 + (V 2 ÷
−V 3)) + (V 2 ÷ −V 3)) + (V 2 ÷ −V 3)))) ÷ ((V 2 + (V 2 ÷ −V 3)) − ((−(V 2 −
((V 2 − (−V 2 − V 1)) ÷ ((V 1 × −(V 1 × (V 1 × ((V 1 × V 2) + V 2)))) − (−V 2 −
(−V 2 ÷ V 2))))) − (−V 2 − V 1)) ÷ V 2)))

3 (((C + V 1) × C) ÷ ((V 2 + ((((V 1 ÷ (V 2 + C)) + V 1) ÷ C) ÷ (V 2 ÷ C))) ÷ C))

4 (C + −(((V 1 − (C + ((((V 1 − ((C + (V 2 ÷ C)) + (C ÷ C))) ÷ C) × ((C + (C +
(C ÷ C))) + C)) ÷ (V 2 ÷ C)))) ÷ C) ∧ C × (C + C)))

5 (((V 1 − V 2) − V 3) ÷ −(V 1 − V 2))

6 (C + ((((V 1 − C) ÷ C) × C) + ((((V 2 − C) ÷ C) × C) + ((((V 3 − C) ÷ C) ×
C) + ((((V 2 − C) ÷ C) ∧ C × C) + (((V 3 − C) ÷ C) ∧ C × −C))))))

7 ((((V 1 − C) ÷ V 1) ÷ ((((V 1 − V 1 ∧ (V 1 × V 1)) − ((V 1 − C) ÷ V 1)) ÷ C) ×
V 1)) − (((C ÷ C) − C) ÷ C))

8 ((C ÷ V 1) − (((V 2 − V 5) − (((V 5 − ((V 2 ÷ C) + (V 4 + V 2))) + ((V 6 − (C ÷
V 1)) + V 3)) ÷ V 1) ∧ C) + V 3))

9 (((((V 1 − C) ÷ C) ∧ C × C) + (C × −(−((((((V 1 − C) ÷ C) ∧ C ÷ −(((V 1 −
C) − C) ÷ (V 3 ÷ C))) ∧ C × V 1) ÷ V 2) ∧ C × −C) ∧ C × −C))) × V 2)

10 −(((V 1 +V 3)÷ (V 4 + ((V 5 × (((V 1 +V 2)+−V 2)−V 5))+ (((V 1 + ((((V 5 ÷
V 6)−((V 5+V 5)+(V 5×V 5)))+((−−(V 4+V 1)∧−−V 2+(V 4+V 4))÷(−−
V 2+(−V 5−V 6))))×V 6))+V 5)÷V 1))))−(((V 4+V 1)÷(V 2+−V 1))÷V 1))

11 (C + (((V 1 − ((((V 2 − C) ÷ C) ∧ C) ∧ C × C)) ÷ C) × ((V 2 − ((((V 1 − (C −
V 3 ∧ C)) − ((C − V 3 ∧ C) − V 3 ∧ C)) − (((V 2 − C) ÷ C) ∧ (C − C) ∧ (C ×
(C − C)) × C)) ÷ C)) ÷ C)))

12 ((V 1 + (V 1 + (((((V 1 + V 1) − (V 1 ÷ ((V 2 + V 4) − V 1))) − (((V 3 + V 4) −
V 1) ÷ V 4)) − (V 4 ÷ V 1)) + V 1))) ÷ V 1)

13 (((−((V 2 − (V 1 ÷V 6))+−((V 7 −V 8)−V 3))× (V 3 ÷V 8))+ (−(V 4 − (V 8 −
((V 7 − −(((V 2 + V 2) ÷ (V 7 − V 3)) − (V 8 − ((((V 2 ÷ ((V 7 − V 4) − V 4)) +
(V 8 + (V 5 + V 4))) + ((V 6 − V 7) − V 8)) ÷ (V 3 − V 9))))) − V 4))) + (V 2 +
−((V 7 − V 8) − V 4)))) ÷ −V 5)

14 (C+((−(C÷C)÷(((C÷C)∧C×(C+C))+((((((((C+C)÷(C−(V 1−C)))∧
C×C)+((−(C÷C)÷((−C÷V 2)−(V 1−C)))∧C+−C∧C))−C)÷C)÷((V 1−
C)÷V 1))+(((−C÷V 2)∧C×C)+(((−C÷V 2)∧C×C)+−C)))))+−(C×C)))

15 −((C − (C − −(−(V 1 ÷ C) ÷ ((C + C) × (C ÷ C))))) − (C − (C − C)))

16 ((((V 1− ((V 7÷−((V 1+ (((V 4+−V 6)+V 4)÷ (V 5−V 6)))+ ((−V 1− ((V 7÷
−((V 1+(−V 2÷V 1))+((−V 6÷V 7)−−−V 7)))×V 4))÷(V 4+−V 7))))×V 4))+
(V 3÷((V 7÷−(−((V 1+(V 4÷(V 4+V 4)))+(V 1−−−(V 4÷V 4)))+(((V 1+
(V 4 ÷V 4))× (V 2 +V 2))÷ (V 4 +−(V 1 +V 5))))) ∗V 7)))÷ (V 4 +V 4))÷V 2)
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testing for best parameters to see how small the population can be, as well as identify
a good stopping criterion.

Secondly, we plan on building an augmentation module into our model develop-
ment process so as to provide guidance to the users using the Genetic Programming
produce models. In this work, we will explore the best user experiences as well
as the feedback from whether the users found the Genetic Programming solutions
helpful or not. Several possible integrations are possible. For example, we could
present the users with full, complete solutions. Or, we could identify common
subtrees from the best solutions and present them as potential new features for the
users to compute, even going so far as to prepare new data sets with those features
represented.

13.5 Conclusions

In this chapter, we presented the use case of the developing an augmentative
approach to developing industrial asset models. Using 16 real-world asset models,
we explored how domain knowledge can be exploited by Genetic Programming.
We demonstrated that using the domain knowledge from the data alone enables
Genetic Programming to find potentially interesting solutions. This standard result
is novel here as the data used has been highly reduced to fewer number of rows and
columns to enable robust regression models to be developed by the expert. Genetic
Programming in this manner, as typical, tends to produce much larger solutions
than the expert developed model. When Genetic Programming is able to leverage
the domain knowledge in the data as well as from the expert developed model,
in the two approaches Mutants and Seeds described here, it is capable of finding
solutions with good or similar performance as well as smaller or similar complexity.
The Seeds Genetic Programming approach, which initiates the population with
randomly extracted subtrees that are then mutated, was the most effective in finding
lower complexity solutions that also had good error performance.
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Chapter 14
Identifying and Harnessing the Building
Blocks of Machine Learning Pipelines
for Sensible Initialization of a Data
Science Automation Tool

Randal S. Olson and Jason H. Moore

Abstract As data science continues to grow in popularity, there will be an
increasing need to make data science tools more scalable, flexible, and accessible.
In particular, automated machine learning (AutoML) systems seek to automate the
process of designing and optimizing machine learning pipelines. In this chapter, we
present a genetic programming-based AutoML system called TPOT that optimizes
a series of feature preprocessors and machine learning models with the goal of
maximizing classification accuracy on a supervised classification problem. Further,
we analyze a large database of pipelines that were previously used to solve various
supervised classification problems and identify 100 short series of machine learning
operations that appear the most frequently, which we call the building blocks of
machine learning pipelines. We harness these building blocks to initialize TPOT
with promising solutions, and find that this sensible initialization method signifi-
cantly improves TPOT’s performance on one benchmark at no cost of significantly
degrading performance on the others. Thus, sensible initialization with machine
learning pipeline building blocks shows promise for GP-based AutoML systems,
and should be further refined in future work.
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14.1 Introduction

Machine learning is often touted as a “field of study that gives computers the
ability to learn without being explicitly programmed” [26]. Despite this common
claim, it is well-known by machine learning practitioners that designing effective
machine learning pipelines is often a tedious endeavor, and typically requires
considerable experience with machine learning algorithms, expert knowledge of
the problem domain, and brute force search to accomplish. Figure 14.1 depicts a
typical machine learning pipeline, where each step requires intervention by machine
learning practitioners. Thus, contrary to what machine learning enthusiasts would
have us believe, machine learning still requires considerable explicit programming.

In response to this challenge, several automated machine learning methods have
been developed over the years [14]. Over the past year, we have been developing
a Tree-based Pipeline Optimization Tool (TPOT) that automatically designs and
optimizes machine learning pipelines for a given problem domain [21], without
any need for human intervention. In short, TPOT optimizes machine learning
pipelines using a version of genetic programming (GP), a well-known evolutionary
computation technique for automatically constructing computer programs [1, 16].
Previously, we demonstrated that combining GP with Pareto optimization enables
TPOT to automatically construct high-accuracy and compact pipelines that consis-
tently outperform basic machine learning analyses [20]. In this chapter, we report
on our progress toward introducing sensible initialization [12] of the GP population
into TPOT, with the goal of enabling TPOT to harness expert knowledge about
machine learning pipelines to efficiently discover effective pipelines for a given
problem domain.

Previous research on the initialization of GP populations has shown that the
initialization process can vitally affect the performance of GP algorithms [9, 18, 22].

Automated by TPOT

Raw Data Data Cleaning

Feature 
Preprocessing

Feature 
Construction

Model
Selection 

Feature 
Selection

Parameter
Optimization 

Model
Validation 

Fig. 14.1 A typical machine learning pipeline. Machine learning practitioners often start with a
raw data set that must be formatted, have missing values imputed, and otherwise prepared for
analysis. Following this step, practitioners must often transform the feature set into a format
that is amenable to modeling, for example by preprocessing the features via scaling, constructing
new features from existing features, or removing less useful features via feature selection. Next,
practitioners must select a machine learning model to fit to the data, then optimize the parameters of
the model and feature transformation operations to allow the model to best capture the underlying
signal in the data. At the end of this process, practitioners must evaluate their pipeline on a
validation data set that the pipeline never saw before, which allows the practitioners to determine
whether the pipeline generalizes beyond the initial training data
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However, most of this research has focused on generating a diversity of valid GP tree
structures, which may not be useful in all application domains. Here we follow in
the footsteps of [12] and focus on harnessing expert knowledge—in this case, expert
knowledge about machine learning pipelines—to initialize the GP population. In
particular, we attempt to identify the building blocks [10] of machine learning
pipelines, and harness these building blocks for sensible initialization of the GP
population in TPOT.

14.2 Automated Machine Learning

In the early days of machine learning automation research (AutoML for short),
researchers focused primarily on hyperparameter optimization [14]. For example,
the most commonly-used form of hyperparameter optimization is grid search, where
users apply brute force search to evaluate a predefined range of model parameters
to find the model parameters that allows for the best model fit. More recently,
researchers showed that it is possible to discover optimal parameter sets faster than
exhaustive grid search by randomly sampling within a predefined grid search [2],
which shows promise for guided search in the hyperparameter space. Bayesian
optimization, in particular, has proven effective for hyperparameter optimization and
has even outperformed manual hyperparameter tuning by expert practitioners [27].

Another focus of AutoML research has been feature construction. One recent
example of automated feature construction is the “Data Science Machine,” which
automatically constructs features from relational databases via deep feature syn-
thesis. In their work, [15] demonstrated the crucial role of automated feature
construction in machine learning pipelines by entering their Data Science Machine
in three machine learning competitions and achieving expert-level performance in
all of them. Thus, we know that automated feature construction can play a vital role
in AutoML systems.

More recently, Feurer et al. [6] developed an AutoML system called auto-
sklearn, which uses Bayesian optimization to discover the ideal combination of
data and feature preprocessors, models, and model hyperparameters to maximize
classification accuracy for a particular problem domain. However, auto-sklearn
optimizes over a predefined set of pipelines that only include one data preprocessor,
one feature preprocessor, and one model, which precludes auto-sklearn from
producing arbitrarily large pipelines that may be important for AutoML.

Zutty and colleagues [30] demonstrated an AutoML system using genetic
programming (GP) to optimize machine learning pipelines for signal processing,
and found that GP is capable of designing better pipelines than humans for one
signal processing task. As such, GP shows considerable promise in the AutoML
domain, and we significantly extend this work with TPOT.
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14.3 Methods

In the following sections, we provide an overview of the Tree-based Pipeline
Optimization Tool (TPOT), including the machine learning operators used as
genetic programming (GP) primitives, the tree-based pipelines used to combine the
primitives into working machine learning pipelines, and the GP algorithm used to
evolve said tree-based pipelines. We further describe the process we implemented
to provide sensible initialization for the GP algorithm in TPOT, and conclude with
a description of the data sets used to evaluate this new version of TPOT. TPOT is
an open source project on GitHub, and the underlying Python code can be found
at https://github.com/rhiever/tpot.

14.3.1 Machine Learning Pipeline Operators

At its core, TPOT is a wrapper for the Python machine learning package, scikit-
learn [23]. Thus, each machine learning pipeline operator (i.e., GP primitive)
in TPOT corresponds to a machine learning algorithm, such as a supervised
classification model. All implementations of the machine learning algorithms listed
below are from scikit-learn (except XGBoost), and we refer to the scikit-learn
documentation [23] and [13] for detailed explanations of the machine learning
algorithms used in TPOT.

Supervised Classification Operators DecisionTree, RandomForest, eXtreme
Gradient Boosting Classifier (from XGBoost, [4]), LogisticRegression, and
KNearestNeighborClassifier. Classification operators store the classifier’s
predictions as a new feature as well as the classification for the pipeline.

Feature Preprocessing Operators StandardScaler, RobustScaler, MinMaxScaler,
MaxAbsScaler, RandomizedPCA [19], Binarizer, and PolynomialFeatures. Prepro-
cessing operators modify the data set in some way and return the modified data set.

Feature Selection Operators VarianceThreshold, SelectKBest, SelectPercentile,
SelectFwe, and Recursive Feature Elimination (RFE). Feature selection operators
reduce the number of features in the data set using some criteria and return the
modified data set.

We also include an operator that combines disparate data sets, as demonstrated in
Fig. 14.2, which allows multiple modified copies of the data set to be combined into
a single data set. Lastly, we provide integer and float terminals to parameterize the
various operators, such as the number of neighbors (k) in the k-Nearest Neighbors
Classifier.

https://github.com/rhiever/tpot
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Fig. 14.2 An example tree-based pipeline from TPOT. Each circle corresponds to a machine
learning operator, and the arrows indicate the direction of the data flow

14.3.2 Constructing Tree-Based Pipelines

To combine these operators into a machine learning pipeline, we treat them as
GP primitives and construct GP trees from them. Figure 14.2 shows an example
tree-based pipeline, where two copies of the data set are provided to the pipeline,
modified in a successive manner by each operator, combined into a single data set,
and finally used to make classifications. Because all operators receive a data set as
input and return the modified data set as output, it is possible to construct arbitrarily
large machine learning pipelines that can act on multiple copies of the data set. Thus,
GP trees provide an inherently flexible representation of machine learning pipelines.

In order for these tree-based pipelines to operate, we store three additional
variables for each record in the data set. The “class” variable indicates the true
label for each record, and is used when evaluating the accuracy of each pipeline.
The “guess” variable indicates the pipeline’s latest guess for each record, where the
classifications from the last classification operator in the pipeline are stored as the
“guess”. Finally, the “group” variable indicates whether the record is to be used as a
part of the internal training or testing set, such that the tree-based pipelines are only
trained on the training data and evaluated on the testing data. We note that the data
set provided to TPOT is split into an internal stratified 75%/25% training/testing set.

14.3.3 Optimizing Tree-Based Pipelines

To automatically generate and optimize these tree-based pipelines, we use a GP
algorithm [1, 16] as implemented in the Python package DEAP [8]. The TPOT
GP algorithm follows a standard GP process with settings listed in Table 14.1. To
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Table 14.1 Genetic programming algorithm settings

GP parameter Value

Population size 100

Generations 100

Multi-objective selection Five copies of top 20% according to NSGA-II

Per-individual crossover rate 5%

Per-individual mutation rate 90%

Crossover One-point crossover

Mutation Point, insert, and shrink 1/3 chance of each

Replicate runs with unique RNG seeds 30

begin, the GP algorithm generates 100 random tree-based pipelines and evaluates
their accuracy on the data set. For every generation of the GP algorithm, the
algorithm selects the top 20 pipelines in the population according to the NSGA-
II selection scheme [5], where pipelines are selected to simultaneously maximize
classification accuracy on the data set while minimizing the number of operators
in the pipeline. Each of the top 20 selected pipelines produce five offspring into
the next generation’s population, 5% of those offspring experience crossover with
another offspring, then 90% of the remaining unaffected offspring experience
random mutations. Every generation, the algorithm updates a Pareto front of the
non-dominated solutions [5] discovered at any point in the GP run. The algorithm
repeats this evaluate-select-crossover-mutate process for 100 generations—adding
and tuning pipeline operators that improve classification accuracy and pruning
operators that degrade classification accuracy—at which point the algorithm selects
the highest-accuracy pipeline from the Pareto front as the representative “best”
pipeline from the run.

14.3.4 Sensible Initialization in TPOT

Next, we implement a version of TPOT with sensible initialization, which we
call TPOT-SI. In TPOT-SI, the GP algorithm creates the initial population by
seeding it with a random selection from 100 building blocks that we identified from
previous TPOT runs. These building blocks consist of tree-based pipelines with 1–3
operators, e.g., one building block that we identified was “PolynomialFeatures →
LogisticRegression,” where the building block casts the data set into a polynomial
feature space then provides those features to a logistic regression model to make the
classification.

The primary idea behind providing sensible initialization via building blocks
is that genetic programming algorithms typically rely heavily on crossover [24].
Thus, we want to initialize the GP population with building blocks that (1) start the
GP population off with pipelines that already effectively solve at least part of the
classification task, and (2) can be mixed and matched to build better pipelines in a
more efficient manner. However, we note that our preliminary investigations showed
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Table 14.2 Ten most
frequent machine learning
pipeline building blocks

RandomForest

XGBClassifier

LogisticRegression

DecisionTree

KNearestNeighborClassifier

XGBClassifier → RandomForest

LogisticRegression → RandomForest

PolynomialFeatures → LogisticRegression

PolynomialFeatures → RandomForest

SelectPercentile → RandomForest

that a high crossover regime (per-individual crossover rate = 90%, per-individual
mutation rate = 5%) performed worse than a high mutation regime (per-individual
crossover rate = 5%, per-individual mutation rate = 90%) for both TPOT and TPOT-
SI, so we focused on the high mutation regime in this chapter.

To identify these building blocks, we ran 30 replicates of TPOT on the 160
supervised classification benchmark data sets described in Sect. 14.3.5. We iden-
tified the highest-accuracy tree-based pipeline from the final Pareto front for
each run, then performed an “n-gram” analysis (up to n = 4) of the pipelines
to count the most frequent combinations of pipeline operators. For example, in
Fig. 14.2 “SelectKBest → KNearestNeighborClassifier” would be a 2-gram, and
“KNearestNeighborClassifier” would be a 1-gram. After counting all of the n-grams
in each tree-based pipeline, we summed the counts across all 4800 replicates to
determine the 100 most frequent n-grams, which we used as TPOT building blocks.1

We have listed the top ten most frequent building blocks in Table 14.2.

14.3.5 Benchmark Data

We compiled 160 supervised classification benchmarks2 from a wide variety of
sources, including the UCI machine learning repository [17], a large preexisting
benchmark repository from [25], and simulated genetic analysis data sets from [28].
These benchmark data sets range from 60 to 60,000 records, few to hundreds
of features, and include binary as well as multi-class supervised classification
problems. We selected data sets from a wide range of application domains, including
genetic analysis, image classification, time series analysis, and many more. Thus,
this benchmark represents a comprehensive suite of tests with which to evaluate
automated machine learning systems.

1See https://gist.github.com/rhiever/27f795b00b95751ee38fd9e946c72b0b for a full list of build-
ing blocks.
2Benchmark data available at http://www.randalolson.com/data/benchmarks/.

https://gist.github.com/rhiever/27f795b00b95751ee38fd9e946c72b0b
http://www.randalolson.com/data/benchmarks/
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14.4 Results

To provide an initial evaluation of TPOT-SI, we ran 30 replicates of TPOT-SI on
the 160 supervised classification benchmark data sets described in Sect. 14.3.5.
We compare these experiments to the same experiments with a version of TPOT
without sensible initialization. In all cases, we measured pipeline accuracy as
balanced accuracy [29], which corrects for class frequency imbalances in data
sets by computing the accuracy on a per-class basis then averaging the per-class
accuracies.

Figure 14.3 summarizes the difference in performance between TPOT-SI and
TPOT on each benchmark. Overall, TPOT-SI showed no improvement on a
large portion of the 160 benchmarks, small performance degradation on a few
benchmarks, and fair improvement on a handful of benchmarks. Notably, the
largest performance degradation was on the “tutorial” benchmark from [25] with
a 5% median accuracy decrease, and the largest performance increase was on the
“parity5” benchmark from [25] with a 12.5% median accuracy increase.

In order to provide better insight into why so many benchmarks saw no
improvement with TPOT-SI, we plotted the original TPOT accuracy on each data

Fig. 14.3 Violin plot of the difference in median balanced accuracy between TPOT-SI and
TPOT on the benchmarks. Positive values indicate an improvement in accuracy from TPOT-SI,
whereas negative values indicate a degradation of accuracy from TPOT-SI. The width of the violin
represents the relative density of points at that value, e.g., most differences are centered around 0%
accuracy improvement. We note that the density is estimated from the underlying data, which is
why it appears that there are differences in accuracy below −5%



14 Building Blocks for Sensible Initialization of a Data Science Automation Tool 219

Fig. 14.4 Median balanced accuracy of TPOT-SI vs. the same for TPOT on the benchmarks. Each
point represents the median balanced accuracies for one benchmark. The line represents a linear
regression fit to the median accuracies, whereas the histograms on the sides show the density of
the points on both axes

set vs. the TPOT-SI accuracy on the corresponding data set in Fig. 14.4. 49 of
the benchmarks were already solved (>90% median balanced accuracy) with the
base version of TPOT, which is why TPOT-SI saw no improvement on many of the
benchmarks.

Finally, we show the distribution of balanced accuracies on the eight benchmarks
with the largest performance differences in Fig. 14.5. Surprisingly, the only bench-
mark (out of all 160) with a statistically significant difference in performance is
the “analcatdata_lawsuit” benchmark, where TPOT-SI allowed for a 9.2% higher
accuracy on average. In the other benchmarks, TPOT-SI allowed for small but
statistically insignificant improvements over TPOT.
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Fig. 14.5 Box plots showing the distribution of balanced accuracies for the eight benchmarks with
the biggest difference in median accuracy between TPOT-SI and TPOT. Each box plot represents
30 replicates, the inner line shows the median, and the notches represent the bootstrapped 95%
confidence interval of the median

14.5 Summary and Discussion

In this chapter, we presented preliminary results from implementing sensible
initialization in TPOT. In summary, TPOT-SI saw significant improvement in
performance on only one benchmark out of 160 (Fig. 14.5). Although our sensible
initialization method could likely use improvement, we note that TPOT-SI did not
significantly degrade performance on any of the benchmarks as well.

Of course, the key goal of this chapter extends beyond implementing a sensible
initialization method in TPOT: We seek to identify the building blocks of machine
learning pipelines, which is information that can be harnessed in many machine
learning applications. In this chapter, we suggest that machine learning building
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blocks are small sequences of machine learning operators that occur frequently in
pipelines used to solve benchmark classification problems. Although the building
blocks that we identified do not seem to significantly improve performance via
sensible initialization on many benchmarks, these results could be for many reasons.
For example, that not all of the building blocks that we used are useful for all of
the benchmarks, and in fact some could be detrimental on some benchmarks. We
discuss how these limitations can be overcome in Sect. 14.6.

Furthermore, TPOT-SI automatically optimized pipelines for all 160 bench-
marks, and discovered pipelines that achieve >90% median balanced accuracy on
52 of the benchmarks (and >80% on 79 of them) without any prior knowledge of the
problem domains. These results show significant promise for GP-based automated
machine learning systems. We note, however, that TPOT should not be considered
a replacement for machine learning practitioners; rather, TPOT saves practitioners
time by automating the tedious portions of machine learning pipeline design, but
ultimately the practitioners will be responsible for deciding on the final pipeline.
Similarly, we consider TPOT to be a “Data Science Assistant” and idea generator
because it can discover unique ways to model data sets—and export its finding
to the corresponding Python code—so practitioners can take TPOT pipelines and
customize them for their particular application. To aid in the effort of providing an
easily accessible GP-based automated machine learning system, we have released
TPOT as an open source Python application at https://github.com/rhiever/tpot.

14.6 Looking Forward

The sensible initialization method implemented in TPOT-SI is quite simple, and
there are many refinements that can be made. For example, we can use meta-learning
techniques to intelligently match building blocks and pipeline configurations that
will work well on the particular data set being analyzed [7]. In short, meta-learning
uses information from previous machine learning runs to estimate how well each
pipeline configuration will work on a particular data set. To place data sets on a
standard scale, meta-learners compute meta-features from data sets, such as data set
size, the number of features, and various aspects about the features, which are then
used to map data set meta-features to corresponding pipeline configurations that
work well on data sets with those meta-features. Such an intelligent meta-learning
algorithm is likely to improve the TPOT sensible initialization process.

Similarly, we can harness expert knowledge about machine learning building
blocks to bias the GP mutation and crossover operations, similar to what was
done in [11]. In this case, we would provide the GP algorithm information about
how well particular pipeline combinations perform on average, e.g., “Replacing
a RandomForest operator with a DecisionTree operator is 89% likely to degrade
accuracy.” This information could then be used to bias the mutation and crossover
operations toward producing better pipelines. Further, this information could be
learned and refined over the optimization process, such that the GP algorithm will
learn what makes an effective pipeline for the particular data set being analyzed.

https://github.com/rhiever/tpot


222 R. S. Olson and J. H. Moore

Finally, population-based optimization methods such as GP are typically criti-
cized for maintaining a large population of solutions, which can prove to be slow and
wasteful for certain optimization problems. In this case, we can turn GP’s purported
weakness into a strength by creating an ensemble out of the GP populations. [3]
explored this population ensemble method previously with standard GP and showed
significant improvement, and it is a natural extension to create ensembles out of
TPOT’s population of machine learning pipelines.

In conclusion, automated machine learning is a field of research that is ripe
for GP systems. We should focus our efforts on refining a GP-based automated
machine learning system, and in particular highlight GP’s strengths as compared
to Bayesian optimization, simulated annealing, and greedy optimization techniques.
TPOT represents our effort toward this goal, and we will continue to refine TPOT
until it consistently produces human-competitive machine learning pipelines.
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