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Abstract. Traditional methods of annotating the sentiment of a doc-
ument are based on sentiment lexicons, which have been proven quite
efficient. However, such methods ignore the effect of supplementary fea-
tures (e.g., negation and intensity words), while only consider the counts
of positive and negative words, the sum of strengths, or the maximum
sentiment score over the whole document primarily. In this paper, we
propose to use convolutional neural network (CNN) and long short-term
memory network (LSTM) to model the role of negation and intensity
words, so as to address the limitations of lexicon-based methods. Results
show that our model can not only successfully capture the effect of nega-
tion and intensity words, but also achieve significant improvements over
state-of-the-art deep neural network baselines without supplementary
features.
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1 Introduction

Sentiment analysis is a fundamental task of classifying given instances into
classes such as positive, neutral, and negative, or fine-grained classes (e.g., very
positive, positive, neutral, negative, very negative) in natural language process-
ing. The traditional way of conducting the above task is based on sentiment
lexicons [2,7]. Lexicon-based methods mainly exploit features such as the counts
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of positive/negative words, total strengths, and the maximum strength [8].
Although such methods have been shown simple and efficient, they are typically
based on bag-of-words models which ignore the semantic composition problem.
For sentiment classification, the problem of semantic composition can appear
in different ways including negation reversing (e.g., not interesting), negation
shifting (e.g., not terrific), and intensification (e.g., very good). Another stream
of work focuses on employing machine learning methods, e.g., there are various
deep neural networks including CNN [9], recursive autoencoders [12], and LSTM
[4], being exploited into sentiment analysis. However, these models also present
the above limitation despite their great success.

To address the aforementioned semantic composition problem, we here
present a hybrid model for sentiment classification by modelling the supple-
mentary information of negation and intensity words. For example, we change
sentence “the movie is not good” to “the movie is bad”, and sentence “the movie
is very boring” to “the movie is boring + boring”. Particularly, we address the
issue of semantic composition based on the linguistic role of negation and inten-
sity words. The main contribution of this study is that we develop a backward
LSTM to model the reversing effect of negation words and the valence that
modified by the intensity words on the following content.

2 Proposed Model

This research aims to tackle the semantic composition issues of traditional
lexicon-based methods for sentiment classification. The semantic composition
problem can be dealt by modeling the linguistic role of negation and inten-
sity words through a LSTM network. We incorporate the proposed sentiment
supplementary information extracted from negation and intensity words into
three neural networks, CNN [8], LSTM [6], and CharSCNN [5], and denote these
new models as NIS-CNN, NIS-LSTM, and NIS-CharSCNN, where “NIS” means
“Negation and Intensity Supplement”. In this paper, we mainly introduce the
NIS-CNN model, whose architecture is shown in Fig. 1.

Fig. 1. The architecture of NIS-CNN Fig. 2. Generation of ssinfo
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2.1 Sentiment Supplementary Vector

We use LSTM to model the effect of negation and intensity words, which is
called sentiment supplementary information. The generation of sentiment sup-
plementary information (ssinfo) is shown in Fig. 2. A LSTM cell block consists
of an input gate It, a memory cell Ct, a forget gate Ft, and an output gate Ot to
make use of the information from the history x1, x2, . . . , xt and h1, h2, . . . , ht−1

to generate Ot. Formally, Ot is computed as follows:

It = σ(Wixt + Uiht−1 + Vict−1 + bi), (1)

Ft = 1.0 − It, (2)

Gt = tanh(Wgxt + Ught−1 + bg), (3)

Ct = ft � ct−1 + it � gt, (4)

Ot = σ(Woxt + Uoht−1 + Voct + bo), (5)

where xt is the word embedding of word wt, σ denotes the sigmoid function, � is
element-wise multiplication. {Wi, Ui, Vi, bi,Wq, Uq, bq,Wo, Uo, Vo, bo} are LSTM
parameters.

Now, we denote each negation word and intensity word as target word (tw).
We now discuss three situations. Firstly, the model is unchanged if a sentence
contains no tw. Secondly, if we have a sentence St = [x1, . . . , xt, tw, xt+1, . . . , xn],
which contains one tw, we use the backward LSTM on words {xt+1, xt+2 . . . , xn}
and we get a ssinfo. Last but not the least, if we have another sentence Sd =
[x1, . . . , xt, tw1, xt+1, . . . , xd, tw2, xd+1 . . . , xn], which contains two tw, we use a
backward LSTM on words {xt+1, . . . , xd} and words {xd+1 . . . , xn} to achieve
ssinfo1 and ssinfo2. To preserve the simplicity of the proposed model, we do
not consider a sentence contains more than two target words.

After adding the ssinfo into the original sentence and deleting tw, we get a
new sentence {x1, x2, . . . , xt−1, xt, . . . , xn, λ∗ssinfo}. Here we call the λ∗ssinfo
as a sentiment supplementary vector (ssvec). When it comes to intensity and
negation words, the value of λ will be initially set to +1 and −2 respectively.

2.2 Training and Testing

This task aims to extract the feature map vector (denote as R) of every sentence
through a simple CNN, and multiply it by the weight vector to calculate the
relevancy between the sentence and the polarity. Finally, we choose the polarity
with the largest relevancy as the label for the sentence.

A convolution operation which involves m filters W ∈ R1 ∗d is applied to the
words one by one to generate the feature map of the sentence: Vi = g(W ∗ xi),
where “∗” is a two-dimensional convolution operation and g indicates a non-
linear function. The pooling layer is applied to calculate the whole representation
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of the sentence from the sentiment information extracted by the filters from all
words in the text. The average pooling will be used in this case, which aims to
capture the average sentiment information so as to apply on the feature vector
v. The average pooling is defined as:

ravg =
1

n − h + 1

n−h+1∑

j=1

vj . (6)

The model uses two polarity related weight vectors (denoted as Cp and Cn)
and feature map vector R obtained by pooling-layer to generate the score under
different polarities (denoted as Scorepi, Scoreni) of the i-th sentence. Here we
use Li =1 and Li =0 to indicate positive and negative sentiment. For the polarity,
we use the softmax to calculate the possibility of being positive and negative as
s1i and s0i . s1i and s0i are estimated as

s1i =
eScorepi

eScorepi + eScorepn
, (7)

s0i =
eScorepn

eScorepi + eScorepn
. (8)

We use cross-entropy to calculate the loss of the model. Assumed that there
have N training sentences, the loss function is defined as:

L|θ| = −
N∑

i=1

logsLi
i +

λr

2
||θ||2, (9)

where θ is the set of model parameters, λr is a parameter for L2 regularization.

3 Experiments

3.1 Dataset

We evaluate the proposed model on three datasets. The first one is Movie Review
(MR) [11], in which every sentence is annotated with two classes as positive and
negative. The second one is Stanford Sentiment Treebank (SST) [12], where each
sentence is classified into five classes, including very negative, negative, neutral,
positive, and very positive. The third one is Sentiment Labelled Sentences (SLS)
[10], which is collected from reviews of products (Amazon), movies (IMDB), and
restaurants (Yelp). Statistics of the three datasets are summarized in Table 1.

Negation and intensity words are derived from Linguistic Inquiry and Word
Count (LIWC2007), in which a certain word is labelled according to its charac-
teristic or property. We use all negation words from the Negate part of LIWC2007
and the intensity words manually from the Adverb part by removing some words
that are obviously not intensity words.
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Table 1. Dataset statistics. S: Number of sentences. L: Average sentence length. V :
Vocabulary size. |N |: Percentage of documents with negation words. |I|: Percentage of
documents with intensity words.

Dataset S L V |N | |I|
MR 10662 20 18376 33.7% 53.2%

SST 9613 17 17439 25.8% 49.8%

SLS 3000 12 5170 27.8% 39.0%

3.2 Experiment Design

To evaluate the performance of the proposed NIS-CNN, NIS-LSTM, and NIS-
CharSCNN, we implement the following baselines for comparison:

• CNN: which generates sentence representation by a convolutional layer with
multiple kernels (i.e., kernels’ size of 3, 4, 5 with 100 feature maps each)
and pooling operations. Note that dropout operations are added to prevent
over-fitting [8].

• LSTM: The whole corpus is processed as a single sequence, and LSTM gener-
ates the sentence representation by calculating the means of the whole hidden
states of all words. The hidden state size is empirically set to 128 [6].

• CharSCNN: which employs two convolutional layers to extract features from
characters to sentences. Following the convolutional layers are two fully-
connected layers, the output of the second convolutional layer is passed to
them to calculate the sentiment score. Empirically, the context windows of
words and characters are set to 1. The convolution state size of the character-
level layer and that of the word-level layer are respectively set to 20 and
150 [5].

Our experiments are implemented using the TensorFlow [1] and Keras [3]
Python libraries. We use Stochastic Gradient Descent with Adadelta [13] for
training. We set the batch size at each iteration to 32 and the size of word
embeddings to 300 for all datasets and models. All other parameters are ini-
tialized to their default values as specified in the TensorFlow and Keras library.
For all datasets, we randomly select 80% samples as the training set, 10% as
validation samples, and the remaining 10% for testing.

In our negation and intensity supplement method, LSTM’s hidden state sizes
d and the dropout rate p are tuned on the validation set for each dataset. The
values of d in MR, SST and SLS are 128, 256 and 128 respectively, and the values
of p in MR, SST and SLS are 0.5, 0.3 and 0.2 respectively.

3.3 Evaluation Metrics

We use Accuracy to evaluate the model performance, as follows:

Accuracy =
∑N

i=1 tpi + tni∑N
i=1 tpi + fpi + tni + fni

, (10)
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where tpi is 1 if the i-th sentence is positive and the prediction is positive,
otherwise, it is 0. tni is 1 if the i-th sentence is negative and the prediction
is negative, otherwise, it is 0. fpi is 1 if the i-th sentence is negative and the
prediction is positive, otherwise, it is 0. fni is 1 if the i-th sentence is positive
and the prediction is negative, otherwise, it is 0. N is the number of sentences.

3.4 Results and Analysis

As shown in Table 2, in all datasets, the experimental results of NIS-CNN are
superior to those baselines (e.g., CNN, LSTM, and CharSCNN) that do not
consider negation and intensity words. We can conclude that the linguistic role
of negation and intensity words that our model captured is effective.

Table 2. Accuracy (%) of all models on MR, SST and SLS datasets.

Model MR SST SLS

CNN 75.8 80.2 85.6

IS-CNN 76.7 80.6 85.5

NS-CNN 78.6 82.1 87.4

NIS-CNN 78.9 82.3 88.2

LSTM 75.9 75.8 85.3

IS-LSTM 76.0 76.3 85.0

NS-LSTM 76.7 77.0 86.1

NIS-LSTM 77.2 77.6 86.8

CharSCNN 73.5 81.7 82.0

IS-CharSCNN 73.1 81.2 82.4

NS-CharSCNN 74.6 82.9 82.8

NIS-CharSCNN 74.5 82.7 83.3

We also conduct ablation experiments to evaluate the functional performance
of negation words and intensity words respectively, these experiments are con-
ducted on the entire dataset. First of all, we conduct the experiment with no
negation and intensity words. Then we remove either negation words or intensity
words each time on the basis of our model and execute the NS-CNN and the
IS-CNN on the whole dataset respectively. In Table 2, significant improvement
can be observed between CNN and NIS-CNN on MR (the accuracy rises from
75.8% to 78.9%), SST (the accuracy rises from 80.2% to 82.3%), SLS (the accu-
racy rises from 85.6% to 88.2%), which validates the effectiveness of NIS-CNN
on modelling the linguistic role of negation and intensity words.

To further validate the effectiveness of the supplementary information, we
conduct similar ablation experiments on LSTM and CharSCNN. Improvements
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can also be seen between LSTM and NIS-LSTM on MR, SST, SLS, as well as
between CharSCNN and NIS-CharSCNN on MR, SST, and SLS.

However, we find that methods with negation words only show significant
improvement on the accuracy of binary classification compared with methods
without negation and intensity words, while methods with intensity words only
show a slight improvement and even a little descend. To explore the reason
behind such phenomenon, we conduct detailed experiments as follows.

Table 3. Examples about the effect of negation words on MR dataset. NW : Negation
word. C: Content. Pos: The probability of predicted Positive (%). Neg: The probability
of predicted Negative (%).

Sentence NW C CNN NS-CNN

Pos Neg Pos Neg

You cannot help but get
caught up

cannot Positive 38.1 61.9 56.1 43.9

Hollywood wouldn’t have
the guts to make

not Positive 41.7 58.3 59.6 40.4

The story is nowhere near
gripping enough

nowhere Negative 69.1 30.9 36.4 63.6

For negation words, we extract all the sentences with negation words in MR
dataset and compare the probability under different polarity predicted by CNN
and NS-CNN. We can see in Table 3, for those sentences with negation words
that were annotated with the false label by CNN, NS-CNN could correct such
faults and consequently improved the accuracy. Therefore when we modeled the
sentiment reversing effect of negation words and introduce it into CNN, we could
correct those sentences that are classified into wrong classes by CNN.

Table 4. Examples about the effect of intensity words on MR dataset. IW : Intensity
word. C: Content. Pos: The probability of predicted Positive (%). Neg: The probability
of predicted Negative (%).

Sentence IW C CNN IS-CNN

Pos Neg Pos Neg

An extremely unpleasant film extremely Negative 22.8 77.2 6.60 93.4

Really quite funny really Positive 73.5 26.5 85.7 14.3

Too silly to take seriously too Negative 19.8 80.2 16.3 83.7

The tenderness of the piece is
still intact

still Positive 52.8 47.2 48.7 51.3

For intensity words, we observe that intensity words just change the senti-
ment level of the sentence with intensity words but do not change the sentiment
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polarity. For example, in Table 4, the sentence “An extremely unpleasant film”
with the intensity word “extremely” is labelled correctly by CNN. When consid-
ering the sentiment shifting effect of intensity words, the probability of negative
predicted by IS-CNN is still higher than the probability of positive, while the
label keeps negative too. In summarize, when a sentence is annotated with a
false label, considering intensity words will not help to correct it. Intensity words
should play a more significant role in fine-grained sentiment classification tasks.

4 Conclusion

In this work, we proposed an effective model for sentiment classification. The
proposed model addressed the sentiment reversing effect of negation words and
the sentiment shifting effect of intensity words. Experimental results validate
the effectiveness of our model. In the future, we plan to introduce the attention
mechanism to model the valence of every word in the sentence, including the
negation and intensity words that change the sentiment of the sentence. Fur-
thermore, we will apply the similar process on negation and intensity words to
conjunctions, which may shift the sentiment level of a sentence to some extent.
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