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Abstract Different social environments have been used, in recent times, as con-
texts for interaction by social robotics such as children in hospitals or classrooms
with positive results. Recently, the MOnarCH project explored the formation of
social relations between a robot and users, namely children, in the Pediatrics ward of
an Oncological hospital. This robot can navigate autonomously in the available free
space, interacting with basic verbal and non-verbal utterances, explicitly when some-
one is recognized or touches it. The chapter shows the design process of MOnarCH
which is carried out in three phases: Conceptual, Production, and Deployment and
Evaluation. The main intention is to understand how the system can be designed to
best suit the people and the society who need to use it and include the necessary
flexibility for a posteriori behavioral adjustment. Annotated video recordings and
micro-behaviors that were used in some of the experiments asserts that MOnarCH
is simply a playmate for a physically and emotionally fragile population, a new
experience that does not replace healthcare professionals. The empirical evidence
suggests that the vast majority of children surveyed had the correct perception that
the robot was not alive. Nevertheless, children acknowledged the robot’s presence in
the Pediatrics ward and the liveliness features implemented positively.
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2.1 The Dawn of Social Robotics

By acquiring mobility and becoming robots, computers are nowadays required to
engage in complex interactions with humans. The resulting momentum developed
into social robotics, a blossoming area in the wide field of Robotics. Pragmatic
economics, the aging of the population, and the intrinsic desire for a better Quality
of Life (QoL) have been the underlying leitmotifs of this development.

Initially conceived to perform repetitive actions where human instructions were
given a priori, robots are now starting to be assigned socially complex tasks. Creat-
ing artificial intelligence systems capable of acting as active partners, either being
engaged in cooperative activities in a working environment or as coactors in multi-
ple social contexts, is a highly complex endeavor. Its complexity challenges robotic
engineering to go beyond primary concerns with the correctness of functional per-
formance and compliance with basic safety rules, maximizing well-being and taking
into account the specificities of the user, their needs, their expectations, and the way
they feel and react to technology. In other words, as happens with all other arti-
facts, appliances or services, the figure of the user has come to play a central and
determinant role throughout the design and production process.

Human-robot interaction is the natural follow-up to the initial stages of human-
computer Interaction. People’s perceptions of a robot resemble those involved in
human-human interaction, with the distinctive feature that the robot still has a long
road to go to achieve human-like sentiency.

Nevertheless, the growing integration of robots with social skills in society is
leading to a worldwide expansion of the social robotics’ field. Different social envi-
ronments have been used as contexts for interaction by social robotics, e.g., children
in hospitals (Shibata et al. 2001; Dautenhahn 2003; Dautenhahn and Werry 2004;
Marti et al. 2013; Liu et al. 2008), children in classrooms (Tanaka et al. 2007; Kanda
et al. 2009), adults in institutions and/or domestic scenarios (Turkle et al. 2006a, b),
with positive results. Moreover, the existence of numerous projects targeting a diver-
sity of populations shows the importance of the field (see a selection of projects in
Table 2.1). All of these projects share common goals: well-being, moving robots
outside labs, multimodal HRI, long-term HRI, understanding social environments,
etc.

The number of projects in Table 2.1 is evidence of the maturity of robotics tech-
nologies, namely when operating in social contexts. The majority of these projects
focus on (i) elderly people as end users and (ii) helping functionalities. Some of the
robots in this summary have a dual purpose, as it is proposed they target different
users (the elderly and children). The suggested bias toward the elderly population
may be due to the fact that most elderly people like robots (Martin et al. 2013).

Studies have been carried out to discover elderly people’s preferences regarding
the design and features of a robot. The current results have shown that elderly patients
prefer a robot that is smaller and with less humanoid features (Wu et al. 2012).

Zoomorphic robots have mostly been used to interact with elderly patients and
results have been similar to those obtained with domestic animals (Bernabei et al.
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http://www.dream2020.eu
http://www.companionable.net
http://www.mobiserv.info
http://www.aal-europe.eu/projects/alias
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2013). Results show an increase in social activity, and less aggression and agitation,
as well as fewer depressive symptoms (Giusti and Marti 2006; Sabanovic et al.
2013; Wada et al. 2013). Nutritional intake was also improved and the overall need
for medication and medical follow-ups was reduced. At this moment, studies have
not yet shown clear effects on patients’ cognitive function.

In 2009, the U.S. Food and Drug Administration (USFDA) approved the PARO
(see Chang et al. 2013; Moyle et al. 2013) robot as a class 2 medical device, for
use with the elderly. This robot is currently being used in various countries, such as
Germany, Denmark, and Japan.

In a pediatric hospital context, PARO has been used with children aged 2-15,
whose communication improved as a result of the interactions between children and
robot (Shibata et al. 2001). Another study measured brain activity in young adults
through Functional Near-Infrared Spectroscopy (fNIRS) during interaction with this
seal robot and the subsequent resting periods. Results showed that activity around
the motor cortex decreased when PARO was turned off (meaning participants had
no motivation to interact with it voluntarily), and there was also a decrease in the
left frontal area activity after having interacted with PARO while it was turned on.
This means that the area related to the recognition of emotional gestures as well as
positive emotions had been activated while interacting with the robot (Kawaguchi
et al. 2012).

Friedman et al. conducted a study with Sony’s AIBO, the first consumer robot of its
kind to be offered to the public (Aibo 2017). They looked into understanding people’s
relationships with AIBO, by analyzing the spontaneous postings in online AIBO
discussion forums. The results showed that AIBO psychologically engaged this group
of participants, particularly by drawing conceptions of technological essences, life-
like essences, mental states, and social rapport (Giusti and Marti 2006; Friedman
et al. 2003).

The companion robot cat from Hasbro (2017) has been used with people suffering
from dementia and Alzheimer’s in care homes. The social skills of the cat do not
include walking, which is an important part of the animal’s social behavior.

Current social robots include several commercial prototypes, some of which have
already been used in real environments. The Chelsea and Westminster Hospital has
been using an NAO robot “to assess whether these robots could help combat the
social isolation experienced by many inpatients in hospital wards” (see NAO 2017).

The case of SoftBank Robotics’ Pepper, used as auxiliary staff/receptionist at
Ostend Hospital (see NAOb 2017) is an interesting example of technology that is still
under development but, nonetheless, is profiting from its public usage. Pepper has also
been “employed” in a maternity ward at a Belgium hospital, as an attempt to improve
healthcare and putting a smile on patients’ faces NAODb (2017). Other applications
of this robot include very simple receptionist tasks in commercial environments.

Social robots are challenging the dichotomy between apparent living
beings/artificial objects (at least from an epistemic point of view): people tend to
recognize the robots as intentional agents even knowing they are not living entities,
as a consequence of the natural human tendency to attribute intentional states to
artificial objects (Giusti and Marti 2006).
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2.2 A Case Study: The MOnarCH Project

Recently, the MOnarCH project explored the formation of social relations between a
robot and people, namely children, in the Pediatrics ward of an Oncological hospital.

The MOnarCH robot (see Fig. 2.1) has an appearance consistent with the robot
stereotype identified in a survey conducted with a set of children of ages up to 16 years
old (Sequeira and Ferreira 2014). The robot is capable of navigating autonomously
in the available free space, interacting with basic verbal and non-verbal utterances,
namely when someone is recognized or touches it (see Fig. 2.2). It can also play
simple games, such as a variant of the popular Flow Free commonly available in cell
phones adapted to the slow dynamics of the inpatient children. It was assumed that
adults (visitors and staff) could also be involved in casual interaction.

The paradigm underlying the MOnarCH project is that, even with technological
limitations, a close human-like interaction mimicking some human communication
features can be created. This is achieved by regulating the robot’s activity/liveliness
level according to the environment.

A typical scenario will be that of a robot wandering in open spaces, such as
corridors or common rooms, socializing through various forms of greeting (e.g.,
Fig. 2.3 where the interaction with a child is depicted), until it is called to execute
specialized tasks triggered by healthcare specialists.

Fig. 2.1 Young child exploring the robot (Credits: Exame Informética, 2016)
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Fig.2.3 A common reaction to the robot by a child in a hospital (Credits: José¢ Oliveira and Revista
Visao)
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Flg 2.4 The blueprint of the Pediatrics ward; the areas marked “classroom”,
“main corridor” can be used by the robot

playroom”, and

2.3 The MOnarCH Environment

The environment accessible to the robot is essentially a flat area made up of a long
corridor, a playroom, and a classroom (see Fig. 2.4).

During the project, video cameras were installed in static positions. These were
used to estimate people’s positions in the ward, specifically the position of the children
playing the Flow Free game variant (see Sequeira et al. 2015).

The areas accessible to the robot form a well-structured environment, where state-
of-the-art localization techniques yield good results. Even in the presence of obsta-
cles, the laser range sensors installed at the front and rear of the robot can acquire
measurements that easily match an a priori defined map of the environment (see
Ventura and Ahmad 2015 for details).

2.4 Designing a Social Robot—A User-Centered
Framework

The term user-centered design was coined by Donald Norman and Stephen Draper
in 1986 (Norman and Draper 1986) focusing the particular field of ergonomics in
human—computer interaction. The approach explicitly highlighted the need, through-
out the design process, to be aware of the potential user and the specificities of
their physicality, as well as the nature of their experience using it. User-centered
approaches have been reported, for example, in Wu et al. (2012).

The rich multidisciplinary framework involved in the process led some authors
(e.g., Steen 2012; Giacomin 2012) to propose the term “Human-Centered Design”
as more suitable for covering all aspects of what being a human means and not only
those specifically concerned with usability. However, both user-centered design and
human-centered design highlight the fact that all artifacts, including technological
artifacts, are determined in their function and form by the anatomy and physiology of
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the user, by their psychology and life experience, by their expectations of technology,
as well as by the specificities of the particular context of use.

Consequently, rather than expecting people to just adapt to a new technological
artifact, learning how to handle or interact with it, robotic engineering has to be
capable of thinking and anticipating how the system can be designed to best suit the
people and the society who need to use it, or include the necessary flexibility for a
posteriori behavioral adjustments.

In order to achieve this aim, one needs to identify the assumed end user and
design for the variability represented in the population, spanning such attributes
as age, size, strength, cognitive ability, prior experience, cultural expectations, and
goals, thus optimizing performance, safety, and well-being.

Acknowledging the essential role played by the explicit understanding of the
nature, status, and context of end users, the International Organization for Stan-
dardization has defined the six essential procedures to be followed throughout the
production process (see ISO 9241-210 2010):

1. The design is based upon an explicit understanding of users, tasks, and environ-
ments.

Users are involved throughout design and development.

The design is driven and refined by user-centered evaluation.

The process is iterative.

The design addresses the whole user experience.

The design team includes multidisciplinary skills and perspectives.

SAINARE IR N

2.4.1 The Definition of the User’s Referential Framework

The particular characteristics of the users, all with their own special circumstances;
the specific civilizational/cultural environment and the communicative context and
conditions of use in the definition of the overall system and its expected performance
play an essential part. This has therefore called for the definition of what we have
designated the User’s Referential Framework—URF.

The following factors, in some cases subsuming a small set of features, can be
identified as constituting this referential framework:

Function/role to be performed by the system.
Universe of users.

Nature and Status.

Typical Environment: Scenario and Context of use.
Interaction Lifespan: Frequency and Duration.

SR

Function/Role is determinant when conceiving an artifact. Whether it is technolog-
ical or not, the overall architecture and all the design options are dependent on the
function being performed.
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Universe refers to the number of individuals supposed to interact with the artifact
on regular terms. This interaction can involve a single individual, as in the case of an
elderly person who has a service robot at home; or a multiple universe, as in the case
of a service robot performing in a domestic environment and being assigned various
tasks by the different family members, e.g., educational interaction with children,
assisting adults in cleaning tasks, or entertaining grandma playing games.

Universe can consequently correspond to a single individual or to multiple indi-
viduals.

Nature and Status subsumes the variants (i) Age, (ii) Gender, (iii) Civilizational/
Cultural Context, and (iv) Particularities.

The age of the user and the specificities of their physicality are fundamental. Is
the robot meant to interact with children, with adults or with both? The answer to
this simple question will determine the dimensions of the robotic structure, the type
of interfaces available, the overall appearance of the robot, and the materials to be
used.

Besides the individual physical/chronological constraints when defining the sys-
tem’s architecture, designers have to be aware of important cultural differences in
communities and societal groups that may determine the consumers’ preferences
in terms of the robot’s appearance. For instance, it is well-known that the uncanny
valley effect—the feelings of eeriness and revulsion experienced by most human
beings when interacting with near-realistic humanoid objects (Mori 2012)—seems
to be prevalent in the choice of a robot’s appearance in western countries, though its
effect is not so significant in the east (MacDorman et al. 2008).

One has to acknowledge the possible relevance of Gender, but we consider that
this factor really places no constraints, although its specification just contributes to
a possible customization of the artifact.

The Particularities factor relates to specific physical and mental user constraints that
have to be considered by the design, for instance, any kind of physical impairment
or psychological/mental condition.

Typical Environment: Scenario and Context of Use relates to the physical envi-
ronment in which the system will be integrated, as well as the social atmosphere
where it is going to be embedded and which it has to be responsive to. It involves
questions such as Where is the robot going to operate? In the open air as, for instance,
an agriculture aid? Will it operate indoors? For example, in collaborative contexts
within industry; in institutional spaces and collaborative contexts such as assistive
and care tasks; or in the domestic environment in edutainment activities for all the
family? All these different options determine fundamental differences in terms of its
overall architecture, namely, its physical robustness, mobility, perceptional aware-
ness, navigation performance, as well as variations concerning interface definition
and the forms of interaction available.

When we talk of Interaction Lifespan, we are assuming that every HRI taking
place in a virtual timeline can vary according to its frequency, i.e., the number of
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times it occurs and according to its duration, i.e., how long it keeps going on. Regard-
ing its frequency—it can be either occasional, such as the interaction between arobot
and a museum visitor, or it can be recurring, as with a service robot in a domestic
environment and the people that live there. Regarding duration, interactions can be
either short- or long-termed. In a way, we can say that all occasional interactions
are short-termed, while recurrent interactions are necessarily long-termed. The dif-
ferences in interaction frequency and duration pose distinct problems. Occasional
interaction, such as people suddenly coming face to face with a robot in a shop-
ping center, requires the platform to swiftly attract and engage people, because the
chance to interact happens in a snapshot. On the other hand, interactions that have a
durative character, especially those that are long-termed, test the system’s capacity
for keeping the recipient’s interest in the interaction. It must surprise them with new
approaches/activities so that it doesn’t become predictable and boring.

Table 2.2 sums up and organizes the main factors defining the User’s Referential
Framework.

2.4.2 The URF in the MOnarCH Project

The design of the MOnarCH robot is fully compatible with a user-centered design
approach. Though it is anticipated that the robots might, and probably will, also inter-
act with adults; children are the primary end users. Their interactions will be generally
recurrent, though not necessarily long-termed, as the duration of the children’s stay
in hospital will vary.

Considering the relevant factors defining the User’s Referential Framework (URF)
as shown in Table 2.2, the following previous definition of the MOnarCH’s end user
profile is displayed in Table 2.3.

According to this referential framework the users, as mentioned above, will mul-
tiple, constituted by children and/or teenagers, mainly European and African. The
interaction, either short- or long-termed (Ferreira and Sequeira 2015) according to
the individual situations, will take place in the Pediatrics ward of a hospital, involv-
ing edutainment activities. The interactions will be generally recurrent though not
necessarily long-termed, as the time span children are hospitalized will vary.

The activities included (i) helping to maintain the children in socially interesting
dynamics and (ii) playing with the children. The assumption is that adults (visitors
and staff) could also be enrolled in casual interaction.

The Pediatrics ward in MOnarCH is regulated by social norms established to
preserve healthcare efficiency and the children’s well-being. These norms implicitly
limit the spatial areas a robot can use, and the admissible interactions. Consequently,
specific behavior has been adapted to different areas of the ward. In a playroom,
for example, the robot is able to play an interactive Flow Free game with a child;
whereas in the main corridor of the ward, the robot can play catch-and-touch or
simply wander around greeting people it recognizes.



21

2 A Motivational Case Study in Social Robotics

QImnoude
Jiom ‘Ansnpur
AN Ansnpur ‘sooeds
-eI0qR[[0d “asnoy| a1ed [euonm oyroads
‘ared> pue asnoy ‘endsoy -nsur uado **URdLIUWY Iopuas jou
QATISISSE pouLId) powiId) payoejop ‘Kreaqry ‘sooeds ‘ueIsy 1y)o ‘oyr1oads 105eU29)- s1osn 198N
“uawureInpg Suog Joys | JuaLINISY el ‘Jo0yds a1qng ‘ueadoing ‘pa1qesIqQ Iopuan) PIIUD Srdnny [enpraIpup
1XQ)U0D
2oeds Qoeds 2oeds [en)nd
uoneimn | Aouenbarg onsowo( | [euonmusug TestsAyg | /[RUONBZI[IAIY) | SonuER[NONIE] I9pudn) ady [eajg Ten3urg
(s)j01 Joopuy 1re uadQ
[euonoung uedsayi| uonorIauL OLIBUQDS/JUSWUOIIAUD [eI1dAT, SnJe)s pue AInjeN ASIoATUN)

YIOMAUWIBL] [eUAIRJY S.19S() 7T dqeL



J. S. Sequeira et al.

22

uonIpuod
eorsAyd
QIS IIM oyroads
juowiureINpy | pouna) SUo | pauLIa) oys JUSLINOY rendsoyq ueadoing Aqurepy | ua1p[yd judneduy IopuaS JoN | I0Seued)-prry) | siesn opdnnin ~~
1XQ)UOD [eIMNd
uonem( | Aouenbarj | ooeds jeuonmmnsug /[BUONIBZIIALD) sanLenonIed 19puen By [emyqg | rem3urg
J100puf
OLIBUSDS/)USW
sne)s pue AInjeN ASIoATUN)

(s)a[o1 [euonoOUNg

uedsayi| uonoseIAuUL

-uoIIAuo eordA,

40 HOBUOIN  €°C d1qBL



2 A Motivational Case Study in Social Robotics 23

2.4.3 The Design Process

The design process was carried out in three phases: Conceptual, Production, Deploy-
ment, and Evaluation. For the purpose of the present chapter, brief descriptions are
given here of only the first two.

In Phase 1—the Conceptual Phase—the process started with an inquiry conducted
in two public schools (to about 120 children and teens) of the suburban area of Lisbon
in order to verify (i) the existence of a prototypical mental image corresponding to
the concept of robot and (ii) the semantic consistency of this concept among children
and teens.

Identifying the children’s assumptions in terms of visual image (Fig. 2.5) and
their expectations concerning the functions to be performed by a robot provided
design guidelines that were important when defining an engaging and stimulating
application capable of enhancing a fluent child/robot interaction.

As regards the visual image, the results of the above-mentioned survey pointed
to a nearly generalized preference for anthropomorphic forms relative to all possible
others, and a multi-functional capacity that body forms always reflected. Features
such as eyes, mouth, and arms were present in most of the children’s drawings (98%)
and a particular emphasis was given in a significant percentage (35%) to a supple-
mentary “tablet-like” interface on the chest area. As to the expected functionalities,

Fig. 2.5 Sample of children’s drawings from the survey
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edutainment and helping with domestic tasks, such as tidying up the bedroom were
prevalent.

Some of the elements identified by the children were used by the design team.
A set of preliminary drawings, shown in Fig. 2.6, was discussed by the MOnarCH
team.

A merging of the options # 2 and # 3 features (Fig. 2.6, top left) was chosen,
namely, because of their rounded, smooth surfaces, interface area in the belly zone,
and expressive potential of the facial area.

The robot is 1.15 m tall, about the height of an 8—11-year-old child, in order to
keep interaction with the children as close to eye level as possible (see Fig. 2.7).
The robot weighs around 45 kg, fitting for a child’s companion. It is equipped with
a variety of sensors, including laser range finders and touch sensors (bumpers and
soft touch). These enable the robot to estimate its localization with accuracy, so as
to avoid obstacles and interact with the children.

The robot has an omnidirectional motion with linear velocities of up to 2.5 m/s, and
is thus capable of walking beside a person at a moderately fast pace. The empirical
evidence collected throughout the project suggested that there was no need for higher
velocities. For some expressive capacity, the robot has got two 1-dof arms and a 1-dof
neck, variable luminosity eyes and cheeks, a LED matrix for a mouth, loudspeakers,
microphone, touch sensors placed in strategic places of the body shell, and a RFID
tag reader. The 1-dof arms do not aim at any form of manipulation. Instead, they
are useful, for example, to convey the perception of body movement when the robot
circulates.

Fig. 2.6 The MOnarCH robot’s appearance: initial studies conducted by one of the project partners
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Fig. 2.7 Main features of the MOnarCH robot final version

Movement can be perceived by living organisms as expressive, in the sense of
being meaningful, and body movements are generally interpreted among different
species in specific ways. Just the way one walks carries a multitude of data com-
prehending for the observer: such different features as psychological state/attitude,
mood, intention and also physical condition, or age.

The MOnarCH robot tries to convey the idea of lightness and cheerfulness with
its soft and swift movements. Moreover, the smooth motion of the robot’s body can
sometimes be seen as “dancing” (see Fig. 2.8). This is just an example of expressive
motion that contributes to the liveness of the robot. Similarly, when playing Flow-

Fig. 2.8 The MOnarCH robot using a “dancing” movement for expressivity (the sequence evolves
from left to right)
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Fig. 2.9 Child playing the Flow Free interactive game with the robot (cell phone sample game on
the right image)

Free (see Fig. 2.9) it is important to include small movements to convey a perception
of liveness.

The two 1-dof arms are used to improve liveliness. A simple balancing of the
arms, while the robot is moving, can easily convey the perception that the robot has
a focus while moving or a goal location (as, for example, when playing “catch-and-
touch”—see Fig. 2.10).

Also, the fact that the neck can rotate right or left (1-dof neck) conveys the feeling
that it is looking at whoever it is interacting with or that it has a clear focus of
attention, which contributes to interaction fluency (relevant in scenarios such as the
Flow Free game of Fig. 2.9).

2.5 Technologies

The omnidirectional platform supports two laser-based range sensors, for obstacle
avoidance and localization, with one computer in charge of the navigation and another
to handle the interaction devices. These are the touchscreen in the chest, two LED
eyes with color and intensity control, a LED matrix mouth, two RGB-D cameras,
and a RFID reader inside the head. Touch sensors are available at the tip of the arms
and around the shoulder area.

The laser range finders located at the front and at the back of the robot, at approx-
imately floor level, provide 360° coverage around the robot with a 0.5° angular
separation. Figure 2.11 shows the location of the robot in the ward (left-hand image)
and the LRF measurements in the neighborhood of the robot (right-hand image).
Regions of measurements (the red and blue points) aligned along with line seg-
ments, corresponding to walls in the corridor, are visible in the right-hand image.
The dots in the close neighborhood of the front part of the head correspond to people
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Fig. 2.10 Child playing catch-and-touch with the robot
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Fig. 2.11 A sample of laser range finder around the robot (the red dots stand for the laser range

finder measurements)
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standing in front of the robot (the legs of these people are visible as pairs of small
sets of red points).

Primary interaction occurs through the facial expressions made through the eyes,
mouth, and touch sensors. The legal restrictions on the use of video imaging discour-
age the use of the RGB cameras. Only the depth information is being used to detect
people in the surroundings. Therefore, the robot does recognize or record RGB-D
images but with no connection to databases maintaining inpatient health records.

The robot can operate either fully autonomously or using a Wizard-of-Oz strat-
egy with various degrees of autonomy (see Fig. 2.12). Under full autonomy, the
robot behavior is supervised by a finite-state machine that can be easily adapted to
environmental changes (see Fig. 2.13).

Switching between the high-level behaviors is triggered through specific RFID
tags detected by the reader inside the head of the robot. By default, the robot operates
in the wander mode, moving around the main corridor without entering the inpatient
rooms. The tags controlling the supervision state machine are only used by duly
authorized staff members.

To account for emergency situations, the robot has a stop button (placed in a
visible area at the back) that if activated stops all activity and allows anyone to push
it out of the way.

People recognition is also made through the RFID technology. People wanting to
be recognized must carry a small tag. This tag contains only information voluntarily
waived by the user of the tag, e.g., a name, which does not need to have any relation
with the person’s real name.

The reader’s antenna has a distinctive detection pattern (see Fig. 2.14) that is also
used to provide a rough estimate of the angular position of a tag around the robot’s
head (Sequeira and Gameiro 2017).

Fig. 2.12 Wizard-of-Oz interaction using a smartphone
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This rough estimate creates the interesting perception that the robot knows where
a person carrying a RFID tag is, much like a normal person, i.e., often correct but

failing sometimes.
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2.6 Assessment

Developing metrics for social robotics’ experiments have been a central topic in
the field. The diversity of conditions makes the conclusions of one experiment not
immediately applicable to another, even if seemingly equivalent.

The literature on the topic is extensive. For example, randomness has been rec-
ognized as helpful in some HRI scenarios (Holthaus et al. 2011), meaning that to
properly compare different environments, uncertainty must be adequately estimated
in them.

Moreover, assessing in-lab experiments may yield consistently different results
than apparently equivalent out-lab ones (Weiss et al. 2011). In fact, standard tech-
niques such as Likert questionnaires may easily introduce bias in out-lab experi-
ments, e.g., by creating expectations about what is expected from people answering
the questionnaire.

Annotation techniques, e.g., either directly or indirectly through video record-
ings, seem more appropriate for experiments in generic out-lab environments. With
MOnarCH, annotated video recordings were used. Table 2.4 shows a list of micro-
behaviors used in some of the experiments. These were selected to (i) be reasonably
simple to identify, and thus minimize a priori misclassification of micro-behaviors
and (ii) provide indicators that can be easily identified with the desired performance
indicators, e.g., acceptance/rejection.

In MOnarCH, multiple indicators of micro-behavior relevance were used, namely,
(1) direct counting of occurrences, (ii) activation rates, and (iii) functions of the time
between occurrences (see Sequeira 2017 for details).

The activation rate, i.e., the number of micro-behavior occurrences per unit of
time, indicates the micro-behavior relevance within a given time interval.

Counting the number of occurrences in an experiment allows for micro-behavior
ranking and, hence, it is an indicator of their relative relevance.

The time between occurrences is intrinsic to the environment dynamics for which
probabilistic models can be estimated.

In a sense, if the set of micro-behaviors to be annotated is rich enough, it will
capture the environment dynamics, defined in terms of the timing of the micro-

Table 2.4 Sample of annotated micro-behaviors in a MOnarCH experiment

Micro-behavior

Looking toward the robot, without direct interaction

Looking toward the robot and moving (around, ahead, and/or at the back of the robot)

Touching the robot

Aggressive movement toward the robot

Ignoring the robot

Following the robot

N AN R W N =

Compliant behavior toward the robot




2 A Motivational Case Study in Social Robotics 31

behavior occurrence (the relevant events). Performance can then be assessed by
looking at models of the environment and at any deviations from normal conditions.

As an example, experiments in MOnarCH yield aggregate countings, such as
those in Table 2.5, found in two separate experiments. These occurred on different
days with a 6-day interval in between, and with different children.

A ranking of micro-behaviors formed with these values, after normalization, sug-
gests that (i) the robot does not significantly change the environment, as the micro-
behaviors related to indifference are top rank and (ii) the robot is well accepted, as
those related to acceptance are ranked next, while those related to non-acceptance
are ranked bottom (see Sequeira 2017).

An example of the activation rates obtained in MOnarCH experiments is shown
in Table 2.6. In this case, the set of micro-behaviors in Table 2.4 was used to annotate
two different experiments on the liveliness exhibited by the robot.

A direct comparison between the two lines in Table 2.6 suggests that increased
liveliness diminishes the relevance of micro-behavior 5, i.e., ignoring the robot.
Furthermore, the values in the rightmost, micro-behavior 7, column suggest that
people tend to be more compliant if the robot seems alive. People also appear to be
less interested in following the robot if it shows improved liveliness. The differences
between values relative to micro-behaviors 1-4 do not seem to be significant when
drawing conclusions.

A major issue when assessing social interaction experiments in out-lab environ-
ments is the planning of experiments. To avoid introducing bias, experiments often
cannot be scheduled in advance. Instead, they must occur at the environment’s natu-
ral pace. The examples are the trials reported in Table 2.5. They had 6 days between
them, as the team had to wait for the right environmental conditions.

Table 2.5 Aggregate counting for each of the micro-behaviors in Table 2.4, for two experiments

1 2 3 4 5 6 7
Count 1 49 40 9 1 71 16 40
Count 2 50 18 1 0 97 0 65

Table 2.6 Activation rates (x1072) in two experiments (the micro-behavior list in Table 2.4 is
used)

Activation rate (low liveliness) 1 0.64 0.16 0.03 1.9 3.2 0.61
Activation rate (high liveliness) 0.86 0.78 0.16 0 1.1 0.23 0.82
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2.7 Current and Future Challenges

In the near future, the widespread deployment of robots in different domains of human
life will be one of the major technological and social challenges. There will, conse-
quently, be a need for harmonious and sustainable coexistence between humans and
embodied intelligent machines in shared physical, social, and cultural environments.
So far, most of these new robotic applications have been conceived and tested in the
lab, with their design process and evaluation being mainly guided by concerns with
the functional correctness of their performance, e.g., when navigating, perceiving the
surrounding environment, or grabbing things. There has been less concern about the
need to produce autonomous artificial entities that are not only functionally efficient
but also appealing and adequate for differentiated end user groups. If it is true that
the process of incorporating a new artifact in society always involves the adapta-
tion of human beings to it, it is also true that technology has to be user-friendly, so
that it is easily accepted, understood, and smoothly incorporated in people’s typical
routines and environments. A user-centered approach, therefore, becomes essential
throughout the design and production process. The identification of the potential
end users and their corresponding characteristics, as well as the identification of the
circumstances and contexts of use calls for the definition of what we designate the
User’s Referential Framework—URF.

The added value brought by a social robot, such as MOnarCH, must be assessed
through long-term experiments. MOnarCH is simply a playmate for a physically and
emotionally fragile population, a new experience that does not replace healthcare
professionals. The empirical evidence collected suggested that the vast majority of
children surveyed had the correct perception that the robot was not alive. Never-
theless, children acknowledged the robot’s presence in the Pediatrics ward and the
liveliness features implemented positively.

Ethical issues are currently gaining momentum, profiting from a media frenzy.
MOnarCH followed the legal recommendations, namely (i) those from the National
Data Protection Authority (CNPD), which severely restricts the usage of sensors,
such as video cameras; (ii) the use of Informed Consents (EC 2017a) and (iii) the
use of a code of conduct for the team members (Delvaux 2016; EC 2017b).

A Pediatrics ward is, by nature, a sensitive environment and requires extreme care
in terms of the robot’s behavior. From a physical point of view, people’s safety in the
Pediatrics ward was never an issue, with the current technology ensuring a collision-
free operation. For approximately 18 months, the robot operated on a daily basis in
two 1-h periods, one during the morning and the other in the afternoon. During these
periods, several developmental stages were tested, always minimizing team member
presence in the ward.

To continue improving inpatient QoL, it is paramount to innovate in perception
techniques, namely avoiding ethics related issues. The real-time estimation of social
environment models and the adjustment of robot behaviors to comply with any local
social norms, especially related to multimodal communication to improve interaction
with humans, are also topics of interest.



2 A Motivational Case Study in Social Robotics 33

References

Aibo (2017) Aibos History | Sony Aibo [Internet]. http://www.sony-aibo.com/aibos-history/. Online
April 2017

Bernabei V, De Ronchi D, La Ferla T, Moretti F, Tonelli L, Ferrari B et al (2013) Animal-assisted
interventions for elderly patients affected by dementia or psychiatric disorders: a review. J Psy-
chiatr Res 47(6):762-773

Chang WL, Sabanovi¢ S, Huber L (2013) Use of seal-like robot PARO in sensory group therapy
for older adults with dementia. In: Proceedings of 8th ACM/IEEE international conference on
human-robot interaction (HRI). IEEE, Tokyo, pp 101-102

Dautenhahn K (2003) Roles and functions of robots in human society—implications from research
in autism therapy. Robotica 21(4):443-452

Dautenhahn K, Werry I (2004) Towards interactive robots in autism therapy: background, motivation
and challenges. Pragmat Cogn 12(1):1-35

Delvaux M (2016) Draft report 2015/2103(INL) with recommendations to the Commission on Civil
Law Rules on Robotics. European Parliament, 31 May

European Commission (EU) (2017a) Ethics review in FP7: guidance for applicants: informed con-
sent. European Commission—Research Directorate-General Directorate L—Science, Economy
and Society Unit L3—Governance and Ethics. http://ec.europa.eu/research/participants/data/%
20ret/fp7/89807/%?20informed-consent_en.pdf. Online April 2017

European Commision (EU) (2017b) Civil Law Rules on Robotics. P§_TA-PROV(2017)0051, Euro-
pean Parliament resolution of 16 February 2017 with recommendations to the Commission on
Civil Law Rules on Robotics (2015/2013 (INL))

Ferreira MIA, Sequeira JS (2015) Assessing human-robot interaction: the role of long-run experi-
ments. In: Proceedings of the 18th international conference on climbing and walking robots and
support technologies for mobile machines (CLAWAR 2015). Hangzhou, China, 6-9 September
2015

Friedman B, Kahn Jr PH, Hagman J (2003) Hardware companions?: What online AIBO discussion
forums reveal about the human-robotic relationship. In: Proceedings of the SIGCHI conference
on human factors in computing systems. ACM, New York, NY, USA, pp 273-280. http://doi.
acm.org/10.1145/642611.642660

Giacomin G (2012) What is human centred design? Procs. 10° Congresso Brasileiro de Pesquisa e
Desenvolvimento em Design. Sdo Luis, Maranho, Brasil

Giusti L, Marti P (2006) Interpretative dynamics in human robot interaction. In: The 15th IEEE
international symposium on robot and human interactive communication, 2006 ROMAN 2006,
pp 111-116

Hasbro (2017) Joy for all companion pets. https://joyforall.hasbro.com/en-us/companion-cats.
Online March 2017

Holthaus P, Pitsch K, Wachsmuth S (2011) How can I help? International journal social robotics,
September 2011

1S09241-210 (2010) https://www.iso.org/standard/52075.html. Online December 2017

Kanda T, Nishio S, Ishiguro H, Hagita N (2009) Interactive humanoid robots and androids in
children’s lives. Child Youth Environ 19(1):12-33. www.colorado.edu/journals/cye

Kawaguchi Y, Wada K, Okamoto M, Tsujii T, Shibata T, Sakatani K (2012) Investigation of brain
activity after interaction with seal robot measured by fNIRS. Proceedings of IEEE RO-MAN, pp
571-576

Liu C, Conn K, Sarkar N, Stone W (2008) Online affect detection and robot behaviour adaptation
for intervention of children with autism. IEEE Trans Robot 24(4):883-896

MacDorman KF, Vasudevan SK, Ho C-C (2008) Does Japan really have robot mania? Comparing
attitudes by implicit and explicit measures (PDF). Al Soc 23(4):485-510, 883-896. https://doi.
org/10.1007/s00146-008-0181-2

Marti P, Palma V, Pollini A, Rullo A, Shibata T (2013) My Gym Robot. Procs symp on robot
companions: hard problems and open challenges in robot—human interaction, pp 64—73, 2005


http://www.sony-aibo.com/aibos-history/
http://ec.europa.eu/research/participants/data/%20ref/fp7/89807/%20informed-consent_en.pdf
http://doi.acm.org/10.1145/642611.642660
https://joyforall.hasbro.com/en-us/companion-cats
https://www.iso.org/standard/52075.html
http://www.colorado.edu/journals/cye
https://doi.org/10.1007/s00146-008-0181-2

34 1. S. Sequeira et al.

Martin F, Agiiero C, Cafias JM, Abella G, Benitez R, Rivero S, Valenti M, Martinez-Martin P (2013)
Robots in therapy for dementia patients. J Phys Agents 7(1):49-56, January 2013

Mori M (2012) The uncanny valley. IEEE Robot Autom 19 (2): 98-100 (trans: MacDorman KF,
Kageki N)

Moyle W, Jones C, Cooke M, O’Dwyer S, Sung B, Drummond S (2013) Social robots helping
people with dementia: assessing efficacy of social robots in the nursing home environment. In:
Proceedings of the 6th international conference on human system interaction (HSI), pp 608-613

NAO (2017) NAO robot at Chelsea Westminster hospital, UK. https://www.youtube.com/watch?
v=xhEsXBV7dFI. Online April 2017

NAOD (2017) Robot receptionist gets job at Belgian hospital. https://www.youtube.com/watch?v=
GuXRyUiew88. Online April 2017

Norman D, Draper S (1986) User-centered system: new perspectives on human-computer interac-
tion. Lawrence Erlbaum Associates, Inc.

Sabanovi¢ S, Bennett CC, Chang W-L, Huber L (2013) PARO robot affects diverse interaction
modalities in group sensory therapy for older adults with dementia. In: IEEE International con-
ference on rehabilitation robotics 2013, June 2013

Sequeira J, Ferreira I (2014) The concept of [robot] in children and teens: guidelines to the design
of social robots. Int J Signs Semiot Syst (IISSS) 3(2):43-57

Sequeira J, Gameiro D (2017) A probabilistic approach to RFID-based localization for human-
robot interaction in social robotics. Electronics 6(2):32, Special Issue on RFID Systems and
Applications, April 2017

Sequeira J, Lima P, Ferreira I, Ventura R, Saffiotti A, Pecora F, Gonzalez V, Barbosa M, Estilita J,
Alvito P, Breitenmoser A, Martinoli A, Pereira JN, Englebienne G (2015) MOnarCH storyboards:
interactive game technical script. http://www.monarch-fp7.eu

SequeiraJ (2017) Evaluation of experiments in social robotics: insights from the MOnarCH project.
In: Proceedings of 26th IEEE international symposium on robot and human interactive commu-
nication, RO-MAN 2017, Lisbon, Portugal, August 28—September 1 2017

Shibata T, Mitsui T, Wada K, Touda A, Kumasaka T, Tagami K et al (2001) Mental commit robot
and its application to therapy of children. In: Proceedings of 2001 IEEE/ASME international
conference on advanced intelligent mechatronics proceedings (Cat NoO1TH8556), vol 2, pp
1053-1058

Steen M (2012) Human-centered design as a fragile encounter. Des Issues 28(1):72-80

Tanaka F, Cicourel A, Movellan JR (2007) Socialization between toddlers and robots at an early
childhood education center. In: Proceedings of the national academy of science, vol 194, no 46,
17954x17958

Turkle S, Taggart W, Kidd CD, Dasté O (2006a) Relational artifacts with children and elders: the
complexities of cybercompanionship. Connect Sci 18(4):347-362

Turkle S, Breazeal C, Dasté O, Scassellati B (2006b) First encounters with kismet and cog: children
respond to relational artifacts. In: Messaris P, Humphreys L (eds) Digital media: transformations
in human communication. Peter Lang Publishing, New York

Ventura R, Ahmad A (2015) RoboCup 2014: robot world cup X VIII, chapter Towards optimal robot
navigation in domestic spaces. LNAI 8992. Springer, pp 318-331

Wada K, Takasawa Y, Shibata T (2013) Robot therapy at facilities for the elderly in Kanagawa
prefecture—a report on the experimental result of the first week. In: 2013 IEEE RO-MAN, pp
757-61

Weiss A, Igelsbock J, Wurhofer D, Tacheligi M (2011) Looking forward to a “Robotic Society”?
IntJ Soc Robot 3:111-129

Wu Y-H, Fassert C, Rigaud A-S (2012) Designing robots for the elderly: appearance issue and
beyond. Arch Gerontol Geriatr 54(1):121-6, February 201


https://www.youtube.com/watch?v=xhEsXBV7dFI
https://www.youtube.com/watch?v=GuXRyUiew88
http://www.monarch-fp7.eu

2 A Motivational Case Study in Social Robotics 35

Joao S. Sequeira received his Ph.D. degree in ECE in 1999 from Instituto Superior Técnico (IST),
Lisbon, Portugal. He is currently an assistant professor at IST and a researcher at the Institute for
Systems and Robotics (ISR), Lisbon, Portugal. He was the principal investigator in a number of
national projects participated in several international projects in several Robotics area and coor-
dinated the IST participation in the European FP6 project URUS. He coordinated the European
FP7 project MOnarCH and published several papers in international conferences and journals. His
current research interests include social robotics, decision making under uncertainty, and fusion
of information in multi-sensor systems.

Maria Isabel Aldinhas Ferreira is a linguist and semiotician. She is a member and researcher
of the Centre of Philosophy of the University of Lisbon and also a researcher at the Institute of
Systems and Robotics, Instituto Superior Técnico, University of Lisbon, where she does research
in the field of robotics and artificial cognition. The fundamental questions of “meaning making”
and cognition, either in natural or artificial systems, are at the core of her work. Presently, she
is dedicated to the topics concerning the design and construction of artificial architectures for
autonomous systems and its relation with the quality of Human-Robot Interaction. She has also
been developing work on the ethical and social impacts of the massive deployment of robotics
systems, being one of the founders of the International Conference on Robot Ethics: ICRES 2015;
ICRESS 2017 and ICRES 2018 and a promoter of several other initiatives concerning the topic.
She is a member of the International Society for Biosemiotic Studies and of the Editorial Board
of Biosemiotics-Springer. She is also a member of Associa¢@o Portuguesa de Linguistica; a mem-
ber of the IEEE and a member of the Management Team of the CLAWAR Association where she
is responsible for developing initiatives concerning Robot Ethics. She is also responsible for the
Lisboa Robotics ThinkTank, an initiative of the Lisbon City Council and ISR/IST University of
Lisbon.

Ana Nunes Barata is a Medical Doctor, M.Sc. Member of the Executive Committee of the World
Organization of Family Doctors (WONCA) (2016-present) and member of the Executive Board
of the Portuguese Association for Family Medicine (2015-present). She completed her medical
degree at the Universidad de Navarra, Spain (2010). In 2015, she completed the residency train-
ing in Family Medicine and, in 2017, she attained M.Sc. in Hospice and Palliative Care at the
University of Lisbon (M.Sc. thesis: “Prevalence of Symptoms in Patients with Advanced Diseases
in Primary Care”) and Postgraduate Degree in Geriatrics at the University of Porto (dissertation:
“Application of Social Robots in Neurodegenerative Diseases”). During the residency training she
made different internships in Hospice and Palliative Care namely at the Portuguese Oncological
Institute (IPO) in Lisbon (2013), San Juan de Dios Hospital in Bilbao (2015) and St. Christopher’s
Hospice in London (2015). Also, she participated in internships in Psychiatry and Mental Health
at the Garcia de Orta Hospital (2014) and in Psychogeriatrics at the ZfP Siidwiirttemberg, Ger-
many (2015). She has multiple papers presented in international conferences on the application
of Social Robots in Healthcare. Also, she is teaching experience with medical students and gen-
eral internship residents in Family Medicine. Currently, she is practicing as a Family Doctor in
Amadora and collaborating with the home nursing team since 2016.

Maria Filomena Pereira is a Clinical Assistant and Paediatrics Specialist since 1988, in the
field of Haemato-Oncology. She became Graduate Clinical Assistant in 1995, with in Paediatrics
Oncology specialization in 2004, and Senior Clinical Assistant in 2015. Currently, Dra Filomena
Pereira is the Director of the Department of Children and Adolescent of Instituto Portugués de
Oncologia de Francisco Gentil, Lisbon, Portugal.



	2 A Motivational Case Study in Social Robotics
	2.1 The Dawn of Social Robotics
	2.2 A Case Study: The MOnarCH Project
	2.3 The MOnarCH Environment
	2.4 Designing a Social Robot—A User-Centered Framework
	2.4.1 The Definition of the User’s Referential Framework
	2.4.2 The URF in the MOnarCH Project
	2.4.3 The Design Process

	2.5 Technologies
	2.6 Assessment
	2.7 Current and Future Challenges
	References




